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Preface

Emerging Topics in Physical Virology is a state-of-the-art account of recent
developments in the analysis and modelling of virus structure, function and
dynamics. It pays tribute to the importance of interdisciplinary research by
integrating an exposition of experimental techniques such as cryo-electron
microscopy, atomic force microscopy and mass spectrometry with mathe-
matical and biophysical modelling techniques. The number of chapters co-
authored by experimentalists and theoreticians is testimony to the impor-
tance of interdisciplinarity in tackling some of the most challenging and
exciting research problems in this area.

The aim of this book is to introduce the reader to recent develop-
ments in the field, and to provide a comprehensive review of the results
that prompted them. It is therefore not only a primer for researchers work-
ing in the analysis and modelling of viruses, but also serves as an intro-
duction for non-experts into this tantalising field of research. The book
starts with a description of cryo-electron microscopy by Neil Ranson and
Peter Stockley and demonstrates its power in determining the structure
and dynamics of viruses. Structural insights gained from X-ray crystallog-
raphy have revealed an intriguing phenomenon: there is a striking conser-
vation in the topologies of the capsid proteins that form the containers
encapsulating viral genomes. This has prompted Dennis Bamford, David
Stuart and collaborators to classify viral families into lineages based on
the concept of the viral ‘self ’. An important feature of this conservation
of capsid protein folds is that it appears to be non-sequence-specific, i.e.
the chemical structures of proteins with homologous folds can often be
very different. This suggests that there must be a guiding principle for the
formation of the capsid proteins that is independent of their sequences.
Thomas Keef and Reidun Twarock suggest that the icosahedral symmetry
of many viruses may provide such a guiding principle, and they introduce
novel group theoretical techniques to model this effect. Their approach
implies that a wide spectrum of viral features can be predicted based on
symmetry, and that perhaps the limited number of structural folds is a

xi



xii Preface

consequence of the fact that only a limited number of layouts are possible
for viruses with such symmetry.

Atomic force microscopy provides important insights into the
mechanical properties of viruses as detailed in the chapter by Wouter Roos
and Gijs Wuite. The authors discuss capsid shell structure, presence of
encapsidated material, capsid failure, maturation and capsid protein muta-
tions in relation to viral material properties and highlight similarities and
differences for different types of viruses. Another important experimen-
tal technique in the study of viruses is mass spectrometry. Eric Mon-
roe and Peter Prevelige show how this technique can be used to gain
invaluable information on viral proteins. Mass spectrometry can also play
a crucial role in the study of virus assembly, i.e. the process of forma-
tion of viral particles from their protein building blocks and genomic
material. An overview of capsid assembly kinetics is provided by one of
the pioneers in this area, Adam Zlotnick, and his collaborator Zachary
Porterfield. Their chapter covers both modelling and experimental tech-
niques and provides a comprehensive overview of viral capsid kinetics. An
important factor in virus assembly and disassembly is the mechanical stress
on different components of the viral capsid. A beautiful account of how
stress distributions impact on the assembly and disassembly of viral capsids
formed from pentamers and hexamers is provided by Robijn Bruinsma and
collaborators.

Viruses may package genomic material in the form of DNA or RNA.
An important question concerning the formation of RNA viruses is ‘what
determines the size of an RNA virus?’ It is addressed by Chuck Knobler
and Bill Gelbart in their discussion of the correlation between capsid and
genome sizes. The impact of genome length versus capsid size on the
physics of viral infectivity is also discussed with respect to double-stranded
DNA (dsDNA) phages by Alex Evilevitch and Martin Castelnovo.
Another intriguing feature of packaged DNA genomic material is its
topology. Together with their experimental collaborator Joaquim Roca,
Jarvier Arsuaga and De Witt Sumners provide a comprehensive account
of the mathematical and experimental analysis of the topology of
viral DNA.

A volume on emerging topics in physical virology would not be com-
plete without a discussion of the fascinating applications of viruses and
virus-like particles in biomedical nanotechnology that are opened up by
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these recent theoretical and experimental approaches. We therefore con-
clude with a chapter by Kristopher Koudelka and Marianne Manchester
that discusses the state of the art in this area.

We would like to express our special thanks to the authors of these fas-
cinating chapters for making this volume possible by sharing their exciting
research with us.

Peter Stockley and Reidun Twarock
March 2009
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Chapter 1

Cryo-Electron Microscopy of Viruses

Neil A. Ranson∗,† and Peter G. Stockley∗,‡

Cryo-electron microscopy (cryo-EM) is a structural technique that images
biological macromolecules in native-like conditions, and has been widely
applied to the study of viruses. Virus structures have been determined by
cryo-EM at resolutions ranging from molecular (∼30–50 Å) to near-atomic
(∼4 Å). Here we introduce cryo-EM of virus particles for the non-expert
reader and review how some of the key cryo-EM studies have advanced our
understanding of virus biology. We also describe the latest advances in cryo-
EM. These advances are on the one hand driving cryo-EM studies of sym-
metric viruses towards atomic resolution. On the other, they are developing
structural methods that allow the study of individual, pleiomorphic virus
particles and the interactions they make with cellular machinery.

1. Introduction

The molecular details of how viruses infect and hijack the cellular processes
of their host cells are of critical importance in biology and medicine. It
is only through a precise understanding of such events that new anti-viral
therapies will be developed. One of the key elements of this growing under-
standing of the viral life cycle has been an increased understanding of the
structure of viruses, and in particular their dynamic properties. Together
with X-ray crystallography, cryo-electron microscopy (cryo-EM) tech-
niques have played a central role in studying virus structure. At the same
time, viruses have played an equally important role in the development
of cryo-EM and single-particle image processing as techniques in modern
structural biology. In this chapter we will illustrate these developments for
non-expert readers with selected examples.

∗Asbury Centre for Structural Molecular Biology, University of Leeds, Leeds, LS2
9JT, UK. E-mails: †n.a.ranson@leeds.ac.uk; ‡p.g.stockley@leeds.ac.uk
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2 N. A. Ranson and P. G. Stockley

Fig. 1. Electron micrograph of Turnip Yellow Mosaic Virus (TYMV) negatively
stained with 1% phosphotungstic acid. From Brenner & Horne (1959). Biochem. Bio-
phys. Acta. 34, p. 103.

Electron microscopy has been used to image viruses for more than
50 years. Initial studies involved the use of negative staining, in which the
virus is placed on a continuous carbon film, coated in a heavy metal salt
such as uranyl acetate, ammonium molybdate or phosphotungstic acid,
and then dried before imaging (Fig. 1). Such treatment embeds the virus
in a cast of the heavy metal salt and it is this cast, rather than the biolog-
ical macromolecule itself, that gives rise to contrast in the images; hence
‘negative’ staining. Staining methods are rapid, generate high image con-
trast, and allow relatively large electron doses to be used, producing readily
interpretable relatively low-resolution images of virus particles. However,
staining also has major disadvantages. Firstly, penetration of stain into the
interior of macromolecules is limited by both the structure of those macro-
molecules and by the size of the stain crystals. In practice this means that
negative staining typically reveals only the external envelope of a macro-
molecule rather than any internal features. Secondly, the drying process
can significantly distort the structure being imaged, as specimens are typi-
cally flattened onto the carbon support film as they dehydrate (see Fig. 2a).
Such structural deformations are exacerbated by the pH and ionic strength
of the stain solution, which places the biological macromolecule in a pro-
foundly non-native environment. In summary, negatively stained images of
viruses therefore are excellent at identifying the presence of viral particles
in both purified and cellular samples, and this remains a major tool in the
search for the presence of novel viruses in tissues.
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Fig. 2. A schematic representation of specimens for EM studies. (a) A negatively-
stained virus (blue hexagon) adsorbed to a carbon support film (grey), and embedded
in deep stain (orange). Note the flattening of the hexagonal virus onto the support
film. (b) A viruss particle partially embedded in shallow stain. The portion of the virus
structure not embedded in stain will not contribute to images of the specimen. (c) A
cryo-EM specimen. Virus particles are unstained and trapped in a layer of vitreous ice.
The ice layer is formed in a hole in the carbon support film.

A further complication of electron microscopy in general is caused
by the nature of image formation in the microscope. EM has a depth
of field that is significantly larger than most biological specimens. The
consequence of this is that the images formed are projections of the three-
dimensional (3-D) object onto the plane of the two-dimensional (2-D)
recorded image, which greatly complicates interpretation. Various tricks
have been developed to reveal information about the third dimension.
One technique often used is metal shadowing at defined angles, which
produces a pattern of electron dense material around particles of interest.
The lengths of shadowed areas are proportional to the height of the object.
More sophisticated image processing techniques have also been developed
to reconstruct 3-D objects from a series of 2-D projection images, tech-
niques that are very similar to those used in computed tomography (CT)
scanning in medicine. Such methods work particularly well for viruses
that have highly symmetric capsids. A major advance has been the use of
cryogenic freezing of unstained samples (cryo-EM) and techniques for
data collection that allow 3-D reconstructions from samples undamaged
by excessive exposure to the electron beam (see below). Such techniques
yield structures for viruses at resolutions that can rival those of X-ray crys-
tallography, and of course do not require crystallisation of the samples
before structure determination. Fortunately it turns out that in most cases
to date structures determined by X-ray and cryo-EM methods are very sim-
ilar, and X-ray structures can often be fitted into cryo-EM density. This
implies that crystal structures reflect viral structures in solution but it has
also opened up a wonderful synergy between the two techniques, as there
are many conditions in which virologists would like to examine viruses
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that are unlikely ever to be accessible by single crystal diffraction studies.
Recent developments allow 3-D reconstructions to be determined for sin-
gle virus particles, further extending the power of cryo-EM to interrogate
viral life-cycles. Such techniques allow the determination of tomograms
of viruses that lack isometric structures, such as the major pathogens of
influenza, HIV and herpes. Viral asymmetry is therefore no longer a barrier
to structural studies

2. The Cryo-EM Technique

As a result of the problems described above with interpreting stained
images, structural biologists were keen to move to imaging of unstained
specimens. The development of cryo-EM built upon the long estab-
lished concept that low temperature preserves biological specimens. How-
ever at the molecular level, the formation of ice crystals during freezing
can disrupt biological structures and withdraws water molecules from their
hydration shell causing macromolecules to become partially dehydrated.
Furthermore, crystalline ice diffracts the electron beam, preventing use-
able image formation. Dubochet and colleagues at the EMBL in Heidel-
berg discovered that if a biological specimen was frozen sufficiently rapidly
the formation of ice crystals was prevented, preserving the solution con-
formation and allowing it to be imaged in a thin layer of vitreous ice. The
key to this rapid freezing was the use of liquid ethane or propane, cooled to
near liquid nitrogen temperatures, to freeze the samples. These coolants
have extremely high thermal conductivity, which allow extremely rapid
cooling rates to be achieved. Together with the low mass of an aqueous
thin film, cooling rates approaching a million degrees per second can be
achieved during vitrification. In the vitreous ice layer that results from such
rapid cooling, biological macromolecules remain hydrated, and in a struc-
tural state essentially identical to that seen in the liquid phase. Typically,
the thin film of ice was formed and frozen in a hole in a carbon support
film, ameliorating the effects of a support film that can flatten particles and
cause preferred orientations to be observed (see Fig. 2). The first practical
results of this new technique were images of viruses: unstained, frozen-
hydrated Semliki Forest Virus and bacteriophage T4 (see Fig. 3e). Even in
these first cryo-EM images, the potential of the technique for studying the
structure of viruses was immediately apparent. The images of SFV imme-
diately settled an ongoing debate about whether SFV had a T = 3 or a
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Fig. 3. Cryo-EM sample preparation. (a) A cryo-EM freezing apparatus. An EM grid
is held in forceps above a reservoir of liquid nitrogen-cooled liquid ethane. Sample in
water of buffer is added, excess liquid is blotted away (here by pneumatically-driven
blotters) and then the grid is plunged into the liquid ethane reservoir. (b) A typical EM
grid The grids are ∼3 mm in diameter and consist of a mesh made from a variety of
metals, and in various spacings. (c) Grids covered with a support film lithographically
etched to contain a regular array of regularly sized holes are commercially available.
The support film shown is a Quantifoil R2/2 grid (Quantifoil Microtools, Gmbh), in
which the holes are 2 µm in diameter). (d) A close-up view (∼1200x) of such a support
film with a thin layer of vitreous ice in the EM is also shown. (e) The first published
cryo-EM images of a virus; Semliki Forest virus. From Adrian et al., (1984).
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T = 4 capsid morphology, unambiguously revealing a T = 4 morphology
(Adrian et al., 1984).

3. Determining the 3-D Structure of Viruses
from EM Data

Like all methods that are in principle suitable for determining the high-
resolution structure of biological macromolecules, electron microscopy
has both advantages and disadvantages. Perhaps the most notable advan-
tage of an electron microscope might sound trivial but is not; an electron
microscope records an image. The process of image formation means that
both amplitude and phase information are recorded simultaneously, in
contrast to diffraction-based methods where only amplitudes are captured,
and phase information has to be derived. However, aberrations in the mag-
netic lenses used to focus electrons (which allows formation of the image)
mean that very small apertures are required in electron microscopes. Small
apertures contribute to the large depth of field in EM. Together with the
penetrating nature of electrons, this results in the 3-D electron density
of the object being projected onto the 2-D plane of the image (c.f. a
medical X-ray). The fact that EM generates projection images of biolog-
ical structures means that it is extremely difficult to interpret individual
EM images. However, it also means that true 3-D structural information
is accessible. 3-D reconstruction of an object from projections is possi-
ble owing to the fact that the Fourier transform of a projection image
is a central section of the 3-D Fourier transform of the original object
(Fig. 4).

Thus, if all possible views of the object are available, then a full 3-D
reconstruction of the object is possible, in principle to the resolution limit
of the instrument. For the case of electrons in the 2–300 keV range as
used in modern microscopes, this is better than 1 Å resolution. The key
problem faced in calculating such a 3-D structure is determining in which
orientation the individual projections of the original object were imaged.
The orientation of the projected structure defines which central section
through the 3-D transform of the object the projection represents. From
this it can readily be seen that a full range of all possible orientations leads
to the most completely sampled 3-D transform, and hence contributes
towards higher resolution. The essence of determining a virus structure
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Fig. 4. The principle of how to calculate a 3-D structure from 2-D projections. The
virus is randomly oriented in vitreous ice layer of a cryo-EM grid. The recorded images,
containing noise and distorted by the effects of the microscope CTF are projections
of different views of the virus onto the plane in which the image is recorded. The
2-D Fourier transform of those images are central sections through the 3D Fourier
transform of the virus. Knowing the orientation of each particle tells you which central
section of the 3-D transform that virus particle represents — i.e. how the slices fit
together. The degree to which the 3-D transform is populated is one of the limits on
resolution in cryo-EM studies; hence the need for randomly distributed orientations
and the advantage of high symmetry. The 3-D object is reconstructed by reverse Fourier
transformation to give a 3-D electron density map.
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by cryo-EM is therefore simply to determine the orientation of each pic-
ture of the virus with as high a degree of accuracy as possible. Details
of exactly how the orientation of each imaged virus particle is found are
beyond the scope of this article. However, in essence a number of different
approaches are possible which share the same basic idea that experimen-
tal images of the virus are compared to reprojections of a model struc-
ture for the virus. For review, see (Baker et al., 1999; van Heel et al.,
2000).

Implicit in the idea that all possible views are required is the fact that
structures of highly symmetric particles are more readily calculated, as the
symmetry of the particle helps to ensure that all possible views are sampled.
Averaging of symmetry-related views also increases the effective size of
datasets, meaning that fewer raw images are required for a given resolution
than for asymmetric particles. Symmetry averaging does however ‘average-
away’ any asymmetric features of a virus, such as single-copy infectivity or
maturation proteins which are commonly essential for viral lifecycles.

The negative-staining method that dominated EM imaging of viruses
until the mid-1980s presented major challenges to the application of this
approach to 3-D structure determination. Very often biological particles
adhere to the carbon support film on the EM grid, deforming the native
structure and resulting in preferred particle orientations that make 3-D
structure determination difficult because these do not contain enough
information. For highly symmetric particles such as isometric viruses, this
is not an insurmountable problem, as symmetry ensures an even cover-
age/sampling of the 3-D transform of the reconstructed density. How-
ever, the size of such particles means that obtaining images of viruses fully
embedded in stain is extremely difficult, and for larger viruses essentially
impossible. Since it is the interaction of electrons with the stain layer that
generates contrast, this results in the information from un-embedded por-
tions of the virus not being recorded in the image, i.e. the images represent
projections of only part of the structure (see Fig. 2b). Furthermore, owing
to the problems associated with staining, only information on the surface
envelope of the virus is obtained.

Preservation and imaging of the entire native-like structure is the clear
advantage of cryo-EM over staining methods. However, the fact that the
specimen is unstained results in a different set of problems for structure
determination. Firstly, amplitude contrast in cryo-EM images arises from
the scattering power of the atoms found in the specimen, which is related
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to their mass. Hence the use of heavy metal salts in negative staining. The
masses of atoms typically found in proteins and/or nucleic acids are very
similar to those found in the surrounding water and buffer molecules of
the vitreous ice layer. This means that although cryo-EM images contain
information from the entire macromolecular structure, they typically have
extremely low contrast. This problem is made markedly worse by the radi-
ation sensitivity of unstained biological macromolecules, requiring that
the electron dose delivered to the specimen be kept low to minimise radi-
ation damage. Together these factors result in the characteristically poor
signal to noise ratios (SNR) of cryo-EM images, and necessitate compu-
tational averaging of data to improve the SNR to a point where structure
determination is possible. In essence, in cryo-EM noisy images of indi-
vidual molecules have to be explicitly averaged after the data is recorded,
whilst in X-ray diffraction averaging is an intrinsic property of the crystal.
This averaging creates significant computational challenges that need to
be overcome in order to determine cryo-EM structures, especially to high
resolution.

To a limited extent, the problem of low amplitude contrast in cryo-EM
images can be overcome by tuning the optical properties of the micro-
scope to introduce a second type of contrast into the recorded images:
phase contrast. In practice, this is routinely achieved by defocusing the
microscope, which introduces low-resolution phase contrast that is often
essential to allow relatively small objects, such as virus capsids, to be found
in noisy micrographs. It also means that distortion of the observed image
by the microscope’s contrast transfer function (CTF) becomes significant
and problematic (Fig. 5). A CTF is a phenomenon, common to all opti-
cal systems, that defines how information is transferred as a function of
spatial frequency (i.e. resolution) in Fourier space. The form of this func-
tion is of an oscillating sinusoidal variation in information transfer with
increasing frequency and decreasing amplitude (Fig. 5f). In real space
(i.e. in the observed image) the effects of a CTF are to convolute the
image of the object being studied with a point spread function (PSF). A
PSF spreads information from each area of the image into surrounding
areas and attenuates information at high resolution. The practical con-
sequences of using highly defocused images are therefore that although
they have more low-resolution contrast, allowing the particles to be found,
the particles themselves have less high resolution information and are
profoundly distorted, necessitating computational CTF correction during
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Fig. 5. Contrast transfer functions in cryo-EM. (a) The effects of a CTF on the
observed image. The 3-D structure (a) is projected (in a computer) to give a 2-D
projection image with no added CTF (b). The effects of a CTF function are then
simulated with defocus of 1.0 µm (c), 2.0 µm (d), and 4.0 µm (e). The effects of the
Fourier space CTF function on the real image are of a point spread function, which
spreads information from the particle into surrounding areas. (f) Plots of typical CTF
functions applied in (c–e). A CTF has an oscillating form with increasing frequency
and decreasing amplitude — i.e. there are contrast reversals, spatial frequencies where
no information is transferred (‘zeroes’) and attenuation of high-resolution informa-
tion. Only by combining data at different degrees of defocus can full restoration of
information at all resolutions by achieved.

the structure refinement calculations. Such corrections essentially flip the
image contrast in regions where the CTF has made it negative, removing
the effects of the PSF.

4. Complementarity between Cryo-EM
versus X-ray Methods

Advances in all aspects of X-ray crystallography, especially in robotic crys-
tallization condition screening, and in the advent of synchrotron radiation
sources, have led to ever larger and more complicated macromolecular
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complexes being solved by X-ray methods. Such advances are exemplified
by recent X-ray structures of large enveloped viruses such as PRD1
and PM2 (Cockburn et al., 2004; Abrescia et al., 2008). Despite such
remarkable successes, generally speaking the larger the virus the more
difficult it is to grow crystals that diffract to high resolution. Cryo-EM,
which, as described above, has no requirement for crystallization, is appli-
cable (and has been applied) to all classes of virus from the smallest (plant
satellites) to the largest (mimivirus). Its use has been especially power-
ful in the study of larger viruses (especially those containing lipid bilayer
envelopes), virus-receptor complexes, and transient states in virus matu-
ration pathways. Some notable studies in these areas are described in the
following sections.

A recurring theme in these studies is the complementarity between
X-ray and cryo-EM techniques. Cryo-EM maps at even quite modest
resolutions have been used to phase X-ray data. Fitting of X-ray coor-
dinates into low or intermediate resolution density dramatically enhances
the interpretable information content of the cryo-EM structure. X-ray and
cryo-EM methods have also been used extensively to map different states
in the same maturation pathway.

5. Structure of Large Enveloped Viruses

Several very large viruses have been isolated and their structures deter-
mined by cryo-EM. Chilo iridescent virus (CIV) and Paramecium bur-
saria chlorella virus type 1 (PBCV-1) infect very different hosts (insect
and unicellular green algae respectively) but have strikingly similar struc-
tural features (Yan et al., 2000). CIV, with a diameter of ∼1850 Å and
a T = 147 morphology, is marginally smaller than PBCV-1 (diameter
1900 Å, with a T = 169d morphology). An even bigger virus Phaeocystis
pouchetii virus (PpV01) has a capsid with T = 219d quasi-symmetry and
diameter of ∼2200 Å (Yan et al., 2005). However even these giant viruses
are dwarfed by another virus discovered at around this time. Mimivirus was
first isolated from amoeba in a water-cooling tank, and initially thought to
be a bacterium (it is ∼3x the size of the smallest known bacterium). The
capsid is currently thought to have a T =∼1179 morphology (Fig. 6; Xiao
et al., 2005; Xiao et al., 2009), and packages a dsDNA genome of ∼1.2Mb
encoding 911 proteins (Raoult & Forterre, 2008). The smallest known
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Fig. 6. Extremes of virus size. (a) X-ray structure of Satellite Panicum Mosaic
virus (SPMV; Ban & McPherson, 1995), amongst the smallest of known virus par-
ticles. SPMV has a T = 1 morphology and a diameter of ∼160 Å. (b) The largest
known virus: Mimivirus. Mimivirus has a T ∼= 1179 morphology and a diameter of
∼5000 Å. From Xiao et al., 2005; Xiao et al., 2009. Inset in the small box is SPMV
shown at the same scale as mimivirus.

free-living organism is a mycoplasma and its genome encodes just 470 pro-
teins. Mimivirus therefore blurs the boundaries between viruses and uni-
cellular organisms. Indeed, mimivirus has since been reported to be itself
parasitised by a smaller virus, the first ‘virophage’ (La Scola et al., 2008).

6. Virus — Receptor Interactions

The interaction of a virus with its cellular receptor is of critical impor-
tance in infection, and cryo-EM has played a significant role in elucidat-
ing the molecular details of such interactions. One area in which this
has been especially apparent is in the binding of rhinovirus, a picor-
navirus, to intracellular adhesion molecule-1 (ICAM-1). These studies
helped to address a fundamental question regarding virus–receptor inter-
actions: viruses are known to mutate rapidly, helping them to evade the
host immune response, yet make specific interactions with their recep-
tors. It is, however, difficult to rationalise how such rapid mutation, and
the accompanying structural changes that it promotes, can be compatible
with the maintenance of a stable, specific interaction with a host molecule.
Kolatkar et al. (1999), showed how soluble fragments of ICAM-1 bound
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in a canyon on the surface of the virus. This surface feature was thought
to be too small to allow antibody access, providing spatial separation of
the receptor-binding site from the immune response. Surface residues
could therefore mutate more rapidly, allowing immune evasion, whilst the
receptor-binding site was maintained in its canyon. Although, antibody
binding has now been detected to epitopes within the canyon, the basic
proposal remains a paradigm for picornavirus — receptor interactions.

Structural studies on poliovirus, another picornavirus, have visu-
alised the virus bound to its cellular receptor incorporated into lipo-
somes (Bubeck et al., 2005). Such a structure represents a virus that is
poised to deliver its genomic information across the liposome bilayer,
and provides invaluable information about the process of infection via
membrane-embedded receptors. The authors first determined the viral
site at which receptor binding occurred using a novel post-imaging fidu-
cial marker technique. Briefly they determined the orientation of each
image in their dataset, and then added a white ‘spot’ to each image
marking the attachment site. When such ‘spotted’ images were used in
an icosahedral reconstruction a clear density above each five-fold ver-
tex was observed, unambiguously showing that the virus binds its intact
membrane-embedded receptor at a five-fold vertex. In turn this knowl-
edge allowed a reconstruction of the virus-receptor-liposome complex to
be calculated using C5 (five-fold rotational averaging around the attach-
ment site) symmetry (Fig. 7). The resulting five-fold averaged structure of
the complex shows how receptor binding brings one of the twelve five-fold
vertices of the capsid into close proximity with the membrane of the lipo-
some, where the lipid bilayer is perturbed. Presumably this perturbation
is the first step in allowing the viral RNA to access the interior of the host
cell. The same authors have now applied similar methodologies to examine
the membrane-attachment complex of Semliki forest virus (SFV), a model
for enveloped virus fusion. SFV also approaches the membrane along a
five-fold axis that at least suggests this may be a generic feature of receptor
recognition and fusion events.

7. Maturation Processes

Another area of virology in which cryo-EM has made a substantial con-
tribution to our expanding knowledge is in viral maturation. Although
significant efforts have been directed at HSV-1 nucleocapsid maturation,
the most complete description of a viral maturation pathway to date is for
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Fig. 7. The five-fold averaged (C5) structure of Poliovirus bound to its receptor
incorporated into liposomes. Surface (a) and central slab (b) through the structure of
poliovirus bound to its cognate receptor. The grey surface in (b) is the structure of the
virus-receptor complex in solution. Extra density is visible in the outer leaflet of the
bilayer and may represent perturbation of the membrane upon virus binding. From
Bubeck et al., 2005.

Hong Kong 97 (HK97), a tailed bacteriophage with a dsDNA genome.
Both HSV-1 and HK97 maturation are reviewed in detail in Steven et al.,
2005. The detailed description of HK97 maturation is also interesting
because it acts is a paradigm for combining X-ray crystallography and
cryo-EM methods to elucidate new biology.

HK97 is extremely well suited to studying maturation processes. The
major coat protein, gp5, has been exhaustively studied, and assembles
to form icosahedral particles in the absence of its portal protein and tail
assembly. Such ‘Prohead I’ particles (Fig. 8), which have a T = 7l quasi-
symmetry, are much better suited to structural studies than tailed particles.
Maturation is triggered by an autocatalytic cleavage of gp5 to gp5*, which
produces Prohead II. Both Prohead I & II have a relatively small diameter
and a thick capsid wall. Intermediate states between the Prohead II and
final Head II state have now been identified and structurally characterised
using cryo-EM. In vitro, upon acidification to pH 4.15, Prohead II rapidly
alters its conformation to a semi-expanded Expansion Intermediate (EI)-I
state, then to a structurally similar EI-II state, and finally to an EI-III state
that is characterised by its large diameter and thin walls. Upon neutraliza-
tion, EI-III rapidly assumes the structure of the polyhedral mature head
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Fig. 8. The maturation of bacteriophage HK97. HK97 assembles to form icosahedral
particles (Prohead I) in the absence of its tail. Autocatalytic cleavage of the coat protein
forms Prohead II, which then undergoes a sequence of maturation steps (driven by
changes in pH) that increase the diameter of the capsid whilst decreasing the thickness
of the capsid wall. The left half of each capsid structure shows a surface rendering, whilst
the right half shows a cut-away to reveal the thickness of the capsid wall. The schematic
portion of the figure was adapted from Lee et al., 2008; the structural portion was
adapted from Steven et al., 2005.

(Head-II). The Head-II conformation is characterised by a remarkable
cross-linking between coat protein subunits, which arises from the auto-
catalytic creation of iso-peptide bonds between each subunit and two of
its neighbours (Wikoff et al., 2000). The resulting ‘catanenes’ of protein
subunits are interlinked, giving the capsid a chainmail-like structure. The
maturation process also encompasses both major rigid-body rotations and
translation of some portions of the coat protein subunit structure, and
refolding of the rest.

Another viral system in which cryo-EM has helped to advance our
understanding of maturation processes is the Dengue virus, a human
pathogen of increasing importance. In common with many enveloped
viruses, the acquisition of Dengue virus infectivity is closely associated
with changes in pH. Yu et al. (2008), determined the structure of Dengue
virus in a new conformation promoted by low pH (pH 6.0; Fig. 9). This
pH mirrors that found in the Golgi network through which Dengue virus
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Fig. 9. Cryo-EM characterization of a reversible, pH-induced conformational
change in the structure of Dengue virus. The conformational change renders the virus
sensitive to proteolytic processing that is essential for the acquisition of virus infectivity.
From Yu et al., 2008.

is trafficked, and was shown to render the virus susceptible to proteolytic
cleavage by furin, a cellular protease normally localised to the Golgi net-
work. This cleavage liberates a peptide that remains bound to the virus
particle at low pH, i.e. whilst the virus is still in the Golgi, but dissociates
when the pH is raised, generating the membrane fusion potential of the
virus.

8. Structural Information on Packaged
Genomes

Both X-ray diffraction and cryo-EM have been spectacularly successful
in elucidating details of the protein capsids of a wide range of viruses.
However, information on how the genomic material is packaged within
those protein capsids remains much scarcer. A wide range of different
factors contributes to this lack of information.
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Fig. 10. dsDNA packaging by bacteriophage. (a) The cryo-EM structure of bacte-
riophage φ29. The view is of the rear half of the capsid, and packaged dsDNA is visible
(in red) as tightly spooled density. From Tang et al., 2008. (b) Details of the dsDNA
packaging apparatus of bacteriophage T4. The gp17 packaging motor (cyan, yellow
& green) is in the open conformation in the capsid-incorporated pentamer structure
(Sun et al., 2008).

For those viruses with a dsDNA genome inserted into preformed cap-
sids by a packaging motor, the enormous pressure generated leads to the
structure of the packaged genome being dominated by closely spaced con-
centric shells of nucleic acid that fully occupy the space encapsidated by
the capsid (Fig. 10a). No defined 3D tertiary structure for such a pack-
aged DNA is available, and indeed, it seems plausible that no such defined
tertiary structure exists. Much progress has been made on understand-
ing how this enormous packing density is achieved. Sun et al. (2008)
determined the crystal structure of the packaging motor from bacterio-
phage T4, and fitted it into a lower resolution cryo-EM reconstruction
of the intact virion (Fig. 10b). The packaging motor, gp17, is shown to
consist of two domains; an N-terminal domain that provides the energy
for dsDNA packaging through the binding and hydrolysis of ATP, and a
C-terminal domain that translocates the genome into the capsid. In the
X-ray structure of the gp17 monomer, the two domains are in a closed
conformation, whilst in the cryo-EM structure of the gp17 pentamer, they
are in an open conformation. Based on this and much biochemical work,
the authors propose an elegant model for genome packaging driven by
ATP-induced opening and closing of the gp17 structure.
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The situation for viruses with a single-stranded RNA genome is
markedly different. Single-stranded RNA genomes are not inserted into
preformed capsids by packaging motors, but rather fold and are packaged
as the viral capsid assembles. Single-stranded (ss) RNA has a much greater
degree of conformational flexibility that presumably facilitates this cou-
pling of assembly and packaging, and intriguing evidence is beginning to
appear that suggests the genome may play a far more active role in the
assembly process than has previously been appreciated (Stockley et al.,
2007). Indeed it seems plausible that one of the many selective pressures
that such viruses experience is the ability of the genomic RNAs to par-
ticipate in the assembly reaction. In keeping with the lack of a packaging
motor to force nucleic acid into a capsid, the density of the packaged
genome appears to be far lower. The idea that ssRNA genomes fold as
they are packaged is tantalizing, because the defined sequence of the RNA
molecule, together with the repeating nature of the protein binding sites
for RNA presented by the capsid, raises the possibility that each virus might
package its genome in the same or similar way. If this were the case then
such a virus should be amenable to structural studies.

However, significant difficulties remain in imaging packaged RNA
genomes. The protein capsids of spherical viruses contain a regular array of
highly ordered, symmetrically arranged repeats of a single (or small num-
ber) of polypeptides. A single-stranded genome however, is an inherently
asymmetric structure defined by the linear sequence of its nucleotides.
This mismatch in symmetry between capsid and genome almost guaran-
tees that the latter will be less ordered than the former. Furthermore, as all
the structural methods used to determine virus structure require this order,
it is not surprising that significant amounts of genomic material are rarely
resolved in virus structures. Yet more difficulties arise from the mechanics
of data collection during X-ray diffraction experiments on viruses. In much
early crystallographic work no data at resolutions lower than 20–30 Å were
included. This was both to simplify what was at the time a daunting compu-
tational task, and because the low-resolution terms are routinely excluded
by the beam stop used to allow collection of high-resolution data. How-
ever, it is precisely such terms that are most important for describing the
structure of imperfectly ordered components of the crystal, such as the
packaged genome. The lack of information at appropriate spatial frequen-
cies prevents visualization of density for the imperfectly ordered genome
at lower resolution.
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Fig. 11. Structural information on ssRNA genomes within virus particles. The rear
half of each virus is shown in a low-resolution surface representation (in blue). Ordered
RNA is shown in yellow. Each structure is from X-ray crystallographic data. Adapted
from Schneemann et al., 2006.

Despite this array of technical difficulties, there are now a (relatively
small) number of structural studies in which significant amounts of density
for genomic RNA have been observed (for review see Schneemann et al.,
2006). The first virus in which ordered ssRNA was observed was bean pod
mottle virus (BPMV; Chen et al., 1989; Fig. 11), a T = 3 capsid in which
6 ordered and 5 poorly ordered nucleotides were seen near the icosahedral
three-fold axes, accounting for ∼20% of the genomic RNA. However, the
most complete description of a packaged RNA has been made for the small-
est viruses, where the small size of the genomic RNA and its relatively close
proximity to the ordering effects of RNA binding sites on the capsid pro-
tein shell presumably enhance the degree of order. Satellite tobacco mosaic
virus is amongst the smallest of all known viruses. The 1058 nucleotide
ssRNA genome encodes for a single gene product, the viral coat pro-
tein, which assembles as a T = 1 icosahedral particle with a diameter
of ∼170 Å. These particles are not in themselves infectious, and piggy-
back their own infectivity to infection by a larger, ‘helper’ virus (in this
case tobacco mosaic virus). The 1.8 Å resolution X-ray structure of STMV
reveals ∼59% of the genomic RNA occurring as short duplexes beneath the
icosahedral two-fold axes of the virion (Larson et al., 1998). Subsequent
work has modeled stem loop structures connecting these duplexes,
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and now accounts for >80% of the genome (Larson & McPherson,
2001; Fig. 11).

Perhaps the most striking example of a packaged RNA has come from
structures of insect viruses in the family Nodaviridae, exemplified by Flock
House virus (FHV; Fisher & Johnson 1993) and Pariacoto virus (PaV;
Tang et al., 2001). The crystal structure of PaV, which has a T = 3 cap-
sid morphology and bipartite, ssRNA genome, is of particular interest.
It shows ∼25 base pairs of RNA packaged as A-type duplexes beneath
the icosahedral two-fold axes. These duplexes extend towards the icosa-
hedral three-fold axes, where icosahedral averaging gives the impression
of three-way RNA junctions. The modelled RNA therefore appears as a
dodecahedral cage of density, providing an averaged view of ∼35% of the
PaV genome. The dodecahedral cage is visually seductive, but it is impor-
tant to recognise that it cannot accurately represent the true situation as
not all 20 three-fold contacts can accommodate a three-way junction if
the RNA is linear and bipartite. Rather the density weakens near to the
three-fold contact, suggesting that at some of the vertices, the RNA dips
into the centre of the particle where the remaining ∼65% of the genome
is presumably located.

In contrast to X-ray crystallography, cryo-EM images simultaneously
record information across a very wide range of spatial frequencies. In fact,
the signal at low-resolution vastly outweighs that at high resolution, and
this is the second major reason for averaging of cryo-EM images: to boost
weak information at high spatial frequencies to significant levels. Cryo-
EM images are therefore inherently well suited to imaging relatively poorly
ordered density at less than atomic resolution, and recent cryo-EM studies
have given considerable insight into the packing of genomic ssRNA within
capsids.

A cryo-EM study on Pariacoto Virus revealed the same dodecahedral
RNA cage as seen in the crystallographic study described above, but also
revealed further density at lower radius. This clearly suggests that, the
packaged genomic RNA is most ordered close to the lattice of binding
sites on the inner surface of the protein capsid. At lower radii, where the
steric restraint imposed by binding to the capsid is further removed, order
is lower.

A similar theme has now also been observed for a ssRNA bac-
teriophage, MS2. The crystal structure of the wild-type MS2 virion
was amongst the first virus structures to be determined, and contained
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almost no information for encapsidated RNA. Subsequent crystallographic
studies on recombinant MS2 capsids containing multiple copies of RNA
oligonucleotides with defined sequences, each bound to a coat protein
dimer, and hence repeated within the asymmetric unit of the virus, revealed
the molecular detail of the RNA binding site at atomic resolution (Valegård
et al., 1994; Convery et al., 1998). However, it was not until cryo-EM
structures became available that the larger genomic RNA began to be
visualised (Koning et al., 2003; van den Worm et al., 2006). Initially cryo-
EM maps at relatively moderate resolution (17–20 Å) showed a network of
RNA bound to the inner surface of the protein capsid. A subsequent study
at intermediate resolution (∼9 Å) shows the same network of protein-
bound RNA, but also a second ‘shell’ of RNA at lower radius (Fig. 12).
The resulting two shells of density, which are connected at the icosahedral
five-fold axes, are estimated to encompass the majority of the genomic
RNA sequence. The fact that the majority of the genomic RNA is visible
in an icosahedrally averaged structure clearly implies that, at least to the
resolution of the structure, the RNA is ordered with pseudo-icosahedral
symmetry.

The complex fold that the MS2 RNA must adopt to form the observed
density has profound implications for the assembly of its virion, and by
implication on the assembly of other simple ssRNA viruses. The MS2
genome contains a single copy of a specific packaging signal in the form
of a stem loop that enhances the efficiency of assembly and RNA packag-
ing. The majority of the protein — RNA interactions in a wild-type phage
particle are therefore ‘non-sequence specific’, presumably through recog-
nition of other stem loop structures within the genome. The genomic
RNA must transit from outer to inner shell and back at the five-fold axes
of the virion, where the density has been shown to accommodate a mod-
elled RNA duplex. Formally, there are two possibilities to account for
this: after transiting from the outer (protein-bound) to the inner shell, the
RNA can return to the outer shell at either the same five-fold vertex, or a
different one. The latter seems unlikely, in that for an assembling capsid,
other five-fold vertices are not necessarily formed and the RNA can have
no information on their locations. The former in contrast could easily be
driven by short-range base pairing interactions.

It seems likely that cryo-EM, together with low-resolution crystallog-
raphy, will reveal increasing details of the structures of other encapsidated
ssRNAs in the future.
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Fig. 12. Packaged, genomic ssRNA in bacteriophage MS2. The crystal struc-
ture of the MS2 coat protein shell is show in cartoon representation and coloured
(blue/green/red) according to the quasi-equivalent packing in the T = 3 capsid.
Icosahedrally-averaged cryo-EM density for packaged RNA is shown as a radially-
coloured surface. The RNA is packaged in a unique, double-shelled fold, with the two
shells being connected by density along each five-fold axis. From Toropova et al., 2008.

9. Prospects for Cryo-EM of Viruses
at Atomic Resolution

It is now nearly 30 years since the first structure of a virus at atomic resolu-
tion was determined (Harrison et al., 1978). For much of that time, virus
structures have also been determined by cryo-EM, but despite these efforts
to date no true atomic resolution structure of a virus (higher than ∼3 Å)
has been published. However, recent advances in instrumentation, data
processing algorithms and ready access to computing meant that 2008 saw
the publication of three outstanding structural studies on virus particles.
For the first time these have raised the realistic prospect of cryo-EM
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methods being able routinely to resolve the structures of virus particles
at atomic resolution. All three studies are of large (>∼700 Å in diame-
ter) icosahedral particles, but each utilized novel technical approaches and
revealed new biological insights.

Rotaviruses cause life-threatening diarrhea in humans, especially
infants in the third world. They have a dsRNA genome surrounded
by three distinct layers of protein. During infection the outer layer is
lost, yielding a characteristic double-layered particle (DLP), and it was
the structure of this ‘rotavirus DLP’ that was described in an elegant
study from the Grigorieff and Harrison laboratories in Boston (Zhang
et al., 2008; Fig. 13). This study was noteworthy for two reasons. Firstly,

Fig. 13. High-resolution cryo-EM structure of a rotavirus DLP. (a) A trimer of
rotavirus VP6 proteins Fourier filtered at ∼7 Å resolution. Close up views of the unfil-
tered structure are shown to highlight the quality of the electron density in β-sheet
(b) and α-helical (c) regions of the protein. (d) shows the same region of the protein as
in (c), but from a 3.8 Å X-ray map of the same virus. Adapted from Zhang et al., 2008.
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they used just 8400 individual virus particles to calculate their structure.
However, the authors also made innovative use of the non–icosahedral
symmetry in the particle, and averaged across the T = 13 asymmetric
unit of the DLP. These 8,400 virus particles therefore constitute more
than six million individual viral coat proteins, sufficient to produce a 4.1 Å
resolution map. Secondly, the authors also reported a previously unpub-
lished structure at 3.8 Å derived from X-ray diffraction data, providing
a completely independent validation of their structure and its resolution.
Indeed, the comparison between 4.1 Å cryo-EM structure and 3.8 Å struc-
ture suggests that the cryo-EM map with a nominally lower resolution
may actually be more detailed, indicating that the traditional Fourier Shell
Correlation (FSC) method for estimating the resolution of EM structures
may be too conservative (Fig. 13). What is certain is that in this resolu-
tion range, direct comparisons of the density are more meaningful than
somewhat contentious resolution estimates.

The second high-resolution study of virus structure by cryo-EM pub-
lished in the last year was on ε15, a tailed-bacteriophage with a double-
stranded DNA genome the structure of which was determined to ∼4.5 Å
resolution (Jiang et al., 2008; Fig. 14). This work is noteworthy because
in the absence of an atomic resolution crystal structure, the authors were
able to trace completely the alpha carbon backbone of the major capsid

Fig. 14. The 4.5 Å resolution cryo-EM structure of bacteriophage ε15. (a) A radially-
coloured surface representation of the entire virus. (b) Cryo-EM derived models for
the coat protein polypeptide backbone. (c) The quality of the map, and the fit of the
built model for the polypeptide backbone to experimental electron density. Adapted
from Jiang et al., 2008.
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protein, gp7 (Fig. 14). Given the extreme difficulty in interpreting density
maps in this resolution range, building a model for the entire backbone is
a resounding validation of the bioinformatic tools the authors have devel-
oped over a number of years. Using these, and homology-based structure
prediction, it was also possible to determine the position of a second struc-
tural protein gp10. The authors propose that gp10 dimerises, and that this
dimer binding plays a critical role in the stabilization of the capsid. This
study is also notable for technical reasons, not least the sheer scale of
the computational resources assembled for the structure determination.
A dataset of approximately 36,000 individual ε15 particles was used. The
data were recorded at liquid helium temperatures, and around 3000 film
micrographs were used, implying perhaps many more were recorded and
rejected. The final structure was calculated from the best ∼20,000 molec-
ular views, and required some 1.2M CPU hours of computation.

The final high-resolution virus cryo-EM structure published in 2008
was of cytoplasmic polyhedrosis virus at 3.88 Å resolution (Yu et al., 2008;
Fig. 15). This study was notable in that the data were recorded on a CCD
camera rather than photographic film. Until now, the consensus within the
EM field has broadly been that photographic film, whilst cumbersome and
time-consuming to use, was the preferred recording medium for studies
in which the highest possible resolution was required. The reasons for this
are two-fold. Firstly, the larger field of view of a photographic plate vs. a
CCD detector (∼8-fold larger for a standard plate scanned with a 7µm
step compared to a 16Mpixel CCD camera) means that more particles
can be imaged per exposure. Consequently, the large datasets required for
high resolution are more easily accumulated. Furthermore, the sampling
rate in the digitised image is a fundamental limit on resolution. Together
with properties of the detectors that are beyond the scope of this article,
the smaller pixel size of scanned film (7 µm versus ∼15 µm for CCD) leads
to a higher theoretical resolution limit in the data.

To counteract this effect, the authors used extremely high magni-
fication (∼155,000x) to achieve a sufficiently high sampling rate. As a
result, very few virus particles were imaged per micrograph, and assem-
bling and processing the dataset involved represents a prodigiously impres-
sively achievement. With such a detailed density map for CPV, the authors
were able to describe a number of novel features of the virus, including
both conformational states of the viral capsid shell protein, and details of
the viral mRNA capping and release machinery.
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Fig. 15. The cryo-EM structure of cytoplasmic polyhedrosis virus (CPV) at 3.88 Å.
(a) A radially-coloured surface representation of CPV. (b) The asymmetric unit of the
CPV structure contains one turret protein (in green), two capsid shell proteins (in blue
and purple), and two copies of a large protrusion protein (brown & yellow). (c and d)
Quality of the EM map and goodness of fit of backbone model. Adapted from Yu
et al., 2008.

10. Pleiomorphic Viruses and the Power
of Cryo-Electron Tomography

Whilst the highly symmetric viruses described above are representative of
many important pathogens, in recent years attention has turned to a sec-
ond class of viruses that lack such regular structures. Such ‘pleiomorphic’
viruses include many human pathogens, including many retroviruses such
as the human immunodeficiency virus (HIV).
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As described above, the basic premise of a single-particle cryo-EM
reconstruction is to determine the orientation of each of many copies of
a randomly oriented virion. The range of views is essential to recovering
3-D information, and this recovery absolutely relies on the assumption
that each image of the virus is an identical copy of the same structure.
For pleiomorphic viruses, each copy of the virus is different, and no such
assumption can be made. The sometimes remarkable degree of hetero-
geneity in such viruses prevents averaging of different particles and subse-
quent 3-D analysis.

However, another electron microscopy technique is emerging as per-
haps the only way in which such challenging structural problems can be
addressed: cryo-electron tomography (cryo-ET; Medalia et al., 2002).
Cryo-ET turns the typical cryo-EM way of data collection on its head:
rather than taking images of multiple viruses in different orientations,
multiple images of the same viruses are taken in different orientations
by physically tilting the specimen in the electron microscope. Cryo-ET is
therefore closely analogous to the 3-D imaging of live patients using com-
puted tomography (CT) scanning. In CT scanning however, the detector
moves around the patient, which is not possible with an electron micro-
scope as the EM column would sag under the effects of gravity when its
axis was not vertical. In cryo-ET a 3-D reconstruction of the object is pos-
sible as the multiple images of the same object are related by the known tilt
induced during data collection (for review see Subramaniam et al., 2007).

In practice the specimen is tilted and an exposure taken at each tilt
angle. Given the discussion above regarding the radiation sensitivity of bio-
logical material to high-energy electrons, the accumulated electron dose is
obviously a major problem in cryo-ET. To ameliorate the effects of radia-
tion damage, individual images in a tomographic tilt series are taken with
extremely low doses limiting the resolution to ∼35–50 Å. Indeed such
images typically have such poor SNR that they are effectively impossible to
align based on the features of the virus particles within them. This problem
has been overcome by inclusion of electron-dense fiducial markers, such as
colloidal gold particles, to facilitate alignment before 3-D reconstruction.

However, a fundamental limitation remains: to form an image, the
electron beam has to pass through the specimen and have minimal inelas-
tic interactions with it. Tomographic specimens are typically quite thick
(>2000 Å), and become effectively thicker still as the tilt angle is increased.
As the specimen becomes thicker, it becomes more difficult to get the beam



28 N. A. Ranson and P. G. Stockley

through it; secondary (and tertiary) scattering events increase, adding
noise to the images. At tilt angles approaching 90 degrees, the specimen
is effectively infinitely thick and opaque to the electron beam. In practice
therefore, not all tilt angles are achievable, with ∼ ±70 the maximum rou-
tinely achieved. The consequence of the highly tilted views being missing
is that the resulting 3-D reconstruction contains a missing wedge of infor-
mation in Fourier space, i.e. a reconstruction that has non-isotropic reso-
lution and is elongated in the direction of the electron beam. Nevertheless,
even such low-resolution, noisy and distorted structural information has
provided remarkable insight into the biology of a range of pleiomorphic
viruses, including human & simian immunodeficiency viruses (HIV & SIV
respectively), Herpes Simplex virus (HSV), Rous Sarcoma virus and many
others.

Cryo-ET on pleiomorphic viruses was pioneered through a collabo-
ration between Alasdair Steven & Wolfgang Baumeister, who published
the first cryo-ET reconstruction of intact HSV particles in ice (Grunewald
et al., 2003). HSV is a membrane-bound, pleiomorphic virus, consisting of
an icosahedrally ordered nucleocapsid, a membrane envelope that contains
many different viral proteins, and a tegument that fills the space between
nucleocapsid and membrane (Fig. 16a & b). Using cryo-ET, Grunewald
et al., were able to show in individual virions, that the nucleocapsid closely
approaches the membrane on one side of the virion, leaving up to 35 nm
of tegument separating nucleocapsid and membrane on the other side.

Fig. 16. Cryo-electron tomography of Herpes Simplex virus-1 (HSV1). Surface
(a) and section (b) of an asymmetric reconstruction of a single HSV-1 particle. The
structure shows the distribution of glycoprotein spikes (yellow), membrane (dark blue),
viral tegument (orange) and the icosahedrally symmetric nucleocapsid (light blue).
From Grunewald et al., 2003. (c). HSV-1 entry into a mammalian (PtK2) cell. The
same colour scheme is used, with the exception that cellular vesicles (purple) and the
actin cytoskeleton (dark brown) are also now seen. From Maurer et al., 2008.
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They also described short actin-like filaments within the tegument, and
the size and heterogeneity (in distribution and structure) of glycoprotein
spikes in the membrane envelope.

Cryo-ET continues to play a pivotal role in the latest research
on HSV-1, in which remarkable images of the pleiomorphic structure
described above entering a target cell have been captured (Maurer et al.,
2008; Fig. 16c). They show how incoming capsids fuse with the plasma
membrane of their target cells, releasing the nucleocapsid and tegument
into the interior. They propose that the side of an HSV particle where the
nucleocapsid closely approaches the viral membrane is the site of fusion
with the plasma membrane.

For obvious reasons, immunodeficiency viruses have been a major
focus of cryo-ET studies in recent years. Immunodeficiency viruses exhibit
an extremely large degree of structural heterogeneity. The size of the
virion, the number (and distribution) of glycoprotein spikes, and the size
and shape of the nucleocapsid core are all variable (Fig. 17).

Much effort has been directed towards the structure of spikes that
protrude from the HIV and SIV virions. These spikes, which are formed
by trimers of the viral envelope glycoproteins (Env), mediate entry of
immunodeficiency viruses into their target cells and are a target for neutral-
ising antibodies. Env is a heterodimer of a trans-membrane glycoprotein
(gp41) and a surface glycoprotein (gp120). Recent studies have revealed
the trimeric nature of the Env spikes, and Liu et al., (2008) showed a

Fig. 17. Cryo-electron tomography of immunodeficiency viruses. (a) A field of
mature SIV particles in vitreous ice, showing the extreme structural diversity exhib-
ited by mature immunodeficiency viruses. The red box indicates a single virion, the
surface and sectioned view of which is seen in 3-D in (b) and (c) respectively. Glyco-
protein spikes are shown in orange, membrane in blue, and core in red. Adapted from
Zanetti et al., 2006. Inset in (a) shows a central, 5.6 nm section through a tomographic
reconstruction of an immature HIV virion. Adapted from Wright et al., 2007.
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Fig. 18. The structure of the HIV-1 glycoprotein spike in complex with CD4 and
Fab fragment. (a) Side and (b) top views of the cryo-EM structure with fitted X-ray
structures for gp120 (red), the Fab fragment of a neutralising antibody (cyan) and
CD4 (yellow) docked into the EM density. Adapted from Liu et al., 2008.

conformational change in the trimer upon binding of CD4, the initial
cellular receptor for HIV binding to its target cells. This conformational
change appears to act to draw the cellular and viral membranes together,
presumably facilitating membrane fusion and thereby infection.

11. Conclusions

Cryo-EM has become an indispensible tool in structural virology. With its
ability to examine the structure of a virus in a range of conditions, and
recover structural information without the need to grow crystals, it is ide-
ally suited to looking at the structural dynamics that appear to be essential
for infectivity in many viral systems. In many ways cryo-EM is the perfect
counterpart to X-ray diffraction methods. We have described a number
of studies in which intermediate-resolution information from cryo-EM,
and high-resolution information from X-ray crystallography, have been
combined to give biological insights impossible from either method alone.
Clearly the whole is greater than the sum of the parts, and the resulting syn-
ergy has been a key driver in our increased understanding of viral lifecycles.

However, whilst cryo-EM has matured rapidly in the past decade,
now is a particularly exciting time to be involved in its use and develop-
ment. Recent advances in instrumentation, image processing algorithms
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and computing mean that there is finally a realistic possibility that cryo-
EM will become a tool capable of determining virus structures to atomic
resolution. This will be restricted to homogeneous, ordered particles, but
nevertheless it may provide a new route to study details of virus structure
in systems that have to date been intractable to crystallization. At the other
end of the resolution scale, cryo-electron tomography is rapidly develop-
ing and is the only tool capable of looking at the structure of individual,
pleiomorphic pathogens in their cellular context. Cryo-ET is particularly
exciting because it affords the opportunity to bridge a gap in resolution
between the high resolution of X-ray, NMR and single-particle cryo-EM
methods (2–20 Å) and low-resolution optical methods such as fluores-
cence microscopy (>∼150 Å). The prospect therefore exists of a contin-
uum of structural information from atoms to cells. Exciting times indeed.
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What Does it Take to Make a Virus:
The Concept of the Viral ‘Self’
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Structural analyses now provide a framework to understand some aspects
of virus evolution, where the three dimensional structures of virus capsids
essentially substitutes for a fossil record. It has emerged that whilst many
aspects of viruses are subject to horizontal gene transfer, for many viruses the
core structures responsible for capsid assembly and genome packaging are
highly conserved. We define this set of indispensable properties as the virus
‘self ’. A ‘viral lineage’ then comprises a set of viruses sharing a recognizably
common ‘self ’. In this review we summarize the history and current status
of the endeavour to develop a structure-based taxonomy based around this
concept, highlighting not only some of the insights that this has brought,
but also the problems that have emerged and the prospects for a systematic
structure-based classification of the virosphere.

1. Introduction

Recent results, primarily structural, and new ideas have rekindled the
debate on the origins and evolution of viruses. Viruses are the most
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abundant forms of life, infecting practically all cellular organisms and
permeating the environment, constituting a pervasive virosphere. Large
numbers also reside integrated into the genomes of their host organisms.
The human suffering and losses in agricultural production due to viral
infections underscore their impact on the human condition and further-
more the emerging picture is that there is a considerable contribution of
viruses to carbon cycling. It is obvious that to understand biology we must
have a deep understanding of viruses — where they came from and how
they operate and evolve.

Sequence information has significantly advanced our understanding of
the relatedness of virus isolates. The gradual accumulation of such infor-
mation, in the context of the Baltimore classification scheme, which groups
viruses according to their strategy of replication (i.e., genome nucleic acid
type1), and host range, has allowed most known viruses to be grouped
into families. At present there are 73 virus families recognized2 and it is
likely that these encompass most extant viruses.

In contrast to the good progress in classifying within families it has
proved much more difficult to find a secure basis for grouping families.
Some tentative steps have been taken with the definition of a limited
number of virus orders which encompass a bigger portion of the viro-
sphere. The problem that underlies the struggle to group virus families
is that, in general, there is almost no detectable sequence similarity at
either the nucleic acid or protein level between virus families. Where there
are clear exceptions to this (for example tailed phages are grouped into
three different families) it can be argued that this reflects a recrudescence
of the ancient taxonomic battle between ‘splitters’ and ‘lumpers’, where
the splitters have gained the upper hand. Several factors contribute to
the much more rapid dissolution of such similarities during virus evolu-
tion than cellular evolution (the rate of RNA virus evolution often being
reckoned to be up to a million-fold greater than for higher eukaryotic
hosts), so that the absence of such evidence cannot be taken to imply that
no evolutionary relationships exist. An alternative approach to classifica-
tion has long been that of morphology (the Linnean approach, defining
structure-based homology). The shortage of detailed information avail-
able has traditionally limited the usefulness of such an approach to virus
classification. Now, however, the accumulation of atomic resolution struc-
tures of virion component proteins and, even more usefully, entire viri-
ons, allows extremely detailed morphological comparisons to be made
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for a significant number of viruses (the number of high resolution capsid
structures is ∼80). These comparisons have led to some surprising new
observations.

An immediate result from these structure-based analyses is that it
appears that the common practice of using host taxonomy as a classifi-
cation criteria for viruses (i.e., animal, plant, bacterial, archaeal viruses,
etc.) is of little value since capsid structures and assembly principles are
shared within structure-based viral lineages whose members often infect
hosts from all three domains of life (bacteria, archaea and eukarya). These
observations lead to the suggestion that viruses are ancient, predating the
separation of the three cellular domains of life and that LUCA (the last
universal common ancestor of all cellular life) was already infected by a
number of structurally distinct viral species for which no universal com-
mon viral ancestor can be meaningfully proposed. We have discussed these
issues previously.3−6 Following on from the idea of the very ancient origins
of viral life, the role of viruses in shaping the development of cellular life
has also been actively discussed; see for example the proposal on the origin
of the cellular nucleus as a consequence of primordial virus intervention.7

Although the methods for protein structure-based taxonomy are still at
a primitive stage of development, it is evident that such new information
will eventually and necessarily change the way we classify viruses and may
provide a more objective criteria for lumping or splitting at the family and
higher levels.

Here we summarize recent experimental results and present some
quantitative analyses of these findings using a structure-based approach
to virus phylogeny, with the aim of further clarifying the idea of viral lin-
eages, as well as extending the concept of the viral ‘self ’,4,5 i.e., when does
a replicon become a virus and what is the relationship between the viral
‘self ’ elements and the other elements that viruses carry in their genomes.

2. Towards the Concept of Viral Lineage?

Some of the earliest structural analyses of viruses demonstrated that the
capsid protein fold and the arrangement of protein subunits could be
conserved between viruses that belong to different families and infect
very different hosts. Thus the first plant and animal viruses (i.e., tomato
bushy stunt virus,8 southern bean mosaic virus,9 human rhinovirus10 and
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poliovirus11) possessed striking similarities that were recognized as prob-
ably signifying descent from a common ancestor,12 despite the absence
of detectable sequence similarity between these plant and animal viruses,
which were assigned to different families. However, since these were some
of the first virus structures determined it was not easy to disentangle sim-
ilarities that were the residue of ancestral similarity from those that arose
because there was simply no other way of forming a suitable viral capsid,
and might therefore reflect convergence from separate ancestors. Years
passed before a key observation was made, that the enteric membrane con-
taining bacteriophage PRD1 and human adenovirus share a common coat
protein fold (the so-called double-barrel13) arranged in similar trimers
to form hexagonal capsomer structures suitable for building the icosa-
hedral plates from which both of these virions are constructed. By this
time sufficient diversity in virus molecular architecture had been observed
that there could be no doubting that these structures shared a common
ancestry.

Such observations raised the question of whether the astronomical
number of viruses in the virosphere are described by a relatively small
number of structural principles governing how to build the viral capsid
and perhaps how to encapsidate the viral genome. Although we only have
structural information about a tiny fraction of all viruses, the number of
protein folds capable of assembling to viral capsids is likely to be very
limited, including only a small subset of all protein folds. Even though it is
evident that novel virus coat protein folds will be discovered in the future
it is intriguing to carry out an exercise where all currently known virus coat
protein folds (and virion architectures when available) are compared and
categorized. Figure 1 presents a simplified summary of such an analysis
and reveals four separate viral ‘lineages’ for icosahedral viruses. We will
consider each of these in turn, then assess how incomplete this analysis is
and try to judge what will be the likely limits for such analyses.

3. The Double-Barrel Paradigm Lineage

The unexpected similarity between the capsid proteins of PRD1 and aden-
ovirus prompted a re-analysis of the low resolution structure of one of the
largest viruses known, Chlorella virus PBCV-1, a phycodna virus, and the
proposition that it belonged to the same lineage,3 which was subsequently
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Fig. 1. Structure-based phylogenetic tree showing the four different lineages so far
detected by structural comparison of viral capsid proteins. The matrix of evolutionary
distances has been calculated using SHP5,64,65 and the tree drawn using PHYLIP.66

Only some of the family members are represented in the tree whilst the full list for each
clade is given in the table (right). Those families included on the basis of sequence sim-
ilarity or structural information obtained by electron microscopy have been marked.
The grey rectangle at the centre of the tree indicates that the lineages should not be
considered as sharing a common ancestor, i.e., viruses are polyphyletic in origin.

The PDB codes used for each virus representative are: Foot-and-Mouth disease
virus (FMDV; 1zba), Bean pod mottle virus (BPMV; 1pgl), Carnation mottle virus
(CarMV; 1opo), Desmodium yellow mottle virus (DYMoV; 1ddl), Cricket paralysis
virus (CrPV; 1b35), bacteriophage HK97 (1ogh), bacteriophage T4 (1yue), bacte-
riophage ε15 (3c5b), Sulfolobus icosahedral turret virus (STIV; 2bbd), bacteriophage
PRD1 (1cjd), Paramecium bursaria Chlorella virus 1 (PBCV-1; 1j5q), bacteriophage
PM2 (2vvf), Adenovirus (1p2z), L-A virus (1m1c), Rice dwarf virus (RDV; 1uf2),
Blue tongue virus (BTV; 2btv), and Reovirus (Reo; 1ej6).

verified.14 This, together with an understanding of the likely assembly
pathway of PRD1, which offered an eminently scaleable mechanism for
particle size determination by using a molecular tape measure,15 sug-
gested that there might be a spectrum of viruses belonging to this lin-
eage, including some of the largest viruses known. Further structural
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Fig. 2. Structure-based phylogenetic tree (calculated as for Fig. 1) for the PRD1-like
viral lineage calculated using the double β-barrel major capsid proteins of the family
members for which the structure is known at atomic resolution (represented as cartoon
models). The lack of any loop elaboration at the top or bottom of the two jelly-rolls is
apparent in the PM2 capsid protein (blue) when compared to the other members. The
table on the right highlights all the virus families included in the PRD1-like lineage.
Members of these families infect organisms across the three domains of life. For the
Iridoviridae and Poxviridae there is some structural evidence22,67 to suggest their
membership to this clade. The PDB codes for each virus representative are as Fig. 1.
The inset phylogenetic tree includes Cowpea mosaic virus double jelly-roll (PDB code:
1ny7; large subunit S) to show that, for its size, it is an outlier from the other double
jelly-rolls.

studies and bioinformatics analyses of viral genomes demonstrated that
there is a major lineage of viruses with similar coat protein topology and
virion architecture (Fig. 2). These viruses infect hosts residing in all three
domains of life. This lineage is now postulated to also include, in addition
to PRD1, adenovirus, Chlorella virus PBCV-1,14 viruses such as the iri-
doviruses, mimivirus,6 and archaeal viruses STIV,16 TKV4 and MVV.17,18

Such viruses had not previously been considered to be related. The lin-
eage has been extended to include phage Bam3519 infecting gram positive
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bacterial hosts (PRD1 infects gram negative bacterial hosts) and, more
surprisingly, the marine bacteriophage PM2 belonging to its own family
Corticoviridae has very recently been shown to have the PRD1-type dou-
ble barrel coat protein topology20 albeit a minimal one.15 PM2 retains
some ancestral properties, possessing a double jelly-roll with the individual
jelly-rolls almost identical to each other (suggestive of a gene duplication
event) and an assembly pathway where the different morphological stages
are linked together.20 PM2-type viruses are commonly found integrated
in the genomes of aquatic bacteria.21 Perhaps most surprising is the sug-
gestion, albeit based on very low resolution electron microscopy data,22

which is in line with the earlier bioinformatics analysis,6 that the appar-
ently pleomorphic vaccinia viruses share the double-barrelled, pseudo-
hexagonal structural building block characteristic of this lineage but it is
used only transiently during the virion assembly.

The current extent of and, where calculable, the structure-based rela-
tionships within this lineage are shown in Fig. 2. This structural similarity
between proteins seen in viruses infecting organisms in all three domains
of life suggests that this is a very ancient lineage, whose origins predate
the separation of the domains of life.

4. Picorna-Like Group — Single Barrel,
Single Lineage?

The hypothesis that the double jelly-roll emerged as duplication event of
a single jelly-roll has been recently reinforced by observations on PM2.20

The double jelly-roll may therefore be seen as a specialised version of the
single β-barrel which is found mainly in RNA viruses. However, the jelly-
roll is a sufficiently simple and common folding motif that we cannot infer
from it alone that the two types of structure share a common ancestor.
In fact there are characteristic differences between the two types of struc-
tures. Perhaps the most obvious is that for most of the single jelly roll
capsids the axis of the β-barrels tends to be in the plane of the capsid shell,
whereas the double-barrels are usually roughly perpendicular. However
this is not a hard and fast rule (e.g., picornavirus VP1 jelly rolls can be
almost perpendicular) and detailed structural signatures are a more com-
pelling route to defining similarities and differences. A detailed discussion
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of this type is beyond the scope of this review; however, we note that there
is a series of signature features that designate these proteins as distinct. For
instance, whilst the BIDG strands superpose well, there is a clear difference
in the relative orientation of the CHEF strands (nomenclature as defined
in Ref. 13). On this basis we classify the concatenated β-barrel structure
of cowpea mottle virus as a relatively recent duplication event within the
picorna-like lineage, rather than a progenitor of the double β-barrel lin-
eage, which we believe is much older (Figs. 2 and 3 provide a quantitative
justification for this assignment).

At present we have tentatively assigned 16 virus families to the sin-
gle jelly roll picornavirus-like lineage. Picornaviruses are positive-sense,
single-stranded RNA (ssRNA) non-enveloped viruses infecting verte-
brates; examples of the family are poliovirus,11 Foot-and-Mouth disease
virus,23 and human rhinovirus10 on which a wealth of structural informa-
tion has been accumulated. Traditional classification methods have recog-
nised a larger group of positive-sense ssRNA viruses infecting animals,
plants and insects as picorna-like, defining a superfamily recently expanded
to include viruses of the marine community.24 Most of the phylogenetic
analyses on this group of viruses have been carried out using the RNA-
dependent RNA polymerase (RdRp) sequence as a molecular marker. A
more recent study has included three additional genes encoding for a
chymotrypsin-like protease (3CPro), a superfamily 3 helicase (S3H) and a
genome-linked protein (VPg) as possible signature markers for member-
ship in the picorna-like superfamily.25 However, in their analyses struc-
turally unrelated viruses were also grouped together. Our approach, based
on a very different set of comparisons between virus ‘selves’, groups the
recognised members of the picorna-like superfamily in the same lineage
(Fig. 3). However, the set of families that we identify as being possible
members of this lineage extends beyond those proposed by others. At
present we have not assembled sufficient detailed structural data to be
confident about these assignments. Nevertheless, the structural superim-
positions provide a set of core data with which to address the question and
we think an inclusive analysis is a useful starting point. However, this raises
various issues, for instance the capsid based comparison suggests that the
lineage includes some DNA viruses (e.g., mammalian parvoviruses and
bacterial microviruses) and whilst most members of the lineage are a simi-
lar size (capsid shell of the order of 30 nm across) polyoma and papilloma
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Fig. 3. Picorna-like tree (calculated as for Fig. 1). The Parvoviridae along with
Papillomaviridae and Polyoviridae are at the boundaries of the lineage and they have
been included in the tree after removal of a large loop insertion (cf. in AAV-2 residues
289–505 and in Papilloma residues 162–245). For the Tetraviridae, Birnaviridae and
Nodaviridae insertions have been deleted before superimposition (cf. in NωV residues
163–217 and 281–412). Southern Beam Mosaic Virus (SBMV) has also been included
in the tree but marked because it doesn’t represent a family (genus Sobemovirus). Same
colours indicate viruses belonging to the same family (cf. Parvoviruses). In the table-
key for this lineage the Luteoviridae and Sequiviridae families have been added on
the basis of sequence similarity with Sobemoviruses but no structural information is
available. In the tree the individual jelly-rolls of Cowpea mosaic virus (CPMV-1 and
CPMV-2) have also been included to highlight their membership of this viral lineage
rather than to the PRD1-like viruses.

The PDB codes used for each virus representative are the same as in Fig. 1 and
Southern bean mosaic virus (SBMV; 4sbv), Infectious bursal disease virus (IBDV;
1wcd), Black beetle virus (BBV; 2bbv), Nudaurelia capensis ω virus (NωV; 1ohf),
Cowpea chlorotic mottle virus (CCMV; 1za7), Papilloma virus (1dzl), Polyomavirus
(1cn3), bacteriophage � × 174 (2bpa), Adeno-associated virus 2 (AAV-2; 1lp3),
Canine Parvo virus (CPV; 4dpv), Galleria mellonella densovirus (GmDNV; 1dnv),
San Miguel sea lion virus (SMSV; 2gh8), Norwalk virus (NV; 1ihm).
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viruses are clearly substantially bigger (the capsid proteins possess very
large inserted loops).

No matter where the boundaries of this lineage are drawn the data
shown in Fig. 3 provide a useful objective and quantitative benchmark for
the splitting into genera and families. Again it is outside the scope of this
review to fully address this but we note that the diversity seen within the
parvovirus family (in particular the insect virus GmDNV is quite distinct
from the mammalian viruses human AAV-2 and canine PV) is significantly
greater than that between the family Tombusviridae and the sobemoviruses
(which are classified as a genera distinct from currently assigned families).
Thus our list of members of the Picorna-like family includes Luteoviruses
and Sequiviruses on the basis of 33% sequence similarity with the Rice yel-
low mottle virus (genus Sobemovirus), as well as sharing morphology and
genome organisation.2 We expect that structure determinations may not
support the current splitting of these plant viruses into separate families.

5. More Phages, a Different Lineage

Another distinct virion structure-based lineage of icosahedral viruses
embraces all tailed double stranded DNA (dsDNA) bacteriophages. The
canonical coat protein topology for this lineage is the one originally deter-
mined for phage HK97,26 and all tailed phage coat protein structures
(determined using either X-ray diffraction or electron microscopy) resem-
ble HK97 (phages T4,27 P22,28 phi29,29 T5,30 Epsilon 1531). Overall
we now have structural data covering members of all three of the families
of tailed bacteriophages (Podo- Sipho- and Myo- viridae) and all are struc-
turally very similar (Fig. 4). Furthermore, members of two of these families
infect both prokaryotic and archaeal hosts. Whilst there is no structural
information for a validated archaeal-infecting virus the structure of a par-
ticle isolated from the archaea Pyrococcus furiosus belongs to this lineage,
although it is not established as a true virus.32 The first link to viruses
infecting eukaryotic hosts was, perhaps surprisingly, to herpes viruses as
the shell-forming domain of the protein making the icosahedral capsid
appears to possess the canonical HK97 fold.33 There are further similari-
ties, for instance both herpes viruses and tailed phages are dsDNA viruses
which appear to package their DNA into an empty premade capsid using
somewhat similar molecular machines.
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Fig. 4. Phylogenetic tree for the HK97-lineage (calculated as for Fig. 1). It includes
the capsid protein of bacteriophage Epsilon15 obtained by electron microscopy at
4.5 Å (since only Cα positions are available these are represented as small spheres)31

and the archaeal protein from Pyrococcus furiosus that self-assembles in virus-like par-
ticles obtained by crystallography at 3.6 Å resolution.32 Strikingly HK97 major capsid
protein gp5 is closer to the archaeal protein than to its counterparts from the other
families of tailed phages. In the Table-key the Herpesviridae family is also included
due to some structural evidences of possessing the capsid protein of similar fold.33

The PDB codes of the structures used in the tree are: HK97 (1ohg), T4 (1yue), ε15
(3c5b), P. furiosus (2e0z).

6. dsRNA Genome — A Constraint
on Architecture?

It has also been noticed that double stranded RNA (dsRNA) viruses of
the Reo, Toti and Cystoviridae families (members infecting plants, animals,
fungi and bacteria) share a common life style as well as a related capsid
architecture34 (Fig. 5A). The problem these viruses share is that exposed
genomic dsRNA will illicit strong apoptotic responses in a eukaryotic host.
This means that many of these viruses maintain at least an inner capsid
in the infected cell which acts as a transcription factory. This innermost
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Fig. 5. BTV-like lineage (calculated as for Fig. 1). A) Phylogenetic tree compris-
ing the Totiviriadae and the Reoviridae, the only two families so far implicated in
this lineage by atomic structures. In the table-key on the right the Cystoviridae have
also been ascribed to this lineage.5 B) Side-by-side comparison of electron densities
corresponding to two Reoviridae family members, Blue-tongue-virus (BTV)68 and
Cypovirus (CPV)69 showing the strikingly morphological differences. The red lines
with numbers mark respectively the icosahedral asymmetric unit within the virus facet
and the icosahedral symmetry axes.
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portion of the architecture defines the virus self, and it can be seen in the
members of Reoviridae that this is retained very strongly despite massive
alterations in the outer capsid layers (Fig. 5B). What remains a somewhat
open question is how far does this lineage reach across the dsRNA viruses?
The yeast L-A virus35 has a series of features in common — a 120 copy
inner layer and a broadly similar three-dimensional structure, however, the
issue is that the degree of structural similarity is sufficiently limited that
current algorithms find it hard to meaningfully align the structures. At
present we favour the single lineage interpretation, but further evidence
(e.g., a serial homologue) is required. Further, a bacteriophage (phi6) has
been tentatively placed in this lineage, and in this case the immediate prob-
lem is the lack of high resolution structural information. Finally there are
some families of dsRNA viruses that are not assigned to this lineage, in
some cases because of a lack of structural knowledge. However in the case
of the birnaviruses,36 it has been proposed that there may be structural
similarities with the BTV-like lineage. Nonetheless, in our opinion the sim-
ilarity seems weak and a stronger link appears to be with the picorna-like
lineage (see Fig. 3). Consequently a definitive structure-based assignment
is difficult.

7. Enveloped Viruses — Infectious Vesicles?

A major outstanding problem for structure-based classification is how
to deal with enveloped viruses. These viruses have an external lipid-
membrane (usually containing glycoproteins and surrounding a nucle-
ocapsid) and have so far proved refractory to crystallographic analysis.
Indeed even the isolated structural proteins of these viruses tend to be
difficult to solve crystallographically. Nevertheless quasi-atomic informa-
tion has been obtained using hybrid methods by combining cryo-electron
microscopy of the entire particles with the atomic structures of individ-
ual viral proteins.37 An example of this combination of techniques is the
study of Dengue virus which has elucidated key aspects of the flavivirus
lifecycles.38,39 So, given that structural information is being accumulated,
what should we compare? By analogy with the other lineages we might
expect the nucleocapsid to be at the heart of the viral self. We have
investigated this for the negative sense ssRNA viruses (Fig. 6). We find
that between viruses recognised as being related, e.g., Rabies virus40 and
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Fig. 6. Structure-based phylogenetic tree using the nucleoprotein structures of
Rabies virus (PDB code: 2gtt),40 Vesicular Stomatitis virus (VSV) (PDB code: 2gic)41

and Borna Disease virus.42 At a distance not linked to the tree, the structure of influenza
A virus nucleoprotein (PDB code: 2iqh)70 is shown; the dot indicates where the branch
would end if connected; since the similarity is not compelling this structure is not
included in the tree.

vesicular stomatitis virus (VSV),41 there is strong similarity. If we con-
sider bornavirus, whilst this structure has not been reported as similar
to others,42 we find a compelling similarity with the equivalent protein
of rabies and VSV (Fig. 6). These three viruses all belong to the order
Mononegavirales and the structural similarity confirms that grouping. If
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we include a virus with a segmented genome, influenza virus, we find that
there is no detectable similarity (this may be judged from Fig. 6 where
the structures are all orientated so as to achieve the best mutual structural
alignment). In this case the nucleocapsid comparison provides interesting
confirmation of a relationship implicit in the present taxonomy, but does
not support a broader grouping. In contrast nucleocapsid classification
appears inappropriate for some other enveloped viruses, for instance the
two groups of viruses which until very recently were classified together
as the Togaviridae family: alphaviruses (now Togaviridae family) and fla-
viviruses (now Flaviviridae family).43 The alphavirus internal nucleocapsid
is ordered,44 whilst that of the flaviviruses appears disordered.45 Further-
more structural analysis of the individual capsid subunits reveals that they
are unrelated. The capsid protein of the alphavirus Semliki Forest Virus
(SFV) possesses the characteristic structure (two β-barrel sub-domains)
and functions of a serine proteinase46 whereas the flavivirus West Nile virus
capsid contains four α-helices.47 However if we shift focus to the enve-
lope glycoprotein, which forms an ordered outer shell and is responsible
for membrane fusion (and host-cell binding) there is astonishing struc-
tural similarity between the corresponding proteins (Fig. 7), suggesting
that this protein may be a more appropriate marker of self.

A reasonable smattering of viral fusion proteins have now been anal-
ysed by crystallography (including representatives of the Togaviridae,48

Rhabdoviridae,49,50 Herpesviridae,51 Filoviridae,42,52 Flaviviridae,38,53,54

Baculoviridae,55 Orthomyxoviridae,56 Paramyxoviridae57,58), and there
are clear mechanistic commonalities between these proteins.59 The struc-
tures of these viral fusion machines show massive structural differences,
which have led to them being classified into three types (types I–III with
the alpha/flavi-viruses belonging to type II). Despite the huge struc-
tural differences there has recently been a suggestion that they may share
common elements and perhaps a common ancestry. This proposal was
prompted by the recent crystal structure of baculovirus envelope protein
gp64,55 a type III fusion protein. Figure 8 compares the type III fusion
protein structures and it is worth underlining that this type of fusion pro-
tein is used by virus families that span RNA (VSV) and DNA genomes
(baculo- and herpes-viruses). Furthermore sequence comparisons indi-
cate that the baculovirus protein is similar to that of Thogotovirus (also
called influenza virus D).55 Since in almost all other aspects these viruses
are radically different it seems sensible to assume that the presence of a
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Fig. 7. Side-by-side comparison of the E1 glycoprotein of Semliki Forest Virus (SFV)
(PDB code: 1rer) of the Togaviridae family and the glycoprotein E of Dengue type 2
(PDB code: 1ok8) of the Flaviviridae family, represented as cartoon and rainbow
coloured from the N-terminus (blue) to the C-terminus (red).

closely related fusion protein reflects the ability of both viruses to infect
insects and has arisen by gene transfer.

The systematic comparison of gp64 with the available crystal struc-
tures of type I, II and III fusion proteins55 led to the observation of
pervasive structural homology at the domain-level inferring that these
viral machines might have a common origin. Although the mechanism
of membrane fusion seems therefore to use mostly a common mechanism,
involving a trimeric final state of the fusion protein this may not be a uni-
versal mechanism of protein-membrane fusion. Vaccinia virus (Poxviridae
family), for example, seems to have adopted a different solution for fusion
with the cell during entry requiring a set of 8 viral proteins forming the
so called entry-fusion-complex (EFC).60

It appears that for the enveloped viruses it may be impossible to con-
struct a generally useful phylogeny on the basis of any one viral protein
and it is possible that the powerful mechanism for animal/insect cell
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Fig. 8. Comparison of the structures of Baculovirus gp64, Vesicular stomatitis virus
(VSV) G and Herpesvirus (HSV-1) gB protomers adapted from Ref. 55. The domain
colouring corresponds to gp64 domain structure: pale-green (Ia: residues 68–166),
light-brown (Ib: residues 60–67 and 167–218), red (II: residues 45–60 and residues
219–271), light-blue (III: residues 21–39, 299–374 and 409–413), cyan (IV: residues
375–408), in light-grey residues 40–44 and 272–298. VSV-G domain nomenclature
was molded to the one of gp64 and HSV-1 gB.

entry offered by the fusion protein, with, in general, little requirement
for large scale structural organisation may have facilitated the proliferation
of these viruses. This may have allowed the virus self to be stripped down
to a structurally malleable element that can be relatively easily prolifer-
ated by horizontal gene transfer. The subsequent differentiation of these
viruses has then, for several virus families, been achieved by the use of an
additional protein to recognise the cell receptor (e.g., the G proteins of
paramyxoviruses61), or in the case of baculovirus perhaps by dispensing
with receptor binding.55
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8. The Viral Self and Emerging Viruses

It appears that the majority of known virus types fall into a very limited
number of lineages. The number of essential proteins responsible for the
virion assembly (including the factors involved in genome packaging) in
each lineage is also reasonably small. If we consider that a virus is a virus
only when it has the capacity to make a virion (quite a sensible assumption
for a virus) we will also simultaneously define the determinants necessary
and sufficient to turn a replicon into a virus. We have previously desig-
nated such determinants, which must be coupled in evolutionary space to
ensure virion formation, the viral self.3,4 It is obvious that there are many
other obligatory viral functions such as replication and host cell recogni-
tion which are quite distinct from those defining the viral self. The discov-
ery of PM2-type prophages in bacterial genomes has revealed the presence
of several replication and lysis systems in this group of viruses.21 Tailed
phages phi29 and relatives use protein primed replication as opposed to
the rolling circle replication systems used in other tailed phages.62 It is
obvious that in a given viral lineage (as defined here) different replication,
entry, release etc. mechanisms are employed revealing that there is no nec-
essary coupling of such properties with the self (and consequently these
are designated as non-self). Thus a replicon (plasmid, transposon, etc.) can
turn into a virus by obtaining the self determinants. However, in terms of
the virion only a limited number of functional (and ancient) architectural
types will be available and these were probably thoroughly explored at the
time life was beginning on earth, so that it is unlikely that many new virus
lineages (as defined here) will emerge subsequently. However, a myriad of
non-self properties can be combined with the self determinants. An addi-
tional example of this is the spike protein (needed to bind to the host cell
receptor) of adenovirus which is structurally similar to that of reovirus (a
dsRNA virus, see above) and most probably achieved by horizontal gene
flow.63

It should also be noted that a way for recognition of the genome for
packaging and successful delivery to the host cell for infection has to be
established. As a consequence the properties of the viruses in the same
structural lineage (as defined here) may be extremely different. It also
follows that malfunction of any of the self determinants would immediately
remove the replicon from the domain of viruses. In every viral life cycle
this is tested and only functional viruses continue vertically in the chain of
viruses established early in the history of life.
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9. Conclusions

Since the virion coat fold is vertically inherited and strongly conserved
because of tight structural constraints, it follows that a capsid centred
virus clustering will uncover the deep history of viruses. Due to the limited
number of high resolution viral structures available we have only the first
glimpses of the structural order of viruses. Although certain virus lineages
are reasonably clearly defined, others such as the enveloped viruses still
pose a real challenge. Whether the viral self hypothesis turns out to be
universally applicable remains an open question, nevertheless the power
of the hypothesis is demonstrated by the fact that, excluding enveloped
viruses, we have already assigned nearly half of the 73 currently accepted
virus families to lineages.

Whilst the virion architecture is the defining feature of a virus lineage,
we would expect that within a lineage the members may have a variety
of entry, replication and exit mechanisms. Such properties, along with
more detailed virion analysis, would then be available for subdividing the
lineages. Eventually when sequence information allows comparisons, fine
tuning of virus classification can be made. We propose that this strategy
may support a quantitative and comprehensive taxonomy of viruses. In
addition this structural approach may have implications even for under-
standing the origin of life itself.
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Chapter 3

Beyond Quasi-Equivalence: New
Insights Into Viral Architecture via
Affine Extended Symmetry Groups

Thomas Keef ∗,‡ and Reidun Twarock ∗,†,§

Since the seminal work of Caspar and Klug on the structure of the pro-
tein containers that encapsulate and hence provide protection for the viral
genome, it has been recognised that icosahedral symmetry is crucial for
the prediction of viral architecture. In particular, their theory of quasi-
equivalence invokes icosahedral symmetry to pinpoint the surface structures
of viral capsids in terms of triangulations that schematically encode the loca-
tions of the protein subunits in the capsids. Whilst this approach is capable
of predicting the relative locations of the proteins in the capsids, information
on their tertiary structures and the organisation of the viral genome within
the capsid are inaccessible. We present here a mathematical framework based
on affine extensions of the icosahedral group that has been developed to pre-
dict a wide spectrum of features of the three-dimensional structure of sim-
ple viruses. This approach implies that the predictions of Caspar and Klug’s
quasi-equivalence theory are the consequences of a deeper level of structural
organisation in viruses that orchestrates the full three-dimensional structure
of simple viruses.

1. Introduction — Symmetry in Virus
Architecture

Models for the structure and life cycle of viruses are invaluable tools in the
analysis of the plethora of structural and functional data on viruses and
provide profound insights in key mechanisms in virology. As observed by
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Crick and Watson in 1952,1 the principle of genetic economy requires
protein containers to be built from a small number of identical protein
building blocks organised according to symmetry. Since the icosahedral
group is the symmetry group with the largest number (60) of elements
in three dimensions, layouts based on this symmetry optimise the ratio
between capsid size and number of distinct building blocks. It is therefore
not surprising that icosahedral symmetry occurs predominantly in viruses
(for a review see Ref. 2). An energetic argument for the origin of icosahe-
dral symmetry in viruses was moreover provided by Zandi et al.3

Caspar and Klug’s seminal quasi-equivalence theory4 is the first theory
that makes use of icosahedral symmetry to predict virus structure. They
argue that viral capsids formed from more than 60 identical copies of capsid
protein should be organised according to triangulations, with proteins
located in the corners of the triangular facets of the tessellation. In this
way, they predict that viruses are formed from 12 clusters of five proteins
(pentamers) and 10(T − 1) clusters of six (hexamers), where T is called
the triangulation number (in short T -number) and indicates the number
of triangular facets per face of an inscribed icosahedron. T -numbers are
established as a fundamental concept in virology, and are universally used
for the analysis and classification of structural data on viruses.

However, experiments concerning the cancer–causing Polyoma- and
Papillomaviridae have shown that there are viruses that do not follow the
organisation predicted by this theory.5,6 In particular, these viruses are
formed from pentamers throughout (for example, 72 pentamers in the case
of Human Papilloma Virus) and their surface structures can hence not be
described via triangulations. It has been shown7−9 that Caspar and Klug’s
quasi-equivalence theory can be generalised to incorporate these cases by
allowing for more general types of tessellations. In particular, inspired by
quasilattices as known from the study of quasicrystals,10 i.e., alloys with
atomic arrangements exhibiting long-range order but no periodicity,11 as
well as Penrose tilings,12 it has been possible to derive surface lattices that
model the structural organisation of Polyoma- and Papillomaviridae. This
sparked a new approach, called Viral Tiling theory (VTT), in which viral
capsids are modeled in terms of tilings7,8 respecting icosahedral symmetry.
VTT triggered various applications, including the construction of mod-
els for the assembly of protein containers from the capsid proteins,13,14

descriptions of malformations during assembly,15,16 models for special
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bonding configurations (crosslinking structures)17 and the analysis and
prediction of vibrational motions of viral capsids.18

A common feature of Caspar and Klug’s quasi-equivalence theory and
its generalisations in terms of tilings is the fact that they all use icosahedral
symmetry as the maximal symmetry content in the theory. Therefore they
describe viral capsids schematically in terms of surface lattices, rather than
as objects extended in space. As a consequence, the predictive power of
these theories is limited to specifying the locations and types of the protein
clusters in the capsids and their relative orientations. Information on the
tertiary structures of the capsid proteins, the thickness of the capsid, the
organisation of the genomic material or on the relative sizes of different
particles in a family are by construction inaccessible in the framework of
these theories.

A further generalisation was hence needed in order to predict finer
details of viral architecture. Inspiration for this was provided by Janner’s
work which shows that lattice-like structures obtainable from a higher-
dimensional lattice with icosahedral symmetry via projection can be used
to model the layouts of proteins19−22 or protein assemblies such as viral
capsids.23,24 Janner’s theory is important because it shows that such
lattice points indeed are the appropriate concept to model these biological
structures. However, it is only descriptive as there is no mechanism in his
theory to predict which subsets of lattice points of the higher dimensional
lattice are relevant for virus architecture.

In order to derive such predictive information, the mechanisms of this
organisation have to be better understood. Indeed, as we show here the
answer is contained in the underlying symmetry group. As known from
the theory of quasicrystals,25 and nested carbon cage structures called
carbon onions,26 the symmetry of an extended structure exhibiting a cer-
tain symmetry (such as icosahedral symmetry) at different radial levels is
encoded by an affine extension (or, affinisation) of that symmetry group.
We therefore explored the use of affine extensions of the icosahedral group
in the context of virology. An application of the standard procedure for
such an affinisation showed that the tilings describing the surface struc-
tures of Papilloma- and Polyomaviridae in VTT were encoded by an affine
extension of the icosahedral group9 and that this fact could be used to pre-
dict the relative radii of the different protein containers that are observed
during the in vitro self-assembly of the capsid proteins of viruses in these
families.
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It soon became clear that, even though powerful for the modeling
of some viruses, the standard approach of affine extension based on root
systems of Coxeter groups was too restrictive to describe all viruses. Keef
and Twarock therefore identified the mathematical property of these affine
extensions important for applications in virology, and then classified all
possible affine extensions of the icosahedral group that fulfill it.27,28 This
resulted in a finite library of 3-D point-arrays that constitute geometric
boundary conditions on real viral architectures and encode all possible
layouts of simple viruses.29 This approach provides, for the first time, pre-
dictive information on the structures of individual capsid proteins and the
packaging arrangements of their genomes. A recent study of a number of
test cases demonstrates that it predicts a wide spectrum of viral architec-
tural features in unprecedented detail.29

In this review we start by outlining the various stages of generalising
Caspar and Klug’s quasi-equivalence theory that have led to these latest
developments. We start by discussing Viral Tiling theory and highlight
the enhanced predictive power gained by considering surface tessellations
other than triangulations. We then introduce affine extensions of symme-
try groups and explain how they can be used to obtain a library of layouts
for simple viruses. Applications to a number of test viruses are discussed
to highlight the versatility of this approach in predicting a wide spectrum
of viral structural and dynamic features. We conclude with a discussion
of why symmetry, and especially affine extended symmetry, plays such a
fundamental role in virology.

2. The Surface Structures of Viral Capsids:
Viral Tiling Theory

The theory of quasi-equivalence introduced by Caspar and Klug4 provides
a framework for the classification and prediction of viral capsid structures.
In its strict interpretation, quasi-equivalence requires that the local envi-
ronment around each protein is qualitatively the same: for example, zoom-
ing in on proteins organised according to a triangulation, one sees each
protein located in a corner of a triangular facet, and hence in an environ-
ment of “similar type”. A triangulation is hence one way of realising the
concept of quasi-equivalence. A classification of triangulations compatible
with icosahedral symmetry has led to a classification of virus structures in
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terms of T -numbers, with viral capsids predicted to be composed of 12
pentamers and 10(T − 1) hexamers.

Viral Tiling theory recognises that there exist other tessellations than
triangulations with the property of respecting icosahedral symmetry. For
example, all tessellations in terms of one type of building block are quasi-
equivalent in the above sense. As we discuss below, these tessellations
usually predict the same numbers and types of capsomeres as the triangu-
lations in Caspar and Klug’s approach; however, the predictions on the
relative orientations of the capsomeres are different. This has important
implications for the building blocks of assembly as we discuss below. More-
over, Viral Tiling theory also permits tessellations in terms of more than
one building block, which are no longer quasi-equivalent in its strict sense,
as long as they respect icosahedral symmetry. The capsomere types pre-
dicted by these approaches do not exhibit the characteristic distribution
of 12 pentamers and 10(T − 1) hexamers known from Caspar-Klug the-
ory. Such tessellations are in particular relevant for the modeling of the
surface structures of the cancer-causing Papillomaviridae as we discuss in
the second subsection below.

2.1. Quasi-Equivalent Tessellations Beyond
Triangulations

For viruses with capsids exhibiting the correct number of pentamers and
hexamers according to Caspar–Klug theory, VTT distinguishes between
different scenarios for the relative orientations of these capsomeres. This is
due to the fact that quasi-equivalent structures can be modeled in terms of
different types of tessellations: besides the triangulations used in Caspar–
Klug theory, tessellations in terms of other building blocks such as kite and
rhombic shapes, are possible. This is illustrated in Fig. 1 for the case of a
T = 3 capsid, where in each case, two of the 20 triangular faces are shown
that are needed to build an icosahedron. Besides the triangulation known
from Caspar-Klug theory, which is shown in Fig. 1(a) superimposed in
red on two large black triangular faces, tessellations in terms of rhombs
(Fig. 1(b)) or kites (Fig. 1(c)) are possible. Superimposing the implied
locations of the proteins schematically on the tiles as discs, we see that all
three tessellations encode a hexagonal cluster (here shown in red/green)
in the middle of the triangular faces.

Note, however, that the relative orientations of these hexagonal clus-
ters with respect to the pentagonal clusters at the 5-fold axes (blue circles
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Fig. 1. Different types of quasi-equivalent tessellations for a T = 3 viral capsid: (a) a
triangulation, (b) a rhombic tiling (c) a kite tiling. Note that the predictions on the
relative orientations of the capsomeres are different in each case.

represent proteins forming part of these pentamers) differ in these three
cases: In the triangulation two proteins in a hexamer face two proteins
in a pentamer, whilst in the rhombic tessellation one protein in a hex-
amer faces one protein in a pentamer, and in the kite tessellation two
proteins in a hexamer face one protein in a pentamer. The three tessella-
tions hence encode different information on the relative orientations of the
capsomeres. Examples of T = 3 viruses following these different layouts
in the organisation of their capsid proteins are discussed in Subsection 4.2:
Pariacoto virus is organised according to the triangulation in (a), Bacte-
riophage MS2 according to the rhombic tiling in (b) and Seneca Valley
Virus according to the kite tiling in (c).

This information on the relative orientations of the capsmeres is impor-
tant as it provides clues on the dominant bonds between proteins or the
types of clusters from which the particle is formed: A rhombic tiling is
most likely formed from protein dimers, whilst viral capsid following one
of the other two types are more likely to be formed from either trimers,
or, pentamers and hexamers as their units of assembly. The spectrum of
possibilities of capsomere orientations, and hence clues on the dominant
bonds and building blocks of assembly, follow from a classification of the
different types of quasi-equivalent tessellations in VTT.

2.2. All-Pentamer Capsids in Viral Tiling Theory

As discussed earlier, it is moreover possible to relax quasi-equivalence
in its strict sense and allow also for tessellations in terms of more than
one different type of building block, as long as these tessellations respect
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Fig. 2. (a) The crystal structure of SV40, a virus with only pentameric capsomeres.
(b) The kite tile and the two rhomb tiles used in VTT to describe the surface structure
of SV40. The coloured corners schematically indicate the locations of the protein
subunits (colour coding matching that in (a)). The grey lines schematically indicate
the locations of the C-terminal arm extensions, and hence the bonds between the
protein subunits. (c) The tiling shown as a spherical tiling, with coloured discs at the
tile vertices indicating the locations and orientations of the pentameric capsomeres.

icosahedral symmetry. This is important for viruses that do not follow
the characteristic pattern of 12 pentamers and 10(T − 1) hexamers of
Caspar-Klug theory, such as for example viruses in the families of Polyoma-
and Papillomaviridae,5,6 which have a structure entirely composed of
pentamers. Note that the locations of the capsomeres are the same as
predicted by a T = 7d (triangular) Caspar–Klug lattice, but a triangu-
lation is not appropriate to describe the types of the capsomeres (see
Fig. 2(a)).

The inspiration for the construction of tessellations with more
than one building block came from Penrose tilings10,12 which embody
quasilattices, that have local five-fold symmetries and long-range order but
lack periodicity. Figure 2(a) shows the crystal structure of SV40 (PDB-ID
1sva) and the tiling associated with it.7,8 The tiling is composed of three
tiles, these being a kite shaped tile and two rhombic shaped tiles, which are
shown in Fig. 2(b) with locations of proteins indicated schematically in the
same colour scheme as in Fig. 2(a). Besides the locations of the proteins
(shown schematically in the corners of the tiles), tiles provide clues on the
interactions between the proteins represented by them. In particular, the
kite tile indicates that there is a trimer interaction between the three pro-
teins represented by this tile, whilst the rhombic tiles indicate a dimer inter-
actions between its two proteins. In the biological structure they manifest
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themselves via C-terminal arm extensions, and their locations are indicated
schematically by grey lines on the tiles.

3. Generalisation of the Symmetry Group via
Affine Extension

The approaches discussed above model viral capsids in terms of surface
lattices that provide information on the locations of the capsid proteins.
Since surface lattices are two-dimensional objects, details about the three-
dimensional structure of the proteins such as their tertiary structures or
of the organisation of the viral genome within the particle can not be
predicted with these approaches. This is owing to the use of symmetry:
icosahedral symmetry encodes how objects (such as capsid proteins) at a
fixed distance from the center of the virus are mapped to other objects at
the same distance via rotations about five-, three- and two-fold symmetry
axes. However, it does not contain any information on how these objects
are organised at different radial levels, or how they relate to other structures
within the particle. Such information can be derived via an extension of
the symmetry group by an operation which no longer preserves distance
from the center of the object, such as a translation. This addition of a
further (non-compact) generator to a symmetry group is known as affine
extension, or affinisation, of the symmetry group.

For some symmetry groups, called crystallographic symmetry groups,
it is possible to find affine extensions which generate a lattice with the
same symmetry as the original object. We demonstrate this for the exam-
ple of hexagonal symmetry in Fig. 3(a). For objects which do not have this
crystallographic property it is not possible to obtain a lattice, regardless of
what translation is chosen. However knowledge of what makes translations
suitable in the crystallographic case has led to a new technique which pro-
duces affine extensions with lattice-like properties for noncrystallographic
symmetry groups.27 An example of such a noncrystallographic setting is
shown in Fig. 3(b) based on a pentagon embodying five-fold symmetry.
As for the case of the hexagon in Fig. 3(a) the translation length T has
been chosen to be the same as the radial distance to the vertices of the
original object. In both cases the original object is left unchanged by a
rotation, RH and RP for the hexagon and pentagon respectively. The ver-
tices have been numbered Hi and Pi , i ∈ Z. If the vector from the center
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Fig. 3. The construction of lattice and quasilattice structures via the repeated action
of generators of affine extended symmetry groups. (a) The case of hexagonal symmetry
as an example of a crystallographic symmetry. (b) The case of pentagonal symmetry
as an example of a noncrystallographic symmetry. In both cases, the points obtained
after the first translation are shown in red, and the new points created after a second
translation are coloured blue.

of the object to any of its vertices is denoted �Hi (or �Pi) the rotation RH
(or RP ) will map each vertex onto another, i.e., �H3 = RH �H2. In each
case, after translation, it is possible to rotate one vertex in the translated
object to another using the rotation associated with the original object,
for example �H8 = RH �H7. Therefore, there are points that are produced
under different combinations of generators of the affine extended group.
This is the property required to ensure the lattice-like property of the
affine extension. The new vertices in Fig. 3 have been coloured according
to the lowest number of translations required to obtain a vertex in that
position via the affine extended symmetry group: red indicates the points
created by the first translation and blue the points created by the second
translation.

There is usually more than one translation for the affine extension of a
symmetry group, which produce different lattice-like configurations. Two
such translations are shown in Fig. 4 for the case of pentagonal symmetry.
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Fig. 4. Two translations resulting in different lattice-like point sets in the case of
pentagonal symmetry. The green points originate from a translation of 1

τ
times the

length of a vector pointing from the center of the pentagon to one of its vertices. The
red points stem from a translation of the length of a vector pointing to a pentagonal
vertex.

Green points are generated by a translation of length 1
τ
T where

τ = 0.5 ∗ (1 + √
5) ≈ 1.618

(the golden ratio) and T is the length of the vector from the center of the
pentagon to any of the pentagonal vertices, whilst red points are created
by a translation of length T .

In analogy to this, Ref. 27 provides a classification of the affine transla-
tions leading to lattice-like structures with icosahedral symmetry. Instead
of the pentagon in the above example, the icosahedron, the dodeca-
hedron and the icosidodecahedron displayed in Fig. 5 are used in this
construction. This is because vectors pointing to the vertices of these
polyhedra correspond to projections of the bases of the three cubic lattices
in six-dimensions, which is the smallest dimension containing lattices
with icosahedral symmetry and which are hence the most generic objects

Fig. 5. The icosahedron (a), dodecahedron (b) and icosidodecahedron (c) that have
been used in the construction of affine extensions of the icosahedral group.
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for producing lattice-like structures with icosahedral symmetry in three
dimensions.

As before, for each translation operator one obtains, via an iterative
application of the original symmetry group and this translation to any
vertex of the start configuration, a unique point array. A classification of
translation operators leading to affine extensions of the icosahedral group
hence results in a collection of point arrays that encode all possible ways
of organising structures with icosahedral symmetry in three dimensions.
We call the collection of these point arrays the library of point sets. Three
examples of point arrays in this library are shown in Fig. 6 to demonstrate
their differences in both structure and cardinality (number of points).

4. Applications to Viruses

In this section we explore how the additional information encoded by the
affine extensions of the icosahedral group can be used to make predictions
beyond those of quasi-equivalence. We will start by discussing how the
different particle sizes observed in the polymorphic assembly of Papilloma-
and Polyomaviridae can be inferred via this approach. We then show based
on a number of test cases that the genome organisation in simple viral
particles, as well as features of the tertiary structures of the proteins, can be
predicted in striking detail. We then discuss implications for viral dynamics,
and conclude by showing that this approach is a generic tool that can be
applied also to general protein assemblies with symmetry outside virology.

Fig. 6. Three point arrays in the library of point sets obtained by different affine
extensions of icosahedral symmetry. Points have been coloured radially from blue (at
the center) to red.
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4.1. Prediction of Particle Sizes in Assembly
Polymorphism

The major capsid proteins of Simian Virus 40 and Polyomavirus are able
to assemble polymorphic particles in vitro,30,31 which are either spherical
or tubular. For the spherical particles, three sizes of particles are known
to occur: a small and a large particle, each with icosahedral symmetry,
and a medium-sized particle with octahedral symmetry. We have shown in
Sec. 2 that the surface lattice of each individual particle can be modeled
in the framework of Viral Tiling theory, and the corresponding tilings are
displayed in Fig. 7(a–c).

In order to predict the relative sizes of these particles, an affine exten-
sion of the icosahedral group has been used to generate a point array that
contains all these tilings simultaneously.9 Since the vertices of all three
tilings are subsets of this same point array, the sizes of the three different
types of particles are fixed in relation to each other. Figure 7(d) shows the
tilings in the radial distribution implied by this approach. There is hence
only one free parameter that relates the overall mathematical structure,
i.e., relative radii of the particles collectively, to the biological setting. This
factor has been computed and has been shown to be in excellent agreement
with the experimental data.9,30,31

4.2. Prediction of Genome Organisation

Affine extensions of icosahedral symmetry have moreover been used to
predict features of the internal organisation of virus particles based on the

Fig. 7. (a)–(c) The tilings representing the three spherical particles observed in poly-
morphic assembly of Simian Virus 40 and Polyomavirus. (d) All three tilings shown
superimposed in the radial distribution implied by an affine extension of the icosahedral
group.
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structure of their capsid proteins. In Ref. 29 an automated algorithm has
been developed that searches through each element of the library of point
sets implied by the affine extended symmetry group, and determines the
point array which best represents the viral capsid proteins. In particular,
the algorithm first locates the most prominent external features of the
virus, and determines the point array which, when scaled correctly, has
external points as close to these as possible. A root mean square deviation
(RMSD) analysis between the atoms of the capsid proteins and the point
arrays is then carried out and the point set with the best combined score
of distance to prominent external features and RMSD produces a ranking
of best fit for the point arrays. Since only information about points in the
array overlapping with the capsid area is used to determine the best-fit
point array, internal points are hence a prediction of the theory. In the
following, we demonstrate the predictive power of this approach based on
a number of test cases.

We start by considering bacteriophage MS2,32,33 a T = 3 virus with
180 capsid proteins assembled as 90 non-covalent dimers around a single-
stranded RNA (ssRNA) genome. The automated algorithm determined
the best-fit point array in the library for this particle based on its crystal
structure (PDB-ID 1zdh, see Fig. 8(a)). The best-fit point array (com-
bined score 7.14; next best score 7.46 — note that we are not comparing
like with like as in crystallography applications and that values are there-
fore higher than RMSDs in those situations) is shown superimposed on
the crystal structure in Fig. 8(b). Note that its outermost points are closely
located to the (flexible) N-terminal β-hairpins of the capsid proteins.

Toropova et al. have published a ∼9 Å Cryo-electron microscopy
(cryo-EM) map which shows that most of the genome is organised in
two concentric shells of density that are connected at the five-fold axes
by columns of density consistent with an A-type RNA duplex structure.33

The points of the best-fit array have been plotted against these data in
Fig. 8(c). Observe that the points provide a layout for the organisation of
the protein container as well as the RNA organisation within the particle.
The implication is that affine-extended icosahedral symmetry restricts the
size, shape and placement of all viral components in this phage.

Note that both X-ray and cryo-EM densities were icosahedrally
averaged during structure determination, so it is not surprising that
the viral molecular components exhibit this symmetry. However, such
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Fig. 8. (a) The crystal structure of bacteriophage MS2 (PDB-ID 1zdh). (b) The
locations of the outermost points of the best-fit point array are located at the β-hairpins
of the capsid proteins, which are the radially most distant features of the MS2 particle.
(c) A cross-section view along a two-fold symmetry axis demonstrates that the point
array embodying the affine extended symmetry provides a layout for the organisation
of material boundaries in bacteriophage MS2.

averaging places no constraints whatsoever on the radial position of molec-
ular components and does not imply in which form icosahedral symmetry
is realised at different radial levels. The symmetry approach, which accu-
rately determines both the radial distribution and the structural features
of the packaged genome based only on the crystal structure of the protein
capsid, indeed predicts details of genome organisation that could not be
inferred via previous approaches.

The second test case is Pariacotovirus, a T = 3 insect virus with cap-
sid proteins organised as trimers around an ssRNA genome, see Fig. 9(a)
which is based on PDB-ID 1f8v. We have chosen this virus as an exam-
ple because ≈35% of its genome is organised as a dodecahedral duplex
RNA cage for which high resolution data is available,34 hence allowing
us to probe if our approach can predict finer details of this organisa-
tion. Once again our automated algorithm determined one best-fit point
array (combined score 6.16; next best 6.19), which is shown in Fig. 9(b)
superimposed on the biological data. The point array has been scaled to
the top of the local three-fold axes at the centers of the protein trimers.
There are further points in the array located on the boundaries between
capsid proteins, as well as points delimiting the shape, size and orienta-
tion of the dodecahedral RNA cage (Fig. 9(c)). Note that since only the
points overlapping with the protein container have been used to deter-
mine the best-fit array, all internal points are predictions of our formal-
ism. For example, the points located at the three-way junctions of the
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Fig. 9. (a) The crystal structure of Pariacoto virus (PDB-ID 1f8v). (b) The point
array superimposed on the crystal structure in a cross-section viewed along a five-fold
symmetry axis. The outermost points of the array are located on top of the protruding
towers of protein at the local three-fold symmetry axes. The points predicted by the
affine extended symmetry are located on material boundaries and encode the layout
of the particle. Only the RNA contained in the dodecahedral cage in (c) is shown,
and internal points predict the organisation of this RNA. (c) A close-up view of the
RNA cage. The points predicted by affine extended symmetry are located in the minor
grooves of the RNA duplex.

dodecahedral RNA container and the points in the minor grooves of the
A-duplex structures in the modeled density (see Fig. 9(c)) are a predic-
tions of our approach. Since the conformation and dimensions of an A-
type RNA duplex are fixed in nature, this striking match between point
array and data implies that there is an inherent molecular scaling in viruses
that is rooted in affine extended symmetry. This has not been appreciated
previously.

Given this remarkable result for Pariacoto virus, it is surprising that in
most viruses no clear internal features have been observed via cryo-EM.
In order to provide an explanation for why this might be the case, we next
discuss Seneca Valley Virus (SVV). SVV is a member of the Picornaviridae
family of major human and animal pathogens, that also include Poliovirus
and Foot and Mouth Disease Virus. A characteristic feature of this particle
is that part of its RNA is organised in a cage close to the protein con-
tainer has recently been resolved via X-ray crystallography,35 whilst the
structure of the remaining RNA further inside the particle could not be
determined to the same resolution. For this virus, our best-fit algorithm
returned nine best-fit point arrays (combined score 3.19; next best 3.3).29

An inspection of these arrays shows that they have the same RMSD value
because they have identical points in the area of the protein container
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Fig. 10. (a) The crystal structure of Seneca Valley Virus (PDB-ID 3cji). (b) The
locations of the outermost points of the best-fit point array. (c) The points common
to all best-fit point arrays superimposed on cryo-EM data provided by Vijay Reddy in
a cross sectional view along a five-fold axis of symmetry.

based on which the RMSD analysis is performed. From a symmetry point
of view, this implies that there are nine equally probable configurations for
the genomic material given the structure of the protein container of this
particle. A closer inspection of these nine point arrays shows that also the
first layer of points internal to the points describing the protein container
is common to all nine best-fit point arrays. This layer of points corresponds
to the RNA shell resolved in Ref. 35. At all lower radial levels the point
sets differ and it is therefore perhaps not surprising that internal features
of individual particles could not be resolved via experimental techniques
relying on icosahedral averaging. In order to see whether this phenomenon
also occurs in other viruses in this family, we have moreover analysed
Polio virus (data not shown). Also for this virus we found a number of
best-fit point arrays that differ only in the area occupied by the genomic
material, suggesting perhaps that also in other viruses the lack of infor-
mation on genome organisation may be due to the heterogeneity of the
particles.

4.3. Predictions of Protein Structure

In the previous subsection we have discussed how affine extended
symmetries can be used to predict the organisation of genomic material
in viral particles. Since the symmetry principle constrains the full
three-dimensional structure of the virus, it also imposes constraints on
the tertiary structures of the capsid proteins themselves. In order to
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demonstrate this, we use Tomato Bushy Stunt virus (TBSV) as a test
case. TBSV, a member of the Tombusviridae affecting tomato and pepper
plants, was the first icosahedral virus resolved by X-ray crystallography.36

We probe here whether the symmetry recognisees the three domain archi-
tecture of its capsid proteins: two domains in the capsid area resolved by
crystallography, and one in the interior of the capsid interacting with the
viral RNA.

The X-ray crystal data (PDB-ID 1tbv) has been analyzed via our auto-
mated algorithm. The combined scores of best-fit array (6.91, shown in
cyan) and second-best-fit array (7.01, magenta) are similar, because both
sets share a significant number of points. Both point sets are shown super-
imposed on the X-ray crystal data in Fig. 11(b), and Fig. 11(b–f) highlight
differences between them. Note that the point array shown in magenta has
points located at the hinge between the P and S domains of the capsid pro-
teins over the global two-fold vertices, and the point array shown in cyan
has points located on the hinges of the remaining proteins in the viral
capsid.

The two point sets predict different internal radii for the viral RNA,
one with an internal radius of 33 Å (magenta) and another with radius
54 Å (cyan). We compare these predictions with values given in experi-
mental papers for two members of the genus Tombusvirus, TBSV37 and
Cucumber Necrosis Virus (CNV),38 a virus with a very similar protein
structure to TBSV. These papers indicate for TBSV, density (suggested to
be protein) at a radial distribution between ≈50–95 Å and some internal
density with an internal radius of about 30 Å. Moreover, for CNV there
are two shells of density internal to the capsid protein, one between 50
and 72 Å and one on the underside of the capsid proteins. These obser-
vations agree with the radii of the internal points in the two point sets,
especially since the points at radial level 54 Å are contained in both sets.
This suggests that the predictions of affine extended symmetry are once
again in good agreement with experimental results.

4.4. Implications for Viral Dynamics

The ultimate goal of our symmetry analysis is to use the informa-
tion encoded by the affine extended symmetries to understand virus
dynamics. In particular, we are interested in modeling the maturation
or swelling of viral particles. As an example, we discuss here Cowpea
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Fig. 11. (a) The crystal structure of Tomato Bushy Stunt virus (PDB-ID 1tbv).
(b) The two point sets with the best combined score are shown in cyan and magenta in a
five-fold view. (c), (d): Two portions of the protein container shown in magnification:
The magenta points are located at the hinge between the P and S domains of the
capsid proteins over the global two-fold axes and the cyan points highlight the domain
boundaries in the remaining capsid proteins. (e), (f): Zooming in even further on
individual capsid proteins to demonstrate the locations of the points with respect to
domain boundaries.

Chlorotic Mottle virus (CCMV), a plant virus in the Bromoviridae fam-
ily that can undergo a reversible pH and metal ion dependent structural
transition.39,40 During its swelling transition, CCMV expands by about
10% predominantly around the three-fold axis. The X-ray crystal struc-
ture for the native form (PDB-ID 1cwp) and also a model of the swollen
form (VIPER-ID ccmv-swln-1) have been deposited on the VIPERdb
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Fig. 12. Cowpea Chlorotic Mottle virus is a T = 3 virus that undergoes a swelling
transformation. (a–c) shows the best-fit point array for the particle in native form, with
(b) and (c) zooming in on a hexamer in a top and side view respectively. (d–f) shows
the best-fit point array for the particle in native form, with (b) and (c) close-up views
of the same hexamer in its expanded form.

website.41 Figures 12(a),(d) show the point arrays obtained via our best-fit
algorithm superimposed on the native (combined score 7.37; next best
7.48) and swollen (combined score 5.11; next best 5.44) forms of CCMV.
The point sets each match to the top and bottom of the protein shell in
either the native or the swollen form. By zooming in on a hexamer in
Fig. 12(b–c), (e–f), it becomes apparent how the different affine extended
symmetries are realised by the proteins in each case. The fact that the
affine extended symmetry describes both start and end state of the struc-
tural transition well implies that both correspond to local energy minima
in a free energy landscape. Such information can be used in combination
with further energetic arguments (work in progress) to understand better
the transition between the native and the expanded form of CCMV.

5. Beyond Virology: Applications to Protein
Assemblies with Symmetry

Affine extensions of noncrystallographic symmetry groups are generic
tools that can also be applied in the context of other protein assemblies.
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As an example, we discuss here our results for the GroEL–GroES chap-
eronin complex. The chaperonin protein GroEL forms a dual ringed
tetradecameric complex, with both the cis and trans ring consisting of
seven subunits.42 The cochaperonin protein complex GroES is a hep-
tameric protein assembly that acts as a lid enabling GroEL to perform cor-
rectly, mediating protein folding within a bacterial cell. Here we work with
PDB-ID 2c7c for the GroEL–ATP7–GroES complex. Since the GroEL–
GroES complex has axial seven-fold radial symmetry, which like five-fold
symmetry, is noncrystallographic, it has been possible to investigate the
organisation of proteins along this symmetry axis using a similar tech-
nique to the one used for viral capsids. Since the GroEL–GroES complex
only has one seven-fold symmetry axis, affine extensions of this symme-
try only provide information about individual planar slices perpendicu-
lar to this symmetry axis. In analogy to the case of five-fold symmetry
discussed earlier, a library of planar point sets has been derived and the
theory predicts that each slice along the length of the molecule and per-
pendicular to its symmetry axis follows one of the layouts encoded by
this library. To test this, an automated algorithm has been created that
matches different slices (b–k in Fig. 13(a)) to the library of point sets.
The best-fit point arrays are shown superimposed on the biological data in
Figs. 13(b–k). Each of these point sets provides a template for the struc-
tural organisation of the individual proteins on that slice, implying that
the protein complex is organised according to the layouts encoded by
affine extensions of seven-fold symmetry. This suggests that affine exten-
sions of noncrystallgraphic symmetries are of interest beyond virology and
provide valuable insights into symmetric protein assemblies in a general
context.

6. Concluding Remarks — Why is Symmetry
Fundamental in Virology?

In previous sections we have provided evidence for the fact that viruses
follow the layouts implied by affine extensions of the icosahedral group.
This begs the question: “Why does symmetry play this fundamental role
in virology?”

It has long been recognised that icosahedral symmetry is important in
virus architecture because of the concept of genetic economy: Structures
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Fig. 13. The GroEL–GroES chaperonin protein complex is composed of 21 proteins
and has axial seven-fold symmetry. Affine extensions of seven-fold symmetry encode
the layouts of the proteins in planar slices perpendicular to the symmetry axis. (a) shows
the locations of the slices, labeled b–k, and (b–k) display the best-fit point array for
each of them.

organised according to symmetry can be built from a relatively small num-
ber of different building blocks. This makes the coding for building blocks,
as well as the assembly of the particles from these building blocks, very
efficient. Here we carry this argument one step further and argue that,
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similarly, the templates provided by affine extensions of icosahedral sym-
metry provide a guiding principle for assembly of the entire viral particle
and hence enable more efficient assembly, especially in the cases where
genomic material and proteins co-assemble.

Moreover, energetic arguments related to the surface lattices encod-
ing capsid organisation, have shown that capsid structures with icosahedral
symmetry correspond to energy minima in a free energy landscape.3 Sim-
ilarly, we argue that the structures of viruses obeying the layouts implied
by affine extensions of this symmetry correspond to local minima in a free
energy landscape. Since such minima correspond to stable configurations,
this implies that viruses maximise stability by maximising symmetry. This
is plausible given that stability is important for the virus when transporting
its genetic material between hosts.

Of course, viruses may deviate from their maximal symmetry config-
uration at an energy cost. This occurs, for example, when viruses undergo
structural transitions from one symmetric configuration to another, such
as in the example of swelling in CCMV discussed earlier. Such transitions
are important for virus function, for example during infection. However,
the fact that the start and the end state of such transitions correspond to
energy minima implies that the results of these transitions (i.e., the end
states) are ensured, as the virus is certain to settle into the energetically
minimal configuration at the end of the transition. The use of symme-
try in the full three-dimensional structure of the virus, i.e., the use of an
affine extended symmetry, is hence a smart way of ensuring the desired
functional outcome of a dynamic event.

This has major implications for viral evolution. Viral protein folds
are striking in their topological conservation despite very low levels of
primary sequence identity. This has been seen as a consequence of diver-
gent evolution.43,44 However, the inherent molecular scaling implied by
the 3-D symmetry principle suggests it may actually be a consequence
of the need to maximise symmetry throughout a viral particle as affine
extended symmetry would severely restrict the folds that could be adopted
by the capsid proteins. The affine extended symmetry may hence act as
selective pressure during virus evolution. This has consequences also for
our understanding of the variation of immuno-dominant viral epitopes and
immune neutralisation, and may hence open up novel ways of anti-viral
drug design.
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Chapter 4

Mechanical Properties of Viruses

Wouter H. Roos∗,† and Gijs J. L. Wuite∗,‡

If a virus releases its genomic content prematurely, it loses its infective
capability. Yet, the viral shell does need to open at a specific place and time to
ensure genome delivery into a new host. Hence, the chemical and mechanical
properties of capsids are carefully tuned to fulfill these constraints. Knowledge
of these properties will help to elucidate the viral infectious pathway, to
develop virus based therapies and to facilitate the use of viruses in nanotech-
nology. Here we focus on the material properties of viruses mainly based on
data obtained by mechanical manipulation of single viral particles. The main
tool for such experiments is the atomic force microscope (AFM) and the
experimental basis of these measurements will be explained. Next, aspects of
the capsid shell structure, presence of encapsidated material, capsid failure,
maturation and capsid protein mutations will be discussed in relation to the
viral material properties. By comparing the data of various viruses, similarities
and differences in the mechanical properties will be highlighted.

1. Introduction

There is a growing research interest in medicine and nanotechnology
to use viruses as functional nanocontainers, instead of fighting them as
pathogens.1−4 Yet, using viruses for constructive purposes is not new and
has at least been around since early after the discovery of bacteriophages in
the beginning of the 20th century.5 Various antibacterial therapies based
on bacteriophages were then tested and developed. However, because
of the discovery and subsequent success and widespread availability of
antibiotics, the research into phage therapy dwindled in most of Western
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Europe and the United States. In the rest of the world it was still actively
pursued, but that has not led to the development of worldwide available
and administered phage therapies. Notably, a renewed research focus on
phage therapy as an alternative for antibiotics has developed over the last
years5−7 and it has, for instance, recently been shown how campylobacter8

and salmonella9 colonization in broiler chicken can be reduced by phage
therapy. Next to using phages for antibacterial therapies, eukaryotic viruses
have been used for oncolytic therapies. Preclinical and clinical anticancer
trials have been conducted with various oncolytic viruses and this approach
seems to have the potential to replace some of the current standard cancer
therapies.1,10

Besides biomedical applications, viruses are increasingly being used
as building blocks and tools in materials science, chemistry, electronics
and physics.2,3 The capsid interior, exterior and the interface between the
capsomers can independently be functionalised to create multi-functional
biotemplates.4 Genetically engineered M13 bacteriophages have, for
instance, been used to create self-ordering systems of ZnS quantum dots
at the nano- and micro- meter scale11 and mutant capsid forms of the
plant virus cowpea mosaic virus (CPMV) have been used as a scaffold
to adhere gold nanoparticles at defined spacings.12 Furthermore, CPMV
capsids have been biotinylated to form self-assembled multi-layer arrays
of viral nanoparticles connected by streptavidin.13 The mechanical prop-
erties of these thin-film assemblies can be tuned via the grafting density
and the linker length of the biotin moieties.14 Cowpea chlorotic mottle
virus (CCMV) has been used as a nanocontainer for the encapsulation
of guest material with potential uses in drug delivery and catalysis.15,16

For instance, CCMV and other viruses have shown the potential to serve
as self-assembling nanoreactors for synthesis of nanomaterials in a con-
strained environment.17,18 These are just a few examples of how viruses
are used for various nanotechnological applications.

In order to fully exploit the potential use of viruses in medicine and
nanotechnology, it is essential to have a fundamental biological, chemical
and physical understanding of viral structure and function. To elucidate the
biomechanics of viruses, various bulk and single particle studies have been
performed. Heat shock treatment of phage P22 procapsids19 and chem-
ical treatment with 2 M GuHCl of herpes simplex virus type 1 capsids20

have shown to result in the loss of the capsid pentamers. Phage stability
and rupture has been studied by osmotic shock experiments21,22 and the



Mechanical Properties of Viruses 87

mechanical properties of crystals of satellite tobacco mosaic virus and films
of wiseana iridovirus were analysed by Brillouin light scattering.23,77 The
drawback of these multi-particle techniques is that they always average over
many particles and information on the behavior of a single particle is lost.
Moreover, these techniques don’t reveal how viral capsids (dynamically)
deform and fail under directed force. Such data would elucidate many
material properties of viruses but it can only be obtained by techniques
that permit measurements on single viral particles. Nanoindentation of
individual virus particles using atomic force microscopy can accomplish
this.22,24,25 In this chapter we will discuss this method and the informa-
tion that can be extracted with it.

2. Nanoindentation by AFM

Nanoindentation experiments have been reported for the character-
isation of various kinds of (macro)molecular assemblies including
microtubules,26,27 peptide nanotubes,28 carbon nanotubes,29 micro- and
nano- capsules30−33 and viruses.22,25,34,35 Figure 1 shows a schematic of
an AFM set-up that performs a nanoindentation measurement.

2.1. Sample Preparation

Before starting the nanoindentation measurements in liquid, the viral
particles need to be immobilised on a surface. This can be accom-
plished by adhering the particles onto a hydrophobic surface or onto a
poly-lysine coated surface. The protocols are as follows: i) Hydrophobic
surface25,34,35,37 — glass cover slips are cleaned by overnight immersion
in a solution consisting of 90% ethanol and 10% saturated KOH. After
thorough rinsing with deionised water the cover slips are vacuum-dried,
blow-dried or left to dry under the hood. Alternatively the cover slips can
be cleaned by boiling in an HCl solution, followed by drying. The dried
samples are placed in a sealed container under a saturated hexamethyl-
disilazane (HMDS) vapour pressure and left to incubate overnight. The
container is then opened under the hood to let the alkylsilane evaporate
and the hydrophobic cover slips are ready to use; ii) Poly-lysine coated
surface38 — A 0.01% poly-L-lysine solution is incubated on top of freshly
cleaved mica for 15 min. A brief rinse with deionised water and subsequent
air drying of the mica makes the sample ready for use.
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Fig. 1. A schematic illustration of the AFM experiments. The tip (depicted here
in grey) is located at the freely moving end of the cantilever. This tip, which has
typically a radius of curvature of 10–20 nm at its extremity, is the part of the AFM
that directly contacts the sample. During imaging, the cantilever scans over the sample
in the x-y plane and adjusts its height (z-direction) according to the surface features.
As the surface topography varies, the force on the cantilever changes and therefore its
bending. This is recorded by the quadrant photodiode as a change in signal because
the angle under which the laser light is reflected changes when the cantilever bends. By
a feed-back loop the height is adjusted to reduce damage to the tip and sample, while
keeping the sensitivity high. The x-, y-, z- movements are typically performed with
a piezoelectric crystal (not shown). Depending on the manufacturing scheme either
the cantilever or the sample is scanned. The cantilever and sample can be immersed in
liquid to perform measurements under physiological relevant conditions. After imaging
a virus, the tip can be directed to the middle of the particle and a nanoindentation
experiment can be started as is shown in the schematic. While increasing the load on
the particle, the cantilever bends increasingly, which is registered as a change in signal
on the quadrant photodiode. After calibration of the system the force in Newton is
obtained. Adapted from reference 36.

Freshly cleaved mica has been used to deposit tobacco mosaic virus
(TMV),39 but the adsorption of murine leukemia virus (MLV) onto freshly
cleaved mica pretreated with 20 mM MnCl2 resulted in deformation of the
particles.35 So care should be taken in using mica and, as with glass cover
slips, the height of the adhered particles should be carefully compared to
values known from literature.
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After sample preparation the virus solution can be applied to the sur-
face to incubate for typically 20 to 60 min. Next, the surface can be rinsed
gently with buffer to remove unabsorbed particles, or imaging can be
started directly. The tip can be prewetted with buffer before starting the
measurements.34

2.2. Imaging

Before starting the nanoindentation measurements the particles are
imaged to check whether they have the correct shape and size. This imag-
ing is normally performed by tapping40 or jumping mode AFM,41 but
TMV imaging has even been performed in contact mode, without appar-
ent distortions of the particles. However, contact mode AFM is generally
most likely to damage the viruses during imaging and therefore tapping or
jumping mode AFM is preferred. Note, however, that when using tapping
mode, one needs to choose the proper cantilever and tune the scanning
parameters carefully because the peak forces during oscillation of the can-
tilever tip can easily damage the viruses.42 Figure 2 shows AFM images of
surface adhered capsids, obtained by jumping mode imaging.

2.3. Indenting

After imaging a capsid at high resolution, the tip can be placed in the
centre of the particle and force-indentation (FZ) curves can be obtained.
A typical FZ curve is shown in Fig. 3. The majority of the particles studied
so far show an initial linear indentation behaviour (a discussion on non-
linearities can be found in reference 43). From the spring constant of this
cantilever-virus system, ktot , and the cantilever spring constant, kcant , one
can calculate the virus spring constant, kvir , using Hooke’s law: kvir =
kcant

∗ktot /(kcant − ktot ). kvir can then be used to determine the Young’s
(or elastic) modulus, E , of the viral capsid material. Using continuum
elastic theory of thin shells E is calculated as

kvir = αEh2/R, (1)

where α is a proportionality factor, h is the shell thickness, and R is the
capsid radius.44 Finite element modelling has shown that the proportion-
ality factor α is around unity for various capsids.43,45 Even though most
capsids have a shell thicker (i.e., h/R > 0.1) than assumed limiting for
the thin shell formula, Eq. (1) can still be used as a first approximation.
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Fig. 2. AFM jumping mode images of viral capsids. A) Normal force overview image
of several viruses adhered to a hydrophobic glass cover slip. The appearance of a black
‘shadow’ next to the particles can be attributed to the AFM imaging and feed-back
parameters. These are optimised to image the particles with a minimal interaction force
to reduce capsid damage before the start of the nanoindentation measurements. Image
size 2 × 2 µm. B) Zoomed in height images of hepatitis B virus capsids (3D rendered
images with shadowing). A T = 4 and a T = 3 (inset) capsid are shown together with
the corresponding height profiles, demonstrating the difference in diameter between
the two morphologies. Due to the convolution of the sample and the tip in AFM imag-
ing the lateral distances are overestimated, but the height measurements are reliable
to determine the particle diameter. Adapted from Ref. 37.

Modeling,46 in particular finite element modelling, of the mechanics of
viral capsids has proven to be useful for extracting Young’s moduli. Typi-
cally, modelling has been done on idealised particles with a constant shell
thickness, but recent models have incorporated the heterogeneous struc-
ture of viral shells as well.47 Alternatively the Hertz model has been used to
extract E of the thick wall of TMV capsids.39 Other parameters that can be
extracted from the nanoindentation experiments are the capsid breaking
force and the maximum indentation at breakage.

3. Comparing Viral Material Properties

Viral particles generally have a sphere-like or tube-like appearance though
other geometries, for instance cones, are also found. Sphere-like particles
can be described by their Casper and Klug triangulation number. This
T-number structure contains information on the number of pentamers
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Fig. 3. Force-indentation (FZ) curve of a nanoindentation measurement. The ref-
erence curve FZ glass and the loading and unloading curve on the capsid are shown.
Various parameters can be obtained from these curves. The linear part of the indenta-
tion curve gives, together with the reference curve and the cantilever spring constant,
the capsid stiffness. Furthermore, one can read of the breaking force, which is 1.2 nN
in this example and the indentation of the particle. The hysteresis between the loading
and unloading curve shows the irreversibility of indentation of this capsid.

and hexamers in icosahedral shells. The higher the T-number, the more
hexamers a particle contains. Nguyen et al.48 show an illustration of how
to calculate a particle’s T-number.

Quite a number of theoretical/modelling studies of the mechanical
properties of viruses have appeared recently (see for instance Refs. 46, 47,
49–51. However, here we will focus on the reported experimental studies.
In this section, we will compare the measured material and physical prop-
erties of various viruses. In particular we discuss: i) the assembly process, ii)
presence of encapsidated material, iii) failure of viral shells, iv) maturation
and v) protein engineering to change the viral mechanical properties.

3.1. Assembly Around the Genome versus Use
of a Packaging Motor

Some viruses self-assemble around the viral RNA or DNA, while other
viruses self-assemble without the genome. In the latter case the genomic
material is packaged after assembly with the help of a packaging
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motor.22,52−54 It appears that viruses that package their genome with the
help of a packaging motor keep the genome under high pressure.55−57

Do these viruses have strong capsids in order to contain their DNA? Is
there a difference between the mechanical properties of the different virus
types?

Examples of sphere-like viruses that assemble around their RNA are
the plant virus CCMV and the human virus hepatitis B virus (HBV). The
capsids of both these viruses have a Young’s modulus between 0.1 and
0.4 GPa.37,43,45 The bacteriophages �29 and λ are examples of sphere-
like viruses (phage λ is icosahedral and phage �29 has a slightly elon-
gated shape) that use a packaging motor to internalize their genome. The
Young’s modulus of their capsids lies in between 1.0 and 5 GPa.25,43,58

There are some indications that the T = 1 minute virus of mice (MVM)
also uses a packaging motor to internalize its genome and interestingly
its Young’s modulus has a value similar to bacteriophages (1.3 GPa).34

To analyse if there is a correlation between the packing density and the
Young’s modulus of a capsid, we calculated the packing density of icosahe-
dral viruses, in analogy to Purohit et al.59 Capsids are modelled as perfect
spheres and the inner radius of the capsids is used for an accurate estimate
for the capsid volume Vcap . The viral genome is modelled as a cylinder
with radii rgen of 1 nm and 0.75 nm for respectively double-stranded (ds)
and single-stranded (ss) genomes. The distance between the bases/base
pairs is taken as 0.34 nm. The relative packing density ρpack can now be
calculated by59

ρpack = 0.34Nbπr2
gen

Vcap
(2)

with Nb either the number of base pairs for a ds genome or the number of
bases for a ss genome. Figure 4 indeed shows a strong correlation between
packing density and E . Of course, this graph is based on measurements of
only a very small proportion of known viruses and with the advancement
of mechanical studies on various viruses one will be able to show more
clearly common features and differences.

Interestingly, the Young’s modulus of TMV nanotubes turns out to
have a value of 0.9–1.0 GPa.39 How does this value, of a capsid that self-
assembles around its genome, compare to the values mentioned above?
The particles discussed until now all have a sphere-like structure, but TMV
has a rod-like structure. It self-assembles in a tube with a diameter of
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Fig. 4. Young’s modulus of icosahedral capsids as a function of genome packing den-
sity. The relative packing density was calculated by Eq. (2), using inner capsid radii of
10.4 nm, 12.5 nm, 27.5 nm and 10.5 nm respectively for CCMV,43 HBV T = 4,37,60

phage λ61 and MVM.34 The ssRNA of CCMV is approximated as having a length of
3 kb62 and a length of 5 kb is used for the ssDNA of MVM.63 The dsDNA of phage
λ has a length of 48.5 kbp. HBV capsids form in a T = 3 and a T = 4 morphol-
ogy, but the latter is much more abundant in virions.64 Therefore we plot here the
results for the T = 4 morphology. HBV self-assembles around the viral RNA, which
is then retrotranscribed inside the capsid to partially double stranded DNA.60 As the
short strand can approach the length of the long strand,65 the genome is modelled
as completely double stranded with a length of 3.2 kbp. The Young’s modulus of
CCMV capsids is taken as the average value from references 43 and 45 and for the
other capsids the values from the following references are used: HBV,37 phage λ58

and MVM.34

∼18 nm and a length of ∼300 nm. It seems that TMV does not need to
be strong to keep its genome inside, but requires capsid strength to be
able to withstand axial deformations of its long cylindrical structure. This
might be reflected in its Young’s modulus.

3.2. Influence of Encapsidated Material on Viral
Mechanical Properties

Experiments on CCMV have shown that the presence of a genome inside
the capsids influences the viral mechanical properties. The CCMV genome
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consists of ssRNA and, depending on the assembly conditions, CCMV can
form empty or full particles which are morphologically indistinguishable.62

Full capsids have a higher spring constant (0.20 vs. 0.15 N/m) and a higher
breaking force (0.81 vs. 0.60 nN) than empty capsids.45 No difference of
the mechanical properties was found between pushing along the 2-fold,
3-fold or 5-fold axis.

Whereas empty and full CCMV capsids exhibit isotropic mechanical
properties, this is not the case for MVM. The stiffness of empty MVM cap-
sids is isotropic, but capsids with DNA inside experienced an anisotropic
reinforcement of their mechanical characteristics.34 The spring constant
along the 5-fold, 3-fold and 2-fold axis increased by respectively 3%, 40%
and 140% as a result of genome encapsidation. By a protein engineering
approach (see also Sec. 3.5) it was shown that DNA linkage to the cap-
sid interior is responsible for this anisotropic reinforcement of the viral
mechanical properties.66 Whereas these two examples illustrate the effect
of either the presence or the absence of genome inside capsids, experiments
on phage λ reveal a DNA length dependent influence on viral mechanical
properties.

This influence of the phage λ dsDNA is tested using shorter-genome
mutants. The mechanics of phage λ mutants carrying 78% or 94% of the
wild-type DNA length was compared to that of empty and wild-type phage
λ capsids. The wild-type capsids possess a spring constant of 0.23 N/m
and a breaking force of 1.6 nN.58 These values are roughly double the
values of those for the empty particles. Surprisingly it turned out that
the spring constant and the breaking force of the 78% and 94% DNA
length mutants were essentially the same as those of the empty particles.
It seems that the presence of the DNA is not observed while indenting
the mutant particles. Apparently the DNA can move around freely in the
shorter genome mutants and only for the wild-type, containing 100% of
the genomic DNA, is the effect of the genome detected. Ivanovska et al.58

explain this by using an analytical model, including DNA-hydrating water
molecules describing the osmotic pressure inside the capsids. As this pres-
sure increases exponentially with the packaged DNA density, there is a
considerable difference between the 94% mutant and the wild-type parti-
cles. This could also explain why packaging of phage λ with a DNA bigger
than 105% of the wild-type length is difficult.67 The osmotic pressure is
then probably too high inside the capsid and it breaks as a result of internal
pressure build-up.
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3.3. Capsid Failure

Some capsids can be pushed several times with a low force without inflict-
ing permanent damage.25,37 Large indentations can induce damage i.e.,
when one pushes hard enough, many capsids break as can be seen in Fig. 3.
Empty bacteriophage λ capsids and �29 procapsids break at a force of
0.8 nN and 1.5 nN respectively, for loading rates of ∼1.5 nN/s.58 Increas-
ing the loading rate (pushing faster) also increases the breaking force as
is, for instance, observed for �29 procapsids and CCMV capsids.25,36,45

This behaviour, described by Bell,68 of the dependence of loading rate on
bond/interaction breaking is also observed in dynamic force spectroscopy
where bonds are pulled apart.69−71 On the other hand, some particles such
as CCMV capsids at pH 6 do not break at all and deform linearly until the
particles are flattened completely.72 This deformation is completely elastic
as follows from its reversible indentation behaviour. Surprisingly CCMV
capsids at pH 5 do break while pushing with forces above 0.6 nN.45

To understand these differences the Föppl-von Kármán (FvK) number
of the viruses can be considered. The FvK number is the dimensionless
ratio of stretching and bending energies of a shell and has been employed
for theoretical descriptions of the morphology and deformation of icosahe-
dral viral particles.48,50,51,73 Particles with a FvK value above a critical value
of 154 have a more faceted shape, whereas below this value they appear
more spherical.73 By performing finite element simulations on thin-shelled
particles it was shown that CCMV at pH 5 behaves like a particle with a
FvK value of around 900.72 In both the simulations and experiments, a
discontinuity in the force-indentation curves is observed. At pH 6 these
capsids show an indentation behaviour more comparable to particles with
an FvK number of 100.

3.4. Maturation

A prerequisite for infectivity of retroviruses is a maturation transition which
they undergo after budding from the cell. The mechanics of this transition
has been studied for murine leukemia virus (MLV) and human immuno-
deficiency virus (HIV).35,74 Maturation of retroviruses goes along with
dramatic morphological changes of the particles in parallel with mechan-
ical changes, as shown for MLV and HIV. In these cases it results in a
decrease of the particle spring constant. It was shown that the imma-
ture HIV particles were relatively stiff as a result of interactions of the
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cytoplasmic tail of the envelope glycoprotein with the viral Gag protein.
The results from these studies imply that rigidity might be related to cell
entry activity. Flexible particles enter cells more efficiently than rigid par-
ticles. This illustrates the necessity for these retroviruses to reduce their
spring constant during maturation to optimise infectivity.

3.5. Protein Engineering of Capsids

Protein engineering has been used to increase or decrease the strength
of viral particles. For instance, a single point mutation in the capsid pro-
tein increases the spring constant and breaking force of CCMV capsids.45

Experiments on mutant HIV particles revealed a mechanical effect of the
interaction between the viral Gag protein and the envelope glycopro-
teins and its importance during maturation (see also Sec. 3.4).74 Deletion
of the cytoplasmic tail of the envelope glycoprotein resulted in a more
than 8-fold decrease in the Young’s modulus of immature HIV parti-
cles. Strikingly, this mutation left the material properties of mature par-
ticles unchanged, probably because of the breakage of the interactions
between Gag and envelope glycoproteins during maturation, resulting
from the proteolytic processing of Gag. In MVM an anisotropic increase
of the capsid stiffness occurs upon DNA encapsidation.34 This anisotropic
increase was explained by the presence of short, crystallographically visible
DNA patches near the capsid inner wall, which were proposed to interact
with each other. By specifically truncating selected amino acid side chains,
the major interactions between the DNA and the inner capsid wall were
inhibited.66 No effects were observed on the material properties of empty
capsids. However, the difference in spring constant between empty and
full capsids was greatly reduced.

These examples illustrate how a combination of protein engineering
and nanoindentation experiments can be used to elucidate the origin of
specific mechanical properties of viruses. Furthermore, this approach can
be used to optimise the material properties of viral particles for their use
in nanotechnology and medicine.

4. Conclusions and Outlook

We have shown how nanoindentation techniques can be used to eluci-
date the mechanical properties of viruses. This approach advanced our
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knowledge of fundamental properties of viral particles such as maturation,
the effects of encapsidated material on virus strength and the assembly
process. In a wider context, these measurements also broaden our under-
standing of viral infectivity, capsid failure and the effects of mutations in
capsid shells.

The FvK approach discussed in Sec. 3.3 has proven to be a valuable
tool to describe the deformation of capsids and it will be interesting to find
out how broadly this method can be applied to other viruses. Modelling
of viral particles becomes increasingly more refined by the application of
non-linear finite element analyses43 and the use of heterogeneous cap-
sid models.47 In addition molecular dynamics simulations of viruses are
becoming feasible due to increasing computing power. Such simulations
can be performed on small viruses in an all-atom approach75,78 and in a
coarse-grained approach76 for bigger viruses.

Taken together, we are seeing a strong increase in experimental, the-
oretical and modelling activity of the mechanical properties of viruses.
Nanoindentation with an atomic force microscope is the preferred tool to
investigate these properties, as this technique allows experiments under
physiological conditions (i.e., in liquid) with high force and position
resolution. The insights obtained from these experiments enhance our
knowledge of the viral infectious pathway and enable the advancement
of development and application of viruses and virus-like particles in
nanotechnology and medicine.1−4
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Chapter 5

Investigating Viral Structure,
Function and Dynamics with Mass
Spectrometry

Eric B. Monroe∗ and Peter E. Prevelige∗,†

The development of soft ionization techniques has made it possible to
examine biological macromolecules using mass spectrometry. Proteomic
approaches have been developed which are capable of identifying and chem-
ically characterizing a wide variety of biological molecules in an efficient
manner. A variety of mass spectroscopic experimental approaches have been
developed which allow the investigator to obtain information about protein
structure, dynamics and protein/protein interactions. This review focuses on
the application of these techniques to the study of viral replication.

1. Introduction

The study of viruses has provided invaluable insights into the intrinsic
relationship between molecular structure and function in regard to under-
standing pathological disease and has provided model systems for the
molecular study of an array of cellular processes. Despite the wealth of
information developed from previous research, the well characterized viral
proteins and their interactions with viral and host factors represent only a
small fraction of the viral proteins from a small percentage of the identified
viruses.

The application of mass spectrometry (MS) to the wide scale study of
viral proteins provides a toolbox with which to study aspects of the viral life
cycle at the molecular level. These MS studies include proteomic studies
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of viral or host proteins present in viral particles and host cells, quantitative
studies of changes in protein expression levels following infection, struc-
tural studies of viral proteins and their dynamics and interactions with
both host and viral proteins. This array of MS experiments will be dis-
cussed in greater detail throughout this chapter largely in regard to their
utility as a means of understanding the viral life cycle including aspects
of cellular entry, virion disassembly, replication, assembly, cellular release,
viral maturation and immune avoidance. In general, these studies involve
experiments designed to identify what proteins are present, how they are
structured both as isolated proteins and in macromolecular complexes,
what proteins they interact with and how these proteins act in dynamic
processes such as viral entry, replication, maturation and immunological
avoidance.

The application of MS to the study of viruses, at the most basic
level, involves the study of an array of molecules ranging from lipids from
enveloped viruses and peptides from digested proteins to intact proteins,
macromolecular complexes, and even intact viruses. This assortment of
molecular species precludes the use of a single methodology and, in prac-
tice, requires the selective application of multiple preparation and MS
strategies. Although it is difficult to provide a detailed and complete study
of the array of available studies, we aim to present a general overview
of the state-of-the-art application of MS to the study of viruses. A brief
introduction and discussion of instrumentation and tools will be included
in addition to discussion of previously published research regarding the
application of virus MS. In addition, we hope to show the various means
by which mass spectrometry can compliment a wide range of molec-
ular and structural biological approaches including mutational analysis,
protein and genetic analysis, electron microscopy, nuclear magnetic reso-
nance (NMR) and crystallography to enhance the understanding of virus
dynamics.

2. Mass Spectrometry Overview

The vast array of experiments performed with MS requires a number of
different instruments and preparative strategies. A general overview of
mass spectrometry may assist in understanding the results and experiments
detailed throughout this chapter. For more detailed explanations of MS,
several excellent sources are available.1−3
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Mass spectrometry directly measures the mass of molecular or atomic
ions in a multiplexed manner allowing the detection of tens to hundreds
of compounds within a single experiment. Generally speaking, MS first
requires that the analyte be transferred from the condensed phase to the
gas phase by an ionization method. Owing to the focus of virus MS on
molecular and macromolecular compounds this is almost exclusively per-
formed by electrospray ionization (ESI) or matrix assisted laser desorption-
ionization (MALDI) methods. The development of these soft ionization
techniques made possible the analysis of intact peptides, proteins, and
even protein complexes. This achievement resulted in the recognition of
Fenn and Tanaka by the Nobel committee with the 2002 Nobel Prize in
Chemistry. Following ionization, the resulting ions are then separated in a
vacuum on the basis of their mass-to-charge ratio (m/z). As the name sug-
gests, the m/z is based on the mass of the atomic or molecular ion as deter-
mined by the chemical composition of the analyte, and the charge on the
ionized species, which depends on the method of ionization and the prop-
erties of the analyte and the surrounding matrix. Following separation,
ions are detected in a manner often tailored to the separation technique.

The ionization strategy of ESI is the most common and versatile ion-
ization method used for biological mass spectrometry. Developed by Fenn
in the 1980s, ESI uses an electric field to create an aerosol of highly charged
droplets composed of volatile solvents and analytes.4 These droplets sub-
sequently undergo size reduction, using a combination of solvent evap-
oration and coulombic explosions, until analyte molecules are ultimately
introduced into the gas phase as shown in Fig. 1A. In practice, a high elec-
tric potential (1–4 kV) is applied between an emitter such as a metal, fused
silica or a metal–coated pulled glass capillary filled with analyte, and the
entrance to a mass analyzer. ESI produces primarily multiply charged ions.
This complicates spectral interpretation as a single analyte may be repre-
sented by multiple charge states but the analysis of higher charge states
permits the detection of higher mass compounds and eases fragmentation
studies, since multiply charged molecules tend to fragment more com-
pletely. ESI is a very ‘soft’ ionization method that is characterized by little
or no analyte fragmentation during ionization and is capable of ionizing
intact macromolecular complexes up to and including intact viral particles.

Developed by Tanaka,5 Karas and Hillenkamp6 in the second half of
the 1980s, MALDI MS utilizes a laser and a small molecule organic matrix
to ionize intact biomolecules. Briefly, samples are prepared by mixing the
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Fig. 1. Schematic of major ionization strategies of (A) ESI and (B) MALDI. ESI relies
on a high potential to ionize analytes in a liquid phase followed by desolvation prior
to entering the mass spectrometer. MALDI uses a laser to desorb and ionize analytes
embedded in a small molecule matrix, which is also desorbed during the process.

analytes with a low molecular weight organic matrix. A wide variety of crys-
talline and liquid matrices, which generally include derivatives of benzoic
and cinnamic acids or glycerol, are available to analyze a broad spectrum
of materials. Not surprisingly, some matrices are more effective in the ion-
ization of peptides and proteins, while others are better suited for analysis
of oligonucleotides or polymers. Following sample preparation with the
appropriate matrix, nanosecond ultraviolet or infrared laser pulses are pro-
jected at the sample. The radiation is absorbed by the matrix, causing rapid,
localized heating and subsequent ejection of both neutral and charged ana-
lyte molecules, matrix molecules, and matrix–analyte clusters (Fig. 1B). As
a result of these particle interactions, analyte ionization occurs both on the
target in the matrix crystals and within the desorption plume following the
laser pulse. This process results in the formation of predominantly singly
charged ions. As a result of the rapid expansion and cooling of the of the
ejection plume, there is little fragmentation of analyte molecules during
the MALDI desorption/ionization process.

As mentioned previously, following ionization, analytes must be sepa-
rated on the basis of the mass-to-charge ratio. In regard to the experiments
discussed within this chapter, several types of mass analyzers are used: time-
of-flight (ToF), ion traps (IT), hybrid IT-ToF, and Fourier transform ion
cyclotron resonance (FT ICR).

With ToF mass measurements, a packet of ions is accelerated to a
constant kinetic energy and then moves into a field free region. The ions
separate while traveling along the high vacuum flight tube. Separation
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occurs as smaller ions have a higher velocity than larger molecules with
the same kinetic energy. During formation, ions have a small spread of
kinetic energies causing a spread of flight times. By using a reflectron,
this effect may be reduced and a higher resolution spectrum results by
accounting for such variations. The detector sits at the end of the flight
tube and registers impacts to record the flight time of individual ions. ToF
instruments have no theoretical upper mass limit and are commonly used
in MALDI mass spectrometers and non-covalent ESI MS experiments.

The ion trap (IT) mass analyzer operates by confining ions in an elec-
trostatic trap by applying a radio frequency (RF) potential to a series of
electrodes. To detect the trapped ions, this RF potential is modulated
or a supplemental voltage is applied to endcap electrodes to sequentially
eject the ions from the trap to a detector. Ion traps are highly benefi-
cial for the study of small and highly charged molecules. Ion traps have
a reduced m/z region available for analysis compared to ToF but, unlike
ToF instruments, enable multiple levels of analyte fragmentation (MSn) to
increase the amount of information available when attempting to identify
an unknown. Many newer ToF instruments are also capable of fragmenta-
tion but often require the addition of specialized ion optics to isolate and
induce fragmentation of select analytes.

Hybrid ion trap (multiple traps in a single instrument) or quadrupole
ToF mass spectrometers utilize a quadrupole mass filter or ion trap between
the ion source and the flight tube. The ion trap is used to filter, store and
often fragment ions before passing the ions into the ToF portion of the
analyzer for more precise mass separation and analysis. These instruments
tend to have higher mass accuracy than ToF only instruments and have the
added benefit of MSn capabilities, as multiple fragmentation cycles may
occur in the ion trap with the resulting fragments being analyzed by ToF.

The use of FT ICR mass analyzers presents the highest performance
mass analyzer with the highest mass resolution and mass accuracy of cur-
rent instrumentation. Unlike the previous mass analyzers which depend
on ion-detector impacts, FT ICR mass spectrometers separate and detect
ions based on their motion within an ion cyclotron in the presence of a
large magnetic field. The motion of ions induces a cyclical signal in detec-
tors present in the detection cell. As the motion of ions in the cyclotron
is a function of their m/z, the frequency of the induced signals may be
deconvoluted by applying a Fourier transform to the transient signals to
produce a mass spectrum. The largest advantage of this approach is the
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high mass accuracy and precision obtainable with FT ICR MS. Often an
ion trap is placed prior to the ICR cell for similar purposes as in the hybrid
instruments. Additionally, molecules may be fragmented and ejected in a
similar manner as an ion trap within the ICR cell such that intact proteins
may be studied and the amino acid structure characterized completely in
a single ‘top-down’ experiment.7

The use of fragmentation is valuable in the study and identification
of the amino acid sequence of proteins and the identification of smaller
molecules such as glycans, lipids or small molecules. In the case of IT and
FT ICR, molecules may be isolated and fragmented within the trap or cell
and then analyzed. In the case of ToF, specialized ion optics and a collision
cell are placed within the flight path of the ions. Selected ions may then be
isolated by a short period of time-of-flight and then reaccelerated into the
remaining portion of the flight tube. Another common methodology is to
place a similar collision cell between ion traps or the ion trap/quadrupole
in hybrid instruments. A large number of fragmentation methodologies
have been developed, as reviewed elsewhere.8,9 In the case of protein
analysis, this fragmentation produces a predictable series of ions along the
peptide backbone. By observing the difference between fragment ions, the
specific sequence of amino acids may be observed for identifying unknown
compounds and verifying molecular identity.

The use of specific ion detectors is much less important in regard to
experimental design and largely linked to the mass analyzer. Microchan-
nel plates are often fitted to the end of the field free flight tube of ToF
mass spectrometers while electron multipliers such as Faraday cups are
commonly used with ion traps. As mentioned previously, detection and
mass separation are performed simultaneously in FT ICR MS. However,
all detectors enable the production of mass spectra which plot the relative
intensity of the produced signal for the continuum of m/z values col-
lected. Although quantitative experiments are possible with MS through
additional careful sample preparation, ionization and detection efficien-
cies often vary across molecules such that MS is often used primarily in a
qualitative manner.

3. The -omics of Viruses

The majority of applications of MS to the study of viruses focus on the
detection and characterization of a wide range of biological molecules.
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Often this involves identifying viral proteins present in viral particles or
how they interact with host proteins through proteomic means. The incor-
poration of host proteins and lipids into viral particles is also being studied.
The detection of post and co-translational modifications such as glycosyla-
tion are also rapidly growing fields, as is the study of host responses to viral
infection.10 The complexity of many of these experiments can be daunting
but several MS approaches have become relatively standard for such stud-
ies. Beyond understanding just what molecules are present it is possible to
determine how various virus or host related components change during,
or as a result of, viral infection with these -omics approaches.

The seemingly wide berth of these experiments presents significant
challenges for the authors when attempting to distill them into a single
experimental protocol, especially in regard to the preparation of the sam-
ples. As such, we will stick to explaining the general analysis strategy from
the point of having a virus or infected material in a vial as a result of virus
particle or protein purification. Treatment of the samples with a reduc-
ing agent to disrupt disulfide bonds or endoproteases such as trypsin to
aid in the identification of proteins (by increasing the quality of collected
fragmentation spectra) is often highly beneficial in proteomic experiments
prior to MS analysis. Samples are often separated with liquid chromatog-
raphy via reverse phase columns (i.e., C18) in order to separate analytes
and address the inherent sample complexity. In order to aid ionization, the
organic/aqueous solvents often contain a small fraction (0.1%) of formic
acid as an ion pairing reagent. As analytes exit the column, they may be
examined with an ESI MS inline or fractionated for offline MALDI or
ESI MS. During analysis, fragmentation protocols are very valuable to
help identify the compounds giving rise to the individual signals detected
by the mass spectrometer. As could be expected, the analysis of the data
sets produced by these experiments can be quite complex. A wide variety
of freely available and commercial bioinformatic tools have been produced
to aid in the identification of proteins and include algorithms capable of
the semi-automated annotation of MS/MS spectra.11,12 Although many
of these tools are capable of de novo annotation of fragmentation spectra,
they are most useful when genetic information is available such that they
may query a database of known or predicted gene products from the virus,
similar viruses (for homologous protein identification) and host proteins.

A large portion of MS –omics type experiments have focused on iden-
tifying viral proteins. Although the genetic sequences of many viruses are
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known, MS analysis enables the study of translated viral proteins and partic-
ularly those that are incorporated into released virions. Such studies have
been performed on a wide range of viruses and viral families including
bacteriophages,13−15 white spot syndrome virus,16,17 coronoviruses,18

iridoviruses,19 herpesviruses,20,21 adenoviruses,22 and poxviruses.23−25

A study of protein processing and incorporation showed that P2 and
P4 bacteriophage virions, as well as procapsid shells isolated from viral
infections, contain an N-terminal fragment of the autoproteolytic scaffold-
ing protein gpO.13 This cleavage was observed to occur between residues
141 and 142 in gpO and, following further mutational and co-expression
experiments, allowed for the development of a model explaining the for-
mation of procapsid heads of the appropriate size in P2 and P4. Several
studies have examined the protein composition of the causative agent of
severe acute respiratory syndrome (SARS).18,26,27 These studies indepen-
dently identified four structural proteins with MS: the spike (S), nucleo-
capsid (N), membrane (M) and envelope (E).26,27 Additional examina-
tion uncovered four glycosylation sites on S,27 12 glycosylation sites on
N,18 and a phosphorylation site on M.26 Numerous isoforms of N were
also observed and identified as caspase-3 and -6 cleavage products using
recombinant N protein in vitro.27

Orthopoxviruses are among the largest and most complex of the ani-
mal viruses and have garnered a large amount of interest in regard to
emerging viruses and bioterrorism. Senkevich and coworkers examined the
proteins that form a stable complex which initiates cell entry and mem-
brane fusion in vaccinia.23 In addition to four proteins (A21, A28, H2
and L5) that had previously been implicated in these processes, four pre-
viously uncharacterized putative membrane proteins (A16, G3, G9, J5)
were observed to form a stable heterocomplex as an entry-fusion com-
plex. These proteins are conserved across the poxviruses suggesting non-
redundant functions and that the cell entry mechanism for poxviruses
evolved prior to the evolutionary split between vertebrate and inverte-
brate poxvirus species. Examination of the proteins present in vaccinia
virus particles identified 63 virally-encoded proteins including two from
open reading frames that had not previously been confirmed as being
expressed.25

Beyond the detection and characterization of viral proteins, MS stud-
ies often uncover the presence of host proteins incorporated into viral
particles. In the case of influenza, MS detected 36 host-encoded proteins
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in addition to nine from viral genes.28 These proteins included both cyto-
plasmic and membrane proteins from a range of protein families including
cytoskeletal proteins, glycolytic enzymes and annexins, many of which
have been reported to be present in virions from other virus families. Pro-
teomics studies of SARS virions identified nearly 200 different host and
viral proteins and used previously published interaction maps to identify
nonstructural protein 3 as a significant viral factor for virion formation.29

HIV viral particles derived from monocyte-derived macrophages likewise
incorporate a fair number of host factors (more than 30), many of which
have been previously found in exosomes, consistent with the notion that
HIV utilizes the late endosome/multivesicular body pathway to bud from
macrophages.30 Although these studies may have implications in virus–
host interactions, not all of these proteins are necessarily incorporated
specifically. Thus, these studies often drive further, more defined experi-
ments to examine the relationship between the virus and the incorporated
host proteins.

The interaction between viral and host proteins presents an alterna-
tive avenue of viral–host protein studies with MS. Such studies have largely
involved characterization of interactions of viral proteins with host proteins
within infected cells by utilizing immunoprecipitation techniques.31−34

One such example identified 14 cellular proteins that bound to the core of
Hepatitis C virus (HCV) with MALDI MS.31 Nine of these proteins were
intermediate microfilament proteins, several of which have been impli-
cated in the infection process of other viruses and their detection leads to
a better understanding of the infection and pathogenesis process. Often
host and viral proteins form functional complexes to enable viral replica-
tion and assembly such as in the cucumber necrosis tombusvirus replicase
which was observed to consist of two viral proteins (p33 and p92) and four
host proteins.35 These host proteins consist of an Hsp70 homologue, an
RNA-binding protein, pyruvate decarboxylase, and a 35-kDa acidic pro-
tein of unknown function. The identification of the cell surface receptor
utilized by viruses is also possible through MS experiments of host–viral
protein interactions. Dengue fever receptors on the surface of liver cells,36

Japanese encephalitis virus receptors on C6/36 mosquito cells and ade-
novirus receptors on human ocular cells have been identified with MS
experiments.37,38

Viral proteins are often co- or post-translationally modified to con-
fer activity to the specific protein. These include phosphorylation,39
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acetylation,40,41 lipidation,42,43 and glycosylation. Many of the studies
thus far have identified the site of the modification while several others
have also identified the functional role of such modifications. The acety-
lation of Tat from HIV, for instance, has been shown to affect splicing
in vivo through preferential interaction with p32, a cofactor to splicing
factor ASF/SF-2 resulting in sustained transcriptional activation and virus
transcription elongation.44 Three phosphorylation sites in hepatitis B virus
(HBV) Cp protein are implicated in regulating genome encapsidation,
capsid localization and maturation. Kang and coworkers found that Cp is
phosphorylated by protein kinase A but not protein kinase C in vitro and
that the phosporylation of Cp at Ser87 facilitates HBV core assembly.45

This was further confirmed through a mutant that was highly deficient in
forming cores although the same quantity of Cp was expressed.

A large number of viral proteins, especially those on the viral surface
have been shown to be glycosylated. Glycosylation has been implicated
in a wide range of functions including receptor binding, protein folding
and immune avoidance. The latter of these functions appears to rely on the
inherent heterogeneity of glycan incorporation which has also been shown
with MS to evolve in the presence of neutralizing antibodies.46 Broad sur-
veys of the number of utilized glycosylation sites,10,47 glycan identity48

and heterogeneous glycan incorporation have also been performed uti-
lizing MS.49,50 The development of broadly neutralizing antibodies to
HIV has proven difficult, thus thwarting vaccine production efforts. The
glycan shield hypothesis posits that heterogeneity and rapid evolution of
glycans on the viral surface protein serve as a major mechanism of immune
avoidance in HIV. Several studies have examined the heterogenous incor-
poration of glycans in the gp120 protein of HIV, a protein responsible
for binding of CD4 receptors for viral entry.51,52 Liedtke et al. found a
characteristic set of gp120 glycoforms which were dependant on the host-
cell type as studied with MALDI MS.50 Studies of gp120 expressed in
cell lines have shown that nearly all glycosylation sites (25 of 26 in the
HIV-I (SF2) examined) are occupied with glycans53 with eight of these
being sialylated and thirteen containing high mannose glycans.54 Recent
studies by Desaire and co-workers have shown the presence of a large num-
ber of heterogeneities in the glycosylation of two forms of recombinant
HIV gp120 which can lead to further insight into HIV immune avoid-
ance through the exploitation of glycan heterogeneity.51,52 Additionally,
the use of both ESI and MALDI MS showed added benefit for studies
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Fig. 2. A representative example of MS/MS data used to confirm the assigned gly-
copeptide compositions from HIV gp120. (a) ESI-MS/MS data for a doubly charged
glycopeptide and (b) MALDI-MS/MS data of the singly charged form of the same
glycopeptide (m/z 2952.55). Reprinted with permission from J. Irungu, E.P. Go,
Y. Zhang, D.S. Dalpathado, H.X. Liao, B.F. Haynes and H. Desaire. Comparison of
HPLC/ESI-FTICR MS versus MALDI-TOF/TOF MS for glycopeptide analysis of a
highly glycosylated HIV envelope glycoprotein. J. Am. Soc. Mass Spectrom. 1209–20
(2008).52

of the glycopeptides as the MS/MS spectra from each methodology were
shown to be complementary in nature (Fig. 2). In this regard, ESI MS/MS
provided information regarding the glycan moiety while MALDI MS/MS
fragmented along the peptide backbone.

During viral infection, the functioning of the host cells is dramatically
modulated. Changes in protein and metabolite levels may be examined
through the use of quantitative and semi-quantitative methodologies. Uti-
lizing stable isotope labeling, Suizdak and co-workers reported the analysis
of 1500 host proteins and 1000 metabolites of which 200 proteins and 30
metabolites were significantly up or down regulated in Drosophila cells in
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response to Flock House Virus infection.55 Studies of SARS-infected Vero
cells56 and Hepatitis C virus infected Huh7 cells57 also detected expres-
sion level variations in 186 (of 355) and 150 (of 1036) proteins respec-
tively. Additional studies have examined the cellular targets of viral immune
modulators58 and protein expression patterns in astrocytes that express
HIV Tat protein to examine its role in astrocyte survival.59 The largest
over expression of cellular proteins in Vero cells during African swine fever
infection occurred in several redox-related proteins which would suggest
functional roles of these proteins during infection in relation to modula-
tion of transcription and apoptosis.60 The examination of host reactions
to viral infection present a means to further study viral–host interactions as
well as the means by which viruses take control of the cellular machinery.

These broad-scale proteomic studies represent a large fraction of
the -omics based approaches to molecular virology although similar
approaches have also been applied to several highly directed studies. Based
on biochemical experiments, HIV has been suggested to bud from spe-
cific lipid membrane microdomains, lipid rafts. In support of this, Bruuger
found that the lipid composition of the HIV envelope is similar in composi-
tion to these detergent-resistant membrane microdomains.61 This finding
not only suggests a means and location of viral budding but also provides
evidence for the existence of lipid rafts in living cells. The existence of novel
or unknown viruses may also be confirmed by MS. Cooper and coworkers
identified an uncharacterized infection from tobacco plants after isolating
proteins that appeared to be differentially expressed in plant extracts that
were infected with the unknown virus and uninfected plants.62 Follow-
ing HPLC ESI MS/MS, mass spectra were submitted to a SEAQUEST
database. The results allowed for the identification of the causative agent
as potato virus X which presents an interesting and possibly powerful tool
for biomedical and bioterrorism surveillance once further developed.

4. Macromolecular Mass Spectrometry

Modern ionization strategies are capable of ionizing not only intact
proteins but also non-covalent complexes. This enables the study of
macromolecular protein complexes present in viral particles and even
intact viruses.3,63 Such experiments can be invaluable in the study of
complex subunit stoichiometry as well as protein–protein and protein–
ligand interactions. These experiments utilize ESI almost exclusively as
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it is a softer technique allowing ionization under near physiological
conditions.3 Furthermore, the multiple charge states obtained from elec-
trospray ionization simplify mass determination of large proteins. Several
mass separation/detection strategies including traditional ToF are used
to then analyze the highly charged complexes, which often reach into
the hundreds of kilodaltons and beyond a megadalton. Beyond ToF, ion
mobility and charge reduction MS have also been shown to be remarkably
powerful tools for the study of viral macromolecular complexes.

The ionization of macromolecular protein complexes relies on ESI at
a reduced voltage, supplemental gas flow and ion source temperature with
a relative increase of pressures in the guiding ion optics to further ‘soften’
the ionization process. As a result of these changes, such native spray exper-
iments do not rely on liquid chromatographic separations and require the
use of a volatile buffer system such as ammonium acetate to contain the
analytes of interest. These experiments generally require relatively pure and
salt-free samples which can be obtained via traditional protein purification
strategies and use of spin columns which use size exclusion principles to
exchange buffer systems rather efficiently.

Non-covalent MS has shown great utility in examining the native
stoichiometry of protein complexes. The native tetrameric, glycosylated
form of matrix protein from borna disease virus (BDV) was isolated and
detected from the brain material of an infected horse. This protein is the
virus-specific component for viral attachment and also shows marked inhi-
bition of BDV infection in vitro when the tetrameric assembly was added
to culture media.64 Larger complexes from Hepatitis B virus (HBV) were
examined using native mass spectrometry as well. HBV capsids are unusual
in that they exist in two distinct icosahedral forms consisting of 90 or 120
capsid dimers. Using mass spectrometry, the molecular weight of com-
plete, intact lattices were measures to within 0.1% of the expected values
of ∼3 and 4 MDa respectively. No particles with fewer than 90 or more
than 120 dimers were detected.65

Bacteriophages have attracted a sizable amount of interest in regard
to viral mass spectrometry with several groups studying the protein com-
plexes present through the course of the bacteriophage replication cycle.
In regard to intact complex studies, several studies have examined the
oligomeric states of the portal complex from the phages P22, Phi-29 and
SPP1. These complexes range in mass from 430 kDa to one MDa and
were unambiguously determined to form exclusively 12-mers in Phi-29
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Fig. 3. ESI MS of reconstituted SPP1 portal. (A) The full-range ESI-MS spectrum
showing monomer ions (at m/z 4000) and ions originating from the tridecamer at
m/z 12,000. (B) Simulated (curve-fitted) mass spectrum of 13-mer signals centered
around m/z 12,000. The green line indicates the sum of the three simulated spectra
of these three different 13-mers, showing excellent agreement with the experimen-
tal spectrum (in black). Adapted with permission from A. Poliakov, E. van Duijn,
G. Lander, C.Y. Fu, J.E. Johnson, P.E. Prevelige, Jr. and A.J. Heck. Macromolecular
mass spectrometry and electron microscopy as complementary tools for investigation of
the heterogeneity of bacteriophage portal assemblies. J. Struct. Biol. 371–83 (2007).66

and 13-mers in SPP1 (Fig. 3).66 In vitro assembled P22 portals, however,
have been observed as a mixture of 11- and 12-mer complexes suggest-
ing plasticity in assembly.66 The phage terminase is used to package DNA
through the portal assembly and into the bacteriophage particles. In P22,
this terminase consists of a large subunit (gp2), which contains nuclease
and ATPase activities, and a small subunit (gp3) which recognizes DNA
and self-assembles into a stable olgometric ring shown by native MS to
contain nine subunits.67 A mutant (A112T) was found to form 10-mer
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rings despite subunit folding indistinguishable from the wt gp3 again sug-
gesting plasticity in higher order assembly. Following DNA packaging, the
terminase complex leaves the phage particle prior to the formation of the
portal-tail complex. This complex has also been studied with MS in P22
and was observed to form a 12:12 portal:gp4 complex with a molecular
mass of 1.050 MDa.68 Following the application of tandem MS, gp4 was
found to be associated as dimeric products. Binding of gp4 was observed to
induce a conformational change in the portal ring leading to the proposal
that this conformational shift stabilizes the newly-filled bacteriophage par-
ticles thus marking the end of phage morphogenesis.

Many current experiments utilize highly charged ions to study
macromolecular complexes with ToF, but applications of charge reduced
electrospray mass spectrometry have shown to be beneficial for the deter-
mination of the physical size of macromolecular complexes. In these exper-
iments, multiple charged ions produced by ESI are immediately swept by
air and CO2 gas flow into a neutralizing chamber containing a 210Po
source of α-radiation which generates charge-reducing agents (complex
mixture of ions and radicals of the air components).69 The charge reduced
ions are then separated by gas-phase electrophoretic mobility molecular
analysis (GEMMA) by a differential mobility analyzer to which a small
electrical field is homogeneously applied. Following the gas phase sepa-
ration and detection of the ions, the molecular mass and electrophoretic
mobility diameter of complexes may be calculated. This technique was
used to report the size of intact human rhinovirus as 29.8 ± 0.3 nm,
which is consistent with electron microscopy data.70 The broad peak shape
shown in Fig. 4A may be explained by the incomplete desolvation of
the virus while heat inactivation of the virus results in the shedding of
capsid (VP4) oligomers and slight swelling of the heat-treated capsid is
indicative of water intrusion into the viral capsid.70 Similar methodolo-
gies were applied to the comparative study of bacteriophage M2 and T2
and T4 capsid heads.71 Bacteriophage M2 was found to have a diame-
ter of 24.13 ± 0.06 nm and remained viable following the electrospray
process. T2 and T4 capsid heads were observed as having diameters of
87.03 ± 0.18 nm and 88.23 ± 1.02 nm respectively, which is a statistically
significant difference. No viable T2 or T4 was detected following electro-
spray, which is believed to be a result of mechanical deformation within
the electrospray droplets whereas those from M2 are small enough to not
be subject to such stresses. Additional studies of cowpea chlorotic mottle
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Fig. 4. GEMMA spectra of (A) infectious, intact human rhinovirus and (B) heat-
degraded viral particles. (VP4)6 and (VP4)3 are nonspecific oligomers of the viral
capsid protein VP4 and are released during the heat treatment. Reprinted with per-
mission from G. Bacher, W.W. Szymanski, S.L. Kaufman, P. Zollner, D. Blaas and
G. Allmaier. Charge-reduced nano electrospray ionization combined with differential
mobility analysis of peptides, proteins, glycoproteins, noncovalent protein complexes
and viruses. J. Mass Spectrom. 1038–52 (2001).70

virus (CCMV) presented a measured viral diameter of 25.4 nm which is
∼10% less than the X-ray crystal structure indicating that desolvation leads
to partial viral collapse.72 A measured density of 0.89 g/mL is larger than
typical protein complexes and believed to be due to the density of RNA
packaging within the virus over proteins in complexes.

5. Structural Studies

Beyond identifying what biological molecules are present, MS may also be
applied to studying structural features of viral proteins. Several method-
ologies have been applied to the study of viral protein structure including
side chain derivatization, crosslinking, limited proteolysis and hydrogen–
deuterium exchange (HDX) MS. In addition to these experiments,
which are designed to examine protein structure, many of the -omics
approaches above often point to structural elements such as glycosyla-
tion, protein–protein interactions, etc. and results from those experiments
may also be used to study viral protein structure, albeit in a more indirect
manner.
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In HDX experiments, proteins, protein complexes or intact viral par-
ticles are diluted or solution exchanged into a deuterated buffer system.
Amide protons in the protein backbone then undergo exchange with sol-
vent deuterons at a rate that is dependent on solvent accessibility and pro-
tein dynamics.73,74 This exchange reaction is quenched by the addition of
formic acid at prescribed intervals (to pH ∼2.4) and rapidly frozen. Sam-
ples are thawed and proteolytically digested with pepsin immediately prior
to analysis to reduce the opportunity for back exchange (when hydrogen
replaces previously exchanged deuterium). By observing the mass shift for
each detected peptide from the protein of interest, the structural stability
and solvent accessibility of the native protein may be examined.

In studying the molecular motors from bacteriophages responsible for
packaging genomic material into a preformed capsid prohead, HDX MS
was used to examine the interactions of the hexameric ATPase P4 with
the φ12 procapsid.75 P4 was found to associate by its C-terminal face to
the capsid prohead. This interaction also stabilized the subunit interfaces,
which are prone to ring opening in solution. The proposed model of the
structural interface presents a means for both packaging processing and
conferring RNA selectivity.

Structural elements of HIV and SIV Nef proteins have been difficult
to study as the proteins are not readily amenable to NMR or X-ray crys-
tallography as a result of aggregation of the full-length proteins at high
concentrations. A highly solvent-protected core for both HIV and SIV Nef
proteins was observed in HDX experiments which is in line with previously
demonstrated NMR and X-ray studies of truncated HIV Nef.76 Many of
the regions outside of the core, however, were readily exchanged and are
thus highly solvent exposed outside of the N- and C-terminal regions and
a large loop region that emanates from the central core which suggest the
presence of more structured elements. Structural studies of viral dynamics
are also readily accessed with HDX MS as will be discussed in the following
section.

An alternative means with which to examine the dynamics or surface
presentation of viral proteins involves the use of limited proteolysis. In
these experiments, purified viruses or proteins are digested with an endo-
protease such as chymotrypsin, Glu-C, pepsin or trypsin. The proteolysis
is then quenched, often by the addition of an acid, at selected time points
similar to those used in HDX and before complete digestion. The digested
samples may then be analyzed via MS to study the regions of the proteins
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that are dynamic and exposed to the protein/viral surface as such exposure
would be required for protease cleavage.

Intact reovirus, which contains a double-layered capsid core composed
of sigma3 and mu1C proteins is proteolytically processed during entry to
produce an infectious subviral particle, was examined with several endo-
proteases to study the proteolytic events involved in this processing.77

Most of the tested proteases were found to cut the sigma3 protein between
amino acids 217 and 238 along with a cleavage of the C-terminal of mu1C.
Beyond this C-terminal peptide of mu1C, whose processing had been well
described, no other digestion products were observed until sigma3 was
entirely digested. This suggests that sigma3 is rapidly cleaved in addition
to the C-terminal trimming of mu1C at this hypersensitive region during
viral entry, which had not previously been well defined. A combination
of limited proteolysis and mutational studies were used to examine the
nonstructural glycoprotein NSP4 of rotavirus, which serves as a receptor
for inner capsid particle (ICP) budding during virus maturation.78 Diges-
tion revealed a protease-sensitive region at the C-terminal while mutations
demonstrated that 17–20 amino acids at the C-terminal are required for
ICP binding which is consistent with models where the protein forms a
central coiled tetramer with the C-terminal interacting with the ICP bind-
ing sites. Additional limited proteolyis experiments have examined the viral
spike glycoprotein of mouse hepatitis virus strain A59 which is responsible
for receptor binding and membrane fusion.79 The heptad repeat regions
(HR1 and HR2) were found to occur in the membrane fusion unit com-
plex in an antiparallel fashion where such a conformation would bring the
proposed fusion peptide, located in the N-terminal domain of HR1, and
the transmembrane anchor into close proximity.

Chemical labeling and cross-linking also can provide valuable insight
into viral protein structure. For instance, cysteine residues may be labeled
with iodoacetamide as has been applied to the study of E1 and E2 gly-
coproteins from the Sindbis virus.80 The modification of these proteins
identified those residues which were accessible and those which were
involved in disulfide bonds or otherwise inaccessible. In addition, this
labeling greatly reduced infectivity but not membrane fusion suggesting
that a rearrangement of disulfide bonds is required for infectivity. Lysine
residues in the shell glycoproteins E1 and E2 in Sindbis virus were biotiny-
lated by Sharp, et al. to observe that a large number of lysines from E2 were
modified (and therefore available for modification) while only a single site
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in E1 was modified, indicating that E1 is almost completely buried within
the virus structure.81

Chemical cross-linking utilizes reagents that contain reactive moieties
on each end that are capable of covalently attaching to specific functional
groups such as lysine residues in proteins. The use of cross-linkers with
different arm lengths can provide distance constraints between reactive
groups within and between protein subunits. In one study, Kang, et al.
chemically cross-linked empty procapsid shells from bacteriophage P22
to identify inter- and intra-subunit interactions with MS.82 A single loop
region was observed to cross-link between two subunits in procapsids
(K183–K183) with reagents with similar distance constraints (12 Å and
11.4 Å) while a shorter cross-linker (6.4 Å length) linked K175 in one
subunit to K183 in another subunit. Coupled with mutational studies,
the results were suggestive of intrinsic flexibility within the loop region
and close proximity between loop regions of adjacent subunits.

6. Viral Dynamics

Beyond merely observing a static state, MS observations from multiple
time points have been utilized to examine dynamic events in the viral life-
cycle including dynamic protein movements, structural maturation and
chemical modification. These studies observe multiple ‘snapshots’ using
the techniques discussed previously and largely have focused on the struc-
tural dynamics of viral proteins.

Limited proteolysis has been applied to the study of several aspects
of viral dynamics. Studies by Bothner, et al. found that the first digestion
products from flock house virus particles were from portions of the capsid
subunits that had been shown to be internal to the X-ray structure but
had been implicated in RNA neutralization release and delivery.83 These
results suggested that these regions of the protein were transiently exposed
to the viral surface, which was not previously predicted. Similarly, free
dimer and assembled capsid proteins from hepatitis B virus (HBV) were
readily cleaved by thermolysin and trypsin at residues 127–128 which indi-
cated that this region was dynamic and exposed to the surface and allowed
the measurement of the conformational equilibria and rate of conversion
between protein conformers in the viral complex.84

The dynamic nature of human rhinovirus (HRV) was studied under
limited proteolysis and isotope labeling conditions in the presence of



122 E. B. Monroe and P. E. Prevelige

several antiviral compounds, a neutralizing antibody and several drug-
binding cavity mutations.85 It was found that the hydrophobic antiviral
compounds, neutralizing antibodies and mutations in the canyon region
of the capsid protein blocked the normal breathing of the HRV virion thus
illustrating that this region is a main determinant in the breathing process.

The application of HDX experiments to protein conformational
changes presents an expansion of the structural studies presented above
and have covered a relatively wide berth to this point. Capsid swelling
in brome mosaic virus and CCMV was found to rely on conformational
changes in both the N- and C-terminal arms.86 HRV HDX experiments
produced results in line with the previously reported crystal structure of
the capsid proteins (VP1–4) and suggested that the high exchange rates
in the N-terminal of VP1 and most of VP4, which suggest high flexibility,
may point to potential roles in virus uncoating.87 In bacteriophage P22,
several studies of capsid expansion/maturation have been reported.88,89

The N-terminal domain of the coat protein was observed to be much more
flexible in the empty procapsid shell than the mature capsids while the C-
terminal domain maintained a similar exchange rate.89 The loop region
that connected the two domains remained flexible in both forms such that
the results point to the global stabilization of the N-terminal domain to be
a key component to the P22 maturation process. The relationship between
the capsid and the scaffolding protein was examined in bacteriophage Ø29
to reveal a highly dynamic and cooperative opening of the scaffolding
molecules in the helix-loop-helix region, where the cooperative opening
rate was increased in the procapsid bound form (Fig. 5) suggesting that
this region interacts with the capsid protein.90 The maturation pathway
of HIV has also been partially elucidated with HDX MS experiments.91

By examining the exchange pattern of immature and mature virions, mat-
uration induced interactions between the N- and C-terminal domains in
half of the capsid molecules indicated not only the restructuring of inter-
molecular interactions for the collapsing core but also that only half of the
capsid proteins are assembled into the mature, conical core.92

The ability to examine the dynamics of viruses with MS does not
only involve structural studies. Although such examples are far fewer, the
chemical maturation and evolution of viral proteins presents an interesting
aspect for future examination. The dynamics of glycan incorporation in
SIV was observed to shift the mass of the envelope glycoprotein Env in
response to the immune system.46 The molecular mass of the protein
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Fig. 5. The opening kinetics of free and procapsid-bound scaffolding protein residues
20–31 in (A) recombinant scaffolding proteins and (B) and procapsid particles with
3:100 scaffolding: capsid protein ratio exchange in a bi-modal manner. (C) The faster
exchange for scaffolding molecules when bound with capsid suggests a co-operative
interaction with capsid molecules. Reprinted with permission from C.Y. Fu and P.E.
Prevelige, Jr. Dynamic motions of free and bound O29 scaffolding protein identified
by hydrogen deuterium exchange mass spectrometry. Protein Sci. 731–43 (2006).90

was observed to increase from 102.3 to 103.5 kDa and was tracked to a
change in the glycosylation pattern in variable region 1, which allowed the
new virus to escape antibody recognition. Beyond evolution from external
stresses such as immune avoidance, virus chemical maturation has also been
followed with MS. The core protein from hepadnavirus nucleocapsids has
been observed to be phosphorylated on at least six sites in immature virions
while the protein is completely dephosphorylated in the mature, secreted
virions.93 This maturation suggests that the dephosphorylation of mature
nucleocapsids may trigger envelopment and secretion as phosphorylation
is required for the pregenomic RNA.

7. Conclusions

Mass spectrometry provides a toolbox suitable for identifying and charac-
terizing the biological macromolecules required for viral replication. Viral
and host proteins may be detected as well as their interactions, structural
elements and dynamics as a means to further the understanding of the
viral life cycle. Owing to the inherent complexity of biological studies,
MS sheds important insight into molecular aspects of viral dynamics and
is often used in concert with various molecular and structural biological
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approaches including mutational analysis, protein and genetic analysis,
electron microscopy, nuclear magnetic resonance (NMR) and crystallog-
raphy to complement and enhance these other techniques to study the
complexities and intricacies of the virus–host interactions.
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Chapter 6

An Overview of Capsid Assembly
Kinetics

J. Zachary Porterfield∗ and Adam Zlotnick ∗,†

1. Introduction

The capsid of an icosahedral virus is a magnificent example of nature’s
utility and precision. Capsids are self-assembling symmetrical structures.
Viral infections can yield hundreds of thousands of correctly assembled
virions per cell (Rueckert, 1996). For this to occur, the assembly pro-
cess must be suitably rapid, robust, and well regulated. In this review we
will focus on the kinetics of this assembly, which play a dominant role in
determining the outcome of capsid subunit interactions.

The Montreal Biosphere (Fig. 1), designed by Buckminster Fuller, is
a well-known example of a geodesic dome with icosahedral symmetry. In
nature, icosahedral symmetry offers a selective advantage due to its inher-
ent stability (Zandi et al., 2004) and its ability to enclose a large volume
using small subunits (Crick and Watson, 1956). Icosahedral symmetry has
convergently evolved in completely unrelated viruses (e.g., α helical hepad-
naviruses (Wynne et al., 1999), HK97-fold bacteriophages (Wikoff et al.,
2000), and β barrel sobemo-viruses (Abad-Zapatero et al., 1980) and
in cellular protein complexes (e.g., human ferritin and bacterial pyruvate
dehydrogenase). Geodesic domes naturally inspire questions about their
construction. Virus capsid assembly is all the more fascinating as it is spon-
taneous and relies on physical interactions to guide the overall synthesis.

∗University of Oklahoma Health Sciences Center, Department of Biochemistry,
Oklahoma City, OK 73104.
†Indiana University, Department of Biology, Bloomington, IN 47405.
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Fig. 1. A Geodesic dome (Courtesy of Environment Canada).

Self-assembly was cleverly demonstrated using a molecular model of
poliovirus with intersubunit bonds mimicked by magnets. The model
spontaneously assembles using shaking in lieu of thermal energy, as shown
in Fig. 2 (Olson et al., 2007). During the reaction, intermediates formed
and fell apart until a complete, stable capsid was achieved. This exper-
iment highlights two of the critical features of the self-assembly reac-
tion: the complementarity of the components and the reversibility of
association.

Consider one of the earliest in vitro observations of the kinetics of
spherical capsid assembly: using neutron and small angle X-ray scatter-
ing, Cuillel and co-workers observed extremely rapid assembly of Brome
Mosaic Virus (BMV) into a complex mixture of intermediates that slowly
resolved into capsids (Cuillel et al., 1983). This mirrors some elements of
the mechanical study. However, in retrospect the preponderance of inter-
mediates with BMV is likely to reflect kinetic traps that result from the
extraordinary concentrations of protein required for these experiments.
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Fig. 2. A self-assembling model of poliovirus (Olson et al., 2007).

2. Modeling Assembly

Interpretation of kinetic data requires a theoretical model. Virus
replication is a complex process that can vary greatly from virus to virus.
Capsid assembly in the context of the cell is difficult to model. A reduction-
ist approach has led to studies of capsid assembly as a first step towards
understanding the physical chemistry of the virus lifecycle. Some stud-
ies have expanded to include packaging of the genome during assembly.
In all cases, however, simplifications must be made. The goal is to iden-
tify salient features of the assembly process without oversimplification.
Two broad approaches to describing capsid formation are stepwise assem-
bly and protein condensation. In stepwise assembly, subunits are added one
at a time to a growing multimeric structure, until a completed capsid is
achieved. In protein condensation the subunits bind to a template in a
loose organization and then reorganize into an ordered structure.
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2.1. Stepwise Assembly

In stepwise assembly, the formation of capsids is treated as a cascade of
bimolecular reactions. Modeling capsid assembly as a cascade of low-order
reactions is directly related to the crystallization and the polymerization
of filaments. Though the mathematics describing these reactions are also
similar, the key difference is that capsids are closed structures of defined
size, unlike filaments or crystals. Polymerization of open-structures can
theoretically proceed indefinitely given a single nucleation event. Each
capsid, however, must be individually nucleated. The physical basis for the
sigmoidal kinetics observed for crystallization and capsid assembly are thus
very different.

In stepwise capsid assembly, an incoming subunit can be added at
many positions along the growing structure. In this way a large number
of different intermediate structures can arise. Where a typical virus capsid
can be formed of hundreds of subunits, the number of potential inter-
mediates that can form during assembly is combinatorially larger and can
be computationally intractable. Two distinctly different techniques have
been used to model assembly reactions. Classical kinetics evaluates large
populations and has the advantage of relatively small computational over-
head but requires that intermediates along the assembly path be explicitly
defined. Coarse-grained molecular dynamics does not require definition
of intermediates but does require careful definition of the assembly model,
a limited pool of intermediates and substantial computer time for calcula-
tions. These two approaches, one derived from thermodynamics and the
other from statistical mechanics, are complementary. The classical kinetic
models simplify examination of bulk properties of assembly reactions for
comparison to solution experiments. The molecular dynamic approach
promotes a more careful examination of the forms of intermediates and
how the dynamics of intermolecular interaction can affect assembly paths.

The simplest exposition of a classical kinetic model of assembly is to
consider a single assembly path. The assembly of a dodecahedron from
twelve subunits in the form of pentagons was described as a relevant model
system (Zlotnick, 1994), see also Fig. 3. This geometrical simplification is
analogous to picornavirus assembly from pentamers-of-trimers (Rueckert,
1996). For a dodecahedron composed of 12 pentagonal subunits, a total of
73 intermediates are possible (Endres et al., 2005). As originally modelled,
only the most thermodynamically stable intermediates were examined.
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Fig. 3. Assembly of a dodecahedron from pentagons. The single assembly path is
based on the addition of one pentagon at a time to form the largest number of new
contacts (Zlotnick, 1994).

At each step, the incoming subunit is bound in the position where it makes
the most contacts.

A set of equations was developed to describe the concentrations of
monomers, capsids and each intermediate that allowed all species to be
expressed in terms of the concentration of free subunit. Assembly was
treated as a Markov Chain, or random walk along selected intermediates. It
was assumed that only one monomer was added at a time. The association
constant for addition of one subunit to an intermediate composed of n−1
subunits is described in equation 1:

Kn = [n]/[n − 1][subunit]. (1)

Here Kn is the association constant for the formation of species, n, an
intermediate composed of n subunits, [n] the concentration of species n,
and [n − 1] the concentration of species n − 1.

Solving this equation for [n], we obtain

[n] = Kn[n − 1][subunit]. (2)

By iteratively substituting the concentration of each species, the equilib-
rium concentrations can be expressed as a function of the concentration
of free subunit:

[n] =



n∏
j=2

Kj


 [subunit]n. (3)

The term Kn can be partitioned into a statistical component and a non-
statistical component. The statistical component accounts for the degen-
eracy of the incoming subunit and of the assembly or disassembly of the
intermediate under consideration. The non-statistical term represents the
number of new bonds that are formed by binding of the incoming subunit
(Zlotnick, 1994).

This model was readily adapted to kinetic simulations by considering
reversible assembly of each intermediate as a function of preceding and
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succeeding intermediates (equations 4 and 5).

d[n]/dt = −(assembly of (n + 1)mers) + (assembly of (n)mers)

+ (dissociation of (n + 1)mers)

− (dissociation of (n)mers) (4)

d[n]/dt = −kforward,n[n][subunit] + kforward,n[n − 1][subunit]
+ kbackward,n[n + 1] − kbackward,n[n] (5)

For simulations, the microscopic forward rate was an arbitrary value, lim-
ited by diffusion, modified by reaction degeneracy (i.e., the number of
paths to build an intermediate). As the equilibrium constant is the ratio
of forward and backward rates, the backward rate constant for each inter-
mediate is equal to the forward rate divided by the respective Kn.

Several experimentally observed features of capsid assembly were
accounted for using this model. Simulated kinetics were sigmoidal and
rapidly achieved equilibrium. Intermediates were required for capsid for-
mation but were only found in trace amounts. The outcome of the reac-
tion was also extremely concentration dependent. Below a “pseudo-critical
concentration” of subunit, an infinitesimal concentration of capsids was
formed. Almost all subunit above this concentration was consumed to
form capsid. At very high concentrations of subunit, conditions that resem-
bled those of the early small angle X-ray scattering (SAXS) experiments
(Cuillel et al., 1983), the assembly reaction was over-initiated and small
intermediates accumulated. This consumed the pool of free subunits at
the expense of completed capsids. This phenomenon is referred to as
kinetic trapping and is a result of too rapid assembly, in this case brought
about by excess concentration of subunit. Perhaps the greatest advantage
of this model was its ease of modification to include new elements and/or
reflect biology. For example, a nucleation step decreased kinetic trapping,
caused by high subunit concentration and/or high association energy, by
regulating initiation of assembly (Zlotnick et al., 1999).

2.2. Contributions of Alternative Pathways
to Stepwise Assembly

Recent efforts to improve these models have focused on the choice of
assembly paths. The initial classical simulations were based on a single path
of assembly, which is not chemically realistic and has an effect on the shape
of the simulation. Virus capsids can contain hundreds to thousands of
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copies of capsid protein and the number of possible intermediates increases
combinatorially with size (Endres et al., 2005). This increase in the number
of potential intermediates is similar to the Levinthal paradox of protein
folding, where the available conformational space is too large for it all to
be sampled (Levinthal, 1969). By analogy, it is equally unlikely that a capsid
samples all of the possible assembly paths. Determining which assembly
pathways are dominant has been the focus of several investigations.

A first approximation is that the most likely assembly path follows the
most stable intermediates. An early approach to defining a path based on
a buried surface was taken to define a most likely assembly path for rhi-
novirus (Horton and Lewis, 1992). This emphasized the stability of the
pentamer-of-trimers assembly unit (Rueckert, 1996). This approach was
used to define the most stable assembly paths based on crystal structures for
black beetle virus, southern bean virus, and human rhinovirus 14 (Reddy
et al., 1998). Molecular interactions were investigated in great detail in this
study. By using a build-up procedure, these selections of species define a
viable path and suggest interesting constraints on the assembly path and
leads to a much smaller library of intermediates than would be predicted for
a 180-mer. Using tiling theory as a guide, continuous paths were derived
for polyomavirus and papillomavirus structures (i.e., systems of 72 pen-
tamers in a T = 7 d lattice) (Keef et al., 2006; Keef et al., 2005). These
studies demonstrated a surprising repeat of certain “blocks” of assembly.
Such regular features during assembly may be critical for controlling the
fidelity of assembly and may represent an underlying mathematical regu-
larity of the structures.

In a brute force attack of a relatively small problem, the assembly of
a dodecahedron, the 73 assembly intermediates and the paths connecting
them were enumerated (Fig. 4). For example, a dimer of pentagons can
be constructed in only one way, a trimer can be made in two ways and
a hexamer in twenty. In kinetic simulations based on this tree of species
it was shown that: (i) kinetics calculated for a single assembly path do
not accurately mirror a complete simulation, (ii) a relatively small num-
ber of intermediates in excess of the minimum do a fair job of simulating
the complete reaction, (iii) along with the stability of the intermediates,
probability (i.e., reaction degeneracy) is an important criterion for inclu-
sion in a model and (iv) the relative populations of intermediates shift
during the course of the reaction. The shifting assembly surface rapidly
approaches its equilibrium state, far from its condition at the earliest times
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Fig. 4. The paths and intermediates for assembly of a dodecahedral capsid showing
all 73 species as two-dimensional projections, Schlegel diagrams (Endres et al., 2005).
The segments joining species identify reactions paths. The vertical axis is an arbitrary
index ranked by stability. Compare to Fig. 3.

in the reaction, though the reaction may be far from equilibrium. If capsid
assembly is indeed a good analogy for protein folding, this shifting reac-
tion surface suggests that predicting protein folding is even harder than it
appears.

Many models of stepwise assembly make the assumption that capsids
are assembled by addition of monomers to a growing structure. Molecu-
lar dynamics simulations support this idea in part because assembly con-
ditions show relatively low concentrations of intermediates and relatively
high concentrations of reactant monomers (Nguyen et al., 2007; Rapa-
port, 2004; Rapaport et al., 1999; Nguyen and Brooks, 2008; Rapaport,
2008). However, we cannot eliminate the possibility that compatible inter-
mediates may join together (Zhang and Schwartz, 2006). This possibility
was studied using a discrete event simulation that enumerates each type
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of allowable event (Zhang and Schwartz, 2006). In conditions of low
protein concentration or low binding rate, the addition of pathways in
which intermediates bind together does not significantly change the over-
all rate of capsid assembly. Under conditions of high subunit concentration
or high association rate, however, the contribution of intermediates bind-
ing together relieved kinetic trapping (Zhang and Schwartz, 2006).

2.3. Molecular Dynamics and Stepwise Assembly

Molecular dynamics (MD) and related approaches can be powerful ways to
relate structure and function. Such simulations are limited because of the
computational overhead and the assumptions required for coarse graining.
However, they have been very successful in identifying how molecular
interactions can direct assembly paths.

One of the earliest MD-like analyses probed the precision required
of protein–protein interaction for successful assembly. This analysis was
based on establishing a set of “local rules” which guide the local interac-
tions of subunits and can explain some of the bulk observations of assembly
(Berger et al., 1994; Schwartz et al., 2000). The “local rules” are based
upon restriction of the angles and distances between subunits. The local
rules for a T = 7 particle (Fig. 5) lead exclusively to the expected result.
This model assumes a metastable distribution of conformers in solution
that exchange with one another at a rate that is slow compared to capsid
assembly. However, it is possible that the flexibility allows for protein sub-
units to adopt the structure dictated by the local environment to fulfill the
demands of quasi-equivalence. These rules can be relaxed to surprising
degree before aberrant assembly results (Berger et al., 1994; Prevelige,
1998). This demonstrated the viability of such an approach.

Local rules approaches to assembly of single particles were expanded to
a population to examine assembly kinetics (Schwartz et al., 1998). These
studies emphasized the trade off between fidelity of assembly and assembly
rates. Interestingly, based on first principles, it has been estimated that local
rules and similar mechanisms can restrict geometry with high fidelity for
small T numbers as larger sizes are likely to yield a stochastic distribution
of sizes (Lidmar et al., 2003).

Molecular dynamics requires careful parameterization. This is even
more critical where coarse graining is required. Rapaport has described
assembly of multiple particles from geometric subunits. In initial assembly
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Fig. 5. Local Rules for formation of a T = 7 particle. The flexibility of interaction
allows for a sub-stoichimetric number of rules (Berger et al., 1994).

studies he observed that reactions tended to go awry unless they were
seeded with assembly-active centers (essentially nuclei) and that the rate of
addition of the last subunit was only marginally slower than for the earlier
subunits (Rapaport et al., 1999). As the models became more sophisticated
(Rapaport, 2004; Rapaport, 2008) it became necessary to incorporate
reversibility into reactions to prevent kinetic trapping. When reversibil-
ity was incorporated, simulations became more robust and more closely
resembled actual assembly reactions. Only a small number of highly-
bonded, i.e., relatively stable intermediates, were preponderant during
assembly (Rapaport, 2008). Examination of dynamics trajectories (Rapa-
port, 2008) and analysis of shifts in concentrations (Jack et al., 2007)
show similar shifting energy surfaces leading to equilibrium, comparable to
populations of intermediates seen in classical kinetics simulations (Endres
et al., 2005). Remarkably, in order for binding parameters to resemble
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those experimentally recorded, it was necessary to include explicit solvent
in these simulations (Rapaport, 2008). Similar studies with populations
focusing on comparison to experiment have yielded similar results to clas-
sical studies, including hysteresis to dissociation (Hagan and Chandler,
2006).

When subunit–subunit interactions are restricted to near ideal values
it is not surprising that ideal capsids result. A coarse-grained model with
substantial angular freedom assembles normally, again the complete capsid
is the lowest energy state, but it is difficult to close (Nguyen et al., 2007).
In these simulations insertion of the last subunit is the kinetically limit-
ing step. At present there is little direct evidence to test this hypothesis
excepting mass spectrometry of in vitro assembled hepatitis B virus cap-
sids, where no incomplete capsids were observed (Uetrecht et al., 2008);
however, these may have had time to reach equilibrium. Critically, this
MD simulation suggests how flexibility can correlate with assembly path
and suggests a need for experimental examination of the last steps of cap-
sid assembly. These results have been extended to look at pleiomorphy in
capsid assembly, relating assembly heterogeneity to kinetic paths and the
flexibility of intersubunit contacts (Nguyen and Brooks, 2008).

2.4. Protein Condensation

McPherson proposed a qualitative model based on micelle formation that
offers an explanation for assembly on nucleic acid (McPherson, 2005).
This model is also applicable to packaging exogenous structures such as
gold particles and quantum dots (Chen et al., 2005; Dixit et al., 2006;
Huang et al., 2007; Sun et al., 2007) This model was later quantitatively
evaluated in a series of MD simulations (Hagan, 2008). The components
of this model are the capsid protein and an assembly template.

Consider virus capsids as analogous to reverse micelles where the
hydrophilic nucleic acid binding domain of the capsid protein is oriented
toward the center of the virus and the nucleic acid acts as a reservoir
of negative charge. As the nucleic acid becomes saturated with protein,
the protein-nucleic acid complex begins reorganization into geometric
groups. At this stage, the structure remains largely fluid. Rearrangement
continues until a global energy minimum is found. Based on a maxi-
mization of bonding potential, icosahedral symmetry yields this minimum
energy structure (Zandi et al., 2004). It is interesting to note that there
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Fig. 6. Metamorphosis of capsid condensation. (a) Capsid proteins associate with
a core of nucleic acid or other substrate. (b) The proteins locally condense (b) and
eventually achieve an icosahedral global minimum (McPherson, 2005).

was a relatively small global energy difference between an icosahedron
and flawed isomers. In contrast, McPherson postulates that hexamers and
pentamers of capsid protein form spontaneously and are inter-convertable
until they become locked in an icosahedral organization (Fig. 6).

Coarse-grained MD simulations were applied to a model of cap-
sid protein adsorption to a solid surface (Hagan, 2008). In vitro capsid
proteins can package various inorganic cores (Chen et al., 2005; Dixit
et al., 2006; Douglas and Young, 2006; Huang et al., 2007). In the
MD simulation, binding between subunits was governed by potential
energy functions that included relatively long distance repulsive and attrac-
tive terms. Assembly paths depended on assembly parameters. Assembly
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of empty capsids by a stepwise mechanism was observed in the case of
low concentration of subunits or low free energy of adsorption. When
concentration or adsorption energy were high, capsid proteins would bind
to the core and then organize upon its surface, as suggested by the micelle
model. Thus condensation and stepwise assembly may be thought of as
extremes in the continuum of capsid assembly mechanisms.

Condensation on a substrate allowed for more rapid assembly with a
higher yield of intact capsids (Hagan, 2008). The rate of adsorption to
cores was generally faster than the assembly rate. The greater yield can be
attributed to the additional association energy and concentrating effect of
the underlying substrate. Under some conditions, this kind of assembly
can be more resistant to kinetic trapping. Cores act as a template, which
may promote a particular morphology of capsid proteins. Adsorption to
a core also increases the local concentration of capsid protein, thereby
increasing the rate of assembly.

3. Virus Capsid Assembly in Solution

3.1. Experimental Systems

It is generally accepted that most spherical viruses self-assemble. In vitro
this has been demonstrated with numerous viruses. We will briefly examine
just a few systems for which there is rigorous kinetic data. These systems
have in common only two important features: ease of handling and a
pseudo-critical concentration in the micromolar range. At this time, rel-
atively few viruses have been subjected to kinetic analysis, so serendipity
also counts. Virus systems that are likely amenable to a more detailed
kinetic analysis of assembly include the sobemovirus sesbania mosaic virus
(Lokesh et al., 2002), picornaviruses such as poliovirus (Rombaut et al.,
1991b), bacteriophage MS2 (Lago et al., 2001), herpes simplex 1 proviri-
ons (Newcomb et al., 1999), sindbis virus (Tellinghuisen et al., 1999),
and birnaviruses such as infectious bursal disease virus (Fernandez-Arias
et al., 1998). The systems that will be discussed in this review are bacterio-
phage P22, cowpea chlorotic mottle virus (CCMV), bromegrass mosaic
virus (BMV), hepatitis B virus and human papilloma virus (HPV).

Bacteriophage P22 is a tailed bacteriophage with a double-stranded
DNA (dsDNA) genome (Fane and Prevelige, 2003). Assembly of the com-
plete virion is complex due its numerous components, including acces-
sory proteins for the phage head and the multi-step assembly of the
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tail. However, empty isometric T = 7 capsids can be assembled by addition
of the dimeric scaffold proteins to a solution of the monomeric HK97-fold
coat protein.

HBV is an enveloped DNA virus with an RNA intermediate form
(Ganem and Prince, 2004). In vivo, the dimeric α helical core protein
assembles around a complex of reverse transcriptase and pregenomic RNA.
The RNA is reverse transcribed within the core (capsid) in the cytoplasm.
In vitro assembly studies have focused on Cp149, a 149 residue truncated
form of the capsid protein lacking the RNA-binding C-terminus (Zlotnick
et al., 1999). Assembly is driven by elevated ionic strength.

CCMV and BMV are closely related bromoviruses (Adolph and But-
ler, 1976; Bancroft, 1970). These are plant viruses with tripartite RNA
genomes. An effort to name this family of viruses tircornaviridae stalled
when it was realized that tricorna is an Italian synonym for cuckold. The
β-barrel coat proteins of BMV and CCMV, both dimers in solution, share
70% sequence identity yet notably different assembly properties. Assembly
can be driven by addition of a negatively charged substrate (e.g., RNA);
empty capsids form in pH < 6.

HPV is a DNA virus with numerous serotypes. HPV16 is responsi-
ble for approximately 50% of all human cervical cancer. HPV virus-like
particles are an extremely successful, though expensive, vaccine (Koutsky
et al., 2002; Schiller and Lowy, 2001). The soluble form of the β-barrel
coat protein is a pentamer. These self assemble, by interaction of their
C-termini, to generate a T = 7 lattice with pentamers at both five-
fold and quasi-sixfold positions. Assembly of HPV16 is driven by ionic
strength, and may be subsequently stabilized by disulfides (Mukherjee
et al., 2008).

3.2. Assembly of Bacteriophage P22

Bacteriophage P22 is one of the few well-established assembly systems
based on a binary reaction — coat and scaffold proteins — and whose
assembly has been subjected to substantial biophysical analysis (Fane and
Prevelige, 2003). In the absence of scaffold protein bacteriophage P22
coat protein will spontaneously assemble into aberrant structures (Pre-
velige et al., 1988). When sub-stoichiometric concentrations of scaffold
were added to coat protein, assembly of empty virus-like particles (VLPs)
proceeds with sigmoidal kinetics (Prevelige et al., 1993). The overall
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rate of capsid appearance was dependent upon both coat and scaffold
concentrations (Prevelige et al., 1993). In these experiments, by corre-
lating turbidity and electron microscopy, it was shown that intermedi-
ates transiently accumulated and were consumed in subsequent assem-
bly. Nonetheless, based on comparison to crystallization kinetics, it was
assumed that the lag of the sigmoidal kinetics was evidence of nucleation;
however, the concentration dependence of rate observed in these ele-
gant experiments is in fact the confirming feature. The extent of assembly
showed the expected pseudo-critical concentration. While mature virions
are extraordinarily stable, provirions (also very stable) can exchange assem-
bled subunits with coat protein in solution, experimentally demonstrating
the presence of reversibility in these self-assembling systems, if not the
necessity for it (Parent et al., 2006a),

Scaffold protein has at least three roles in assembly: activating coat
protein for assembly (Tuma et al., 2008), stabilizing interactions between
coat proteins (Parent et al., 2006b), and regulating geometry (Prev-
elige et al., 1988). In vivo, scaffold concentration is closely regulated
and too much or too little is strongly inhibitory to provirion synthe-
sis (Casjens et al., 1985). In vitro experiments can readily mimic this
effect. Increasing scaffold protein binding by increasing its affinity (a
function of decreasing ionic strength) or simply raising scaffold pro-
tein concentration lead to kinetic trapping of partial capsids (Parent
et al., 2005; Parent et al., 2006b). A scaffold protein that does not
dimerize is still able to enhance assembly while a chemically crosslinked
dimer radically stimulates the assembly reaction, again leading to kinetic
traps (Tuma et al., 2008). Recapitulating the early studies of Cuillel
(Cuillel et al., 1983), the role of scaffold in regulating assembly was
observed in small angle X-ray scattering experiments that revealed an
array of kinetically trapped intermediates during assembly (Tuma et al.,
2008).

These results demonstrate the importance of balancing assembly
nucleation with sufficient subunits for completion of assembly in vitro
and provide a rationale for regulation of scaffold expression in vivo. The
demonstration of subunit exchange confirms a role for reversibility of
assembly, even in the formation of these extremely stable capsids. The
experiments where the scaffold is modified suggest that this may be an
avenue for the evolutionary modification of capsid size, as seen with the
P2 − P4 T = 7 − T = 4 switch (Chang et al., 2008; Wang et al., 2000).
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3.3. HBV Assembly

The kinetics of HBV capsid protein assembly has been the focus of several
studies. HBV capsid assembly is a well-characterized experimental system
(Birnbaum and Nassal, 1990; Wingfield et al., 1995; Zlotnick et al., 1999).
In vitro assembly of HBV capsids is dependant on changes in protein
concentration, temperature, ionic strength, and pH (Ceres and Zlotnick,
2002; Wingfield et al., 1995). Ionic strength and factors such as zinc
(Stray et al., 2004) appear to induce an assembly-activating conformational
change. NaCl-induced assembly results in kinetics that closely resemble the
predictions of stepwise assembly (Zlotnick et al., 1999) (Fig. 7). Assembly
of capsid protein in vitro is typically sigmoidal and rapid. Analysis indicates
that it proceeds through a nucleus comprised of a trimer of core protein
dimers (Zlotnick et al., 1999). The nucleus size determination is based
on the dependence of the extent of assembly on subunit concentration
(Endres and Zlotnick, 2002). The concentration dependence of subse-
quent capsid assembly is second order, indicating that elongation pro-
ceeds by addition of dimer subunits. HBV assembly data agree well with
the stepwise model of assembly, including the paucity of intermediates.
HBV capsids are held together by weak subunit-subunit interactions, with
association energies of between −3 and −4 kcal/mol (Ceres and Zlotnick,
2002). This corresponds to a millimolar association constant per contact.

Fig. 7. Assembly of a concentration series of HBV core protein assembly domain,
Cp149, compared to assembly simulations of a 30-mer assembly model.
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Fig. 8. Dilution of purified HBV capsids reveals hysteresis of dissociation. Solid line
shows a capsid assembly isotherm at 21◦C and 150 mM NaCl. Open circles show
dissociation induced by dilution (Singh and Zlotnick, 2003).

However, the polyvalent subunits result in a globally stable capsid with
a micromolar pseudo-critical concentration of assembly (Fig. 7). Capsid
stability is further enhanced by hysteresis, a kinetic barrier to dissociation
(Singh and Zlotnick, 2003). Hysteresis results in metastable capsids under
nominally dissociating conditions, which would be advantageous to any
virus in an extracellular environment (Singh and Zlotnick, 2003) (Fig. 8).

Evolutionary forces have selected HBV core protein mutations with
altered assembly kinetics. The most frequent mutation of the HBV core
protein is Phe or Ile 97 to Leu (Gunther et al., 1999). The 97Leu mutants
replicate better than wild-type in some cell lines and even yield an ‘imma-
ture secretion’ phenotype concurrent with enhanced replication in others
(Suk et al., 2002; Yuan et al., 1999a; Yuan et al., 1999b). Notably, amino
acid 97 is not located at the inter-dimer interface, but rather in a hydropho-
bic pocket at the center of the dimer subunit and thus strengthens the
case for allosteric regulation of assembly. In vitro, this mutation increases
both the extent of assembly and the assembly rate (Ceres et al., 2004).
Furthermore, 97Leu exhibits a more positive enthalpy of assembly than
wild-type. These differences, coupled with the location of the mutation
suggest that amino acid 97 does not directly strengthen intersubunit con-
tacts, but affects the dynamic behavior of the dimer subunit, encouraging
the transition of the capsid protein to the assembly active state.



148 J. Z. Porterfield and A. Zlotnick

3.4. HBV and Small Molecules that Interfere
with Assembly

Capsid assembly is an attractive target for anti-viral therapeutics because
it has no cellular homologue. The effects of potential drug molecules on
capsid assembly could take the form of traditional competitive or non-
competitive inhibitors, preventing assembly as shown with phage P22
(Teschke et al., 1993), HBV (Zlotnick et al., 2002), and in HIV (Kelly
2007, Kelly 2007, Braun 2008, Sticht et al., 2005; Ternois et al., 2005).
For therapeutic purposes, complete abrogation of assembly may not be
necessary. Another strategy is that the drug molecule could stabilize capsids
and prevent disassembly (e.g., the WIN compounds and picornaviruses
(Rombaut et al., 1991a; Smith et al., 1986)). As an alternative, small
molecules could stabilize binding between subunits while slightly distort-
ing the interaction, resulting in non-capsid structures (Prevelige, 1998;
Stray et al., 2005; Zlotnick et al., 2002).

Bayer scientists demonstrated that heteroaryldihydropyrimidines
(HAPs) interfered with HBV replication in a core-dependent manner
(Deres et al., 2003; Weber et al., 2002). Later it was shown that excess
HAP leads to assembly of aberrant particles (Hacker et al., 2003; Stray
et al., 2005). More importantly, it was shown that HAPs dramatically
enhanced assembly kinetics and the stability of core protein-protein inter-
actions (Stray et al., 2005). High concentrations of HAP were shown to
destabilize icosahedral fivefold vertices and stabilize hexagonal lattices of
core protein. The effect of HAP-1 on capsid structure was further eval-
uated in the crystal structures of disulfide crosslinked T = 4 HBV cap-
sids with and without the HAP-1 molecule (at low resolution of 5 Å and
4 Å, respectively) (Bourne et al., 2006). The +HAP structure showed
no change in tertiary structure though quasi-sixfold vertices were flatter
and fivefold vertices were expanded in radius and reduced in buried sur-
face. Though the four classes of core protein were quasi-equivalent, HAP
density was only observed associated with the C-D interdimer contact.
Presumably the quaternary changes all propagated from this ‘burr’.

A particularly revealing set of experiments used isomerically pure
BAY41-4109, instead of racemic HAP-1 (Stray and Zlotnick, 2006).
BAY41-4109 affected the kinetics of assembly by increasing both the
rate of nucleation and elongation. With stoichiometries less than 1
BAY41-4109 per two dimers, assembly yields spherical capsids, suggesting
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nucleation continues to regulate assembly. At higher BAY41-4109
concentrations, assembly is misdirected, suggesting roles for kinetic trap-
ping as well as defective geometry. Thus, BAY41-4109 has two functional
classes of binding site; it is tempting to equate the first class of site with
binding to the C subunit and suggest that subsequent binding events lead
to distortion in quaternary structure that cannot be reconciled with icosa-
hedral geometry.

Based on fitting HAP-1 into 5 Å resolution electron density, a series of
modified HAP molecules based on the HAP-1 structure were developed
and examined for their effects on capsid assembly (Bourne et al., 2008;
Stray et al., 2006). Using solution assays, the effect of the HAP’s associ-
ation energy and relative assembly kinetics were evaluated. At their most
extreme, HAPs decrease the pseudo-critical concentration by up to 500
(from ∼15 µM to ∼30 nM) and increase the rate of assembly by more than
three orders of magnitude. Effects on in vitro assembly were correlated
with their effects on HBV replication in a cell culture line that constitu-
tively produces active virus. There was no correlation between the ther-
modynamic effect and antiviral activity. For HAPs that strengthened pair-
wise association by 1 ± 0.2 kcal/mol, the effective concentration of HAP
that dropped virus replication by 50% (EC50) ranged between 50 nM at
best and no detectable effect at worst. There was a remarkable correla-
tion between the HAP effect on assembly kinetics and antiviral effect.
The ‘fastest’ HAP had an EC50 for secreted virus of 6 nM. Notably this
antiviral effect occurred at concentrations too low for appreciable assembly
misdirection. One explanation for HAP antiviral activity is that it activates
assembly at the wrong time for productive replication. It is clear that alter-
ing assembly kinetics is therefore a valid approach to the development of
anti-viral therapeutics.

3.5. Bromovirus Assembly

CCMV was the first spherical virus assembled in vitro from purified
components (Bancroft and Hiebert, 1967), a decade after re-assembly
of rod-like Tobacco Mosaic Virus (Fraenkel-Conrat and Williams, 1955).
Unlike HBV (discussed below) and bacteriophage P22, CCMV does not
always show simple sigmoidal kinetics (Zlotnick et al., 2000). Instead,
there is an initial jump in light scattering indicating the formation
of a rapidly assembled intermediate. Based on (i) the concentration
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dependence of its formation and (ii) the observation of a 200 kDa complex
in size exclusion resolution of reactions shortly after initiation, this early
intermediate was identified as a pentamer-of-dimers. This identification
was supported by the observation of ‘pseudo-T = 2’ capsids, 120-
subunit capsids composed of 12 pentamers-of-dimers by mass determina-
tion (Zlotnick et al., 2000) and in image reconstructions of capsids from
similar reactions (Johnson et al., 2005; Tan et al., 1999). This assembly
path is distinct from that outlined in the discussion of stepwise assembly.
But it can be accurately modeled by including an initial fast association
reaction and rate limiting steps for (i), which is the addition of a dimer to
a pre-existing pentamer-of-dimers, a necessary step for T = 3 formation,
and for (ii), which is the association of pentamers-of-dimers, a necessary
step for formation of pseudo-T = 2 capsids (Johnson et al., 2005).

The structure of CCMV (Speir et al., 1995) includes an interleaved
series of β-strands, termed β-hexamers, that strongly suggest that the
formation of the quasi-sixfold would be critical for virus assembly (see
VIPERdb (http://viperdb.scripps.edu/) for an examination of buried sur-
face in this virus (Carrillo-Tripp et al., 2008)), contrary to the results of the
kinetic studies. The role of the β-hexamer was tested by deletion (Willits
et al., 2003). The resulting coat assembled into T = 3 capsids with nor-
mal morphology though lacking β-hexamer density. The resulting virus
had a much more pathogenic phenotype. But, clearly the β-hexamer was
not required for assembly.

Structure can be misleading in other ways. BMV is structurally almost
identical to CCMV. Sequence identity of the coat protein is greater than
70%. Yet acid-induced assembly of BMV yields kinetics that are dramat-
ically different from those of CCMV (Chen et al., 2008). There is no
evidence of an early assembly phase, i.e. pentamers-of-dimers do not accu-
mulate. There is an early, non-productive lag in assembly that is best mod-
eled as a pre-assembly conformational change into an active form. Based
on kinetic models of BMV assembly, this conformational change is visible
because it was slow compared to nucleation (Fig. 9).

Pre-assembly conformational change, a form of allosteric control of
assembly, may be a common feature in viruses. A very similar pre-assembly
lag was observed in an elegant study of the assembly of human papilloma
virus HPV11 (Casini et al., 2004). The pre-assembly lag was not con-
centration dependent and therefore is a unimolecular reaction. As with
BMV, this conformational change must be slow compared to nucleation.
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Fig. 9. Assembly of BMV (left) shows a good match to a stepwise assembly model.
The right panel shows the pre-assembly lag phase (Chen et al., 2008).

Assembly was concentration dependent with an apparent nucleus of a
dimer of coat protein pentamers. Again, these kinetic results contrast with
the five-around-one model of assembly that has been hypothesized based
on structure (Chen et al., 2001; Stehle et al., 1996). A pre-assembly con-
formational change has been postulated for HBV based on a variety of
evidence (see above and references therein), but, if present, is too fast
compared to nucleation to be visible in current kinetic experiments.

4. Concluding Remarks and Future
Directions

Some generalizations regarding virus assembly can be made. Reversibility
and weak pairwise interactions, two faces of the same coin, are required
for high fidelity assembly of regular structures. Nucleation of assembly is
critical for prevention of kinetic traps. It appears that ‘successful’ assembly
is tightly regulated. For empty capsids a stepwise assembly model is a safe
bet. For assembly on surfaces, a hybrid between stepwise assembly and
protein condensation may be more accurate. In spite of their diversity,
simulations appear to be converging on a picture of ‘successful assembly’
and are now exploring the roles of templates and mechanisms of failed
assembly reactions.

Some generalizations unfortunately don’t hold up. A structure may
not be the best starting point for modeling an assembly path; no one
in this era would suggest hypothesizing a protein-folding path based on
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structure. Just because viruses are closely related does not mean they follow
the same assembly path; structure may be evolutionarily conserved but, at
least in bromoviruses, assembly paths are not.

As with any field, good science leads to more questions. How can
assembly be controlled to generate designed structures? How can small
molecules be designed to make assembly-directed therapeutics a reality?
How can structures be analyzed to predict assembly? How can we build
an accurate model of assembly for rigorous curve-fitting and analysis of
data? How can we dissect the behavior of ensembles of particles to predict
the behavior of individual capsids? Alternatively, how can we observe the
assembly of single particles? And finally, how can we relate the behavior of
assembly in silico and in vitro to assembly in vivo in a manner that can be
understood by the larger community of virologists.
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Chapter 7

Assembly and Disassembly
of Deltahedral Viral Shells

Alexander Yu. Morozov∗, Joseph Rudnick∗,
Robijn F. Bruinsma∗ and William S. Klug†

We examine the assembly and disassembly of T = 13 viral shells using a
deformable version of the Caspar-Klug deltahedral model. As the cohesive
energy is reduced, the shell releases elastic energy by rupturing. The path
of rupture is determined by the intrinsic elastic stress pattern of icosahedral
shells. Surprisingly, spherical shells are more prone to rupture than icosa-
hedral shells. Next, assembly of a T = 13 deltahedral shell is shown to be
impossible along the conventional pathway of compact partial shells. Instead,
we propose a non-compact assembly pathway, with the elastic energy directing
the assembly through ‘Whiffle-Ball’ type assembly intermediates.

1. Introduction

The molecular structure of the protein shell (‘capsid’) that surrounds the
genome of spherical viruses has been elucidated, often in exquisite detail,
by X-ray crystallography and cryo-TEM methods. These studies largely
confirmed the classical Caspar-Klug (CK) T -Number ‘quasi-equivalence’
classification, which states that spherical viral shells are composed of twelve
pentamers and 10(T −1) hexamers with T = 1, 3, 4, 7, 12, 13, . . . an inte-
ger (though some striking exceptions were documented as well2,3). These
structural studies revealed that even if the capsid is composed of identical
proteins — 60T in total — the conformation of the proteins making up
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the twelve pentamers can differ significantly from the conformation of the
hexameric proteins, as is reasonable in view of the different local packing
symmetry. For large viruses, the structural deformations of the hexamers
bordering the pentamers can be productively described by the application
of thin-shell elasticity theory.5 All-atom numerical simulations of small
viral shells have been carried out as well.6

During viral assembly or disassembly the number of proteins com-
prising a shell is less than that of the complete shell. Our understanding
of the structure and physical properties of incomplete viral shells is much
more limited than that of complete shells, yet such an understanding is
essential for a physical theory of viral assembly and disassembly. First, it is
not possible to make crystals of incomplete assembly intermediates, which
makes it difficult to reconstruct incomplete shells by diffraction methods.
For a given number of proteins, moreover, there can be a wide variety of
competing, incomplete shell structures. All-atom numerical simulations of
viral shell assembly are challenging, in particular for large shells. Numerical
studies of viral assembly have mostly used the ‘rigid capsomer’ model6−10

which treats capsomers as rigid units. Growth takes place on a capsomer by
capsomer basis. These studies found that the success rate of the assembly
process depends sensitively on assumptions about the bonding between
the capsomers but few general principles have emerged so far. One of the
results of the current study is that rigid capsomer models leaving out the
elastic deformations of incomplete viral shells may lead to seriously mis-
leading results. Separately, the classical theory of nucleation and growth has
been applied to viral assembly.12 In that case a line tension λ, of the order
of the subunit bonding energy divided by the size of a subunit, is assigned
to an exposed edge of an incomplete shell. In order to minimize this line
energy, an incomplete shell is expected to have a compact shape, such as a
sphere of radius R with a spherical cap removed. The size of the cap can be
defined by the angle θ of a radius vector from the center of the sphere to
edge of the cap with an axis through the center perpendicular to the cap.
As the cap grows, this angle increases from zero to π while the perimeter
varies as 2πR sin θ. The line energy reaches a maximum value λ2πR when
θ = π/2 after which it decreases symmetrically back to zero when the cap-
sid is completed. This means that under conditions of thermal equilibrium
there would be a nucleation barrier 2πRλ preventing assembly — believed
to be in the range of hundreds of kBT — with the half-formed shell playing
the role of the critical nucleus. For increasing levels of supersaturation, the
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critical nucleus would be progressively smaller. Kinetic experiments on viral
assembly indicate that the critical nucleus is in fact the size of a capsomer.
The spherical cap model also does not include elastic deformation. One of
the results of this study is that it is very likely that growth nuclei of larger
shells in fact may not be compact due to the effects of elastic deformation.

In this chapter we discuss the results of a study of capsid assembly and
disassembly based on the deltahedral model of viral capsids. The deltahe-
dral model was introduced by Caspar and Klug in their original paper to
derive the T Number classification of viral shells.1 Capsid proteins are rep-
resented as equilateral triangles in this model, and capsomers as hexamer
and pentamer aggregates of such triangles. We will use a deformable version
of the deltahedral model in which both the shape of the triangles and the
bonds linking them are allowed to deviate from their optimal value. The
energy cost of these deviations is described by a quadratic elastic energy. In
the continuum limit of very large T Numbers, the deformable deltahedral
model reduces to thin-shell theory of continuum elasticity theory referred
to earlier. Thin-shell theory has been found to provide a good description
of certain generic features of larger T Number shells, such as asphericity,5

shape transitions13,14 and the response to deformation of viral shells by
an Atomic Force Microscope15,16 (AFM), although it obviously does not
describe the internal degrees of freedom of the capsomer proteins.

According to thin-shell theory, an icosahedral viral shell is charac-
terized by an intrinsic distribution of elastic stress focused on the five-fold
symmetry sites that is not included in the rigid capsomer model and in the
nucleation-and-growth theory of viral assembly, nor has the role of elastic
stress been examined for the process of viral disassembly. We will show,
for the case of a T = 13 deformable deltahedral model, that elastic defor-
mation of the pentamers and the surrounding ring of hexamers actually
should be expected to play a key role both during assembly and disassem-
bly. In Section 2 of this contribution, we start with a description of the
deformable deltahedral model and then compute numerically the shape
and elastic stress distribution of a complete T = 13 shell as a function of
the stretching and bending rigidities of the triangles. We also will examine
how the local stress distribution depends on assumptions about the inter-
nal structure of the pentamers. In Section 3 we study how a T = 13 shell
ruptures as one lowers the binding energy. The pre-existing stress pat-
tern will be shown to direct rupture along a very specific template: cracks
start along the border of a pentamer, then propagate from pentamer to
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pentamer along an icosahedral edge. Separately, rupture also can cut out
pentamers from the shell. The elastic energy released by the opening of the
crack is computed as a function of the shear rigidity of the triangles and
shown to depend sensitively on the assumed structure of the pentamers.
Surprisingly, shells with a more spherical shape are much more prone to
rupture than shells with a more icosahedral shape. Changes in the ratio
of stretching and bending energies can be used as a control parameter to
focus elastic energy on the pentamers and thereby initiate disassembly. In
Section 4 we study the assembly of a T = 13 shell with the following
results. Within the deltahedral model, a T = 13 icosahedral capsid can-
not grow by self-assembly as a compact shell on a capsomer-by-capsomer basis.
The elastic energy cost of introducing pentamers is so large that it always is
more favorable to continue adding hexamers to the growing shells, leading
to a ‘kinetic trap’ in the form of misfolded shells. Within the deltahedral
model, the assembly of the shell cannot be described by the classical the-
ory of nucleation and growth, at least for the case of large icosahedral
viral shells. Second, we find that as the binding free energy is increased
from zero to initiate assembly, large icosahedral shells can form within the
deltahedral model but only through a non-compact assembly pathway with
the elastic energy acting as the directing agent for positioning the capsomers
in an icosahedral pattern. ‘Whiffle-Ball’ type open icosahedral structures
are proposed as key assembly intermediates.

2. Deformable Caspar — Klug Deltahedral
Shells

Figure 1 shows a full T = 13 CK icosahedral shell as a net of 780 triangles.
The triangles are assigned to 120 hexamers, each with six triangles and

twelve pentamers, each with five triangles. In terms of symmetry, the hex-
amers of a T = 13 shell can be divided into two inequivalent groups. The
first group comprises the symmetry-equivalent hexamers that surround
the three-fold symmetry icosahedral sites (indicated by a black arrow in
Fig. 1). The second group comprises the symmetry-equivalent hexamers
that surround each pentamer by five equivalent hexamers. We will use and
compare two different versions of the deltahedral model. In the first ver-
sion, hexamer and pentamer triangles are all identical equilateral triangles,
as in the original CK model. The minimum energy structure of an isolated
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Fig. 1. T = 13 Caspar–Klug Icosahedron. The outlines of the 120 hexamers and
12 pentamers are indicated as heavy lines. Pentamers are indicated by red arrows and a
three-fold symmetry site, surrounded by three hexamers, is indicated by black arrow.
Note that the shell is chiral.

pentamer is then a pentagonal pyramid. Note that pentagonal pyramids
favor a more facetted icosahedral shape. In the second version, the pen-
tamer triangles are isosceles instead of equilateral and the minimum energy
structure of a pentamer is a regular pentagon. Regular pentagons favor a
more spherical capsid shape. These two versions will be used to test the
sensitivity of capsid assembly and disassembly scenarios against assump-
tions about the internal structure of the pentamers.

The elastic stress distribution will be obtained by minimizing the fol-
lowing quadratic energy:

E = α3

2

∑
triangles j


 ∑

k=1,2,3

(
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)2


 + α2
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+ α1

2
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(cos φij − cos φ0)2 − Neε + N5µ5 + N6µ6

(1)

The first term, the shear energy, is minimized when all hexameric triangles
are equilateral and all pentameric triangles either equilateral or isosceles,
depending on the variant that is used. The term is a sum over all the
triangles j of the net and then, for each triangle, over the three interior
angles θjk of that triangle, with k = 1, 2 or 3 (see Fig. 2b).

If the triangle is part of a hexamer then the optimal angle θ0 is equal
to π/3. If the triangle is part of a pentamer then the value of θ0 differs
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(a) (b)

Fig. 2. Bending angle (a) and internal deformation angles (b) as they appear in the
energy expression (Eq. (1)).

for the two variants of the model. For the case that isolated pentamers are
pentagonal pyramids (as in the CK deltahedral model), θ0 is equal to π/3.
For the case that isolated pentamers are regular pentagons, θ0 is equal to
2π/5 for an angle of the triangle pointing to the center of the pentamer
and 3π/10 for the two base angles. The parameter α3 is a measure of the
in-plane shear rigidity of the triangular ‘proteins’.

The second sum, the area energy, is minimized if the area of each
triangle is equal to that of the triangles that compose a regular hexamer,
a regular pentamer, or regular pentagonal pyramid. The sum is over all
triangles with Aj the triangle area. If the triangle is part of a hexamer,
then the optimal triangle area A0 is equal to (

√
3/4)l2, i.e., the area of an

equilateral triangle with edge length l . If the triangle is part of a pentamer,
then for the case of isosceles triangles, A0 is equal to 1

4 tan (3π/10)l2, i.e.,
1/5th of the area of a flat pentamer with edge length l . The parameter α2
is a measure of the compressional stiffness of the triangles.

The third sum, the bending energy, is minimized if the normal direc-
tions of two adjacent triangles make an angle θ0 equal to

√
3 l

R where R
is the radius of a completely spherical T = 13 shell (see Fig. 2a). The
curvature angle between adjacent triangles tessellating a sphere of radius
R (with R large compared to the edge length l) equals

√
3 l

R . It follows
that our choice for the optimal curvature angle is such that the third term
is minimized for a T = 13 shell with the shape of a sphere of radius R.
The sum is over all pairs of adjacent triangles with φij defined as the angle
between the normals of two adjacent triangles (see Fig. 2a). The param-
eter α1 measures the bond stiffness of the link between two triangles, i.e.,
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the energy cost of rotating the relative orientation of the two adjacent
triangles away from the relative preferred orientation.

The fourth term represents the cohesive free energy gain of shell
assembly. Here, ε is the free energy gain per ‘bond’ shared by two adjacent
triangles that are part of different capsomers (hexamers or pentamers) with
Ne the number of shared edges of capsomers of the incomplete shell. This
term effectively includes the line energy of the classical nucleation-and-
growth theory (note that we do not allow break up of capsomers). The
fifth and sixth terms represent the free energy cost of removing capsomers
from solution with µ5,6 the concentration-dependent chemical potential
of, respectively, a pentamer or hexamer in solution, and with N5,6 the
number of pentamers or hexamers of which the shell is composed. Any
structural free energy differences between pentamers and hexamers are
included in these two terms.

The last three terms, by themselves, would be the starting point
of a conventional nucleation-and-growth theory of capsid assem-
bly/disassembly in the absence of elastic energy effects. The assembly
free energy would be E0(T = 13) = −390ε + 12µ5 + 120µ6 since a
T = 13 shell has 390 bonds, 120 hexamers, and 12 pentamers. The bond
free energy ε acts here as the key control parameter for assembly. If one
increases ε from zero, assembly under conditions of thermal equilibrium
would start when E0 changes sign, i.e., when the bond energy reaches
the threshold 390ε � 12µ5 + 120µ6. This form of assembly requires
activation over a large barrier, as mentioned. If activated assembly is not
permitted, then assembly from a supersaturated solution would require a
somewhat larger threshold bonding energy ε ∼ µ5,6.

We now return to the case of where we do include all terms of
Eq. (1), starting with assembled T = 13 shells. Figure 3 shows the
result of a numerical minimization of the energy for the parameter val-
ues α1 = 400, α2 = 10, α3 = 10. The bending energy parameter is
thus large compared to the area and shear parameters. We are assuming
here the model variant that isolated pentamers are flat regular pentagons
in equilibrium.

The total energy after minimization is 9.81. If we maintain fixed
ratios between the three elastic energy parameters — in this example
400:10:10 — then it follows from the general form of the energy expres-
sion Eq. (1) that only the overall energy scale would change but not
the shape of the shell. If one changed the value of the bending energy
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Fig. 3. Elastic energy distribution of a T = 13 shell with α1 = 400, α2 = 10, α3 =
10. The color codes for the elastic energy of a triangle with relative energy shown
as a spectral change from deep blue (lowest energy) to red (highest energy). The
bending energy of two adjacent triangles is assumed shared equally between them.
The dominant contribution to the non-uniform stress surrounding the five-fold sites
is stretching energy.

α1, for fixed parameter ratios, then the elastic energy would scale as
(9.81/400) α1 and the assembly free energy would be E(T = 13) =
0.024α1 − 390ε + 12µ5 + 120µ6. The effect of the elastic energy cost is
to increase the threshold bonding energy for self-assembly by an amount
�ε = α1(0.024/390) that is small compared to the bonding energy.

Note that the shape of the shell in Fig. 3 is close to spherical. This is
not surprising since the bending energy is minimized for a spherical shape.
Note also that each of the twelve pentamers is surrounded by an aureole
of elastic stress, indicated by the red triangles. In our units, the energy of
the three deep-blue hexamers that surround the three-fold symmetry site
is 0.0188 while that of a hexamer bordering a pentamer is 0.144 or about
eight times larger. The pentamer triangles themselves are hardly deformed
at all, with an energy of only 0.0018 per capsomer. The dominant energy
contribution to this stress non-uniformity is, surprisingly, not the bending
energy but rather the shear energy. Physically, this can be understood from
the viewpoint of the elasticity theory. A site with five-fold symmetry in
an otherwise hexagonal lattice is a five-fold disclination, surrounded by a
non-uniform pattern of shear elastic stress distribution. For a disclination
located at the center of a flat disc of radius r , the elastic energy is of the
order of Yr2 with Y ∝ α1 the 2D Young’s Modulus of the lattice.5 A
spherical shell of radius R is thus expected to have a shear elastic energy
of the order of YR2.
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Fig. 4. Elastic energy distribution of a T = 13 shell with α1 = 1.0, α2 = 10, α3 =
10. Note that the pentamers are more deformed than in Fig. 3.

In Fig. 4 we show the result of an energy minimization run for the
case of α1 = 1.0, α2 = 10, α3 = 10. The bending energy parameter
is thus small compared to the shear and area energy parameters. Isolated
pentamers are again regular pentagons.

The total energy, after relaxation, is 1.102. For a ratio set of 1:10:10,
the assembly free energy is thus given by E(T = 13) = 1.1α1 − 390ε +
12µ5 + 120µ6. The shell shape is now approximately icosahedral. This
can be understood from the fact that the CK construction of T Number
icosahedra is isometric, meaning that the triangles of a CK shell are not
sheared. It is thus reasonable for the shell to adopt the shape of a CK
icosahedron if the shear rigidity of the triangles is relatively large. The
non-uniform stress distribution is now dominated by the bending and area
contributions to the elastic energy. This, too, can be understood from 2D
elasticity theory. The twelve five-fold symmetry sites of a CK shell have a
conical shape and the elastic energy of a cone of radius R is of the order
of κ ln (R/l) with κ the 2D bending modulus. The stress non-uniformity
is less pronounced than in Fig. 3: the hexamers bordering the three-fold
site have an energy of 0.0054 while the hexamers bordering a pentamer
have an energy of 0.0104, or about three times larger. The pentamers have
an elastic energy of 0.0131 and now the pentamers do carry a significant
amount of elastic deformation. This can be understood by noting that if the
five-fold symmetry sites of an icosahedron would be capped by perfectly flat
pentamers, then this would entail a significant amount of bending energy



168 A.Yu. Morozov et al.

Fig. 5. Elastic energy distribution of a T = 13 shell. The left panel shows the case
of α1 = 400, α2 = 10, α3 = 10 and the right panel shows the case of α1 = 1.0, α2 =
10, α3 = 10. Isolated pentamers are pentagonal pyramids. Note that the pentagonal
pyramids are more deformed in the left panel.

cost for the bonds between the pentamer and the surrounding hexamers.
The pentamers are thus deformed away from their optimal flat shapes.

This energy focusing effect suggests that the elastic energy of the pen-
tamers sites might be sensitive to assumptions that are made about the
internal structure of pentamers. So far, we used the variant of the deltahe-
dral model where isolated pentamers had a preferred shape that was a flat
equilateral pentagon. Figure 5 shows the minimum energy shell for the
same parameters as the ones used in Figs. 3 and 4 but now assuming the
case that pentamer triangles are equilateral, so isolated pentamers have
the shape of pentagonal pyramids in equilibrium.

In the first case, with α1 = 400, α2 = 10, α3 = 10, the elastic
energy is 24.44 so the assembly free energy is E(T = 13) ≈ −390ε +
0.061α1 + 12µ5 + 120µ6 for this parameter ratio set. In the second case,
with α1 = 1.0, α2 = 10, α3 = 10, the elastic energy is 0.545 so the
assembly free energy is E(T = 13) ≈ −390ε + 0.545α1 + 12µ5 + 120µ6
for this parameter ratio set. Compared with the previous case, for the
1:10:10 ratio set, the facetted shells with pyramidal pentamers have an
elastic energy that is (roughly) a factor of two smaller than that of shells
with regular pentagon pentamers while for the 400:10:10 ratio set, the
elastic energy of the spherical shells is (roughly) a factor of three larger.
This is a reasonable result since a pyramidal pentamer fits much better
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on the vertices of a facetted icosahedron than splayed out on a spherical
surface. We conclude that the internal structure of the pentamers rather
strongly affects the elastic energy stored in deltahedral T = 13 shells. The
two model variants do share an important common feature: independent
of the internal structure of the pentamers, the pentamer elastic energy
focusing is much more pronounced when the shell shape is approximately
spherical. For the case of pentagonal pyramidal pentamers, the hexamers
bordering the pentamers have an elastic energy that is about 8.62 times
larger than that of hexamers in contact with the three-fold symmetry site
for the 400:10:10 ratio set while for the case of regular pentagon pentamers
this ratio is about 7.68. For the 1:10:10 parameter set, the respective ratios
are 2.69 and 1.93. The degree of energy focusing is thus quite similar for
the two variants. It is only the overall elastic energy scale that is different
for the two models.

Does the internal structure of the pentamers exert an influence not
only on the energy but also on the shape of the capsid? The shape of
the shells only depends on parameter ratios as noted, not on the overall
scale of the elastic energy. In Fig. 6 we show the asphericity, the reduced
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γ

R
2

R
2

Fig. 6. Asphericity (vertical axis) as a function of the ratio of stretching and bending
energy parameters α3

α1
. The horizontal axis is γ = 60α3

α1
(R/l)4 with R the capsid radius

and l the edge length of a triangle. Blue dots indicate equilateral pentamer triangles
and red dots isosceles pentamer triangles. The two arrows correspond to the two sets
of parameter ratios of Figs. 3–5.
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second moment of the radius distribution, of a T = 13 deltahedral shell
as a function of the parameter ratio γ = 60α3

α1
(R/l)4. Blue dots indicate

equilateral pentamer triangles and red dots isosceles pentamer triangles.
This choice for the horizontal axis was motivated by the fact that within

thin-shell continuum theory there is only one dimensionless parameter
ratio that controls the distribution of the elastic energy and the shell shape,
namely the ratio YR2

κ
of shear and bending elastic energies (the so-called

‘Foppl-von Karman (FvK) Number’). If this number exceeds a critical
value of order 100 then, within thin-shell theory, the shape of the shell
changes in a rather pronounced way from spherical to icosahedral.12 The
parameter γ = 60α3

α1
(R/l)4 roughly corresponds to the FvK parameter.

According to Fig. 6, the asphericity grows in a pronounced way around
γ ∼ 5,000, though the shape transition is not as well defined as it is in the
continuum limit. The two cases shown in Figs. 3, 4, and 5 straddle the
transition (arrows in Fig. 6). The two plots are quite similar. We conclude
that, even though the internal structure of the pentamers strongly influ-
ences the elastic energy, it has no significant effect on the asphericity plot:
the global equilibrium shape of the capsid is not dependent on the internal
structure of the pentamers. In the next section, we will examine the impact
of elastic energy focusing on shell rupture.

3. Stress-Driven Capsid Rupture

In this section we will discuss how capsid disassembly is influenced by elas-
tic stress. As before, the bonding energy ε will act as the control parameter.
Disassembly will be initiated as follows. A bond linking two triangles will
be allowed to dissociate if the elastic energy cost of the bond, as computed
in the previous section, exceeds the bonding energy ε. Note that the pen-
tamer and hexamer chemical potentials are not involved in bond rupture
at this stage. Bonds with the highest elastic energy cost will dissociate first.
We will be assuming a mechanically adiabatic rupture process, that is, we
will assume that the disassembly process is sufficiently slow so the partial
shell remains in mechanical equilibrium. Under this assumption, the shape
of a shell at any stage of disassembly can be obtained by minimizing the
energy of the shell, independent of any kinetic rate parameters.

In order to implement the rupture process, we start from a fully assem-
bled shell, with minimum elastic energy, make a list of bond energies and,
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as we reduce ε, allow bonds with the highest energy to fail, replacing the
single shared edge of two triangles by two edges, one for each triangle.
The total capsid energy is minimized after a bond rupture event and a new
list is made of bond energies. Next, the highest energy bond adjacent to
a previously failed bond is allowed to fail. As a result, one or more rupture
cracks start to grow along the surface. One of the bonds at the end of one
of a cracks is usually the highest energy bond that will fail at the next step.

Figure 7 Shows how a shell with a very large T Number and a large
FvK Number ruptures under this scenario.

Fig. 7. Rupture of a large T Number CK icosahedron. Upper left-hand panel: dis-
assembly has just started at the five-fold site in the lower left-hand corner of the shell.
Upper right-hand panel: two cracks have emerged from this five-fold site propagating
along two of the ridges of the icosahedron. The stress distribution of the icosahedron
away from the cracks is close to that of the complete shell. Lower left-hand panel: one
of the two cracks has stopped propagating while the other crack continues on along
icosahedral ridges from five-fold site to five-fold site. Note that it appears to be in the
process of cutting out a cap with five pentamers. Lower right-hand panel: at a later
stage, both cracks continue to propagate along ridges. Two caps are linked by a flat,
stress-free strip leading to a flat, stress-free template of an icosahedron.
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Rupture starts at a five-fold site. Two connected cracks open up along
the ridges of the icosahedron and propagate from five-fold site to five-fold
site. The propagation of the crack is driven by the progressive release of
the elastic energy stored in the non-uniform stress distribution. Eventually
a planar template of an icosahedron emerges. A template of an icosahe-
dron is a section of a hexagonal sheet that can be folded into the shape of
an icosahedron. The rupture process can be compared with a propagat-
ing Griffiths crack of classical elasticity theory, except that in our case the
elastic stress is not applied externally, but instead is the intrinsic hetero-
geneous stress of an icosahedral shell. The eventual dissolution of this
planar template, with the capsomers being released into solution, was
not investigated here except that we note that, unlike the rupture pro-
cess, this final dissolution of the shell will be dependent on the chemical
potential.

Before investigating the energetics of the rupture process of a smaller
T = 13 shell, it is useful to guess how it might depend on the ratio
γ of stretching and bending energy parameters. If this ratio is small, so
the bending energy is dominant, then the stress energy released by the
formation of a crack is expected to be modest. The reason is that in this
regime shells have the shape of a sphere, with a radius equal to the preferred
curvature radius R. If a spherical shell with radius equal to the preferred
curvature radius is cut along an equatorial circle then there is no release of
elastic stress (as can be verified by slicing open a tennis ball). On the other
hand, in the limit of large γ, the folds of the CK icosahedral shell are a focus
of both bending and shear elastic energy, as discussed by Lobkovsky.17

Cutting open such a shell from a five-fold site to a five-fold site is expected
to release a significant amount of elastic energy. A spherical shell is thus
expected to be more resistant against rupture than an icosahedral shell.

In order to check this guess, we evaluated the elastic energy of ruptured
T = 13 shells for different FvK Numbers. An example of a cracked shell is
shown in Fig. 8: the crack starts at a pentamer, reaches a second pentamer
and is in the process of continuing on to a third pentamer (by assumption,
a crack does not fracture pentamers or hexamers).

The crack breaks one of the bonds linking the second pentamer to its
neighboring hexamers. Curiously, the highest concentration of elastic stress
on the shell — indicated by the two red triangles — is on the opposite side
of this same pentamer so the progression of a crack generates additional
stress non-uniformities that could be the starting point of new cracks.
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Fig. 8. T = 13 shell with a crack for α1 = 1.0, α2 = 10, α3 = 10. The crack starts
from the tip of the lower arrow at the edge of the lower center pentamer and ends
between two pentamers (upper arrow) after releasing one link between the pentamer
at the upper left and a hexamer. Note the increased elastic energy on the side of this
pentamer opposite to the crack.

Figure 9 shows how the elastic energy of the shell decreases as this crack
elongates.

The elastic energy is released in bursts by the elongating crack.
Between link numbers n = 2 and n = 4, and between n = 7 and n = 10,
the fraction of released energy is rather small. These values correspond to
dissociation of links between hexamers along the ridge that separates pen-
tamers. The larger fraction of released energy between n = 4 and n = 5,
between n = 6 and n = 7, and between n = 10 and n = 11 is associ-
ated with the dissociation of a bond between two hexamers immediately
adjacent to a pentamer. The amount of energy released between n = 5
and n = 6 is again modest and corresponds to bond dissociation between
a pentamer and a hexamer: most of the elastic energy release during rup-
ture takes place close to the pentamers. We encountered a very similar plot
when we studied the release of a pentamer by allowing the crack to circle
a pentamer, instead of linking two pentamers: the elastic energy is again
released in bursts.

We can use Fig. 9 to graphically analyze the rupture process. The total
change in free energy when n links are broken is �F (n) = εn+E(n)−E(0)
where the last two terms are purely elastic. If this quantity is negative then
it is energetically favorable to release n links. A simple graphical analysis,
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E(n)

Link Number

Fig. 9. Elastic energy E(n) of the shell as a crack progresses along the path of Fig. 8.
The energy parameters are α1 = 1.0, α2 = 10, α3 = 10. The energy release is most
pronounced when a bond is broken that linked two hexamers that both were adjacent
to a pentamer, such as n = 4 to n = 5, n = 6 to n = 7 and n = 10 to n = 11 (isolated
pentamers are regular pentagons). The geometrical construction involving the straight
lines is described in the text.

shown in Fig. 9, shows what happens as one reduces the bonding energy
ε. The change in free energy �F (n) is the distance between E(n) in the
graph and the straight lines representing different values of ε. The dot-
ted line (with steepest slope) is representative of the case of large ε. All
�F (n) values are positive so there is no rupture. The dash-dotted line is
representative of the case of small ε. All �F (n) values are now negative
so the rupture process is ‘downhill’ and spontaneous. Rupture continues
until the capsid resembles the last stage of Fig. 8. Finally, for the dashed
line, some points are above and some below the curve. In fact, only bonds
adjacent to pentamers can rupture spontaneously: the capsid is metastable
for ε values in this range. It follows from the graphical analysis of Fig. 9,
and some trivial scaling arguments, that for a fixed 1:10:10 ratio set, spon-
taneous rupture starts when the bond energy drops below a critical value
ε ∼ 0.003α1.

Percentage of released elastic energy

In Fig. 10, we show the percentage of elastic energy released by a crack of
five broken bonds linking two pentamers as a function of γ = 60α3

α1
(R/l)4,

the dimensionless ratio of stretching and bending energies.
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Percentage of released elastic energy

γ

Fig. 10. Percentage of released elastic energy of a crack linking two pentamers for
different values of the dimensionless ratio γ of stretching and bending elastic ener-
gies. The energy parameters are those of Fig. 8. Blue dots: isolated pentamers are flat
pentagons. Red dots: isolated pentamers are pentagonal pyramids.

For the case that isolated pentamers are flat pentagons, the amount
of released elastic energy decreases in a pronounced way as a function of
γ (blue dots). For values of γ small compared to 104, about 4% of the
stored elastic energy is released by the crack while for γ large compared
to 104, the percentage of released elastic energy is negligible. The drop
in released energy takes place over the same range of γ values where the
shape transition took place in Fig. 6. It follows that if two deltahedral
shells have the same total elastic energy, but a different value of γ and
hence a different shape, then the shell that is more spherical is more prone
to rupture. This is exactly opposite to our original guess: for the same level
of total stored elastic energy, spherical shells are energetically less stable than
icosahedral shells.

The most obvious interpretation is that the release of elastic energy
upon rupture for small γ values is due to the release of the large amount of
shear elastic energy surrounding the immediate neighborhood of a five-
fold symmetry site of a flattened hexagonal lattice. For larger γ values,
buckling of the shells reduces the energy focusing effect and this apparently
stabilizes the shell against rupture. This interpretation can be tested by
considering the case in which isolated pentamers are regular pentagonal
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pyramids. In this case, even more energy is stored in the five-fold sites for
small γ values, since the pyramids have to splay out to fit on a shell. Indeed,
the decrease of the percentage of released energy is significantly more
pronounced. For very small γ values the percentage of released energy
appears to come back down to approximately the same value as in the
previous case, presumably because the shear energy eventually has to go
to zero in that limit. One conclusion that follows from Fig. 10 is that,
unlike the asphericity, the percentage of elastic energy released by a crack
is not a universal quantity, depending only on the FvK Number. Instead, it
appears to be strongly affected by the internal structure of the pentamers
so the application of continuum elasticity theory to study capsid rupture
may be questionable.

4. Capsid Assembly and Elastic Stress

In this final section, we look at the effects of elastic energy on the assembly
process of a T = 13 deltahedral shell. As before, the control parameter is
the cohesion free energy per bond ε except that now we increase ε from
ε = 0 and try to grow a shell, capsomer by capsomer, from solution.
Assume a shell is growing, capsomer-by-capsomer, driven by the cohesive
free energy gain. How does an incomplete shell ‘know’ when to add a
hexamer and when a pentamer? Pentamers, and the hexamers that sur-
round them, in general are in a state of significant elastic strain. Within
continuum theory, a pentamer corresponds to a five-fold disclination, and
an isolated disclination is attracted to a free boundary, such as the edge
of an incomplete shell, by an ‘image-type’ force. How can the introduc-
tion of a five-fold disclination at specific locations inside a growing shell
ever be energetically favorable? For a defect-free hexagonal sheet with no
preferred curvature, the introduction of a pentamer should only raise the
energy. However, this need not be the case in the presence of preferred cur-
vature because the bending free energy of a flat circular hexagonal sheet of
radius R increases as R2 if there is a non-zero preferred curvature. By intro-
ducing pentamers into a flat hexagonal sheet, it is provided with intrinsic
(‘Gaussian’) curvature so the bending energy can be reduced, albeit at the
cost of introducing a defect. For large enough R, it must be energeti-
cally favorable to include pentamers in a growing hexagonal shell.18 One
thus expects on intuitive grounds that spontaneous curvature must be the
mechanism that guides pentamer introduction.
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(A) (B)

Fig. 11. Compact incomplete shells of a T = 13 icosahedron with three-fold sym-
metry (A) and five-fold symmetry (B). The energy parameters were α1 = 1.0, α2 =
10, α3 = 10. The elastic energy (times 100) of each capsomer is indicated. Isolated
pentamers are flat pentagons.

To verify this guess, we start by examining the elastic energy of spher-
ical caps of the classical theory of nucleation and growth discussed in Sec-
tion 1. We will consider incomplete shells of this form having three-fold
and five-fold symmetry, respectively. Figure 11 shows the elastic energy
distribution of a three-fold and of a five-fold symmetric incomplete shell
(isosceles pentamer triangles) following energy minimization. The three-
fold shell has two coordination rings of hexamers and the five-fold shell
three coordination rings. In either case, additional pentamers would have
to be introduced in the next coordination ring if one wanted to grow a
CK shell.

In the first — pentamer-free — case, the elastic energy of a patch of
twelve hexamers was 0.018 for α1 = 1.0, α2 = 10, α3 = 10, mainly due
to the bending energy imposed by the preferred curvature. In the second
case, the central pentamer introduced a local stress field that tapered off as
a function of distance. Here, the shear stress introduced by the pentamer
is the main contribution to the energy. Note that even along the third
coordination ring of hexamers surrounding the pentamer, the energy per
hexamer remains significantly above that of the elastic energy imposed by
the spontaneous curvature in the first figure. This indicates that the shear
energy cost of introducing a pentamer at the center of a hexagonal shell
exceeds any reduction of the curvature energy, at least for these elastic
energy parameters.
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Fig. 12. Same as Fig. 11, with α1 = 1.0, α2 = 10, α3 = 10, but now adding the
next set of pentamers as imposed by icosahedral symmetry for the full capsid. The
elastic energy (times 100) of each capsomer is indicated. Isolated pentamers are flat
pentagons.

In Fig. 12 we show what happens when we introduce pentamers at the
appropriate locations in the next coordination ring to continue building a
CK icosahedron.

In each case, the elastic energy of the hexamers that border the added
pentamers is increased dramatically. The deformation energy of the pen-
tamers is significant as well. If hexamers were introduced at these same
locations, they would have an elastic energy of only about 0.0015 for

Fig. 13. Whiffle-Ball composed of 60 hexamers. The ball has icosahedral symmetry
and all hexamers are located at symmetry-equivalent locations.
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Fig. 12A and about 0.0020 for Fig. 12B, while the bonding energy gain
of course would be the same as for pentamers. The introduction of pen-
tamers is in this case not an energetically favorable assembly step, even in
the presence of spontaneous curvature. The same conclusion was reached
for different values of the stretching and bending energies as well as for a
variety of different compact shell geometries. Also, we increased the mag-
nitude of the preferred curvature beyond the optimal value of a T = 13
shell. This does eventually favor the introduction of pentamers, but it first
leads to a mechanical instability. Finally, it might be thought that reducing
the chemical potential of pentamers could make their introduction a favor-
able step. Indeed, it is easy to see that if µ6 − µ5 > (0.0024 − 0.0015)α1
then it would be favorable to introduce a pentamer (for the present param-
eter ratio). However, if one assumes µ6 > µ5 — as is necessary for this
condition to hold — then the growing shell would be entirely composed
of pentamers leading to a T = 1 dodecahedral shell. It appears that intro-
ducing pentamers at the locations required for the construction of an
icosahedral shell simply is not a low energy assembly ‘pathway’ for the
growth of a T = 13 shell even in the presence of a spontaneous curvature
term in the energy. Within the deformable deltahedral model, it would
not seem to be possible to grow a T = 13 icosahedral shell, at least not
under conditions of local mechanical equilibrium.

This undesirable conclusion can be avoided if one relaxes the condition
of compact partial shells. Consider somewhat bizarre ‘Whiffle-Ball’ (shown
in Fig. 13): It is composed of 60 symmetry-equivalent hexamers, with
each hexamer linked to three other hexamers, so it has 90 bonds in total.
The structure has full icosahedral symmetry and can be constructed by
removing from a T = 13 shell first all pentamers and then all hexamers
that were in contact with a pentamer. The twelve resulting holes remove
the loci of large elastic stress encountered in Section 2, so we expect this
structure to have a rather low elastic energy. After energy minimization,
the Whiffle-Ball was found to have an elastic energy of about 0.0317 for
α1 = 1.0, α2 = 10, α3 = 10, about 35 times less than that of the
T = 13 shell for the same parameters. The elastic energy of a compact
patch of twelve hexamers is less than that, about 0.018 (again for the same
parameter set, see Fig. 11A). However, the elastic energy of five compact
incomplete shells of twelve hexamers, having the same total number of
hexamers, is about 0.09 and that is higher than that of the Whiffle-Ball.
It follows that by fusing five compact shells of twelve hexamers into a
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single Whiffle-Ball one lowers the elastic energy. A different way to view
this is as a stress-driven instability of the boundary edge of a compact
shell. Stress-driven interfacial instabilities are familiar from the theory of
epitaxial growth of solid films where they are known as ‘Asaro–Tiller–
Grinfeld instabilities’.19,20 The difference with the present case is that the
elastic stress is introduced by the mismatch between the substrate and the
overlying elastic film, whereas here the elastic stress is introduced by the
twelve pentamers.

It does not follow that compact shells are necessarily unstable. Five
compact shells collectively share 120 bonds, 30 more than the Whiffle-
Ball and that obviously favors growth of compact shells. This, effectively,
is the line-tension mechanism discussed in the introduction. The bonding
energy in general favors formation of compact partial shells while the elastic
energy in general favors non-compact shells. More quantitatively, if one
maintains a 1:10:10 ratio for α parameters, the sum of the elastic plus
bond energies of the Whiffle-Ball equals E(WB) ≈ −90ε + 0.032α1 while
that of five compact hexagonal shells equals E(5) ≈ −120ε + 0.09α1.
The free energy difference between these two states is then �F ≈ 30ε −
0.058α1 + kBT ln 5 (the last term is the difference in entropy between
five caps in solution versus a single Whiffle-Ball). The Whiffle-Ball has
the lower free energy of the two states if �F is negative, that is if ε <

0.0019α1 − kBT (ln 5)/30. On the other hand, E(WB) must be negative
for the aggregation process to be energetically favorable in the first place,
which means that we also must demand that ε/α1 > 0.00035.

Assume one increases the ratio ε/α1 from zero at the onset of the
assembly process. A Whiffle-Ball type structure with icosahedral symmetry
should grow spontaneously for a range of ε/α1 values between 0.00035
and 0.0019 −(kBT /α1)(ln 5)/30. For this range of bonding energies, a
fully assembled icosahedral shell indeed would not be stable. Recall that
when the bonding energy is less than ε ∼ 0.003α1, a completed shell is
ruptured by internal elastic stresses. Continue to increase the ratio ε/α1.
If one adds additional hexamers to fill in the holes of the Whiffle-Ball then
the elastic energy of this set of ‘second generation’ hexamers is significantly
higher than that of the ‘first generation’, as shown in Fig. 14.

However, as ε/α1 increases, the gain in bonding energy will over-
come the increased elastic energy. Finally, in order for the free energy
E(T = 13) ≈ −390ε+1.1α1 +12µ5 +120µ6 of a completed icosahedral
shell to be less than the free energy of a Whiffle-Ball, which is about



Assembly and Disassembly of Deltahedral Viral Shells 181

Fig. 14. Stress distribution of a Whiffle-Ball with partially completed holes. The stress
distribution of the completed pentamer is nearly the same as that of the completed shell.

E(WB) ≈ −90ε+0.032α1 +60µ6, the bonding energy obeys the inequal-
ity ε/α1 > 0.0035 + (µ5 + 5µ6)/25α1.

This suggests a possible scenario for error-free assembly of T = 13
icosahedral capsids. Assume that hexamers have a lower chemical potential
than pentamers and that assembly is initiated by the aggregation of hex-
amers on a spherical surface, the ‘scaffold’. Next, allow the ratio ε/α1 of
cohesion and elastic energies to slowly increase from zero. For sufficiently
low values of ε/α1 the non-compact, icosahedral Whiffle-Ball type struc-
tures form in preference over compact shells. Elastic energy provides no
significant barrier and so the Whiffle-Ball structure establishes the icosahe-
dral symmetry. As ε/α1 continues to grow, the twelve holes in the structure
start to fill in with additional rings of five hexamers. No more hexamers
can be added after this. As we increase ε/α1 even further, it becomes favor-
able to introduce the energetically costly pentamers, which close off the
holes to form the completed capsid. Effectively, the Whiffle-Ball acts as a
‘growth intermediate’ along the assembly pathway of a CK shell.

The assembly of T = 13 shells often takes place in the presence of
such spherical scaffolds, as for example in the Herpes virus.21 Interestingly,
Whiffle-Ball type viral shells have been engineered as mutants of the HK97
shell,22 which means that even without a support scaffold a Whiffle-Ball
shell can be mechanically stable. We thus propose the Whiffle-Ball struc-
tures as key growth intermediates on the pathway of the formation of the
growth of icosahedral shells, with the elastic energy directing the assembly
process.
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Chapter 8

What Determines the Size of an
RNA Virus?

Charles M. Knobler ∗,† and William M. Gelbart ∗,‡

1. Introduction

The vast majority of viruses have icosahedral capsids that can be classi-
fied according to their Caspar–Klug (CK) triangulation number T (with
T = h2+k2+hk, h and k positive integers). Their capsids are composed of
60T proteins and organized into 12 pentamers and 10(T − 1) hexamers.
Thus, the smallest of the viral capsids, those with T = 1, are composed
of 60 proteins, organized as 12 pentamers. The largest icosahedral virus
that has been structurally characterized has a T number of 219, with a
capsid composed of 13,140 proteins, organized into 12 pentamers and
2180 hexamers. It is remarkable that the same principles of organization
that account for the icosahedral ordering of fewer than 100 protein sub-
units are still operative in the case of more than 10,000 subunits. Clearly
the protein–protein interactions involved are at once specific and robust
enough to give rise in each instance — and for each of the many intervening
T values — to icosahedrally symmetric shells consisting of 12 pentamers
and unique ‘magic’ numbers of hexamers, up to at least 2180!

What about the corresponding capsid sizes? A typical T = 1 capsid, say
that of the Satellite panicum mosaic virus (SPMV), is 17 nm in diameter.1

In contrast, the Phaeocystis pouchetii virus (PpV01) that infects marine
algae has a T number of 219 and a capsid whose diameter2 is approx-
imately 200 nm. Thus, the volumes of their capsids differ by more than
three orders of magnitude. This difference in size is necessitated by the
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very large differences in the genetic information the viruses contain. In
the case of SPMV, it is in the form of a single molecule of single-stranded
RNA (ssRNA), 1059 nt in length, not sufficiently long to convey all of
the information needed for the replication of the virus in its plant host;
indeed, this RNA encodes for only a single gene product. The rest of the
genetic information is supplied by the panicum virus, which must coinfect
the plant (hence the classification of SPMV as a satellite virus). The genome
of PpV01, on the other hand, consists of a 485 kbp double-stranded DNA
(dsDNA), containing almost 1000 times the number of nucleotides (and
hundreds of times as many genes) as the SPMV RNA.

While it is straightforward to compare the contour lengths of the
genomes — 170 µm for PpV01 and 0.4 µm for SPMV — we cannot eas-
ily compare their effective volumes. For example, it is possible to charac-
terize dsDNA simply as a semiflexible polymer with a 50 nm persistence
length. Accordingly, any linear measure of its 3D size — e.g., its radius
of gyration or root-mean-square end-to-end distance — is expected to
scale with the square-root of its contour length (or with a slightly higher
power when excluded volume effects are taken into account), and its vol-
ume will scale with the cube of this linear measure. But the volume of
ssRNA cannot be described in this way because single-stranded nucleic
acids are known to develop a large degree of secondary structure arising
from base-pairing between short stretches of widely-separated nucleotides
distributed throughout their length. The resulting duplexes and the asso-
ciated internal ‘loops’ and ‘junctions’ between them give rise in turn to a
complicated secondary and tertiary structure, the details of which deter-
mine the effective volume of the molecule in ways that are known only for
a few, very short (< 400 nt) RNA molecules.

We confine ourselves in the present discussion to viruses whose
genome is ssRNA and whose capsids are icosahedral. A crude picture of
the relation between genome length and capsid size for these viruses is
shown in Fig. 1, where the outside diameters of viral capsids are plot-
ted against the lengths of their ssRNA genomes. (While there are ssRNA
viruses with longer genomes, e.g., the coronaviruses with 33,000 nt, their
capsids are not icosahedral.) In general, as one would expect, the capsid
diameters increase with genome length. Similarly the T numbers increase
with genome length, from 1 to 4; correspondingly, the number of cap-
sid proteins involved increases from 60 to 240. With one exception, the
smallest capsids, those indicated by the filled green circles, with diameters
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Fig. 1. The relation between capsid diameter and number of nucleotides in icosa-
hedral ssRNA viruses. The green symbols represent viruses with T = 1 triangulation
numbers, the red symbols T = 3 and those in blue T = 4. The line is a fit to a cubic
equation; its significance is discussed in Sec. 6.

of about 17 nm, are satellite viruses and all are T = 1. The largest viral
capsids shown, those of the animal alphaviruses, have a diameter of 40 nm
with a T = 4 triangulation number and genomes almost 12,000 nt long.
All the other examples involve T = 3 capsids, composed of 180 proteins,
and yet display a significant range of diameters. Some of the variations
within this group can be ascribed to special properties.

For example, the group of viruses represented by the red squares
(from the Astroviridae family) stand out amongst the T = 3 examples
because they involve a relatively high density of nucleotides, correspond-
ing to capsid diameters as small as 30 nm with packaged genomes longer
than 7000 nt. On the other hand, the bromoviruses have the same capsid
diameter but contain only about 3000 nt of packaged RNA length. As we
will see in Sec. 4 (cf., Fig. 8) this special compactness of the Astroviri-
dae is related to the compactness of their secondary structures. In other
cases of high nucleotide density, say the Tymoviridae (indicated by the
solid inverted triangles), cationic polyamines are known to be incorporated
into the capsids,3 accounting for a 6500 nt genome being contained in a
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30 nm capsid. The amines neutralize some of the charge on the phosphate
backbone of the RNA, reduce the electrostatic repulsions, and effectively
reduce the genome size. A particularly striking dependence on genome
length is the solid green circle for T = 1 representing a Brome mosaic
virus capsid that has in vitro assembled around its capsid protein messen-
ger RNA, which is 876 nt long, rather than the 3000 nt viral RNA which
is found in the normal 28 nm diameter capsids.4

No quantitative information can be derived from the relationships
shown in Fig. 1. The capsids are icosahedral, not round, so in several cases
there is not a unique diameter. Here we have used the geometric mean
of the largest and smallest diameter. Moreover, the internal volume of the
capsids is the more relevant quantity5 but this is difficult to define because
parts of the capsid proteins occupy space in the capsid interior. As we will
show in Sec. 5, however, there is a rationale for fitting the data with a cubic
curve such as the line shown.

In this chapter we discuss — for ssRNA icosahedral viruses — some of
the fundamental physical factors determining the relationship between the
sizes of viral capsids and the sizes of their genomes. The first such factor
(see Sec. 2) is the total charge of the genome, or number of nucleotides
(since there is one phosphate charge per nucleotide), and how it correlates
with the total (and opposite-sign) charge associated with the interior of the
capsid. A second factor (see Sec. 3) is the local radius of curvature preferred
by the capsid proteins as they aggregate to form a one-molecule-thick 2D
crystal that is closed on itself. This driving force for a preferred capsid
size can be conveniently addressed in studies of shell formation by capsid
protein in the absence of RNA. A third factor is the preferred 3D size of
the genome itself, i.e., the intrinsic 3D volume of an ssRNA molecule of a
given nucleotide length and sequence. To explore this issue free of uncer-
tainties about not-yet-determined secondary and tertiary structures of viral
RNAs, we first discuss this factor (see Sec. 4) for the case of a simple linear
polyanion with the same flexibility and linear charge density as ssRNA;
here the volume of the molecule is simply determined by its contour and
persistence lengths. Then, in Sec. 5, we confront the problem of ssRNA
molecules, where the 3D size of the molecule can be shown to depend on
sequence; two molecules with the same nucleotide length (and hence same
charge) will have different volumes because of different secondary and ter-
tiary structures. Finally, in Sec. 6 we review various theoretical treatments
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of the packaging of ssRNA genomes in their self-assembling capsids and
discuss the prospects for and importance of systematic measurements of
packaging efficiencies for these systems.

Before beginning the discussion of physical determinants of viral cap-
sid size, we mention some biological factors. There are many reasons why
a virus particle should be as small as possible, for a given size of genome.
Because a minimum of thousands of viruses are produced in a typical gen-
eration and the success/virulence of the infection depends on this number
being as large as possible, each of the particles should be as small as possi-
ble. Also, the smaller they are the easier it is for each of them to get out of
the host cell and infect neighboring cells. This is especially true in the case
of plant viruses like Cowpea chlorotic mottle virus (CCMV), where the
self-assembled, fully mature virions are constrained to move to neighbor-
ing cells through narrow channels — the plasmodesmata — in the rigid
plant cell walls. The inner diameters of these channels are comparable to
the outer diameters of the viral capsids, making passage through them
difficult. In CCMV, this translocation is facilitated by a virally-encoded
‘movement’ protein. Clearly then, the rigid capsids should be no bigger
than absolutely necessary. Accordingly, for a given nucleotide length, the
viral RNA should be as small as possible so that its packaging by capsid
protein is as efficient as possible.

2. Effect of Charge

The capsid proteins of many viruses have N-termini that are rich in basic
residues and these positively charged tails project into the capsid interior
where they can interact with the negatively charged RNA. This electro-
static interaction is known to play a role in virus assembly. For example,
Cowpea chlorotic mottle virus (CCMV) assembles into infectious virus
when its pure capsid protein and RNA are mixed in vitro under appro-
priate buffer and ionic strength conditions.6 (We use the term in vitro in
the sense that the assembly involves purified capsid protein and RNA.)
In vitro assembly with RNA does not occur with mutant protein that lacks
the positive charge on the N-terminus, but in vitro self-assembly of empty
capsids from wild-type protein in the absence of RNA does occur.7

Belyi and Muthukumar8 examined the relation between the total
charge on the N-termini and genome length by plotting genome length
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(effectively the number of negative charges) against the total positive
charge (the product of the charge per tail and the number of proteins)
for 24 viruses ranging in genome length from 1000 to 12,000 nucleotides
and including T = 1, 3 and 4 triangulation numbers. Their plot, shown in
Fig. 2, shows a remarkable linear correlation. The slope, 1.6, corresponds
to slightly less than two negative charges for each positive charge. This
experimental correlation shows clearly that charge plays a role in determin-
ing the size of many viruses. But charge cannot be the only determinant.
For example, there are ssRNA viruses such as the Norwalk virus, which
do not have an N-terminal basic region or contain polyamines.9 Also, for
a given capsid protein (e.g., that of wild-type CCMV) and hence cationic
charge, we shall see below that a broad range of anionic charge can be effi-
ciently packaged. The nature of the capsid protein also must play a role.
Consider, for example, Turnip yellow mosaic virus (TYMV) and Tobacco
mosaic virus (TMV) both of which have RNA genomes about 6000 nt
in length. TMV viruses are rod-like but TYMV viruses are icosahedral.
Moreover, if TMV RNA is mixed with CCMV capsid protein, icosahedral
virions form, but the capsids are larger than those of wild-type CCMV. On
the other hand, CCMV RNA molecules mixed with TMV capsid proteins

Fig. 2. Relation between genome size and the net charge on the capsid protein
tails. From Belyi and Muthukumar.8 Copyright Proceedings of the National Academy
of Sciences USA.
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form hollow tubes as in TMV virions, but their lengths are shorter. Clearly
each of these two different capsid proteins prefers to aggregate into shells
of different curvature.

3. Effect of Preferred Curvature

If the top and bottom surfaces of a membrane differ, it may be curved at
equilibrium, rather than flat. Departures from this spontaneous curvature
can occur only at a cost in free energy. Applying a coarse-grained approach,
we can think of the protein shell that constitutes a capsid as a homoge-
neous membrane, but one that is asymmetric. Such a description has been
shown to provide a remarkably good first-order account of the mechan-
ical properties of viral capsids10 and also provides an understanding of
the polymorphism exhibited by CCMV capsid protein in the absence of
RNA.11 Indeed, a most direct way to learn about the local radius of curva-
ture preferred by capsid proteins is to study the structures they form when
present alone (i.e., without RNA) under different solution conditions.

In an impressive and systematic series of experimental studies com-
pleted over 30 years ago, Bancroft and coworkers investigated the range
of polymorphs that can be obtained by self-assembly of capsid protein
alone6 (see also Adolph and Butler12). The domains of stability of the
various polymorphs are shown on the ionic strength-pH phase diagram in
Fig. 3, which comes from a more recent study.13

The existence of spontaneous curvature and its role in the formation
of capsids is evident from the appearance of multishell structures that are
found at low ionic strength. At low pH, single-walled 28 nm diameter
capsids identical to those in wild-type CCMV are observed. A transition to
shells with two concentric protein layers begins near the isoelectric point of
the capsids, pH = 3.2, and the number of layers increases with increasing
pH. This progression can be understood in terms of a balance between the
electrostatic interaction between successive layers of capsid protein and the
elastic energy related to the departure from the preferred shell curvature
(i.e., a diameter of 28 nm).13,14 The N-terminus (‘inside surface’) of the
CCMV protein has basic residues that remain fully (positively) charged
until high pH, but the anionic residues on the capsid exterior have lower
acid dissociation constants and their degree of ionization is much more
sensitive to the pH under assembly conditions.
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Fig. 3. Ionic strength-pH phase diagram for self-assembled CCMV capsid protein
polymorphs. The blue rectangle shows the range of conditions examined by Bancroft
and Adolph and Butler. From Lavelle et al.13 Copyright 2009 American Chemical
Society.

Electrophoretic mobility measurements of empty and full capsids
show that the external charge on the assembled protein becomes increas-
ingly negative from pH 3.2 to about pH 5, where it levels off.15 As a
result, the difference in charge across the membrane (i.e., between the
inside and outside surfaces) increases with increasing pH. Theory16 shows
that asymmetrically charged membranes will stack with a separation that
depends on the charge differential, with the equilibrium separation con-
trolled by the release of counterions as the membranes interact. In the
case of concentric layers around a core capsid, however, there is an addi-
tional effect, the increasingly lower curvature (larger diameter) with each
successive shell. There is a free energy cost associated with the change in
shell curvature from the equilibrium spontaneous curvature of the 28 nm
diameter capsid.

The role of spontaneous curvature is also directly seen in the formation
of ‘rosette’ structures, Fig. 4. Here the bending energy cost is so high
that no more complete shells can form but the electrostatic interaction is
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Fig. 4. Rosette structures formed by self-assembly of CCMV capsid protein. The
outer incomplete shells have higher curvatures than those of the largest complete shell
and similar to that of the innermost shell (adapted from Lavelle et al.13). Copyright
2009 American Chemical Society.

sufficient to stabilize partial shells with higher curvature, hence a smaller
expenditure of bending energy.

4. Effect of Polyanion Size

To examine the interplay become genome size, charge and spontaneous
curvature, Hu et al.17 studied the in vitro packaging of poly(styrene sul-
fonate) (PSS) by CCMV capsid protein. CCMV protein has been shown6

to be capable of assembling into capsids around a variety of anionically
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charged polymers. As already mentioned in the Introduction, the general
relationship between the length of viral RNA in terms of the number of
nucleotides and its physical size, e.g., its radius of gyration in solution,
is problematic because ssRNA has a complex structure that depends on
the details of its self-complementarity, which is determined by its primary
structure. In contrast, PSS is a flexible polymer with a radius of gyration
that depends in a regular way on its molecular weight18: Rg ∝ M 1/2. The
charge density of the fully sulfonated polymer, 1 e−/3 Å, is close to that of
ssRNA.

Hu et al. employed electron microscopy to examine the products of
self-assembly of CCMV protein with PSS samples that ranged in molecular
mass from 400 kDa to 3.4 MDa. The size distributions of the products are
shown in Fig. 5. The virus-like particles (VLPs) formed have unimodal
size-distribution histograms based in each case on at least 100 particles that
can be represented by Gaussians. When the measurements for all of the
particles are combined it is evident that they form a bimodal distribution
(Fig. 5(f)) for which a fit with two Gaussians gives maxima at 21.5 and
27 nm. For comparison, a distribution of sizes obtained for assembly of
CCMV capsid protein with RNA under the same conditions is also shown.

In the absence of structural information about the two types of capsids,
we can deduce the T numbers from their relative sizes. The number of
capsid proteins is 60T , so the capsid surface area is proportional to 60T .
Thus, if we assume that the area for a given protein is independent of T ,
the ratio of the diameters of two capsids composed of the same protein
will be given by

D1

D2
=

√
T1

T2
,

a relation that has been shown to be reliable by computing the diam-
eter ratio for capsids whose T numbers are known from structure
determinations.17 The ratio of the diameters for the two populations of
capsids corresponds closely to

√
3/2, which identifies them as T = 2 and

T = 3.
For molecular weights of about 1 MDa and less, PSS assembles into

T = 2 capsids, as shown in Fig. 6. T = 2 shells (which might more accu-
rately be characterized as pseudo- T = 2) are non-Caspar–Klug structures;
they consist of 120 proteins arranged into 12 pentamers of dimers. In con-
trast, polymers with MW above 2 MDa assemble into T = 3 capsids. The
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Fig. 5. Histograms showing diameters of VLPs formed by self assembly of CCMC
capsid protein around poly(styrene sulfonate) polymers of different molecular weights
(from Hu et al.17). Copyright Biophysical Society 2008.

hydrodynamic radius of the largest polymer examined, that with molecu-
lar weight 3.4 MDa, is 42.8 nm as measured under assembly conditions by
dynamic light scattering; the radius of gyration is nearly twice as large.18

Thus, in the assembly process, interaction with the CCMV capsid protein
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Fig. 6. Diameters of VLPs as a function of the molecular weight of the poly(styrene
sulfonate) polymer (from Hu et al.17). Copyright Biophysical Society 2008.

is able to compact PSS by a factor of around 5. In experiments in which
CCMV RNA is titrated with its capsid protein, an initial compaction of the
RNA has been observed at a ratio of 10 CPs to one RNA, but the degree of
compaction is unknown.19 (In Sec. 5, we will see that the intrinsic size of
the RNA — free in solution under in vitro assembly buffer conditions —
is only slightly larger than the inner volume of the CCMV capsid.) Each
of the CCMV proteins has an N-terminus with 10 positive charges, so the
total charge on the interior of a T = 2 capsid is 1200, while it is 1800 for
T = 3. The smallest PSS polymer studied, which has a molecular weight
of 408 kDa, has nearly 2000 negative charges, and the ratio of charge on
the polymer to that in the interior of the capsid is about 1.6, in agreement
with the correlation found by Belyi and Muthukumar.8 However, the ratio
exceeds this value for all of the other polymers studied and in the case of
the 3.4 MDa polymer it is greater than 9.

5. Dependence of RNA Size on Sequence

5.1. Theory

As mentioned in the Introduction, the 3D size of linear polymers is com-
pletely determined by their contour length and persistence length. More
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explicitly, the average radius of gyration is given by Rg ∼= ξ1−νLν, where L
and ξ are the contour and persistence length, respectively, and ν is approx-
imately 1/2. In particular, ν is equal to: 1/3 for poor solvents where the
polymer excludes solvent and effectively collapses on itself; 3/5 in good
solvents where excluded volume effects are important; and 1/2 for ideal
solvents where these effects are essentially cancelled. These ‘details’ aside,
the important point for our present purposes is that any two linear poly-
mers with the same contour and persistence lengths will have the same 3D
size under the same solution conditions. Consider the case of dsDNA. It
is a heterogeneous linear polymer whose persistence length varies locally
with its sequence of base pairs. But because the persistence length varies
by at most a factor of two and is always small (of the order of 50 nm) com-
pared with the contour lengths (typically 10,000–50,000 nm) of dsDNA
viral genomes, the dependence of radius of gyration on overall sequence is
negligible. Accordingly, any two viral genomes consisting of tens of thou-
sands of base pairs will have the same 3D size if they have the same number
of base pairs.

The situation with ssRNA genomes is completely different, because
the configurational statistics of ssRNA are qualitatively different from those
of a linear homopolymer. The key point, as already mentioned several times
in earlier sections, is that ssRNA develops a complicated secondary (and
hence tertiary) structure determined by the self-complementarity of its
particular primary sequence of nucleotides. And, as we discuss below, the
spatial extent and ‘branchedness’ of each of these secondary structures
give rise to a distinctly different overall 3D size for the molecule, even
for a fixed number of nucleotides. The issue we explore here is the rela-
tionship between nucleotide sequence and overall molecular size, for a
given nucleotide length. Nucleotide length, of course, is determined by
the number of genes, and so it is natural to ask whether there is evolution-
ary pressure on a genome to be as compact as possible (e.g., have as small
as possible a radius of gyration), for a given amount of genetic information.

Figure 7(a) shows the predicted secondary structures20 for two differ-
ent ssRNA sequences of equal nucleotide length (2117 nt). It is important
to note that basically no experimental information whatsoever is available
for the secondary (and tertiary) structures of sequences this long. The
structures shown here are predicted by a particular RNA folding algo-
rithm — RNAsubopt, in the Vienna RNA Package, Version 1.721 — but
for purposes of the present discussion the results are essentially the same
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Fig. 7. (a) MFE secondary structures, drawn to the same scale, calculated for two
different 2117 nt-long RNA sequences chosen at random from the yeast genome; the
corresponding MLDs (see text) are 148 (top) and 368 (bottom), respectively, and
are depicted by dotted-line overlays. (b) The definition of MLD for the secondary
structure of an arbitrary (here 50 nt) RNA sequence. The MLD is the number of the
duplex links along the path shown in yellow leading from the upper-right-hand hairpin
to the hairpin at the lower left.

when computed using any of several alternatives. The upper figure and
lower figures show the secondary structures predicted for two different
sequences pulled at random from the yeast genome. It is immediately strik-
ing that the secondary structure associated with the first, upper, sequence
is much more compact than that of the lower sequence.

A convenient measure of the extendedness of a secondary struc-
ture is given by its ‘maximum ladder distance’ (MLD) — illustrated by
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Fig. 7(b) — which is essentially the longest path across the structure.
More precisely, for an arbitrary pair of nucleotides i and j , consider all
possible paths between them, measuring the length of each as follows. If
nucleotide i is in a single-stranded loop, go to one of the duplexes associ-
ated with it and proceed towards j , counting the number of ‘rungs’ (base
pairs) crossed (and if i is in a duplex, start counting rungs immediately).
Upon encountering an internal loop, jump to one of the duplexes com-
ing off it and continue counting rungs, and so on, until nucleotide j is
reached. The minimum total number of rungs traversed in this way is the
ladder distance between i and j , a quantity first introduced by Bundschuh
and Hwa.22 Note that a ladder distance, LDij , can be calculated in this
way for each pair ij in a secondary structure. The MLD associated with
an arbitrary, overall, secondary structure is defined by us as the maximum
of LDij over all pairs ij, i.e., it is the ladder distance associated with the
longest direct path across the structure. For the secondary structure of
the 50 nt-long sequence shown in Fig. 7(b), for example, the MLD is 11.
It is the ladder distance associated with, i.e. the sum of duplex lengths
separating — the pairs of nucleotides in the two hairpin loops (see upper
right and lower right) at the ‘ends’ of the structure.

The molecules depicted in Figs. 7(a) are 2117 nt long, with very dif-
ferent MLDs. A similar analysis of the secondary structures associated with
hundreds of other 2117 nt-long sequences taken at random from a yeast
genome finds a broad distribution of MLDs ranging from just below to just
above the two shown in the figure, i.e., ranging from about 140 to 370;
the average MLD is 240, just what is found for a large number of mathemat-
ically random sequences of the same length.20 This suggests that — while the
yeast sequences, both coding and noncoding, have evolved to have special
features of various kinds — the extendedness/compactness of their RNA
secondary structures is no different from that of random sequences.

In contrast, we find that viral sequences have significantly more com-
pact secondary structures, i.e., smaller MLDs. Consider, for example, the
dicistronic RNA3 molecule of BMV, which contains the genes coding for
the capsid and movement proteins and which is 2117 nt long. The MLD
for this viral sequence is 183, 24% smaller than the value typical for equal-
length random (or yeast) sequences. We have shown20 that this holds in
general, i.e., the MLD associated with the secondary structure of a viral
sequence is significantly smaller than the MLD of random (and nonviral)
sequences of the same length. This fact is demonstrated in Fig. 8, which
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Fig. 8. Average MLDs for viral and random sequences over the range of 2500–
8000 nt. Adapted from Yoffe et al.20 Copyright Proceedings of the National Academy
of Sciences USA.

compares the MLDs of viral vs. random sequences for a large number of
RNAs with lengths ranging from 2500 to 8000 nt. Actually what is plotted
here is the ensemble-averaged MLD associated with each of the sequences
involved. This is because the minimum free energy (MFE) secondary struc-
ture of a sequence as long as thousands of nucleotides is one of a huge num-
ber of secondary structures that are thermally accessible to the molecule.
Accordingly, we define the average maximum ladder distance (〈MLD〉)
of an arbitrary sequence by the Boltzmann-weighted ensemble average of
the MLDs associated with the secondary structures of that sequence.

Nine different families of viruses — the Bromoviridae, Leviviridae,
Sobemoviridae, Luteoviridae, Tymoviridae, Astroviridae, Tobamoviridae,
Caliciviridae and Togaviridae — are included in the data shown in Fig. 8,
all corresponding to virions consisting of a ssRNA molecule enclosed
within a rigid protein shell. The shells of all but the togaviruses (see ∇ sym-
bols) and tobamoviruses (see + symbols) are T = 3 capsids, with outer
diameters of 26–28 nm, made up of 180 copies of a single gene product,
the capsid protein; the lengths of packaged RNA molecules range from just
below 3000 nt to just above 8000 nt. The capsids of the Togaviridae are
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T = 4 structures with 40 nm diameters. The virions of the Tobamoviri-
dae, on the other hand, involve hollow, open, cylindrical shells of fixed
diameter (about 15 nm), but variable length (averaging 300 nm), depend-
ing on the length of the ssRNA enclosed. Based on our comments in
the Introduction, we expect that only the spherical viruses will be under
evolutionary pressure for their genomes to be compact. Indeed, this is
consistent with the results shown in Fig. 8 and discussed below. More
explicitly, the 〈MLD〉 values of the spherical virus RNAs are distinctly and
systematically smaller than those of random sequence RNAs of the same
length. The tobamovirus RNAs, however, form a notable exception.

The straight line in Fig. 8, with respect to which viral sequence 〈MLD〉s
are compared, is a fit through the data calculated for random sequences
with virus-like nucleotide composition. For each of several nucleotide
lengths — 2500, 3000, 4000, 5000, 6000, 7000 and 8000 — Yoffe et al.20

have generated several hundred randomly permuted sequences, calculated
an 〈MLD〉 for each one of the sequences and then averaged over all of the
〈MLD〉s for those sequences, to obtain an average 〈MLD〉 value for each
of the nucleotide lengths ranging from 2500 to 8000. These seven values,
with their standard deviations depicted by vertical lines with horizontal
end-bars, are plotted in Fig. 8. The straight line fit through them turns
out to have a slope consistent with average 〈MLD〉 scaling as N 0.67.

In comparing extendedness/compactness of random-sequence versus
viral-sequence RNA secondary structures, it is interesting to expand the
discussion to include the case of non-random but non-viral sequences.
This has been done20 by analyzing a large number of ssRNA sequences
corresponding to transcripts of 3000 bp-long sections chosen at random
from chromosomes XI and XII of the S. cerevisiae yeast genome. These
sequences represent evolved biological RNAs that are not expected to have
been under pressure to be compact or otherwise have a special overall size
or shape. Indeed, it is found (as in the case of the 2117 nt sequence men-
tioned earlier) that the average 〈MLD〉s for these sequences are indistin-
guishable from those of randomly permuted sequences of the same length
(3000 nt), i.e., 300 ± 46, as compared with values 2/3 that size for viral
sequences (see Fig. 8).

Recall that the motivation for examining the compactness/extendness
of RNA secondary structures was the idea that the RNA genomes of
spherical viruses should be as small as possible so that their associated
capsids could be as small as possible. Accordingly, we need to correlate
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compactness as measured by 〈MLD〉 with appropriate measures of 3D
size, like the radius of gyration. One way to do this is to map secondary
structures onto the 3D configurational statistics of linear polymers. More
explicitly, consider replacing the secondary structures shown in Fig. 7(a)
by linear chains whose effective contour lengths are given by their 〈MLD〉
values (see dotted overlay lines). The effective persistence length of these
linear chains is determined by the average length of a duplex because the
single-stranded loops are relatively flexible (dsRNA has a persistence length
almost 100 times larger than that of single-stranded portions). But because
the average duplex length is virtually constant (about 5 bp) and indepen-
dent of overall sequence, we can approximate the radius of gyration of a
large RNA molecule by20

Rg ∼= ξ1−ν
eff Lν

eff
∼= ξ1−ν

eff 〈MLD〉ν ∝ 〈MLD〉ν.

This result allows us to correlate secondary structure compactness/
extendedness with 3D size, and to account qualitatively for the prelim-
inary measurements discussed below for radii of gyration and hydrody-
namic radii of viral vs. nonviral sequences of long RNA molecules. By
combining this result with the relation 〈MLD〉 ∝ N 0.67 that follows from
the scaling analysis of Fig. 8, we have

Rg ∝ 〈MLD〉ν ∝ N 0.67ν.

For a non-self-avoiding chain ν = 1/2, which then gives Rg ∝ N 1/3; a
relation obtained by Hyeon et al.23 by fitting structural data for a variety
of RNAs. If we assume that the size of a viral capsid is proportional to
the volume of its genome, we recover the cubic relation between capsid
diameter and genome length that was shown in Fig. 1.

It is interesting to note that general relations can be derived for ideal
polymers that provide added insight into the effective 3D sizes of branched
RNA molecules and their dependence on secondary structure statistics. Let
Lij denote the distance along the backbone between monomers i and j in
an arbitrary ideal polymer, linear or branched. Then the average radius of
gyration of this N-monomer polymer can be written as

Rg =
〈

b
N 2

N∑
i=1

N∑
j=1

Lij

〉1/2

,

where b is the effective persistence length (say, the Kuhn length in a freely-
jointed chain model). Substituting ξeff for b and ladder distance LDij for
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the effective distance between monomers i and j , it follows (since ξeff , the
average duplex length, is a constant, approximately independent of the
overall sequence) that

Rg ∝
〈

1
N 2

N∑
i=1

N∑
j=1

LDij

〉1/2

≡ 〈ALD〉1/2.

Note that the average ladder distance (ALD) appearing here is the average
over ladder distances LDij in a secondary structure, and 〈ALD〉 denotes
the thermal ensemble average of this quantity. A calculation of 〈ALD〉s
for the same random and viral sequences included in Fig. 8 gives a plot
essentially identical to Fig. 8, i.e., the 〈ALD〉s for viral RNA molecules are
systematically smaller than those for nonviral sequences, with the differ-
ence increasing with increasing nucleotide length. From the last equation,
this implies in turn that the radii of gyration — the 3D sizes — of viral
RNAs should be systematically smaller than those of nonviral sequences
of the same length. Preliminary experimental results suggest that these
differences are measurable and significant.

5.2. Experiment

In principle, the simplest way to measure the size of a large (1 >nm)
biomolecule is by small angle X-ray scattering (SAXS). The classic exper-
iment involves collecting data from a dilute sample at angles sufficiently
small so that the log of intensity scattered at angle ϑ is a linear function
of q2, with a slope of R2

g /3;24 here q is related to the scattering angle by
q = 2π

λ
sin (ϑ/2), with λ the wavelength of the X-rays. In this way one

determines the radius of gyration of the particles of interest.
The radius of gyration — and additional information about the shape

of the RNA molecule — can also be obtained from the Fourier inversion
of the q-dependent scattering intensity. More explicitly, the distribution
of distances, p(r), is given by

p(r) = 1
2π2

∫ ∞

0
dq I (q)(qr) sin (qr),

where I (q) is the intensity in units of I (0). Rg is given by the ratio of the
second and zeroth moments of p(r) according to

R2
g =

∫ ∞

0
r2p(r)dr/2

∫ ∞

0
p(r)dr .
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By analyzing SAXS data in these alternative ways, Gopal et al.25 have
deduced radii of gyration for different-sequence RNA molecules of equal
nucleotide length. They have also shown for sequences of different lengths
that a nonviral-sequence molecule has a significantly larger size than a sig-
nificantly longer viral-sequence molecule. Figure 9, for example, shows
distance distribution curves, p(r)s, for a 3171 nt-viral RNA molecule
(RNA1 of CCMV), a 2117 nt-viral RNA molecule (RNA3 of BMV), and
a 2117 nt-RNA transcribed from the S. cerevisiae chromosomes XII. Also
shown is the distance distribution for the full virion (RNA-containing
capsid).

Note that the non-viral sequence 2117 nt molecule has a size signifi-
cantly larger than that for the equal-length viral molecule, and compara-
ble to that of the viral molecule whose nucleotide length (3171) is 50%
larger. In particular the p(r) distributions for the two viral RNAs fit more
comfortably in the capsid than does that of the small non-viral sequence
molecule.

A special power of angle-dependent scattering experiments is that one
can obtain important information about the shape and anisotropy of the
scatterer, i.e., large RNA molecules in this case. In particular, it is possible

Fig. 9. The pair distance distributions, p(r), for CCMV and several RNAs.
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from the ‘one-dimensional’ I (q) plots to deduce three-dimensional real-
space images of the molecules, in addition to Rg s and distance distribu-
tions. More explicitly, computational procedures developed by Svergun26

and by Doniach27 involve Monte Carlo calculations of the I (q) curve
from real-space distributions of scattering-length density. Starting with a
random distribution of density over a volume characterized by the largest
distance in the molecule, one successively generates new distributions —
by randomly switching scattering contrast locally from that for solvent to
that for RNA — by Monte Carlo moves weighted by a least-squares dif-
ference between the measured I (q) and the one calculated for the new
distribution. The size of the local regions (‘beads’), whose scattering den-
sities are repeatedly reassigned by this procedure, is determined by the
spatial resolution of the experiment, i.e., the maximum value of q. Itera-
tion proceeds until a least-squares minimum difference with the measured
scattering curve is obtained. The structures to which these calculations
converge are not unique, but are found to differ very little from one
another, and to depend only weakly on initial conditions. The middle
figure in Fig. 10 shows a superposition of five such structures obtained
from measurements on 2774 nt-long RNA2 of CCMV in virus storage
buffer (pH = 4.8). Each bead has a radius of 1.45 nm; a solid surface
reflecting the volume of the bead distribution is shown on the left. Finally,
the figure on the right is a scaled cut-away view of the CCMV capsid (based

Fig. 10. A real-space 3D image reconstructions of the scattering-length distribution
corresponding to the 3171 nt-long RNA2 of CCMV, as deduced from SAXS measure-
ments.
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on PDB structure 1CWP) into which this molecule is spontaneously pack-
aged under assembly buffer conditions.

Several qualitative features of the reconstructed image stand out. First,
the molecule occupies a volume comparable in size to, but somewhat larger
than, the volume available to it inside the capsid. This is consistent with
what one would expect for the optimum size of a polymer packaged in
a shell with which it interacts attractively17; by contracting slightly, the
density of chain monomers available for interacting with the inside surface
of the shell is enhanced, with minimal configurational cost. Second, and
perhaps most significantly, the reconstructed image (see central figure in
Fig. 10) is both anisotropic and ‘hollow’. The anisotropy is typical of any
single trajectory of a random walk, or of appropriately averaged proper-
ties like the moment of inertia tensor; see, for example, the discussion of
RNA anisotropy by Hyeon, Dima and Thirumalai.23 ‘Hollowness’ refers
to the fact that — unlike, say, a linear polymer whose mass density as
a function of distance from the center-of-mass decreases monotonically,
corresponding to a ‘compact’ object — here the mass (scattering) den-
sity is concentrated at the ‘surface’ of the molecule. We conjecture that
this is not true for nonviral sequences, and that the ‘hollowness’ — as
much as the overall size – is important for enhancing the interaction with
oppositely charged capsid protein and thereby optimizing the packaging
efficiency.

While small-angle X-ray scattering is the canonical technique for deter-
mining sizes of biomolecules like proteins and nucleic acids, its quantita-
tive power is limited to small molecules. If the molecules are too large
(> 10 nm) much of the scattered intensity lies at very small angles, where
it is experimentally difficult to collect data. For this reason, while one is able
to obtain reliable Rg values from SAXS experiments for viral sequences as
long as 3171 nt, say (see above), this is no longer possible for (the larger)
non-viral sequences of the same length.

Alternatively, one can determine the sizes of RNAs by measuring their
diffusion coefficients. This can be accomplished conveniently by Fluores-
cence Correlation Spectroscopy (FCS) of molecules labeled with a flu-
orescent probe. The fluctuations in the number density as they diffuse
into and out of a small well-defined volume defined by a laser beam in a
confocal microscope lead to fluctuations in the fluorescence, and the time
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autocorrelation function of the fluorescence is measured. This function
decays on a time scale τD equal to the time it takes for a molecule to dif-
fuse out of the illuminated volume, namely l2/D, where l is the dimension
of the volume (on the order of 1µm) and D is the diffusion coefficient of
the molecule. Assuming the Stokes–Einstein relation, D = kT

6πηRh
(with η

the solution viscosity), gives the ‘equivalent sphere size’ — hydrodynamic
radius, Rh — of the molecule. Thus, the measured correlation time is pro-
portional to Rh , from which the relative sizes of our RNA molecules can
be directly inferred.

Figure 11 shows results of this kind, comparing Brome Mosaic Virus
RNA3 and non-viral (yeast) RNA sequence, each 2117 nt long. Note that
the correlation time for the yeast RNA (3.4 ms), l2/D, is almost twice that
for RNA3 (1.8 ms), implying a hydrodynamic radius almost twice that of
the viral sequence. Recall (from above) that τD ∝ (1/D) ∝ Rh , by the
Stokes–Einstein relation.

Fig. 11. Intensity autocorrelation functions obtained from FCS measurements of
viral and nonviral RNA sequences of length 2,117 nt. τD is the time it takes for each
molecule to diffuse through the illuminated volume, and is proportional to its effective
size (hydrodynamic radius).
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6. So …What Determines the Size of an RNA
Virus?

We have seen that understanding the relationship between the size of a
viral capsid and the size of RNA or other polyelectrolyte that it contains is
a formidable problem. The structure of a long charged polymer in solution
is in itself very difficult to predict, even more so when, as in the case of
ssRNA, self-complementarity gives it a complex secondary and tertiary
structure that depends on its primary sequence. If, as in many cases, the
capsid proteins have charged tails that extend into the capsid interior, their
structure will depend on the number of charged residues, their position
and the backbone hydrogen bonding that can lead to helices. The structure
of both the packaged polyelectrolyte and the tails will be altered by the
strong electrostatic interactions between them, which depend as well on
the concentration of the surrounding electrolyte.

In this last Section we return to this chapter’s eponymous question:
What determines the size of the virus — the size preferred by the capsid
protein, or the size preferred by the RNA being packaged? We discuss
some of the theory underlying the several size-determining factors treated
in previous sections, and conclude with an outline of experiments that we
believe can begin to discriminate between the competing roles played by
these factors.

In the approach adopted by Belyi and Muthukumar8 the basic
N-termini of the capsid protein are modeled as a polyelectrolyte brush,
assumed to be strongly stretched, which interacts only electrostatically
with other peptide chains, i.e., there are no excluded-volume interactions.
They evaluate the electrostatic potential due to the chains, which has the
form of a parabolic well. The conformation of the genome in this potential
is then determined, with the genome treated as a long flexible polyelec-
trolyte chain. The brush potential is affected by the genome charge, and
the changes in the brush thickness (and therefore the electrostatic poten-
tial) are determined self-consistently. The total length of the genome (the
number of negative charges) is then taken as the amount trapped in the
well, which is energetically the most favorable situation. A direct pro-
portionality is found between the total charge on the RNA and on the
N-termini. The theory does not allow the proportionality factor to be
determined, but Belyi and Muthukumar give some simple arguments that
suggest that it has a value close to the 1.6 found empirically (cf. Fig. 2).
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The tails and RNA are treated as semi-flexible polymers and the Coulomb
energy is estimated by treating the RNA and tails as oppositely charged
rigid cylinders. They conclude that the free energy minimum corresponds
to overcharging by a factor of two, i.e., that the total charge on the RNA
is twice that on the tails.

Belyi and Muthukumar also calculated the distribution of the viral
RNA within the shell. They found that the RNA is contained in a spherical
shell, with a gap between it and the capsid interior. The spatial distribu-
tion of the RNA in CCMV has also been determined in a Monte Carlo
simulation.28 In this case, the capsid was modeled in full atomic detail,
both with and without the protein tails. In contrast to the detailed descrip-
tion of the capsid, a coarse-grained model was employed for the RNA in
which each nucleotide was treated as an isolated sphere. Each sphere has
one quarter of an electronic charge rather than a full charge in order to
take into account the effects of counterions and solvent. About 1/5 of
the spheres were fixed on the capsid interior; they represent the density
of nucleotide identified from cryo-electron density maps. The remaining
nucleotides were treated as unconnected and were displaced independently
in the Monte Carlo moves; those closest to the capsid organize into an
icosahedral arrangement. A better approximation for the RNA based on a
mean-field treatment of a branched polymer has recently been used by Lee
and Nguyen29 to determine the radial distribution of the RNA inside a
spherical capsid with a uniformly charged internal surface, which is appro-
priate for viruses such as Dengue and the MS2 bacteriophage, as they do
not have extended protein tails. The RNA interacts with the capsid only at
its interior surface. If the adsorption is high, the RNA forms a band near
the surface and the interior is empty; this is the profile observed in MS2
(where there is actually a double-shell RNA organization in the particle,
with connectors along the five-fold axes30). For weak adsorption, the ther-
modynamically stable profile has a maximum at the capsid center, as was
observed in Dengue virus.

The way in which protein curvature and polyelectrolyte size determine
the size of viral capsids can be understood by considering the free energy
of such assemblies, which can be written as a sum:

E = Ecapsid + Epol + Epol−entropy + Eint.

The self-energy of the capsid, Ecapsid , represents the energy per capsomer
of the aggregate of the protein pentamers and hexamers that constitute
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the capsid, i.e., the free energy of an empty capsid. This has been evalu-
ated by Zandi et al.31 from a model in which the hexamers and pentamers
were treated as attracting disks confined to a spherical surface of radius
R. The energy and the equilibrium spatial distributions of the disks as a
function of R and N , the total number of capsomers, were determined
by Monte Carlo simulations. Minima in the free energy were observed
at values of N corresponding to the Caspar–Klug T numbers and can
be represented by a curve qualitatively similar to the green line shown
in Fig. 12, shown for convenience as a continuous function of N rather
than a set of discrete values. It is important to note that these calculations

Fig. 12. Schematic illustration of the VLP size-selection mechanism. The green curve
represents the self-energy of an empty capsid. For convenience the curve is shown as
continuous, but it has meaning only for integral values of N , the total number of
capsomers in the shell. Energy minima are found for capsids with specific T numbers.
The upper curves represent the interaction energy per capsomer for each of two differ-
ent molecular weights of encapsidated polymer. The lower two curves arise from the
superimposition of these curves with the green curve, stabilizing a smaller capsid (red
curve) in the case of the purple curve on top, and a larger capsid (dashed blue curve)
in the case of the dashed pink curve (adapted from Hu et al.17). Copyright Biophysical
Society 2008.
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do not include the effects of spontaneous curvature, i.e., the preference
for capsomers to bind to each other with special angles (smaller than 2π)
between their normals. Instead the minima arise from the magic-number
nature of particles attracting each other on the surface of a sphere, i.e., from
the special advantage of icosahedrally symmetric distributions of nearest
and non-nearest neighbors. As we have seen, however, from the discus-
sion of capsid formation in solutions of pure CCMV protein, for example,
each capsid protein must be expected to show a preferred radius of cur-
vature upon aggregating into shells. It is these preferences that determine
the relative positions of the minima shown at different N -values (hence
T -numbers) in the green curves of Fig. 12.

The other contributions to the free energy are those associated with
the confinement of a polyelectrolyte inside the capsid. Epol is the self-
energy of the polymer chain, Epol−entropy is the chain entropy, and Eint rep-
resents the interaction between the polymer and the capsid interior. Here,
as in the various theoretical treatments described above, these terms can
be evaluated only by making approximations, some of them severe. How-
ever, poly(styrene sulfonate), in which there is no self-complementarity,
can appropriately be treated as a flexible linear polymer. The interaction
with the capsid interior can be represented by adsorption on a wall.32,33

For a given value of the capsid-monomer contact energy and chain
length, there is a minimum in the interaction energy per capsid unit area
as a function of capsid radius. The upper curves in Fig. 12 represent such
curves for two different polymer lengths (L), the purple curve representing
the shorter chain and the dashed pink curve the longer. The total energy
is the sum of this energy and the capsid energy (green curve). Thus, in
the case of the shorter polymer, the smaller capsid would be preferred,
while for the longer polymer the minimum energy corresponds to the
larger capsid. In essence, the chain contribution selects the smaller or larger
capsid size. More detailed Monte Carlo simulations of viral assembly34 lead
to similar conclusions. Note that while there is an optimal polymer length
for a given capsid size and the energy of interaction with the surface, the
free energy change allows the packaging of polymers of other lengths as
well, although it is thermodynamically less favorable and probably less
efficient.

The composite free energy curves in Fig. 12 make clear that there
is not a single answer to the question ‘What is the maximum (or min-
imum) length of RNA that can be packaged in the capsid of a specific
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virus?’ Suppose, for example, that the left-most minimum corresponds to
a T = 1 capsid and the minimum in the curve corresponds to a poly-
mer of length L . As the length of the polymer is increased, the packaging
becomes less favorable. But still longer polymers are able to stabilize the
T = 3 capsid and packaging again becomes favorable. A still longer poly-
mer may be able to ‘select’ a T = 7 capsid. This is what has been observed
by Verduin and Bancroft35 who found that T = 7 capsids of CCMV self-
assembled around TMV RNA, which is about twice as long as the CCMV
RNA. This behavior is analogous to that discussed for the PSS packaging
experiments, in which CCMV capsid protein is induced by progressively
higher-molecular-weight PSS molecules to self-assemble into larger (in
this case T = 3 instead of T = 2) capsids.

To help resolve some of the current open questions and controversies
regarding the relationship between RNA size and capsid size, it will be
important to carry out experiments that measure quantitatively the rela-
tive packaging efficiencies of different RNA molecules by the same capsid
protein. CCMV capsid protein will be the protein of choice for these
experiments, because of its ‘promiscuity’. More explicitly, while it prefers
a particular T number (and hence capsid size) under a given set of buffer
conditions, it can be persuaded to form other structures — as just described
above — when presented with different sizes of anionic polymer or RNA.
Also, unlike BMV, whose capsid protein can only package RNA molecules
containing a specific transfer-RNA-like sequence at their 3′ ends, CCMV
capsid protein can efficiently package a broad range of anionic polymers.
For example, it can package TMV RNA whose nucleotide length (6500 nt)
is twice that packaged by the wild-type CCMV virions (each containing
either 3200 nt [RNA1], 2800 nt [RNA2], or 2900 nt [RNA3 + RNA4]).
But in these instances the capsid is much larger than wild-type, and essen-
tially no information is available on the relative efficiencies of packaging.

Consider several different RNA molecules of the same nucleotide
length — and hence carrying the same total charge, Q — but with dis-
tinctly different 3D sizes (Rg s). Suppose, in particular, that Q = Q ∗, the
optimum charge for a CCMV capsid; we can take Q ∗ to be the value on
the plot in Fig. 2, i.e., around −3000e for CCMV. We then ask the fol-
lowing question: If equal numbers of each of these several different RNA
molecules are added to equal numbers of CCMV capsid proteins, how
will their packaging efficiencies — the fractions of them ending up in cap-
sids — depend on their 3D size (Rg )? In particular, will the viral sequence
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correspond to the optimum 3D size for a capsid this size? Or will there
be essentially no observable dependence of packaging efficiency on size,
consistent with the idea that total charge (which is the same for all of the
molecules) is the only important determining factor?

Alternatively, consider several different RNA molecules with the same
Rg s but with distinctly different total charges (nucleotide lengths). Sup-
pose further that this common Rg is the optimum one, i.e., the one corre-
sponding to the viral value. In the preceding Section we saw, for example,
that a 1000 nt-long yeast-derived RNA sequence is found to have the same
radius of gyration as a 3000 nt-long viral RNA molecule, with their total
charges differing by as much as a factor of 3. Will a plot of packaging effi-
ciency vs. Q show a sharp maximum at −3000e — or will there be only a
weak dependence on Q , consistent with the 3D size being the dominant
determining factor?

We believe that capsid efficiency measurements of the kind discussed
here, along with further high-resolution structural measurements — both
X-ray and cryo-electron microscopy — will soon elucidate these issues of
RNA viral packaging that are likely to play an important role in determin-
ing in vivo infectivity.
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Chapter 9

Physics of Viral Infectivity: Matching
Genome Length with Capsid Size

Alex Evilevitch∗,†,§ and Martin Castelnovo‡

In this work, we review recent advances in the field of physical virology,
presenting both experimental and theoretical studies on the physical prop-
erties of viruses. We focus on the double-stranded DNA (dsDNA) bacterio-
phages as model systems for all of the dsDNA viruses both prokaryotic and
eukaryotic. Recent studies demonstrate that the DNA packaged into many
dsDNA viral capsids is highly pressurized, which provides a force for the
first step of passive injection of viral DNA into either bacterial or eukaryotic
cells. Moreover, specific studies on capsid strength show a strong correlation
between genome length and capsid size and robustness. The implications of
these newly appreciated physical properties of a viral particle with respect to
the infection process are discussed.

1. Introduction

Viruses are simple lifeless entities that cannot reproduce on their own and
therefore depend on host cells to provide them with the necessary life
support mechanisms. Viruses are categorized as either prokaryotic (also
called bacteriophage, or ‘phage’ for short, originating from the Greek
word ‘phagein’ [to eat]) or eukaryotic (i.e. viruses that infect plant and
animal cells). Simplified, all viruses consist of a protein shell (capsid) that
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protects the viral genome (DNA or RNA). To infect, the viral genome
must enter the cell, either alone or as part of a viral nucleoprotein com-
plex. This entry is assisted by receptors that are present on the host cell
surface (Flint et al., 2004b; Hendrix et al., 1983; Ptashne, 2004). Many
phages are equipped with a tubular ‘tail’ structure through which the viral
genome passes into the cell; the capsid is not internalized. In contrast, most
animal viruses are internalized into the host cell essentially intact through
endocytosis or membrane fusion mechanisms. In the latter case, the cap-
sid is covered with a lipid envelope that fuses with the host cell plasma
membrane. Plant viruses utilize insects as vectors that aid in mechanical
penetration of the plant cell wall (Flint et al., 2004b; Hendrix et al., 1983;
Ptashne, 2004). Once the viral genome has entered the cell, the virus
hijacks the host cell’s machinery and synthesizes multiple copies of the
viral genome. Transcription and translation of viral genes yields proteins
that assemble into new viral particles that exit the host cell. This may occur
by a budding process that is not necessarily detrimental to the cell or by
cell lysis, which is a lethal event (Flint et al., 2004a; Hendrix et al., 1983;
Ptashne, 2004).

Viruses present a major threat to human health and welfare. The extent
of this threat becomes obvious if one considers the morbidity and mortal-
ity caused by the human immunodeficiency virus (HIV), hepatitis virus,
or influenza as well as threats from SARS (severe acute respiratory syn-
drome) and H5N1 (avian influenza virus) (WHO, 2007). The potential
for global spread of lethal viral infections is accentuated by the modern avi-
ation network and traveling habits, thus putting millions of people at risk
(Brockmann et al., 2006). Aside from vaccination, current antiviral strate-
gies either target the receptors through which viruses enter host cells, or
target specific enzymes that are critical to viral replication. For instance,
abacavir and retrovir inhibit HIV reverse transcriptase, acyclovir inhibits
DNA polymerase of herpes simplex virus, and oseltamivir and zanamivir
inhibit neuraminidase of the influenza virus (Flint et al., 2004c). The main
limitation of these kinds of anti-viral agents is that they are highly ‘spe-
cialized’, as they target specific events in individual viral replication cycles.
Thus, their use is limited to a specific virus or a small group of viruses. Fur-
thermore, viruses frequently undergo mutations that alter the target sites.
Therefore, there is a growing need to develop less specialized viral inter-
vention strategies that will enable targeting of a broad range of viruses with
little susceptibility to mutation. For instance, drugs that directly interfere
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with the assembly of the viral capsid and/or packaging of the viral DNA
into the capsid could provide a ‘broad spectrum’ anti-viral agent.

Biophysical virology is a rather new field that seeks to define the phys-
ical mechanisms controlling virus development. This knowledge can pro-
vide information essential to the rational design of new antiviral strategies
with less restriction to a limited number of viruses. Biological and physi-
cal simplicity relative to other viral systems have made the bacteriophages
an attractive model system in biophysical virology. Notwithstanding, the
fundamental mechanistic and structural features of phages can be directly
applied to the eukaryotic viruses. For many years phages have served as reli-
able experimental models that have significantly contributed to the advent
of modern molecular biology. To mention a few examples, initial studies
on gene regulation and protein synthesis were conducted using phage
(Echols, 2001; Hendrix et al., 1983; Ptashne, 2004). Further, Hershey
and Chase used phages for one of the first demonstrations that DNA is
the hereditary material (Hershey & Chase, 1952). Today, phages pro-
vide ideal systems to study biophysical virology and this review focuses on
recent advances in this field.

A common feature of many phages is that the microns-long genome
is confined within a nanometre-size capsid by means of an ATP-driven
motor (Riemer & Bloomfield, 1978). In the case of phage λ and many
other double-stranded DNA (dsDNA) phages, this confinement creates
internal pressures of tens of atmospheres, which is exerted on the inner
capsid walls (Evilevitch et al., 2004; Kindt et al., 2001; Purohit et al.,
2003b; Smith et al., 2001; Tzlil et al., 2003). DNA is packed to nearly
crystalline densities inside the capsid; given the limited volume of the rigid
viral capsid, such levels of compression lead to strong bending of the
DNA and DNA–DNA repulsion between its negatively charged strands
(Kindt et al., 2001; Tzlil et al., 2003). The high force generated by the
pressurized genome is in turn necessary to initiate the infection process
through DNA ejection into the cell, which is energetically a downhill pro-
cess that does not require ATP (Evilevitch et al., 2005; Evilevitch et al.,
2003). This common physical property of many dsDNA phages is likely
applicable to eukaryotic dsDNA viruses that use motor proteins to pack-
age their genome, e.g. the herpesviruses and possibly adenovirus (Cata-
lano, 2005). The physical properties of the DNA-filled capsid suggest that
high internal pressure induced by tightly packed DNA must be physically
matched by the mechanical strength of the capsid, which must withstand
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this pressure (Ivanovska et al., 2007; Ivanovska et al., 2004). This raises
several fundamental questions that will be discussed in this review:

• What is the physical basis for the internal pressure generated by packaged
DNA? What internal and external factors control this pressure?

• How can phage capsids, which are held together by non-covalent
hydrophilic/hydrophobic interactions between capsid-protein subunits,
withstand this high pressure and how does it affect survival of viruses
outside of the host cell?

• How is DNA packaged and ejected from phage? Is the internal pressure
required for infection in vivo?

This review is an interdisciplinary account of theoretical and experimental
aspects of biophysical virology, where most of the experiments have been
performed on phages λ, φ29, T4, T5, T7 and SPP1. We discuss recent
work on the mechanism of DNA packaging and ejection in Section 2 and
the mechanical properties of viral capsids are reviewed in Section 3. We also
discuss some of the eukaryotic viruses for which relevant measurements
have been made. Viral infectivity and virion stability are discussed from
the perspective of the internal genome stress and the consequences of it
for the virus. We believe that a deeper understanding of this common
physical parameter for many dsDNA motor-packaged viruses will lead to
new possibilities for development of antiviral strategies as well as novel
tools for gene therapy and nanotechnology.

2. DNA Ejection

2.1. Theoretical Considerations

In this section, we review the physical concepts underlying the current
understanding of DNA packaging properties. Indeed it has long been a
challenging theme for physicists, because it implies basic concepts of poly-
mer physics that can be explicitly addressed in the case of bacteriophages.
Early systematic studies traced back to work of Earnshaw and Harrison
(Earnshaw et al., 1976; Earnshaw & Casjens, 1980; Earnshaw & Harrison,
1977; Earnshaw et al., 1978) highlighted a concentric layered structure
of the DNA within the phage λ capsid, and a strong correlation between
genome length and spacing between consecutive DNA layers. This study
led to the proposal of several packaging models: the DNA genome has
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been envisaged as being wound into a spool (Earnshaw & Casjens, 1980;
Earnshaw & Harrison, 1977; Gabashvili & Grosberg, 1991; Gabashvili &
Grosberg, 1992; Harrison, 1983; Hendrix, 1978; Riemer & Bloomfield,
1978), a ball (Earnshaw & Harrison, 1977; Richards et al., 1973), and
a liquid crystal with hairpins or folds (Black et al., 1985; Earnshaw &
Harrison, 1977; Serwer, 1986; Sun et al., 1999). The first quantitative
estimate of the energetics of DNA packaging was proposed by Riemer
and Bloomfield (Riemer & Bloomfield, 1978) on theoretical grounds.
However, the lack of precise information regarding the true conforma-
tion of packaged DNA has hampered direct comparison with experimental
data. It was nevertheless realized that the Gibbs free energy of the system
is dominated by the balance of two main contributions associated with
both the small size of viral capsid and high DNA density: these are (i) the
bending energy that tends to crowd DNA on the capsid wall in order to
minimize DNA curvatures, and (ii) DNA–DNA self-interactions that tend
to oppose this self-crowding.

This is nicely illustrated by bacteriophage λ (Fig. 1): in this case,
the internal capsid diameter is approximately 55 nm, i.e. of the order of
the DNA persistence length (50 nm), which represents the typical length
scale of spontaneous bending due to thermal fluctuations. Packaging of
DNA lengths longer than the persistence length inside such a small volume
will therefore cost a significant amount of mechanical work. Similarly, the
volume fraction of DNA inside the capsid for wild-type λ is roughly 0.59,
implying small distances between consecutive DNA layers, on the order
of 2.7 nm in the case of an inverse spool conformation to be described
below. At these very short separations, dense hexagonal phases of DNA
exhibit strong electrostatic and hydration self-interactions, as shown using
the osmotic stress method by Rau and Parsegian (Rau & Parsegian, 1992;
Strey et al., 1998). As discussed below, the buffer conditions, particu-
larly the multivalent ion content, strongly influence these self-interactions,
which can be either repulsive or attractive (Bloomfield, 1997; Evilevitch
et al., 2008a). The balance between these two characteristic energies leads
to an internal ‘pressure’ on the order of several tens of atm, equivalently to
an internal force of roughly tens of pN (1 atm = 0.1 pN/nm2). We note
that in addition to these two major energetic contributions to DNA pack-
aging, the entropy cost associated with DNA packaging inside the capsid
has not been thoroughly investigated analytically and this might also play
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some non-negligible role in the total Gibbs free energy, as is suggested by
recent simulations (Forrey & Muthukumar, 2006).

Using an inverse spool conformation, Odijk was able to cast analyti-
cally these two dominant energies into a single predictive model for bac-
teriophage T7 (Odijk, 1998). In this proposed conformation, DNA is
wound in the interior of the capsid in an ordered way, filling first layers
close to the walls followed by layers of decreasing radius, finally leaving
a cylindrical hole inside the capsid devoid of any DNA (Fig. 1). It has
been well established by Cerritelli (Cerritelli et al., 1997) that this confor-
mation is the most likely and is the result of a central protein connector
that imposes internal cylindrical symmetry to the DNA condensate. In
Odijk’s model, total bending energy is calculated as the sum of elemen-
tary bending energies of circles filling the inverse spool region associated
with the DNA condensate. Similarly, DNA self-interactions are assumed
to be of purely electrostatic origin and are evaluated explicitly using a
classical Poisson–Boltzmann approach. The balance between these two
energies specifies the optimal spacing between neighboring turns of DNA
in the condensate and the main predictions of this model are (i) the spac-
ing between DNAs in the hexagonal packing within the inverse spool and
(ii) the inner radius of the condensate. The resulting theoretical values are
in quantitative agreement with Cerritelli’s experimental data. While this
model was the first to address the structural properties of packaged DNA,

Fig. 1. (a) Schematic illustration of phage. (b) Cross-section of the capsid with hexag-
onally ordered DNA, (c) d is interaxial DNA–DNA spacing.
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a quantitative discussion of the energetics in connection with a particular
structure was still missing at that time.

The next step towards this direction came from single molecule experi-
ments. Indeed, original experiments performed by Smith et al. (Smith
et al., 2001) renewed the interest of the physics community on the prob-
lem of viral DNA packaging, by providing direct single-molecule measure-
ments of the in vitro packaging rates in phage φ29. From these studies,
an internal force resisting packaging on the order of tens of pN can be
inferred, thus providing quantitative estimates of the energy associated
with packaging (as will be discussed in the next section). Based on these
experimental results, several theoretical models of DNA packaging have
been proposed in recent years, addressing a variety of issues by both ana-
lytical models and numerical simulations.

Tzlil et al. (Tzlil et al., 2003) extended Odijk’s original model to quan-
titatively include the energetics. First they allowed for shape variations of
the inverse spool condensate ranging from ideal spool to toroid, and sec-
ond they used more realistic DNA–DNA interactions based on osmotic
stress experiments (Rau & Parsegian, 1992; Strey et al., 1998). The out-
come of this extended model is to describe the relative contribution of each
of the energies (bending, self-interaction, and surface tension in the case
of attractive self-interactions induced by multivalent ions, etc.). A similar
model was proposed by Purohit et al. (Purohit et al., 2005; Purohit et al.,
2003a; Purohit et al., 2003b), further extending the theoretical discus-
sion on experimental quantities affecting the amplitude of internal force:
capsid size and shape, genome length, discreteness of DNA condensate
and buffer conditions. This work showed a strong reduction of internal
force resisting packaging if DNA–DNA interactions are switched from
repulsive to attractive conditions. Indeed in the former case, the repul-
sive self-interactions result in a high cost for self-crowding as soon as a
few persistence lengths of DNA are packaged. In the latter case, attrac-
tive interactions induce the condensation of DNA into a toroid in bulk
solution, whose dimensions are slightly larger than the capsid size in the
case of bacteriophage λ. This means that early stages of DNA packa-
ging cost much less crowding energy, because the capsid influence on
the toroid is negligible. Since more DNA is internalized in the capsid,
the DNA toroidal condensate becomes compressed, its shape changes
from a toroid to an inverse spool, and consequently free energy increases
sharply.
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One of the first simulations was performed by Kindt et al. (Kindt
et al., 2001). In this work, DNA packaging is mimicked by Brownian
molecular dynamics by inserting a semi-flexible chain made of beads into
a sphere in a stepwise fashion. By an appropriate choice of physical parame-
ters (e.g. persistence length, capsid size, and interactions between beads),
these simulations are able to quantitatively reproduce variations of the
internal force observed in single molecule experiments as nucleic acid is
translocated into the capsid. They showed for example that if attractive
DNA–DNA self-interactions are assumed due to the presence of multiva-
lent ions in the buffer, the packaging proceeds mainly in two steps. During
the first two third of genome packaging, the force increases smoothly,
the attractive interactions helping to reduce the cost of packaging, as dis-
cussed above. Then the force increases sharply during the last third of
packaging, in qualitative agreement with the experiments by Smith et al.
(Smith et al., 2001).

Many more numerical simulations of semi-flexible packaging inside
a container were subsequently proposed (Ali et al., 2006; Arsuaga et al.,
2002; Forrey & Muthukumar, 2006; Klug & Ortiz, 2003 ; LaMarque
et al., 2004; Locker & Harvey, 2006; Petrov et al., 2007a; Petrov et al.,
2007b; Spakowitz & Wang, 2005). Unlike experimental studies to date,
the use of computer simulations allows changing at will specific param-
eters of the system, such as capsid shape, twisting DNA during packag-
ing, constant rate or constant force packaging, strength of electrostatic
interactions, etc., which allows theoretical testing of the relevance of these
parameters. Consequently these works have provided important structural
insights on DNA conformation inside the capsid. However, precise exper-
imental results on DNA structure within viral capsids are not yet available
for direct comparison. Most of the simulations nevertheless showed that
semi-flexible chain organization inside cavities might not be as well ordered
as it is assumed to be in previous analytical models, unless attractive self-
interactions are included (Forrey & Muthukumar, 2006) or elongated
capsid shapes are assumed (Petrov et al., 2007b).

Another complementary way of providing quantitative data on DNA
packing energetics is to investigate DNA ejection from the capsid. Since
DNA packing properties are expected to produce mechanical ‘pressure’
on the order of several tens of atm within the capsid, it was proposed by
Kindt et al. (Kindt et al., 2001; Tzlil et al., 2003) that this pressure could
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be balanced during in vitro triggered DNA ejection by osmotic pressure
in the solution bathing the capsids. This was confirmed by Evilevitch
et al. (Evilevitch et al., 2005; Evilevitch et al., 2003), where incomplete
DNA ejection from the bacteriophage λ capsid is observed (see Section
2.2 below). Using these data together with an appropriate modeling of
the osmotic force resisting ejection from the bacteriophage (Castelnovo
et al., 2003; Evilevitch et al., 2004), it was possible to compare the ana-
lytical models mentioned above with experimental data. This osmotic
force is associated with the thermodynamic PV work of creating a cavity
large enough to accommodate DNA, where P is the osmotic pressure
outside the capsid and V is DNA volume. An excellent quantitative agree-
ment was observed with λ deletion mutants (Grayson et al., 2006), thus
validating the current theoretical description.

As mentioned above, buffer conditions strongly influence the ampli-
tude of internal force resisting packaging. This was shown recently using
the osmotic suppression technique with bacteriophage λ (Evilevitch et al.,
2008a) by increasing the concentration of various multivalent ions (mag-
nesium, spermine) in solution. The experimental data were success-
fully interpreted within the framework of previous theoretical models by
changing the parameters of DNA self-interactions, providing further credi-
bility to the inverse spool model; however, recent studies indicate that our
understanding of DNA packaging properties is still incomplete. First, a
striking feature of all the simulations mentioned so far is that the final con-
formation of packaged DNA might deviate significantly from the inverse
spool, which is the basis of the successful model described above (Forrey
& Muthukumar, 2006). Further, it appears that the order of magnitude of
internal force resisting packaging is not very sensitive to the final confor-
mation. These facts suggest that some rather general formulation of this
force beyond the inverse spool models is needed. Indeed, Castelnovo et al.
(Castelnovo & Evilevitch, 2007) showed that osmotic suppression data
on bacteriophages λ and T5 is equally well described using a structureless
model (i.e. no hexagonal packing is assumed) of the DNA condensate. In
this simple model, DNA self-interactions are assumed to be of excluded
volume or hard-core type, and the only length dependent contribution to
the internal force comes from bending penalty. Therefore this work ques-
tions the reason for the agreement of structured and structureless models,
which remains an open question.
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2.2. DNA Ejection Experiments

In order to infect a cell, viruses must release the nucleic content of their
capsids into the host cell. Tailed bacteriophages attach to specific receptors
on the surface of the host, which triggers DNA ejection into the cell.
Extracting and purifying such receptors provides an important tool to
study phage ejection mechanism in vitro; only a few phage receptors have
been successfully purified, however. For example, the LamB receptor of
λ (Roa & Scandella, 1976), the FhuA receptor of T5 (Boulanger et al.,
1996) and the YueB780 receptor of SPP1 (Sao-Jose et al., 2006) can be
purified in functional form. Although the mechanism of complete DNA
ejection from phage in vivo is not entirely clarified, there is experimental
and theoretical evidence that the DNA internal force is responsible for
initiating the ejection process and for the translocation of the first DNA
fraction into the cell. Some of the main questions related to the DNA
ejection process are:

• Is the internal force stored in the capsid responsible for DNA release
from phage in vivo?

• How do osmotic pressure, salt and DNA length affect the extent and
rate of DNA ejection?

Capsids are permeable to water and smaller ions but are impermeable to
larger molecules like polyethylene glycol (PEG) (Evilevitch et al., 2003).
DNA packaging experiments, described above, demonstrate that forces
inside a phage capsid can reach values greater than 50 pN (Fuller et al.,
2007; Smith et al., 2001) (corresponding to ∼50 atm internal pressure)
when a genome is fully packaged. Binding of the cellular receptor to the
phage tail opens the tube and the internal force of the pressurized DNA,
Feject , promotes full ejection of the genome. When the ejection is triggered
in the presence of added osmolytes, which generate an external osmotic
pressure, this ejection force will be balanced by the osmotic force resisting
ejection of DNA from the capsid. The osmotic force resisting ejection has
been attributed to a decrease of the hydration properties of DNA inside the
capsid resulting from a change in the chemical activity of the water hydrat-
ing DNA induced by osmolytes (Evilevitch et al., 2008a). DNA ejection
will thus proceed until the forces are equal, Feject = Fresist . PEG is an inert
osmotic agent that is widely used to set osmotic pressure in biological sys-
tems and to mimic bacterial cytoplasm (Zimmerman, 1993). In order to
address the question as to whether phage DNA ejection can be suppressed
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by osmotic pressure, we have used PEG 8000 (MW = 8000 Da) which
is too large to enter the capsid and for which the osmotic pressure has
been well calibrated (Evilevitch et al., 2003; Parsegian et al., 1986; Rau &
Parsegian, 1992). In our experimental setup, purified phage λ particles
were incubated with increasing concentrations of PEG 8000 in the pres-
ence of DNase I (Evilevitch et al., 2003). Once the tail tube is opened
with the LamB receptor, DNA is ejected into solution and digested into
nucleotides by DNase I, leaving the unejected DNA fraction intact (un-
digested) inside the capsid. The fraction of DNA ejected is determined
by measuring the concentration of nucleotides (digested DNA) by UV
absorbance after removing DNA-containing capsids by centrifugation (see
Fig. 2a). We found that the fraction of DNA ejected from phage λ (capsid
outer diameter 63 nm containing 41.5 kb DNA, 86% the length of the wt
48.5 kb genome) decreases monotonically with increasing osmolyte con-
centration and is completely inhibited at osmotic pressure corresponding
to 20 atm (see Fig. 2b) (Evilevitch et al., 2003).

Analysis of DNA length remaining in the capsid, using pulsed-
field gel electrophoresis, nicely confirmed these data (Evilevitch et al.,
2005). Osmotic suppression measurements were also performed with

Fig. 2. (a) Illustration of osmotic suppression experiment, (b) Fraction of DNA
ejected as a function of the osmotic pressure (calculated from the concentration of
PEG 8000). Data are presented for samples taken from three different phage stocks.
Horizontal and vertical error bars represent one standard deviation and were deter-
mined by propagation of errors in the PEG concentration and the absorbance. Adapted
from: E. Nurmemmedov, M. Castelnovo, C.E. Catalano, A. Evilevitch. Biophysics of
viral infectivity: Matching genome length with capsid size. Q. Rev. Biophys. 40(4):
327–356 (2007). Copyright Cambridge University Press.
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bacteriophage T5 (capsid outer diameter 90 nm containing 113 kb DNA),
where the fraction of ejected DNA was determined as a function of osmotic
pressure set by PEG 8000 (Castelnovo & Evilevitch, 2007). Similar to
phage λ, the fraction of DNA ejected progressively decreased with increase
in osmotic pressure exerted by the osmolyte; however, the pressure
required to completely inhibit DNA ejection was only 6 atm (compared to
20 atm for λ) (Castelnovo & Evilevitch, 2007). Modeling internal ejection
forces for phages λ and T5 as a function of DNA remaining inside the cap-
sid and rescaling these data with regard to the capsid size and DNA filling
density produces a ‘master plot’ showing that despite differences in inter-
nal pressure the osmotic suppression data for these two different phages
is superimposable (Castelnovo & Evilevitch, 2007). This nicely illustrates
that the same physical parameters control DNA ejection from two dis-
tinctly different bacteriophages and suggests that there is a general mech-
anism of DNA ejection that applies to many dsDNA viruses that use ATP-
driven motors to package their genomes. These osmotic suppression exper-
iments also partially recapitulate ejection behavior in vivo by mimicking the
colloidal milieu of the host cell cytoplasm, which also exerts osmotic force
on phage DNA during ejection and packaging processes. For instance,
osmotic pressure inside E.coli cells under normal conditions is at least 2–
4 atm (Neidhardt, 1996). We have demonstrated that wild-type phage λ

can passively eject only 60% of its genome against this pressure (Grayson
et al., 2006). Hence, the pressure induced by the tightly packaged DNA
inside the phage capsid is insufficient to complete DNA ejection in vivo.

Various two-step in vivo DNA internalization scenarios have been sug-
gested for phage (Alcorlo et al., 2007; de Frutos et al., 2005b; Evilevitch,
2006; Gonzalez-Huici et al., 2004; Inamdar et al., 2006; Kemp et al.,
2004; Lof et al., 2007b; Molineux, 2001). For example, genome transfer
from φ29 is described as a push-pull mechanism such that the first ∼65%
of the genome is ‘pushed’ into the cell by pressure, while the remain-
ing 35% is ‘pulled’ into the cell by enzyme-assisted processes (Alcorlo
et al., 2007; Gonzalez-Huici et al., 2004). Similarly, it was shown that
only 8% of T5 genome is injected into cell in the first step, allowing pro-
duction of phage-encoded proteins that are necessary for the internal-
ization of the remaining DNA (Lanni, 1968). Interestingly, the in vitro
osmotic suppression measurements on phage T5 described above indi-
cate only ∼9% of the wild-type T5 genome (121.75 kbp) is ejected at
an osmotic pressure of 3–4 atm (corresponding to cytoplasmic pressure),
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consistent with the in vivo observations (Castelnovo & Evilevitch, 2007).
For bacteriophage T7, experimental evidence suggests that its entire
genome is actively pulled into the cell by RNA polymerases, similar to
the situation observed for T5 (Kemp et al., 2004; Molineux, 2001). In
addition, there is now evidence that the portion of DNA that is not pas-
sively ejected into the cell by pressure can be pulled out of the phage
capsid by adsorbing and ratcheting effects of non-specific DNA-binding
proteins, such as HU protein in E. coli (Lof et al., 2007b), as well as by
the condensing effects of polyamines (i.e. spermidine) also present in cells
(de Frutos et al., 2005a; Evilevitch, 2006). For instance, the addition of a
non-specific DNA-binding protein, HU, to a solution of phage λ has been
shown to significantly increase the rate of ejection (Lof et al., 2007b).

As has been discussed above, the length of the packaged DNA has
a pronounced effect on the internal pressure. The ability to accurately
predict the force required to stop DNA ejection or to stop packaging of
the DNA into a capsid is clearly important to our fundamental under-
standing of the viral replication cycle and has many practical applications.
For instance, for gene therapy purposes non-viral DNA vectors are pack-
aged into adenovirus capsids that are transfected into mammalian cells
(Amalfitano & Parks, 2002). Therefore, it is important to have models
that can predict whether vector packaging is feasible. As described above,
such direct comparisons and rescaling based on the DNA filling density and
capsid size has been made with phages λ and T5 (Castelnovo & Evilevitch,
2007). Furthermore, one can directly verify the effect of genome length on
internal force by osmotic suppression studies on the same phage but with
different genome lengths packaged into it. The effect of genome length
was verified for phage λ mutants containing 48.5 (wild-type phage), 41.5
and 37.7 kb DNA (Grayson et al., 2006). Ejection of DNA from all three
λ mutants rapidly decreases up to ∼50% ejected fraction and then slowly
progresses to completion. It was evident that the length of ejected DNA
of the shortest DNA λ mutant (37.7 kb) was always smaller than that of
wild-type λ (48.5 kb) at every PEG concentration. The external osmotic
pressure required to completely inhibit DNA ejection was found to be
strongly dependent on the genome length. For λ (37.7 kb) it was found
to be 10–15 atm while that for λ (48.5 kb) it was 20–25 atm. Thus, a
20% longer genome (37.7 kb vs 48.5 kb) doubles the pressure suppressing
ejection. A nice agreement between these data and the theoretical model
description (Kindt et al., 2001; Purohit et al., 2003b; Tzlil et al., 2003)
was found (Grayson et al., 2006).
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Considering that viral capsids are permeable to ions and realizing that
electrostatic interactions between DNA strands is the major determining
parameter of internal force, salt conditions become equally important, on
a par with packaged genome length. The effect of mono-, di- and multi-
valent DNA counter ions on internal pressure has been investigated. The
extent of ejection from phage λ at a fixed osmotic pressure of 4 atm (mim-
icking cytoplasmic pressure) has been measured as a function of concentra-
tion of salts with 50 mM Tris-HCl and 10 mM MgSO4 as standard buffer
present in all solutions (Evilevitch et al., 2008a). While Na+ ions had no
effect on the fraction of DNA ejected, adding 30 mM Mg2+ ions halved
the ejected DNA fraction (which initially was around 60%) and with 1 mM
tetravalent spermine the ejection was nearly completely suppressed with
only 5% DNA ejected (Evilevitch et al., 2008a). This is explained by the
fact that Mg2+ ions screen DNA–DNA repulsive interactions while sper-
mine also induces attraction between DNA strands (Arscott et al., 1990;
Bloomfield, 1991; Raspaud et al., 2005; Raspaud et al., 1998; Schell-
man & Parthasarathy, 1984; Sikorav et al., 1994; Suwalsky et al., 1969),
leading to a significant decrease in the internal ejecting force. In fact, cryo-
electron micrographs have shown that a stable DNA toroid remains inside
the capsid when λ is incubated with LamB receptor in vitro in the presence
of 1 mM spermine (4+) and DNase I (Evilevitch, 2006) (see Fig. 3).

This cryo-electron microscopy (cryoEM) micrograph shows a relaxed
DNA toroid inside the phage capsid when 60% of its genome has been
ejected allowing the interaxial spacing between neighboring DNA strands
in the capsid to be equal to that found in the a DNA toroid condensed by
spermine in the bulk (Arscott et al., 1990; Bloomfield, 1991; Raspaud
et al., 2005; Raspaud et al., 1998; Schellman & Parthasarathy, 1984;
Sikorav et al., 1994; Suwalsky et al., 1969). Interestingly, if DNase is not
present in the sample, all of the DNA will be pulled out of the capsid
by the larger DNA condensate (condensed by spermine) formed outside
phage particles. This is similar to an Ostwald ripening process, with the
larger toroid growing at the expense of the smaller one (Evilevitch, 2006).
Coincidently, early studies found that infection of phage λ in vivo is inhib-
ited in the presence of several polyamines (Harrison & Bode, 1975). The
fact that spermine significantly decreases the DNA ejection force within
the capsid and that this force is required to eject DNA into an osmotic
pressure gradient of a few atmospheres in the cell can explain this data. It
should be noted, however, that the presence of polyamines can also affect



Physics of Viral Infectivity 231

Fig. 3. Cryoelectron micrograph of toroidally condensed DNA remaining unstressed
in the capsid (wild-type phage, 48.5 kbp), following ejection at zero “external” osmotic
pressure in the presence of spermine. Adapted from: E. Nurmemmedov, M. Castel-
novo, C.E. Catalano, A. Evilevitch. Biophysics of viral infectivity: Matching genome
length with capsid size. Q. Rev. Biophys. 40(4):327–356 (2007). Copyright Cambridge
University Press.

the transmembrane potential which has been shown to be important for
phage T7 infection (Kemp et al., 2004; Molineux, 2001).

Internal and external forces acting on viral DNA can also be probed
by measuring the rate of DNA ejection. The rate of ejection in vitro from
phage λ was determined using time-resolved dynamic light scattering as
a function of DNA length and temperature (Lof et al., 2007a; Lof et al.,
2007b). Comparing two genome length mutants (37.7 and 45.7 kbp) with
wild-type λ (48.5 kbp), it was found that the initial ejection rate increases
in almost direct relationship with the initially packaged genome length,
while the total time to completely eject DNA was nearly constant for all the
genome lengths. Assuming that the net force of ejection is F = Feject − fv,
where Feject is the internal DNA ejection force, f is the friction coefficient
and v is the rate of ejection, Feject − fv = 0 at steady-state and the rate of
ejection is therefore v = Feject/f . Assuming that the friction coefficient is
the same for all three phages (since capsid and tail dimensions, where fric-
tion occurs with the DNA, are constant for all three viruses), then the rate
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of ejection will depend directly on Feject, which has indeed been observed
(Lof et al., 2007b). This again confirms that initial DNA ejection from
phage is entirely dependent on the internal DNA force. In accord with
earlier observations of salt effects on internal genome force (Evilevitch
et al., 2004; Evilevitch et al., 2008a), single molecule fluorescence mea-
surements (Grayson et al., 2007) of DNA ejection kinetics from λ also
show strong ejection rate dependence on salt conditions. It was found
that replacing 10 mM Na+ with 10 mM Mg2+ ions increased ejection
time nearly 10 fold, suggesting that internal force inside phage decreases
by a factor of 2. Maximum measured DNA translocation rates for DNA
ejection from λ were up to 60 kb/s (with 10 mM Na+ ions in 10 mM
Tris-HCl buffer), comparable to translocation rates found for phage T5
(lower bound of 75 kb/s) in an analogous single molecule fluorescence
study (Mangenot et al., 2005). Similar speeds were found for the opposite
process of DNA packaging in φ29 (10 kb/s) (Rickgauer et al., 2008). The
kinetics of T5 DNA ejection was also investigated using static light scat-
tering (de Frutos et al., 2005b); however, direct comparison with mono-
tonic ejection from λ cannot be made since step-wise ejection behavior
was observed in T5 due to the presence of nicks in the DNA. While most
of the genome is ejected by internal pressure in vitro in the absence of
external osmotic pressure, the last unconstrained DNA part will remain in
the tail for a long time before it will diffuse out, since it is not affected by
DNA–DNA repulsion and bending forces (Evilevitch, 2006). This makes
it difficult to determine the total time required for complete ejection in
both single molecule and bulk measurements.

Current internal force models accurately account for changes in ejec-
tion rate associated with changes in genome length and salt conditions.
They fail, however, to explain the temperature effect on ejection kinetics.
While internal force predicts weak temperature dependence, we found a
nearly exponential increase in ejection rate with increasing temperature
(Lof et al., 2007b). Comparing the ejection times for λ, we see that there
is a nearly ten times rate difference, with most DNA released in 11 min at
15◦C compared to 1 min at 37 ◦C. A suggested mechanism that explains
such ejection behavior is due to the temperature sensitive conformational
changes induced in the tail–receptor complex forming the pore (including
the portal) through which DNA passes. It is likely that the tail-receptor
portal can adopt at least two conformations — an ‘open’ conformation
through which DNA can freely pass or a ‘closed’ conformation blocking
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the DNA exit (vide supra). We propose that the probability of occurrence
of the ‘open’ conformation increases with increasing temperature, keep-
ing the portal-tail pore open longer and thus speeding up the ejection of
DNA from phage. Such a mechanism will be coupled to an energy of acti-
vation. This also explains why no ejection occurs in vitro from λ at 4◦C
with receptor present (Lof et al., 2007b). Similarly, DNA ejection from
phage T5 is completed within minutes at 30–41◦C, while at lower tem-
peratures it takes hours to days for completion (de Frutos et al., 2005b);
the free energy of activation barrier for T5 was estimated to 2.9 × 10−19 J
(de Frutos et al., 2005b).

In contrast to the phages, the entire viral particle enters the host cell
in many eukaryotic viruses. In many cases, however, the viral genome still
needs to be ejected into the cell nucleolus (Ojala et al., 2000). For some
dsDNA eukaryotic viruses, like herpes simplex virus type 1 (HSV-1), it
was shown that it injects its DNA into the nucleus in a manner analogous
to bacteriophage DNA ejection into the host cytoplasm (Cardone et al.,
2007; Newcomb et al., 2007). After the HSV-1 nucleocapsid has entered
the host cell by a membrane fusion event, it is transported towards the
nucleus where it docks to the nuclear pore and ejects its genome into the
nucleus, leaving the empty capsid in the cytosol. Thus, HSV-1 strongly
resembles many aspects of phage biology in that it also packages its DNA
into a pre-assembled capsid using an ATP driven motor and ejects the
genome through a portal located in one of its vertices (Cardone et al.,
2007; Newcomb et al., 2007).

The experiments described above suggest that internal pressure result-
ing from DNA confinement within the capsid may provide a common
mechanism for genome ejection in many dsDNA viruses, specifically
those that package their genomes with an ATP driven motor (the small
dsDNA viruses that spontaneously self-assemble a nucleocapsid e.g. poly-
oma virus, do not utilize a packaging motor and thus are not under pres-
sure (Oppenheim & Peleg, 1989)). Thus the ability of these viruses to
infect by injecting their genome into the cell or cell nucleus is determined
by DNA internal force set by the packaged DNA density and capsid size.
This force also strongly depends on ambient salt conditions. However,
this pressure alone appears to be insufficient to deliver the entire genome
into the cell. Once passive pressure-driven ejection step has ceased, cellular
DNA-binding proteins and polyamines can complete internalization of the
viral genome by ratcheting, adsorption and/or condensation mechanisms.
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3. Capsid Strength

3.1. Theoretical Considerations

In this section, we introduce briefly the physical concepts underlying capsid
stability. Viral capsids are formed by the self-assembly of one or several pro-
teins (two in the case of phage λ excluding portal protein) to form a closed
shell structure with high symmetry. As outlined by the pioneering work of
Caspar and Klug (Caspar & Klug, 1962), most viral shells exhibit icosahe-
dral symmetry composed of pentameric (i.e. five proteins) and hexameric
(i.e. six proteins) structures at the shell’s faces. Accordingly, viral capsids
are classified using the so-called T -numbers: an icosahedral structure can
be constructed from a hexagonal lattice by inserting pentagons at sites of
the hexagonal lattice that are separated by h steps along one lattice direc-
tion and k steps along the other, with h and k non-negative integers. The
integer T = h2 + k2 + hk is then the number of inequivalent sites in the
resulting shell, which is made of 12 pentagons and 10(T − 1) hexagons.
So for instance, phage λ head is therefore classified as an icosahedral T = 7
capsid (h = 2 and k = 1) (Dokland & Murialdo, 1993).

From a physical point of view, the capsid must withstand several tens of
atmospheres internal pressure due to packaged DNA, as discussed above.
The interactions between proteins at the capsid surface are mediated by
non-covalent hydrophobic, hydrophilic and electrostatic bonding interac-
tions that provide the robustness and stability of the capsid. A variety of
approaches have been taken to gain theoretical insight into the question
of capsid stability (reviewed in Gibbons & Klug, 2007a).

First, capsids were investigated using Normal Mode Analysis start-
ing with atomic information on capsid structure available from crystal-
lographic data in the Protein Data Bank (Tama & Brooks, 2005). This
method allows the main directions of motion of the whole capsid to be
determined and has proven a useful method to analyze large-scale con-
formational changes in some plant viruses (e.g. CCMV, which is an RNA
virus). However, this method does not allow precise quantification of cap-
sid robustness. A second approach to investigate capsid stability is to start
from a macroscopic continuous description of closed shells. We restrict
ourselves in this section to the particular case of thin shells, which is effec-
tively the most relevant one for interpretation of nanoindentation studies
on capsids (see Gibbons & Klug, 2007b). In this approach, the capsid is
described by two elastic constants characterizing the in-plane stretching of
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the shell, and its bending out of plane. These elastic constants are conve-
niently combined into the Foppl-von Karman (FvK) dimensionless param-
eter, which for a spherical shell of radius R:

γ = ER2

κ

where E is the 2D Young Modulus and κ is the out-of-plane bending mod-
ulus. This number represents the ratio between stretching and bending
stiffness. Several works were devoted to the analysis of these continuous
models with different geometries by varying the FvK number (Lidmar
et al., 2003; Nguyen et al., 2005; Widom et al., 2007). In particular, it
was shown that FvK number controls the general morphology of the thin
shell: at low FvK numbers, the shell is nearly spherical while for larger FvK
numbers a significant faceting of the shell is observed. Furthermore, the
models constitute a theoretical framework for the interpretation of capsid
nano-indentation experiments, since it predicts a nearly linear relationship
between force and indentation (Ivanovska et al., 2007; Ivanovska et al.,
2004; Klug et al., 2006; Michel et al., 2006). More precisely, the effective
spring constant associated with this linear behavior is given by:

kcap = αh2E
R

where h is the capsid wall thickness and α is a factor depending on inden-
tation geometry.

Complementary insights on capsid stability are coming from the use
of triangulated surfaces, as described by Buenemann et al. (Buenemann &
Lenz, 2007). These authors reproduced a number of experimental obser-
vations using triangulated surfaces with elastic (stretching) and bending
energy, where each capsomer is represented by several vertices. More-
over different behavior is observed when the indentation is performed
on pentamers or hexamers, the former being softer than the latter. This
weakness of pentamers in the icosahedral capsid is predicted to result in
a buckling instability, where the main curvature of the shell has been
inverted at the pentamers. This type of model allows prediction of the
critical breaking force of empty and full capsids. It was theoretically found
that pressurized capsids, like in DNA-filled capsids, increase the critical
breaking force upon indentation, the pressurized genome helping to resist
the imposed deformation. Finally, critical rupture by internal stress (no
external force applied), as one provoked by osmotic shock, experiments
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was also investigated. In such an experiment, the internal pressure of a
capsid is sharply increased due to a sudden change in the environment,
and forces larger than critical breaking force are generated. Interestingly,
Buenemann et al. found that robustness of capsid as determined by crit-
ical rupture force correlates well with the presence of a pressurized or a
non-pressurized genome.

3.2. Measuring Elasticity and Strength
of Viral Capsids

Survival success of viruses hinges in their ability to take control over host’s
cellular machineries and to withstand physical conditions to which they
are exposed. The latter is critically dependent on factors such as genome
density and capsid strength (De Paepe & Taddei, 2006). More explicitly,
safekeeping of viral genetic material, successful delivery of the genome
into the host cell, and survival between infection events, during which
viruses are susceptible to a variety of mechanical damage, are critical. As
discussed above, phages (and quite likely many eukaryotic dsDNA viruses)
are exposed to internal genome pressures of tens of atmospheres. While
high internal pressure is required for successful genome injection into a
host cell, it was also shown that viability of 12 different phages, defined
by capsid rupture, was significantly increased with increasing density of
packaged DNA (De Paepe & Taddei, 2006). Notwithstanding, phages
in nature are well suited to host-to-host replication cycles by virtue of
their capacity to withstand environmental stresses, including pH, temper-
ature, osmotic pressure, salt concentration and mechanical shear forces.
For example, E. coli, which is host to many tailed phages, are subjected
to high shear forces in nature (Thomas et al., 2002). Therefore, phages
that in turn adsorb to the surface of E. coli cells during infection are also
exposed to high external sheer forces (Ivanovska et al., 2007). As discussed
above, viral capsids are typically held together by non-covalent bonding
interactions (hydrophobic, electrostatic, etc.) and the ensemble of interac-
tions must withstand the internal capsid pressures and in addition a variety
of external forces. All of these factors raise several conceptual questions:

• What are the mechanical properties of capsids and how do they depend
on capsid dimensions?

• How is packaged genome length correlated with the capsid strength?
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Capsids of many viruses can be self-assembled in vitro from their puri-
fied proteins (the morphologically defined units of which are also called
‘capsomers’), given the proper buffer conditions (Caspar & Klug, 1962).
So for instance, cowpea chlorotic mottle virus (CCMV, a plant virus), can
self-assemble around its RNA genome without involvement of auxiliary
factors (Bancroft et al., 1968a; Bancroft et al., 1968b; Finch & Bancroft,
1968; Hiebert et al., 1968; Wagner & Bancroft, 1968). In contrast, many
dsDNA viruses actively package their genomes into a pre-assembled capsid.
In these cases, capsid assembly requires the transient association of chap-
erones, scaffolding proteins and maturation proteases (Dokland, 1999;
Gaussier et al., 2006; Hendrix et al., 1983; Ptashne, 2004). Scaffolding
proteins bind to capsid shell proteins inducing co-polymerization into an
icosahedral protein shell. Regardless of the mode of assembly, the resultant
capsids are comparable in structure (typically icosahedral symmetry) and
in non-covalent capsomer–capsomer interactions. (Gan et al., 2004; Gan
et al., 2006; Lata et al., 2000; Lee et al., 2004; Wikoff et al., 2003; Wikoff
et al., 2006; Wikoff et al., 1998; Wikoff et al., 1999; Wikoff et al., 2000).
The assembly process is often followed by a maturation step (typically
induced by DNA packaging), in which the capsid proteins undergo rear-
rangement (sometimes capsid proteins leave while new ones are added)
resulting in capsid expansion and shell wall thinning.

The use of Atomic Force Microscopy (AFM) allows quantitative study
of the mechanical properties of viral particles by manipulating individual
capsids at the nanometer scale (Ivanovska et al., 2004). In addition to
providing high resolution imaging of viral particles in liquid (see Fig. 4a
and b), the AFM tip can apply force on single viral particles in order to
obtain real-time force-distance (F-z) curves as the nanometer size tip of
the cantilever scans the specimen surface (Ivanovska et al., 2004), see
Fig. 4c. Probing phage capsids with an AFM tip generally results in two
regimes: reversible deformations are usually observed when force below
a certain value is applied, while irreversible rupturing occurs at higher
applied force values (Ivanovska et al., 2007; Ivanovska et al., 2004). These
studies provide three parameters describing the capsid mechanical prop-
erties: i) information about the capsid’s mechanical limits and strength
of capsomer–capsomer bonds is provided by the threshold force beyond
which the interactions between capsid proteins collapse, referred to as
the ‘breaking force’ Fbreak, ii) due to an essentially linear response to
deformation, the spring constant, k, can be obtained by linear fit to the
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Fig. 4. High-resolution AFM imaging of λ phage capsids (3-D with shadow): (a)
intact phage λ, (b) same phage as in panel (a) but after breakage induced by an AFM
tip, (c) FZ curves of full wild-type versus empty phage λ. The data are displayed
as observed capsid height vs. force. The deformation of the capsid is linear until a
critical deformation is reached, after which a sudden decrease in capsid height can
be observed. The dashed line is inserted to guide the eye, because there are no data
recorded between these gaps. Adapted from Ivanovska et al. (2007).60 Copyright 2007
National Academy of Sciences, U.S.A.

force-distance curves, iii) using a homogeneous thin-shell theory approx-
imation (Ivanovska et al., 2004) or finite element simulations (Klug et al.,
2006), Young’s modulus, E , can also be obtained. The spring constant and
Young’s modulus are measures of a capsid’s elasticity, and whilst k is depen-
dent on the material geometry, E is an intrinsic geometry-independent
material property.

AFM nanoindentation studies of empty viral capsids reveal unique
mechanical properties for different classes of viruses, which can in turn
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be directly related to a virion’s replication cycle. For example, we have
stressed throughout this review that the presence of the internal genome
pressure in the complex dsDNA viruses, which is required for DNA ejec-
tion into the host cell, is distinct from many eukaryotic single stranded
RNA (ssRNA) viruses, which do not appear to require internal pressure
for genome release. Indeed, it was found that Young’s modulus of the
empty φ29 procapsid is ∼1.8 GPa (Ivanovska et al., 2004) (comparable to
hard plastics) which is close to the value obtained for empty phage λ cap-
sid, ∼1 GPa (Ivanovska et al., 2007). For comparison, Young’s modulus
for the ssRNA plant virus CCMV was measured to be 0.14 GPa (Michel
et al., 2006) and in the animal virus murine leukemia virus (MLV) it was
0.23 GPa (Kol et al., 2006). The fact that Young’s modulus for these two
ssRNA viruses is one order of magnitude smaller than for dsDNA bacterio-
phages reflects the fact that the phage capsids are significantly more robust
and can tolerate much higher internal force exerted by their genomes. At
the same time, the maximum indentation is similar for all four viruses
above, about 20–30% of capsid height. Above this indentation, the AFM
cantilever tip causes irreversible capsid rupture with catastrophic drop of
force. However, the force required to break an empty λ capsid is 0.8 nN
(Ivanovska et al., 2007), similar to the force found for CCMV (0.6 nN)
(Michel et al., 2006) but two times lower than the breaking force found
for empty φ29 (∼1.5 nN) (Ivanovska et al., 2004). Taking into account
capsid thickness, this provides us with information about capsid rigid-
ity and capsomer–capsomer interactions. The φ29 procapsid, which has a
thickness similar to that of λ (about 1.8 nm), is able to withstand higher
force by being more elastic (also confirmed by measured spring constants:
0.31 N/m for φ29 and 0.13 N/m for λ). This can be related to the fact
that λ has slightly higher DNA packaging density and thus higher internal
pressure compared to φ29 (Purohit et al., 2003b) and therefore needs to
be more rigid in order to maintain its pressure constant without expansion.

Thus, AFM probing of viral shells reveals fundamental physical prop-
erties controlling the viral replication cycle. The recent discovery of
genome pressures in several phages raises the question about the correla-
tion between capsid strength and genome pressure. Many phages exhibit
lower and upper packaged DNA length limits; for instance, it has been
shown that phage λ can package only between 78 and 106% of its genome
in vitro (where 100% corresponds to wild-type λ-DNA 48.5 kb) (Feiss
et al., 1977). With the help of AFM one can learn whether capsid strength
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limits the extent to which a viral shell can be pressurized, which must
in turn be correlated with the maximum force that the DNA packaging
motor can exert. With jumping mode AFM, we have measured force-
distance deformation of phage λ capsids as a function of packaged genome
length for 78–100% of wild-type λ-DNA length (37.7, 45.7 and 48.5 kb
DNA) (Ivanovska et al., 2007). All capsids behaved elastically at small
deformations, and spring constants could be obtained from the force-
distance curve slopes. The maximum capsid breaking force was also deter-
mined. These data indicate that phages with wild-type DNA are twice
as strong as shorter genome mutants, which behave like empty capsids
(Fbreak ∼ 1.6 nN vs. ∼ 0.8 nN and k ∼ 0.23 N/m vs. ∼ 0.13 N/m), as
shown in Fig. 4c. This is regardless of the high internal pressure of tens
of atm present also in shorter DNA length phage mutants (Grayson et al.,
2006). This is due to the fact that DNA-hydrating water molecules exert
an osmotic pressure inside capsids that increases exponentially when the
packaged DNA density is close to wild-type phage. This osmotic pressure
raises the wild-type DNA capsid strength and is approximately equal to
the maximum breaking force of empty shells. This result confirms that the
strength of the shells limits the maximal packaged genome length.

Upon AFM tip induced deformation of the capsid, water molecules
hydrating tightly packed DNA are displaced through the capsid pores. The
DNA hydration force is the force required to displace water molecules
from DNA out to the bulk solution and is described by the osmotic pres-
sure. Using DNA osmotic pressure data (Parsegian et al., 1986; Rau &
Parsegian, 1992; Strey et al., 1998) it is evident that the osmotic pressure
inside the capsid is sufficient to provide extra strength against external
deformation only at 100% wild-type DNA packaging density, analogous
to the osmotic pressure in biological cells. Thus it is not the DNA itself but
water molecules hydrating it that provide significant contribution to the
force resisting capsid deformation and breaking. Consistently, if the DNA
hydration forces are decreased by incubating wild-type DNA (wt-DNA)
phage λ in higher salt concentration, the capsid changes its mechanical
properties and behaves like an empty capsid (Ivanovska et al., 2007). This
demonstration provides a stringent test of the hydration force interpreta-
tion above. We have proposed that such evolutionary energy optimization
presumably determines the genome length of wt-DNA phages, since they
can survive twice the external mechanical stress compared to its shorter
genome mutants that are abundant in nature (Ivanovska et al., 2007). As
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mentioned above, external mechanical stresses comparable to the stress
induced on the capsid by the AFM cantilever is present in the natural
phage environment due to the fact that its host (E. coli) forms colonies
under high shear flows (Thomas et al., 2002). Thus, the capsid’s strength
is related to the phage’s ability to infect (by optimizing genome packaging
density that must provide sufficient pressure) and also survive internal and
external stresses to which it is exposed between infection events.

Similar to phage λ, the genome-filled capsids of CCMV virus (Michel
et al., 2006) and ssDNA minute virus of mice (MVM) virus (Carrasco et al.,
2006) have greater resistance to breaking with an AFM tip, indicating
greater capsid strength in comparison to empty capsids. However, the
physical basis for this behavior may differ from that found in λ since these
viruses do not have internal pressure and the genome hydration force is
therefore low.

Internal force from higher genome packaging density in phages leads
to increased lateral stress on the capsid walls due to the large outward pres-
sure. Because of the thermal fluctuations of capsid proteins, this results in
more frequent rupture of the capsids in direct correlation with the genome
density (De Paepe & Taddei, 2006). In contrast, osmotic outward pressure
also caused by high genome confinement stabilizes phage particles against
external deformations, as discussed above. Thus, in nature, there is precise
balance of the forces acting externally and internally on a viral particle that
are determined by the viral genome length and capsid strength, that are
in turn controlled by salt ions in the viral milieu.

4. Concluding Remarks

The majority of viruses possess spherical, icosahedral protein shells with
radii varying between 10 and 100 nm and with thicknesses of a few
nanometers corresponding to a single protein layer. Viral capsids protect
genomes that are tens of microns in contour length. Complete genome
encapsidation implies that the virus must be stable enough to withstand
the internal forces exerted by its packaged genome and external forces
from its environment. Yet, it must be unstable enough to rapidly release
its genome in the cell during infection. Thus, there must exist a unique
match between the viral genome length and capsid size and strength that
is adjusted to the biological and physical properties of the host cell. An
understanding of the fundamental physical principles that control viral
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encapsidation and genome release provides tools for the rational design of
therapeutic agents that selectively interfere with the encapsidation process
(e.g. charged molecules that specifically bind to viral capsid proteins and
slightly change the interior charge of the capsid will interfere directly with
the genome charge and thus affect the internal pressure), and in addition
tools to improve encapsidation in vitro in order to make stable vectors for
gene delivery.

There are two main pathways of viral assembly. In the first case, viral
capsid proteins spontaneously self-assemble around the genome to make
an infectious particle. Electrostatic interactions between capsid proteins
and genome have been shown to play a central role in the self-assembly pro-
cess, which can therefore be controlled by ionic strength and pH (Kegel &
Schoot Pv, 2004). In the second case exemplified by the herpesviruses and
many bacteriophages, the capsid proteins first assemble into an empty pro-
capsid and the viral genome is then actively packaged into the capsid by
a terminase motor complex fuelled by ATP hydrolysis. In both cases, a
precise match between the capsid size and the genome length is of great
importance for efficient encapsidation. In this review we have focused on
the latter genome encapsidation process, with dsDNA bacteriophage as a
main experimental system.

The primary purpose of this review is to describe biophysical
approaches to learn about the mechanisms of viral infectivity, specifi-
cally focusing on the observation of high internal capsid pressures due
to strongly confined DNA. Phage provide ideal experimental systems to
define the correlation between genome and capsid dimensions since they
can be genetically modified and assembled both in vivo and in vitro to
form mutants with varying capsid size (e.g. phage T4) as well as pack-
aged DNA length (e.g. phage λ) (Hendrix et al., 1983; Ptashne, 2004).
Driven mainly by physical models (see Section 2.1), experimental studies
have combined single molecule measurements, which allow imaging and
manipulation at nanometer resolutions, with bulk measurements that pro-
vide direct comparison between different phages and between wild-type
vs. mutant viruses, to study the systems in great detail.

The studies described herein illustrate key physical requirements for
viral infectivity. Internal genome pressure is required for phage and many
other dsDNA viruses to be able to infect by passive ejection of its genome.
The same pressure also provides additional support to the strength of
viral capsid helping the virus survive external deformations imposed on it
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between infections. Our aim was to show that three parameters — genome
length, capsid size and capsid strength — are precisely correlated in order
to produce an infectious virion. Experiments and theoretical models made
for viruses with distinctly different dimensions suggest that generalizations
of genome packaging and release mechanisms can be made for whole
classes of viruses. By answering the question — what determines the upper
and lower limit for an encapsidated genome? — one learns about a virus’s
replication cycle and its host.

So for instance, the phage λ capsid can be filled with DNA lengths
within the range of 78–106% of its wild-type DNA length and remain
infectious (Feiss et al., 1977). If the genome is shorter than 78%, DNA
is still packaged but the phage is non-infectious. Conversely, genomes
over 106% DNA are not packaged. The fact that DNA ejection is driven
by internal pressure can in part explain this observation. If DNA is too
short the internal pressure is too low and there is not enough force to
eject sufficient DNA length in the cell against the osmotic pressure of its
cytoplasm, in order to initiate the infection. If on the other hand the DNA
is too long, the force required to package the entire duplex exceeds the
force that can be generated by the DNA packaging motor and/or the force
that the capsid can withstand, as we have shown with AFM (Ivanovska
et al., 2007).

Yet the volume fraction of nucleic acid is not the only determining
parameter in the equilibrium DNA packaging energetics. Although the
dimensions of phages T5 and λ are different (capsid size inner radii RT 5 =
39 nm vs Rλ = 27.5 nm and wild-type DNA length LT 5 = 121.75 kb vs.
Lλ = 48.5 kb), their DNA volume filling fractions are similar (T5 = 0.52
and λ = 0.59). Thus, one would expect similar forces ejecting DNA from
these phages. However, osmotic suppression measurements on phages T5
and λ, showed that the force driving DNA ejection is significantly lower
in T5 than in λ and the osmotic pressure required to completely inhibit
ejection is 7vs. 15 atm (Castelnovo & Evilevitch, 2007). Therefore, at least
one more relevant variable is necessary to describe equilibrium DNA pack-
aging energetics. In the framework of the simple model that we derived
(Castelnovo & Evilevitch, 2007), this variable is the characteristic ejection
force amplitude F = kTlp/2R2, which can be modulated by the capsid
size R considering that DNA persistence length lp is unchanged. Rescaling
internal force in phages with these two parameters (genome density and
force amplitude) provides a master plot describing ejected genome length
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versus osmotic pressure required to stop the ejection. This demonstrates
how a general model can be applied to successfully describe energetics in
different viruses.

According to this model, smaller phages are typically expected to
require higher osmotic pressure in order to inhibit completely the ejection
of their DNA. The difference in ejecting force for the fully packaged bacte-
riophages T5 and λ(FT 5 × 3 pN vs. Fλ × 7 pN) is likely to reflect different
maximal capsid strength, and also different mechanisms of DNA trans-
port into the host. In the case of phage λ, the build-up of large internal
stress upon packaging as compared to phage T5 requires a stronger cap-
sid. Similarly, the large internal stress allows the phage λ to rely mostly on
passive ejection for DNA to be transported into the host. In the case of the
phage T5, the genome is longer and more complex than in the phage λ.
Nevertheless its large capsid size allows it to have less elastic energy stored
within the DNA condensate. This lower energy is compensated by the
larger genetic information encoded into T5 DNA that allows it to have
both passive and ‘active’ DNA transport into the host. Here, it should
be noted however, that internal force is also strongly dependent on the
salt conditions due to the capsid permeability to water and smaller ions
(Evilevitch et al., 2008a). Different phages require different buffer con-
ditions in order to stay stable, which mirrors differences in their natural
environment. Therefore, osmotic suppression measurements on T5 and λ

were also performed in slightly different buffers, which can in turn affect
the observed differences in forces.

Thus, both capsid size and strength limit the extent to which a capsid
can be pressurized. Capsid walls are of similar thickness for most viruses
(between 2 and 4 nm) and since lateral stress of an elastic shell is directly
proportional to its radius, capsid walls should indeed become weaker as
the capsid radius is increased. This suggests an explanation for why the
smaller λ capsid can withstand a higher internal pressure that that of T5.
Notwithstanding, the DNA packaging density in T5 is almost as high as
in λ and it is likely that additional geometrical constraints are associated
with the packaging of DNA inside the capsid; for instance, T5 DNA has
nicks which are absent in λ genome. It is noteworthy that while the capsid
size for phage T4 can vary widely, packaging its DNA follows a head full
packaging mechanism, which always results in the same DNA packaging
density and suggests similar internal pressures in all mutants (Earnshaw
et al., 1978).
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An additional consideration to understanding the consequences of
optimizing viral dimensions and strength appears when one asks why
genetically modified phage mutants are infectious but not abundant in
nature, as for example shorter genome mutants of λ. We provide a feasible
explanation to this evolutionary development by comparing the mechan-
ical properties of shorter genome λ mutants with empty λ capsids and
wild-type DNA phage λ measured by AFM (Ivanovska et al., 2007). Since
capsids are permeable to water, it is important to consider hydration force
of tightly packed DNA not only to describe internal DNA interactions
and force but also since water molecules are displaced from the capsid
when it is deformed with an AFM tip. As discussed above, the striking
feature of λ is that only full-length wild-type λ-DNA provides sufficient
osmotic pressure to additionally support the capsid against external defor-
mation induced by the AFM tip with forces comparable to stresses that
the phage experiences in nature (Ivanovska et al., 2007; Thomas et al.,
2002)). This makes wild-type phage λ nearly two times stronger than any
of the its partially filled mutants, which have much lower survival rates
in nature.

In conclusion, internal genome pressure is one of the key determining
factors for phage infectivity and capsid stability. The future challenges for
biophysical virology will be to develop systematic biophysical studies that
will test and verify analytical and numerical models for capsid assembly,
structure, stability and function. Further, these studies must be extended
to the eukaryotic dsDNA viruses, the physical dimensions of which suggest
that genome pressure is also a crucial factor for their development.
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Chapter 10

Topology of Viral DNA

Javier Arsuaga∗, Joaquim Roca† and De Witt Sumners‡

1. Introduction:The Organization
of Double-Stranded DNA
in Bacteriophage Capsids

Chromosome organization plays a key role in many biological processes. In
viruses genome organization is essential for the packaging and releasing of
the genome as well as for maintaining the stability of the viral capsid. This
organization varies across different families and is highly dependent on the
virus morphogenetic pathway (Casjens, 1997). In this review we will focus
on the packing of double-stranded DNA (dsDNA) in bacteriophages.
Understanding how dsDNA is packed in bacteriophage capsids is impor-
tant because it arguably yields the simplest example of a full genome orga-
nization in a biological system. Furthermore bacteriophages are believed
to pack their DNA similarly to some animal viruses such as herpes- and
adeno-viruses (Casjens, 1997). Therefore understanding the basic princi-
ples of DNA packing in bacteriophages may provide essential insights into
the viral assembly pathways for a wide range of bacterial and animal viruses.

During bacteriophage morphogenesis a proteinic procapsid is first
assembled (reviewed in Johnson and Chiu, 2007; Earnshaw and Casjens,
1980; Dockland, 1992; and in Wang et al., 2006). This assembly is fol-
lowed by the active transfer of one copy of the viral genome from the
host cytoplasm to the procapsid through a molecular motor called the
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connector (Fuller et al., 2007; Ibarra et al., 2000; Rishov et al., 1998).
This packaging reaction is performed against strong repulsive forces due
to the excessive bending and the self-repulsive nature of the double helix
(Tzlil et al., 2003; Kindt et al., 2001; Smith et al., 2001). Inside the cap-
sid, the viral DNA reaches near-crystalline density (Earnshaw and Casjens,
1980) with concentrations of DNA fibers of up to 800 mg/ml (Kellen-
berger et al., 1986) and an osmotic pressure of 50 atmospheres (Evilevitch
et al., 2003). Once the DNA is packed inside the capsid, the phage tail
is assembled at the connector site and a mature virus is completed. How
the DNA is folded under the extreme physical conditions described above
is unknown. Biochemical and structural analyses have shown that DNA
inside the capsid is kept in its B-form (Aubrey et al., 1992), that the DNA
forms local domains of parallel fibers that are 25 Å away from each other
(Earnshaw and Harrison, 1977; Earnshaw et al., 1978; Lepault et al.,
1986). Moreover, they show that there is no correlation between DNA
sequences and their spatial location inside the capsid, with the exception of
the DNA ends in some viruses (Chattoraj and Inman, 1974). The question
whether there are contacts between the double helix and the interior of
the capsid remains open. Work by Serwer and colleagues showed that such
contacts were inexistent or minimal (Serwer et al., 1992). On the other
hand, new asymmetrical reconstruction techniques of frozen samples have
revealed frequent contact points. Whether these contact points have any
role in the packing or if they affect the overall geometry of the chromo-
some remains to be explored (Jiang et al., 2006). Most studies agree on
the existence of concentric layers of DNA fibers organized in spooling,
toroidal or parallel fashion. Next we describe the proposed models for the
long-range organization of the DNA inside the viral capsid.

1.1. Spooling Models

There are two basic spooling models: coaxial and concentric. The coaxially
spooled model (Fig. 1) was initially proposed by Richards et al., 1973 after
performing electron micrographs in bacteriophages P2, λ, T4, T7 and T5.
In this model, the DNA is organized in shells that are wound about an
axis. The orientation of the axis has been a matter of debate and may be
dependent on the virus. It has been proposed that the spooling axis can
be perpendicular (Cerritelli et al., 1997; Geller and Davis, 1964), parallel
(Earnshaw and Harrison, 1977; Jiang et al., 2006), or tilted a few degrees
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Fig. 1. Coaxial spooling model. Recent experimental results in bacteriophage phi 29
have estimated that there are about five concentric shells of DNA fibers containing up
to 50% of the entire genome. This arrangement is more disordered in the center of
the capsid where the radius is much shorter than the persistence length of the DNA
molecule (Comolli et al., 2007). The idealized model in the figure shows four coaxial
shells.

(Sewer, 1986) with respect to the axis defined by the tail. In concentric
models, each DNA shell is organized around an axis whose orientation is
different from the previous shells. This configuration has been observed in
molecular dynamics studies and represents energy minima in the absence
of long-range interactions (LaMarque et al., 2004).

1.2. Toroidal Models

Toroidal models have been proposed not only for bacteriophages but also
for DNA molecules exposed to condensing agents (reviewed in Hud and
Vilfan, 2005). In these models DNA travels along the surface of a torus
(Fig. 2). Several toroidal models have been proposed. These include the
interwound toroid (Earnshaw et al., 1978), toroidal winding (Kosturko
et al., 1979), folded toroid (Hud, 1995) and twisted toroid (Petrov et al.,
2007). In the folded toroid model the DNA first assumes a conformation
similar to the one illustrated in Fig. 2. Since the DNA molecule is too large
to fit in the capsid by this arrangement alone the toroid needs to fold in half
(or quarters) in a next step. The twisted toroid has been recently proposed
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Fig. 2. Toroidal trajectory. The figure shows an idealized toroidal trajectory in which
the DNA molecule is represented by a tube and whose axis lies on the surface of a
toroid.

using computational models (Petrov et al., 2007). In these studies it is
suggested the toroidal shape may be in part a consequence of the elongated
shape of some capsids.

1.3. Spiral-Fold Model

This model was initially proposed by Earnshaw and Harrison in 1977 and
was later supported by eroding experiments on T4 phages (Black et al.,
1985). In these experiments partially packed DNA molecules were eroded
using ion etching techniques. The illustration in Fig. 3 shows an idealized
image of a spiral-fold model. DNA strands run parallel to each other mak-
ing sharp turns due to the interaction between the genome and the viral
capsid. In elongated capsids and in order to avoid unnecessary bending
the DNA remains straight for as long as possible. This forces the DNA
to eventually take a sharp turn. Current molecular dynamics simulations
show configurations that are more consistent with other models. However,
sharp turns are also observed in these models (Petrov et al., 2007).

1.4. Liquid Crystalline Model

Extreme concentrations of DNA fibers form liquid crystalline phases
(Strzelecka et al., 1988; Sikorav et al., 1994). In a liquid crystal state
the DNA fibers are locally organized in stacks of parallel planes (with
possibly some twisting between the planes) but there is no long-range
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Fig. 3. Spiral-fold model. Black et al. proposed that in a T4 capsid the DNA would
fold into 700 segments parallel to each other containing between 160 bp and 300 bp
forming a total of about 15 shells.

order between the stacks or the fibers in the stacks. Lepault and colleagues
(Lepault et al., 1987) proposed this model after analyzing vitrified samples
of phages Giant T4, T3 and Lambda phages by X ray diffraction and direct
imaging. Similar findings have been previously reported for herpesviruses
(Booy et al., 1991) and also in a later report for DNA in lipid capsules
used for gene therapy (Schmutz et al., 1999). Figure 4 shows an idealized
image of this model where only the organized fibers are shown.

1.5. Other Models

Ball of string model. This model was described in (Richards, 1973) as
“a sphere generated by winding the DNA in series of concentric circles,
each being approximately a great circle, with the planes containing succes-
sive circles oriented at random” and was quickly rejected by experimental
evidence (Earnshaw and Harrison, 1977).

Random model. Due to repulsion between DNA fibers and the extreme
bending of the DNA inside the capsid it is possible that some of the features
described above could be obtained by simply randomly packing the DNA
chain in the capsid. We will review some of the properties of the random
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Fig. 4. Liquid crystalline model. In liquid crystalline models, DNA fibers are orga-
nized locally but not globally. Sharp turns of the DNA, believed to characteristic of
liquid crystalline phases of long molecules, occur in the space between domains. This
liquid crystalline phase is a consequence of the extreme density and pressure of the
DNA inside the capsid. It is important to highlight that such a model would not
provide information on the DNA packaging reaction.

Fig. 5. Random Packing. In the case of random packing the vertices along the trajec-
tory follow a distribution of points in space that is usually difficult to express analytically.

model in detail. Investigating a random model is useful because it pro-
vides a reference for random fluctuations in the packing models described
above. An illustration of random packing is shown in Fig. 5. The essential
feature of a random model is that the points that define the trajectory of
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the DNA molecule follow a specific random distribution. This distribu-
tion is usually difficult to obtain analytically except for very simple cases
(Millet, 1993; Arsuaga et al., 2007). Therefore researchers are performing
computer simulations to approach these distributions.

In this review we introduce a new approach to investigating chro-
mosome organization in bacteriophage capsids. Our studies are based on
experimental work initiated by Liu and colleagues on P2 and P4 bacterio-
phages. In Liu et al., 1981a and 1981b it was found that DNA molecules
extracted from P2 and P4 tailless mutants were mostly knotted circles.
Further studies (Wolfson et al., 1983) found that knots are also observed
in wild type P4 phages and that the number of knotted circles (i.e. knot-
ting probability) depends on the length of the DNA being packed. In this
review we will argue that these molecules become cyclic inside the capsid,
or soon after the disruption of the capsid, and therefore can be used ofto
retrieve information about the DNA organization inside the viral capsid.
Furthermore we will explain how the DNA knot spectrum can provide
new insights into the spatial organization and geometry of DNA inside
the viral capsid.

2. Knot Theory and Its Applications
to Molecular Biology

2.1. Mathematical Knots

In this section a brief introduction to mathematical knot theory is given.
For a more detailed exposition of the basic concepts in Knot Theory we
refer the reader to standard texts (Adams, 2004; Murasugui, 2007).

A knot K is a simple (i.e. without self-intersections) closed curve in
R3. One studies knots by projecting them into a plane; a projection in
which each crossing involves two strings in transverse intersection is called
a regular projection. If the over/under information for the strands at each
intersection in a regular projection is kept, represented by a break in the
undercrossing strand, then the projection is called a knot diagram. Figure 6
shows some examples of knot diagrams.

Two knots K1 and K2 are equivalent if it is possible to elastically
move K1 into K2 without introducing self-crossings. Equivalent knots are
representatives of the same knot type. Two knots K1 and K2 are equivalent
if and only if any regular diagram for K1 can be converted to a regular
diagram for K2 via a sequence of Reidemeister moves, as illustrated in Fig. 7.
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Fig. 6. Examples of knots. The figure shows (from top to bottom) the trivial knot
(unknot), the positive (left, denoted here by 31) and negative (right, referred here
by the mirror image of 31 or 31∗) trefoil knots with three crossings each, the four
crossing figure-eight knot (center- denoted here by 41), the five crossing negative
twist knot (right, denoted here 52∗) and the positive torus knot (left, denoted here
by 51). The knot on the bottom is a six crossing composite knot composed of two
trefoils of opposite sign (square knot). From this collection of knots, the trivial knot,
the four and six crossing knots have mirror images that are equivalent (achiral), whilst
the rest are all chiral. For the trefoil knots, each member of the chiral pair is shown.

Fig. 7. The three Reidemeister moves. Performing any of these moves in a knot dia-
gram is equivalent to elastically deforming the knot. These moves are used to simplify
the projection of the knot without changing the knot type, and therefore facilitate the
identification of the knot.



Topology of Viral DNA 263

Given two knots, one can construct another knot by cutting a small
segment from each of the knots and pasting their endpoints together. The
resulting knot is called a composite knot. For instance in Fig. 6 the square
knot is a composite knot made of two trefoils of opposite sign. Knots that
are not composite are called prime knots. In Fig. 6, all of the knots except
the trivial knot and square knot are prime knots.

The minimum number of crossings among all possible knot diagrams
for K is called the crossing number of K . A knot diagram that realizes
that minimum crossing number for K is called a minimal diagram for K .
Figure 6 shows minimal diagrams. A concept that has proven to be very
useful in biology is the average crossing number. It is given by the average
number of crossings over all possible regular projections of K (as a fixed
space curve). A second important concept is that of chirality. A knot K
is said to be achiral if it is topologically equivalent to its mirror image,
otherwise it is said to be chiral. In order to obtain the mirror image of a
knot, take any diagram for the knot, and reverse all the crossings. In Fig. 6,
the right-handed trefoil is topologically distinct from its mirror image,
the left-handed trefoil. The figure-eight knot and square knots are achiral
since one can find a sequence of Reidemeister moves that can transform
the diagrams shown to their mirror images. A geometrical concept that
helps quantify the chirality of a knot is the writhe. Given a knot K (as
a fixed curve in space) and an orientation on the knot (i.e. a direction
of travel along the knotted chain) one can define the projected writhe of
the knot by assigning an orientation to the knot, and at each crossing in
a regular diagram of K either a + 1 or a − 1 is assigned following the
right hand rule crossing sign convention (Fig. 8) for oriented skew lines
in space. Note that the crossing signs are independent of knot orientation,

Fig. 8. Crossing Sign Convention.
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because changing the orientation of the knot changes both of the arrows
at a crossing, leaving the crossing sign unchanged.

If one averages the projected writhe over all projections of a fixed
spatial curve K , one obtains the writhe of the knot K . The writhe is a
measure of non-planarity of the spatial knot. For the knot diagrams in
Fig. 6, the projected writhe of the unknot, figure-eight knot and square
knots are each zero; the projected writhe of the positive trefoil is +3, the
projected writhe of the negative trefoil is −3, the projected writhe of the
negative twist knot is −5, and the projected writhe of the positive torus
knot is +5. If a knot K is achiral the average of the writhe of a random
sample of curves of fixed knot type K tends to zero as the number of knots
in the sample goes to infinity.

The computational identification (classification) of knots is done by
using algebraic knot invariants that can be calculated from any regular pro-
jection of the knot. If a given invariant is different for two knots, then the
knots are different. If a given invariant is the same for two knots, the knots
may or may not be different; that invariant fails to distinguish them. In
computational studies, polynomial invariants such as the Alexander, Jones
and HOMFLY polynomials are commonly used. The Alexander polyno-
mial, denoted by �(t ), is easier and faster to compute than the others, but
it is not as powerful as the HOMFLY or the Jones polynomials in classify-
ing knots. An important drawback of the Alexander polynomial is that it
cannot detect knot chirality. It is known that the computation of the Jones
polynomial is NP-hard (i.e. cannot be computed in time, which is poly-
nomial in the number of knot crossings) (Jaeger et al., 1990). In order to
make computations more efficient, the Alexander polynomial evaluated at
t = −1 (denoted by �(−1)) is commonly used. However theoretical stud-
ies have shown that there exist many non-trivial knots with trivial Alexander
polynomials (�(t ) = 1) and it is not clear that �( − 1) can be used to
estimate knot probability for arbitrarily knot ensembles (Garoufalidis and
Teichner, 2004). Another approach is to use look-up tables of algebraic
descriptors of knots called Dowker codes (Hoste and Thistlethwaite, 1999;
Micheletti et al., 2006). The disadvantage of look — up tables is that the
exact tabulation of knots excludes knots of more than 16 crossings.

2.2. Knots and DNA

Knots and links in circular DNA molecules are of biological interest
because they can detect and preserve information about DNA folding and
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about enzymes that manipulate DNA. DNA knots can be obtained in the
test tube (in vitro) as products of biochemical reactions or can be designed
as building blocks for nanotechnology purposes (e.g. Mueller et al., 1991;
Seeman 2003). Figure 9 shows a DNA five-crossing torus knot produced
in vitro by reacting a plasmid with the site-specific recombinase mutant
Gin.

DNA knots obtained as the product of biochemical reactions help
analyze the process under study. For instance, knots formed by random
cyclization of linear molecules have been used to quantify the effective
diameter of the DNA (Rybenkov et al., 1993; Shaw and Wang, 1993) and
the effects of confinement on the cyclization of DNA molecules (Arsuaga
et al., 2002). DNA knots have been also key to unveiling the mecha-
nism of site-specific recombination enzymes (e.g. Buck and Flapan, 2007;
Darcy et al., 2006; Ernst and Sumners, 1990; Wasserman and Cozzarelli,
1986; Grainge et al., 2007; Vazquez and Sumners, 2004; Vazquez et al.,
2005; Vetcher et al., 2006), the structure of the Mu transpososome (Darcy
et al., 2007; Pathania et al., 2002), the mechanism of type-2 topoiso-
merases (Flammini et al., 2004; Hua et al., 2001; Liu et al., 2006; Roca,
2001; Rybenkov et al., 1997; Vologodskii et al., 2001), the mechanism
of condensins (e.g. Kimura et al., 1999), and the structure of replication
bubbles (e.g. Olavarrieta et al., 2002). In most of these cases, the develop-
ment of mathematical and computational tools has helped greatly in the

Fig. 9. Electron micrograph of a +DNA five-crossing torus knot obtained after the
action of a site-specific recombinase on a dsDNA plasmid. (Figure kindly provided by
Nancy Crisona.)
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Fig. 10. Electrophoretic velocity of DNA knots. Figure adapted from Arsuaga et al.,
2005. DNA knots migrate approximately proportional to their average crossing num-
ber. The figure shows the migration pattern of twist knots generated by the action of
type II topoisomerase from bacteriophage T4 observed first in Wasserman and Coz-
zarelli, 1991.

analysis of the experimental results. Yet, the origin of some DNA knots
found in other biological systems remains mostly unknown. Examples
include Escherichia coli cells harboring mutations in the GyrB or GyrA
genes (Shishido, 1987), and the cauliflower mosaic virus (Menissier et al.,
1983). A recent in vivo study (Diebler et al., 2007) shows that knotting
of a DNA plasmid that contains a gene for drug resistance leads to an
increased mutation rate of the bacterial host, inhibition of replication and
cell death when the knot prevents expression of the drug resistance gene.

Knotted and linked (catenated) DNA molecules are stable in the labo-
ratory and can be characterized experimentally by gel electrophoresis and
electron microscopy. The simplest method to detect DNA knots in the lab-
oratory, and the one used in the experiments described below, is agarose
gel electrophoresis. In this assay, DNA molecules are run at low voltage
and knots migrate approximately according to their average crossing num-
ber (Vologodskii et al., 1998). Figure 10 shows the twist knot ladder.
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A second method to identify knots in the laboratory is by microscopy,
using both transmission electron and atomic force microscopes. Since we
have not used these assays in our studies we will not provide details here
and instead refer the reader to Zechiedrich and Crisona, 1999. However
it is important to highlight that the advantage of microscopy over gel elec-
trophoresis is that it allows detection of DNA knot chirality. For example,
in Fig. 9, the + five torus DNA knot has been coated with the RecA protein
to enhance resolution of DNA crossings in the electron micrograph.

2.3. Computer Models of DNA Knotting

Both Molecular Dynamics (MD) and Monte-Carlo (MC) methods have
been used to study circular DNA in solution and in confinement. Here we
will review only those studies where Monte-Carlo methods were used.

Monte-Carlo simulations of off-lattice (continuum) and on-lattice
models have been used to generate ensembles of simulated closed chains.
Initial computational efforts as well as some more recent studies have used
different lattices such as the tetrahedral lattice (Frank-Kamenetskii et al.,
1975) or the simple cubic lattice (Tesi et al., 1994; Hua et al., 2005).
However off-lattice models are usually preferred to study DNA proper-
ties. These models include the equilateral random polygon model (ERP)
(also known as the freely-jointed chain model), the Gaussian random poly-
gon model (GRP), and the wormlike chain model (Cantor and Schimmel,
1980). Among the off-lattice models, the worm-like chain is believed to
be the one that best approximates DNA in dilute solution. For the scales
considered in the work reviewed here and for comparison with bulk exper-
iments both the wormlike chain and the ERP give very similar results. One
advantage of the ERP is that a number of properties, such as the knotting
probability and average crossing number, have been characterized not only
computationally but also analytically. These results provide a solid foun-
dation for the computational studies (e.g. Diao et al., 1994; Diao 1995).

2.4. Algorithms for Generating Ensembles
of Random Knots

There are a number of algorithms that generate equilateral random poly-
gons. These include the crankshaft (Klenin et al., 1988), the hedgehog
(Klenin et al., 1988), and the generalized hedgehog algorithm (Varela
et al., 2009). The crankshaft algorithm generates a Markov chain in the
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Fig. 11. An equilateral random polygon. An equilateral random walk with 1000
independent segments is shown. The equilateral walk was generated using the hedge-
hog algorithm and rendered using Knotplot (Scharein, 1998).

space of all ERPs (or wormlike polygons) of fixed length. This Markov
chain is known to be ergodic (Millet, 2000). However this algorithm is
computationally very inefficient due to the high correlation between con-
secutive samples. The hedgehog algorithm on the other hand is more
efficient than the crankshaft; however it is unknown whether it is ergodic
or not. The generalized hedgehog is the only algorithm known to be
ergodic and fast.

Once a polygon has been generated by any of the methods described
above, a projection is taken and the knot type computed. This process
however may be very costly because the knot projection may have many
extraneous crossings and the computation of any knot invariant depends
on the number of crossings. In order to lower the computational bur-
den one can smooth the polygon before computing its projection (e.g.
Micheletti et al., 2006). This smoothing is done by perturbing the knot
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across those triangles that are spanned by adjacent edges and that do not
intersect other segments of the knot. For instance, in Micheletti et al.,
2006, it was observed that unknots of length N = 400 edges confined to
a sphere of R = 10 typically have approximately 400 crossings! By apply-
ing these simplification methods, polygons were simplified to lengths of
N ′ = 30 with approximately 30 crossings. Next a projection of the knot
is taken and Reidemeister moves (Fig. 7) performed to further remove
extraneous crossings. Despite these efforts the knot diagrams may still
have many extraneous crossings. In order to determine if a configuration
is knotted or not, it is necessary to compute an algebraic invariant. A
quick and reasonably efficient determination of curve knotting is comput-
ing �( − 1). Computing the knot type is a more challenging problem and
researchers have either computed the Alexander polynomial �(t ) evalu-
ated at different values of t (e.g. t = −2, −3, see Arsuaga et al., 2005;
Mansfield, 1994) or have used more sophisticated methods such as the
HOMFLY polynomial (Millet, 1994; Micheletti et al., 2006; 2008).

3. DNA Knots in Bacteriophage P4

3.1. Bacteriophage P4

Bacteriophage P4 is a satellite of bacteriophage P2. The P4 capsid has
icosahedral symmetry (T = 4) (Dockland et al., 1992) and its genome
is an 11.7 kb linear double-stranded DNA molecule with two 16 bp long
cohesive ends (Wang et al., 1973) called cos sites. In the mature phage
capsid, one of the DNA ends is attached near the connector region (Chat-
torraj and Inman, 1974), while the position of the other end is unknown.
The attachment of one of the ends to the entry region prevents the two cos
ends from annealing to each other and forming a circle inside the capsid.
It is likely that this anchoring facilitates the DNA in leaving the capsid as
a linear molecule through the tail at the time of infection.

However, most DNA molecules extracted from bacteriophage P4, as
detailed in Section III.2, are non-covalently closed circular molecules and
have a very high percentage of nontrivial and highly complex knots (∼50%)
(Arsuaga et al., 2002; Wolfson et al., 1985). The percentage of knots is
higher (∼95%) for DNA extracted from tailless mutants of the bacterio-
phage P4 (Arsuaga et al., 2002; Liu et al., 1981a; Liu et al., 1981b; Wolf-
son et al., 1985). Interestingly, the percentage of knots is also higher in
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P4 strains with shorter genomes (∼10 kb) than in those strains with full
genomes (Wolfson et al., 1985).

What is the origin of these knots? In order to form a knot, both ends
of a linear DNA chain need to meet and anneal through their cos ends. This
cyclization reaction results in non-covalently closed circles (since the DNA
backbones remain unsealed). The cyclization reactions of purified linear
P4 DNA molecules in free solution have been extensively studied. In these
experiments, DNA molecules were first extracted and linearized by thermal
denaturation of their cos ends. Upon cyclization in dilute free solution and
at physiologic ionic conditions, it was found that the knotting probability
for P4 DNA molecules is about 3% and that most of the knots (> 90%)
had only three crossings (Rybenkov et al., 1993). Therefore DNA knots
have a non-zero probability of occurrence during any cyclization reaction.
We ask then why the knotting probability and complexity are so high
in molecules extracted from P4 phages. Another important question is
why this probability reaches saturation levels in tailless mutants or in the
genome deletion strains.

3.2. Experimental Methods: P4 Production
and DNA Extraction

Bacteriophage P4 vir1 del22, which carries a 1.7 Kb deletion compared
with the wild type P4, are used in the laboratory as source of knotted
DNA. These phages with a shorter DNA (∼10 Kb) show higher DNA
knotting percentages than those with full genomes (Wolfson et al., 1985).
In order to obtain a maximum yield of knotted molecules, P4 vir1 del22
is first amplified in an E. coli strain (for example, C-1895) lysogenic for
the helper prophage P2. Stocks of P4 vir1 del22 are then used to infect
an E. coli strain lysogenic for P2 (for example, C-8001) that carries the
mutation amH13 in the H gene. Because gene H encodes part of the P4
phage tail, such strain produces then P4 vir1 del22 particles without tail
(tailless mutants).

After bacterial lysis, bacteriophages are collected as described in Isak-
sen et al., 1999. Briefly, phages are precipitated with polyethylene gly-
col 8000 and then dissolved in phage buffer (10 mM MgCl2/10 mM
Tris·HCl, pH 7.2/130 mM ammonium acetate). Phage particles can then
be purified by equilibrium density centrifugation across a cesium chloride
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gradient (14 h at 45,000 rpm in an NVT65 Beckman rotor). Banded viral
particles are dialyzed against phage buffer and their DNA is extracted with
phenol and phenol/chloroform. The viral DNA is then dialyzed against
TEN buffer (10 mM Tris·HCl, pH 8/1 mM EDTA/100 mM NaCl) and
kept at 4◦C.

An optimal way to qualitatively and quantitatively analyze knotted
DNA is by means of a high-resolution two-dimensional gel electrophoresis
(Trigueros et al., 2001). In this technique, the first gel dimension is run
at low voltage, and DNA knots migrate according to their compactness.
The second gel dimension is run at high voltage, and DNA knots migrate
according to other physical parameters, such as shape and flexibility. In
comparison to one-dimensional gel electrophoresis, this procedure segre-
gates the knotted DNA molecules from other unknotted forms of DNA,
and partially resolves populations of knots that have the same number of
crossings. For the analysis of P4 DNA knots (about 10 Kb size), these gels
are prepared as follows. Gel slabs of 0.4% agarose concentration are equi-
librated with TBE buffer (100 mM Tris-borate, pH 8.3/2 mM EDTA).
In the first dimension, DNA samples run at 0.8 V/cm for 40 h at room
temperature. After a 90◦ rotation of the gel, a second dimension is run in
the same electrophoresis buffer at 3.4 V/cm for 4 h at room temperature.
After ethidium bromide staining of DNA and photography, gels can be
blotted to nylon membranes, and DNA bands radioprobed for phospho-
rimaging quantification (Fig. 12).

3.3. Experimental Results

The quantitative analyses of DNA species resolved by high-resolution two-
dimensional gel electrophoresis, like that seen in Fig. 12, indicated the
following:

— The 10-kb DNA from the tailless mutant of phage P4 vir1 del22 pro-
duces 95% knotted molecules (i.e. a knotting probability of 0.95).

— The average estimated number of knot crossings was about 26.7, and
the largest estimated number of knot crossings detected was about 40.

— Of the total amount of knotted molecules extracted from P4 tail-
less capsids, only 2.2% had crossing numbers between three and nine.
These populations are of main interest since they can be individually
quantified.
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A

B

Fig. 12. Qualitative and quantitative analyses of DNA knots resolved by gel elec-
trophoresis (from Arsuaga et al., 2005). A) Knots are identified by 2D gel electrophore-
sis. In the first dimension (vertically) knots were run for 40 hours at 25 V and were
run parallel to a control of twist knots (Wasserman and Cozzarelli, 1991). Under these
conditions knots migrate proportionally to their average crossing number. The second
dimension (horizontally) is run for under 2 hours at 100 V. Knots migrate differently
creating the characteristic bell shape. For details see Trigueros et al., 2001. B) The
gel-blot region of less complex knot populations (knots of 3 to 9 crossings) is shown
in detail. Gel positions of DNA bands are compared to a marker ladder for twist-type
knots that was generated by incubating a supercoiled 10-kb plasmid with equimolar
amounts of T4 topoisomerase II (Wasserman and Cozzarelli, 1991). After the knot-
ting reaction, supercoils were removed from DNA by limited nicking in a reaction
containing 50 mM Tris (pH 7.5), 5 mM MgC12, 100 pg/ml each DNA and ethidium
bromide, and 2 pg/ml DNase I.

— Some of the bands observed in the 1D gel split into a secondary arch of
faster velocity in the second gel dimension (denoted as 6–9 and 6’–9’
in Fig. 12).

— Densitometer readings of individual knot populations of three to nine
crossings revealed that knots of four crossings are severely reduced
relative to the other knot populations.
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— At low voltage, torus knots (such as 51 and 71) migrate slightly slower
than their corresponding twist knots (52 and 72) (Vologodskii et al.,
1988); this knowledge in conjunction with a marker ladder for twist
knots (Fig. 10 and Wasserman and Cozzarelli, 1991) allows the identi-
fication of several gel bands of the phage DNA matching the migration
of known knot types.

— In the main arch of the gel, in addition to the unambiguous knots 31
and 41, the knot population of five crossings matched the migration
of the torus knot 51. The other possible five-crossing knot, the twist
knot 52 that migrates between and is equidistant to the four- and six-
crossing knot populations, appeared to be negligible or absent.

— The knot population of seven crossings matched the migration of the
torus knot 71 rather than the twist knot 72, which has slightly higher
gel velocity. Although this visible gel band is likely populated by seven-
crossing torus knots, other knot types of seven crossings cannot be
excluded.

— There is an evident shortage of the knot subpopulation of seven cross-
ings in the second arch of the gel (denoted by 7’ in Fig. 12).

When comparing these knot distributions with those obtained in free
solution, we conclude that the DNA particles become cyclic inside the
viral capsid.

4. Models of Random Packing

In this section we consider the computational aspects of the problem of
DNA knotting in bacteriophages. As discussed above we mainly work
with the equilateral random polygon (ERP) which in this case is confined
inside a spherical volume that represents the viral capsid. Before we go in a
detailed discussion of the models and the results, a few assumptions need
to be highlighted.

The first assumption deals with the flexibility of the chain. The flex-
ibility of the dsDNA chain is given by the persistence length which is
50 nm in free solution. However the radius of the P4 capsid is 45 nm.
This strong confinement indicates that there is an effective persistence
length inside the capsid that is different from that in solution. Due to these
restrictions researchers are forced to make approximations (Arsuaga et al.,
2002; LaMarque et al., 2004; Arsuaga et al., 2005; Arsuaga et al., 2007;
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Micheletti, 2008). In our studies and those of others, the flexibility of
the chain is considered by expressing capsid radius R as a multiple of the
effective persistence length. The second assumption has to do with the
generation of random samples of closed curves inside a sphere of fixed
radius. The sample of knots obtained by randomizing polygons in con-
finement, using the algorithms described above, is believed to be com-
parable to the sampling process that the DNA undergoes during random
cyclization. This assumption has been confirmed when analyzing DNA
cyclization experiments in free solution (Rybenkov et al., 1993).

4.1. Computational Methods

Modeling DNA under spatial constraints remains a challenge and many
of the techniques explained above (Section II.3) become very expensive
computationally. The problem of knotting in confined volumes was first
addressed by Michels and Wiegel (Michels and Wiegel, 1986) using molec-
ular dynamics simulations. Today, the most common method to generate
statistical ensembles of polygons confined to spheres is Monte-Carlo. The
simplest approximation is to generate polygons by one of the methods
described earlier and reject those that are outside the confining sphere.
However when one tries to sample polygons in confinement one finds
that the vast majority of rings will be “swollen” and accumulating reli-
able statistics for highly confined conformations leads to impractically long
computing times. A more efficient computational alternative is to generate
a succession of conformations chosen using importance sampling crite-
ria (Arsuaga et al., 2002). However this method is still not sufficient for
long polygons confined to small volumes. In Micheletti et al., 2006 and
2008 a dramatic improvement on these calculations was accomplished.
First, calculations were done in the conjugated ensemble rather than in
the ensemble of a sphere of fixed radius. Second, a faster sampling along
the Markov Chain was achieved by a multiple Markov chain scheme, in
which all “replicas” of the system were run in parallel, running each chain
at a different temperature. Third, the data were collected and analyzed
using histogram reweighting techniques.

A second approach consists of initially defining points that are phys-
ically within the confining region. Both continuous and discrete models
have been implemented (Arsuaga et al., 2007; Mansfield, 1994; Millet,
2000). Current continuum models are known to be non-realistic for
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simulating DNA since the flexibility of the chain is not well defined. How-
ever these studies have shown that, qualitatively speaking, results are sim-
ilar to those obtained by other methods. The advantage of these methods
is that they are drastically more efficient and also more amenable for the
development of analytical results than the methods described above.

4.2. Results

4.2.1. Knotting probability, average crossing number
and writhe in confined random polygons

In Arsuaga et al., 2002, 2005 and in Micheletti et al., 2006 the effects of
confinement on the ERPs knotting probability were analyzed by Markov-
chain Monte Carlo simulations as explained above. Figure 13 (from
Micheletti et al., 2006) shows the knotting probability of closed ideal
chains confined to spherical volumes of various radii (in multiples of
edge length) as a function of the total chain length (number of edges
in the equilateral polygon). As one would expect, and in agreement with
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Fig. 13. Knotting probability for chains of length N with 50 ≤ N ≤ 450 as a
function of 1/R. Open symbols denote the region where the fraction of unknown
knots is between 10% and 50%. No data is plotted where the fraction of unknown
knots exceeds 50% (Figure Adapted from Micheletti et al., 2006).
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previous models, the knotting probability decreases with increasing radii
and decreasing polygon length (since the effects of the confining sphere
are gradually removed under these two conditions). In Micheletti et al.
(2006), it was found that the ratio of probabilities for polygons confined
with respect to those that are not confined is given by P (N ,1/R)/P (N ,
no confinement) ∼ exp(N a/R3) where a = 2.15.

In addition, the complexity of the knots was estimated in Arsuaga et al.,
2002 by computing the average number of crossings of the knot. These
results are summarized in Fig. 14. As expected, it was observed that for
a fixed confining volume the complexity increased with the length of the
polygon. For fixed length, the complexity decreased when the confining
radius was increased.

In Micheletti et al. (2006), a preliminary study of the average writhe of
polygons confined to spheres was performed. Since the average value of the
writhe is zero one needs to compute the absolute value of the writhe or the
square of the writhe to estimate its variation with the confining volume.

Fig. 14. Average Crossing Number of ERPs in Confined Volumes. The graph shows
results for chains of length N with 20 ≤ N ≤ 1000 confined to radii (R = 2, 3, 4, 5, 7)
Results for non confinement are shown by the black line.
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It has been rigorously shown that the absolute values of the writhe of
polygons in the simple cubic lattice without confinement increase as N a

with a = 0.52 ± 0.04. In Micheletti et al., 2006 it was found that the
value of the exponent a changes when in confinement.

4.3. Distributions of Knots for Low Crossing
Numbers: Non-Random Packing of DNA
in Bacteriophage P4

In Arsuaga et al. (2005) and in Micheletti et al. (2006) and 2008 the
distributions of knots with low crossing number, that is knots with fewer
than 6 crossings, were computed and plotted as functions of the inverse
of the radius or of the length of the polygon.

Figure 15 (left) shows the R dependence of the probability to observe
a trefoil knot P (31) for various lengths of the polymer ring. As for the
unknotting probability there is a range of R (R > Rc) for which P (31)
does not change too much with R. This “plateau” is more visible for
small values of N when, for sufficiently small confining radii, P (31) is a
monotonic-nonmonotonic curve with one maximum. As the confinement
radius R is further reduced, P (31) decreases in favor of more compact
conformations. For longer polymers (N > 125) the maximum becomes
progressively less evident and we observe a shoulder for small values of
1/R that disappears for N = 400.

Figure 15 (right) show plots analogous to the one in Fig. 13 but
now refer to the probability of forming four crossing knots. The trend
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Fig. 15. Knot probabilities as a function of N and 1/R. The plots are for the 31 and
41 knots.(Figure adapted from Micheletti et al., 2006)
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observed for the trefoil knot is also observed for the four crossing knot
and also other prime knots with less than 7 crossings. Indeed, all the curves
for short polymers (small N ) have a maximum as a function of the inverse
radius while those for longer polymers decrease monotonically with 1/R.

In Arsuaga et al. (2005), a comparison between the distributions of
knots for the knot families 31, 41, 51 and 52 was made for different lengths
and radii. It was found that in all tested cases the probability of the four
crossing knot was higher than that of each of the fives (but not com-
bined). Furthermore, as it is the case for knots without confinement,
the twist five (52) was more probable than the toroidal five (51). This
result has been observed for different polymer models in confined volumes
such as the Uniform Random Polygon (Millet, 2000) and the wormlike
chain (Micheletti et al., 2008). Importantly, Fig. 16 shows the simulated

Fig. 16. DNA packing in bacteriophage P4 is not random. Comparison of the com-
puted probabilities of the knots 31, 41, 51, and 52 (for polymers of length n = 90
randomly embedded into a sphere of radius R = 4) with the experimental distribution
of knots. The relative amount of each knot type is plotted. Note that the fractions of
knots 31 and 41 plausibly formed in free solution are not subtracted from the experi-
mental distribution. If these corrections are considered, the relative amount of knot 41
is further reduced. (Figure adapted from Arsuaga et al., 2005)
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distribution of knots that differs strongly from the one observed experi-
mentally (see Fig. 12). Since the simulated case represents the distribution
of knots obtained for random embeddings of closed curves in confined
volumes it was concluded that the packing in bacteriophage capsids can-
not be random (see Fig. 16).

4.4. Knotting Probability and Complexity
in Biased Models

How can we explain the differences between the knot distributions
obtained from random embeddings and those observed experimentally?

Chiral models
In Arsuaga et al., 2005 it was argued that elevated writhe was respon-

sible for these differences in the knot distribution. One interesting obser-
vation is that the 41 knot is achiral, that is it is equivalent to its mirror
image. This property is somehow captured by the writhe of the molecule
since achiral knots have writhe 0. In fact in (Rensburg et al., 1993) it
was found that random polygonal realizations of the 41 knot in free space
produce a family of polygons whose writhe distribution for any polygonal
length is a Gaussian curve with zero mean and whose variance grows as
the square root of the length. As discussed above the confinement alone
increases the writhe (Micheletti et al., 2006). In order to obtain confor-
mations with elevated writhe, Arsuaga and colleagues sampled polygons
whose writhe was above the average writhe induced by the confinement. It
was found that the distribution of knots changes dramatically and produces
results that are comparable to those obtained experimentally. Figure 17
shows how the knot distribution for the 4 and 5 crossing knots changes
with increasing writhe. In Arsuaga et al. it was proposed that the main
reason for the scarcity of the knot 41 is a writhe bias imposed on the
DNA inside the phage capsid. A drop of the probability of the knot 41,
as well as a rapid increase of the probability of the torus knot 51 but not
of the twist knot 52, readily emerged by increasing the writhe rejection
value. These writhe-induced changes in the knot probability distribution
are independent of the number of edges in the equilateral polygon and
the sphere radius length. Accordingly, previous studies had shown that
the mean writhe value of random conformations of a given knot does not
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Fig. 17. Effect of writhe-biased sampling on the probability of knots 41, 51, and 52.
Figure adapted from Arsuaga et al., 2005. Increasing the value of the writhe modulates
the distributions of observed knots. Importantly it decreases the probability of the four
crossing knot as well as the five twist knot while at the same time increasing the five
toroidal knot.

depend on the length of the chain but only on the knot type and that these
values are model-independent (Rensburg et al., 1993).

5. Conclusions and Future Challenges

Here we have reviewed some of our topological approaches to the prob-
lem of genome organization in bacteriophage P4. There are two main
conclusions: First, P4 DNA knots are formed either inside the bacterio-
phage capsid or soon after its disruption. This observation indicates that
the knotting observed is driven by the confinement of the capsid. It also
suggests that P4 knots can be used as reporters for DNA packing in P4
phages (Arsuaga et al., 2002). Second, analysis of P4 knot distributions
suggests that the viral genome is chirally organized (Arsuaga et al., 2005).
This property had not been previously observed using other experimental
techniques. Next we briefly describe some of the latest advances that will
require further exploration.
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i) Excess writhe is consistent with the knotting probabilities observed in deletion
mutants.

Results obtained by Wolfson et al. that show that shorter DNA chains
extracted from bacteriophage P4 have higher knotting probabilities than
long ones have long puzzled researchers. A possible explanation was first
provided by Blackstone et al. (2007), where it was shown that the knot-
ting probability of simulated ERPs with high writhe values decreases for
increasing chain length until a minimum is reached. After this point the
knotting probabilities increase as expected.

ii) Currently proposed DNA packing models are not consistent with P4 data.
Simulations of random closure of the DNA molecules packed as

described in Section 1 show very little knotting. This observation suggests
that current models for DNA organization inside phage capsids are sim-
plistic and do not completely reflect the complexity of the packing. A new
model called “random spooling model” has been proposed by Arsuaga
and Diao to address this problem (Arsuaga and Diao, 2008). This model
simulates concentric spools in which the DNA strands from different con-
centric layers are allowed to interweave.

iii) Dealing with knot complexity.
As described in the sections above, only about 2% of the knots can be

identified using current experimental methods. One way to estimate the
complexity of those knots is by creating deletion mutants that can be bet-
ter characterized by gel electrophoresis or microscopy. A second option is
to treat samples with type II topoisomerases. Topoisomerases can unknot
knots and therefore by studying possible unknotting pathways one may
infer the complexity of the initial population. In Hua et al. (2005), a com-
putational study simulating this approach was proposed and equilibrium
distributions of knots were found.

iv) New deletion mutant strains may help better identify the knots observed
as well as the packing arrangement.

One drawback of this natural system is that knot formation is restricted
to the viral DNA. Hence, we asked whether other DNA molecules of
length and sequence different than P4 DNA could be packaged inside
P4 capsids and recovered also as highly knotted forms. Accordingly, we
envisaged that a bacterial plasmid containing the P4 cos sequence (i.e.,
a P4 cosmid) could be cleaved and threaded into a viral capsid in the
course of a bacterial infection by phage P4. Therefore, we constructed
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different P4 cosmids and introduced them in bacteria lysogenic for P2.
These bacteria were then infected with P4 phage and the DNA in newly
formed viral particles was analyzed. We found that cosmids as small as
5 kb were packaged inside P4 capsids. More interestingly, as well as P4
DNA, such cosmids were recovered in the form of highly knotted DNA
circles (Trigueros and Roca, 2006). These results further indicate that
P4 knots are not a consequence of some property of the viral DNA, and
also demonstrate that complete filling of the capsid is not essential for
the packing of individual DNA molecules. With this biological system,
DNA molecules of varying length and sequence will be shaped into very
complex and heterogeneous knotted forms. These molecules could be
produced in preparative amounts suitable for systematic studies and novel
applications.
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Chapter 11

The Use of Viruses in Biomedical
Nanotechnology

Kristopher J. Koudelka∗ and Marianne Manchester†

There is a growing need for medical treatments on the nanoscale in the fields
of imaging, vaccine development and targeted drug delivery. Viruses are an
ideal platform for these technologies because of their size, structure and ease
of genetic or chemical modification. This chapter will highlight the use of
viruses to achieve these goals, and will focus on the major contributions of a
single member, cowpea mosaic virus. In the pursuit of advancing biomedical
nanotechnology, significant contributions have been made to both medicinal
applications and the understanding of the viruses themselves.

1. Introduction

Before describing the strengths of using viruses for biomedical nano-
technology, one must first appreciate why developing therapies on the
nanoscale are so critical. Recent breakthroughs in structural, molecular,
cellular and systems biology has for the first time enabled utilization of pre-
cise three-dimensional molecular controls to mimic, block or elicit novel
protein interactions. The creation of functional machines on this nanoscale
level takes advantage of the ability to interact with individual bio-molecules
or their sub-domains, allowing for higher specificity and control to induce
a desired therapeutic response. In addition, one can also impart layers of
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different functions into a single unit, resulting in higher efficacy and less
invasive methodology.

For example, current chemotherapeutics used to fight cancer not only
kill many healthy cell types in a non-specific manner, but also very lit-
tle drug actually reaches the cancer cells.1 Several recently developed
nanoplatforms have achieved longer circulation times, selective tumor tar-
geting and delivery of more potent payloads in model systems.2 Nanoscale
products ultimately provide the opportunity to achieve unambiguous tar-
geting, better pharmacokinetics, increased protection from metabolism
and clearance, environmental sensing and real-time imaging in a single
formulation.

As a testament to the success of nanoscale products, there are already
over 96 subcategories of nanomedicine classifications including nanoma-
terials, regulated artificial surfaces, cell diagnostics, ‘smart drugs’, nanoth-
erapeutics, and nanorobotics.3 Viruses have played a key role in nanoprod-
ucts establishing their initial foothold in the biomedical field, and continue
to contribute to future applications as well.

2. The Uses of Viruses in Biomedical
Nanotechnology

There are many materials, or platforms, used for nanotechnology each with
its own individual strengths and weaknesses. The major players include
antibodies,4,5 dendrimers,6−8 liposomes,9−11 nanoshells,12−14 iron oxide
nanoparticles,15−17 quantum dots18,19 and viruses (see Fig. 1). We will
highlight the major contributions of viruses to this field.

The initial applications of virus-based therapeutics have been in the
area of gene therapy. One of the most famous cases is the use of a
modified Moloney murine leukemia virus to treat X-linked severe com-
bined immunodeficiency through retroviral gene replacement, which was
initially celebrated.20 However, several patients later developed adverse
complications.21 More recently a retrovirus vector has been used to treat
X-linked chronic granulomatous disease and appears successful at least in
the short term.22 A localized gene therapy using adenoviruses has also been
effective using its native cell-surface receptors; however, a better under-
standing of this virus’s tropism is required before systemic use is clinically
feasible.23

Several mammalian viruses have been studied as viral therapy vectors.
Promising success has been seen in Phase II clinical trial of ONYX-015, a
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Fig. 1. Types of nanomaterials. (A) Antibodies, antibody 1HZH24 rendered using
Chimera.25 (B) Dendrimers, image reprinted with permission of Dendritic Nan-
otechnologies, Inc. (C) Liposomes, image reprinted with permission of Encapsula
NanoSciences LLC. (D) Gold nanoshells. (E) Iron oxide nanoparticles. (F) Quantum
dots. Not drawn to scale.

replication selective adenovirus, for treatment via specific lysis of squamous
cell carcinoma of the head and neck region.26 In addition, retargeting
strategies utilizing adenovirus serotype 5 have also been successful for
cancer treatment.27 Oncolytic herpes simplex virus has been used for
anti-cancer therapeutics.28 Through the addition of an antibody-binding
domain Z to polyomavirus, antibodies were attached that directed target-
ing to ErbB2-positive tumor cell lines.29 Hepatitis B has been harnessed
for targeted delivery of drugs and genes as well.30 The live attenuated
Edmonston B stain of measles virus (MV) has potent oncolytic properties
and has been used with31 and without32 additional targeting moieties. A
modified MV is now in Phase I clinical trials to treat multiple myeloma.33

In addition to these natural human pathogens, there exists a sub-
set of non-mammalian viruses, as well as endogenous proteins that form
cage-like structures reminiscent of viruses, which are particularly intrigu-
ing to nanotechnologists because of several key features. First, they are in
the nanometer size range and vary in size and shape ranging from 10 to
100s of nanometers (nm). Second, they self-assemble and therefore do not
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require a complex synthesis pathway. Third, each member is monodisperse
with equal size and shape within a population. Fourth, known genome
sequences and expression systems allow for genetic modification, and many
are defined to atomic resolution through X-ray crystallography or cryo-
electron microscopy allowing for precise chemical manipulation. Fifth,
they exhibit repeated surface and interior patterns that allow for multiva-
lent displays and attachments on multiple levels. Sixth, they may be pro-
duced in much higher quantities than the human viruses discussed above,
and are non-pathogenic for humans in general. These collective proper-
ties have led to their use in intravital imaging, vaccine development, and
targeted drug delivery (see Fig. 2).

Fully assembled virus members of this group without nucleic acid are
referred to as virus-like particles (VLPs). Modified virions and VLPs used
for nanotechnology applications are called viral nanoparticles (VNPs). This
chapter will first provide an overview of the use of VLPs and VNPs in
nanotechnology, and then focus on cowpea mosaic virus (CPMV) and its
use in biomedical applications.

2.1. VLP and VNP Uses in Imaging

Intravital imaging is an essential tool for non-invasive diagnosis and
management of disease. Toxicity and signal intensity issues hinder cur-
rently available imaging agents including small gadolinium conjugates
and dye-labeled dextrans or lectins. Multivalent displays of fluorophores

Fig. 2. Examples of viruses and protein cages used in nanotechnology. (A) Ferritin
cages 12–14 nm.34 (B) Heat shock protein cages 12–14 nm.35 (C) Tobacco mosaic
virus intermediates 18 nm wide and variable in length up to 300 nm.36 (D) Bacte-
riophage MS2 26 nm.37 (E) Cowpea chlorotic mosaica virus 28 nm.38 (F) Cowpea
mosaic virus 31 nm.39 (G) Murine polyomavirus 48.6 nm.40 Colors indicate domains
or subunits. All structures were rendered using Chimera25 or Viper.41
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or contrast agents on ‘biocompatible platforms’ can help resolve these
issues.42−44 Cowpea chlorotic mottle virus (CCMV), Fig. 2E, can be
modified on its internal and exterior surfaces, in addition to its capac-
ity to produce non-infectious particles using in vitro expression systems.45

CCMV also has a porous capsid surface, through which added gadolinium
ions (Gd3+) can freely diffuse and bind to the 180 interior metal-binding
domain of the capsid with a binding affinity of 31 µM.46 Gadolinium-
labeled CCMV forms a paramagnetic nanoparticle with high molecu-
lar relaxivity, whereby coordination of the gadolinium ions caused by
attachment to the virus capsid slows their molecular rotation in solution.
This Gd-modified VLP can then be used as a platform for magnetic
resonance imaging (MRI).46 A slightly different strategy using MS2
bacteriophage, Fig. 2D, and Gd-chelates attached to the MS2 cap-
sid internally through tyrosines and externally through lysines has pro-
duced an attractive MRI contrast agent as well.47 CPMV, Fig. 2F,
has also been decorated with Gd and will be discussed further in
Section 3.4.2.48

2.2. Use of VLPs and VNPs in Vaccine Development

Plant viruses and bacteriophages are becoming more frequently utilized
for vaccine development because they are non-infectious, inexpensive to
produce and provide multivalent antigen display. These multivalently dis-
played antigens increase the efficacy of the immune response, often requir-
ing no adjuvant since they are composed of repeating units of a foreign
protein. One can often evoke a strong immune response using only a single
immunization.

Current research follows in the footsteps of several successful examples
of VLP-based vaccines already on the market. Hepatitis B surface antigen
(HBsAg) is found in two forms during a typical infection: the infectious 42
nm particle and a hollow particle 22 nm in diameter. In 1982, researchers
were able to produce the 22 nm particles in the yeast Saccharomyces
cervisiae and successfully used this nucleic acid-lacking VLP to induce a
protective immune response to Hepatitis B.49 Also using VLP technology,
several groups building off of each others’ advances in the 1990s were able
to produce VLPs capable of eliciting a neutralizing response to the majority
of the more than 100 known human papillomaviruses.50,51 Derivatives of
these advancements are used for the current vaccination arsenal under the
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better-known commercial names: Engerix-B, Recombivax HB, Gardasil,
and Cervarix.

Recent VNPs show equal promise. Through the genetic addition of a
highly antigenic epitope from gp41 of human immunodeficiency virus 1 to
the coat protein of potato virus X, researchers were able to induce a neu-
tralizing antibody response in the murine model system after intranasal
or peritoneal immunization.52 Alfalfa mosaic virus, modified with anti-
genic determinants from rabies virus nucleoprotein and glycoprotein, was
protective against an infectious challenge after parenteral immunization.53

Mice peritoneally or subcutaneously immunized with tobacco mosaic virus
(TMV), Fig. 2C, that had been genetically fused with a short epitope from
the spike protein of murine hepatitis virus (MHV), were able to survive
lethal challenge with MHV.54 Intranasal injection of this modified TMV
was also able to elicit a specific immune response; however, ten times more
immunogen was needed than when subcutaneously introduced.54 In a
separate study, larger antigens attached via a linker to TMV were more
immunogenic.55 Mice immunized with VNPs of bacteriophage Qbeta
(Qß) modified with IL-1ß were found to be strongly protected from arthri-
tis as well.56 Impressively, the insect virus flock house virus (FHV) that has
been modified with protective antigen from B. anthracis was able to func-
tion as both an antitoxin and a vaccine in a single administration without
adjuvant.57

2.3. VNP Use in Targeted Drug Delivery

Viruses offer great opportunities in the field of targeted drug delivery,
perhaps most notably for cancer therapeutics. Cancer cells and cancer neo-
vasculature are different from normal tissues, and display unique surface
markers.58 In addition the vasculature of tumors is leaky and provides a
microenvironment that is physically different in accessibility and reten-
tion of macromolecules.59,60 Studies using polymers of vinyl alcohol or
liposomes have shown that maximum tumor accumulation and retention
size of particles is 100 nm or smaller.61,62 This is known as the enhanced
permeability and retention effect (EPR). VNPs are this ideal size and can
be engineered to take advantage of these specialized tumor markers, all
while protecting a drug payload from non-specific internalization or toxi-
city. The ability to multivalently modify multiple sites on the interior and
exterior surfaces of VNPs permits the addition of multiple functionalities
to each particle. It is becoming relatively straightforward to attach a drug
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to the interior of a VLP, thus protecting it from cellular internalization and
metabolism, and then add one or more targeting moieties to the outer sur-
face to direct the particle to a highly specific cell type. Direct VNP surface
interactions with the vasculature and tumor can be controlled through the
addition of polyethylene glycol (PEG) linkers between VNPs and targeting
molecules, thus further highlighting the targeting moieties.63−65

Several VNPs have been successfully utilized to accomplish payload
delivery and targeting. The interior and exterior surfaces of MS2 bacterio-
phage have been conjugated with mock payloads and target moieties.66−68

Filamentous M13 phage, popular for use in phage display technologies,
was modified to target alpha-integrins and deliver a quantum dot payload
to tumors.69 Payload-modified canine parvovirus is capable of human cell
entry through its native receptor, the transferrin receptor, which is upreg-
ulated in many types of cancer.70,71 A heat-shock protein (HSP) cage,
Fig. 2B, was also shown to be capable of exterior targeting modifications
with optional carrying of a therapeutic payload.72

All of these VNPs exhibit broad utility; however, one virus has been
used for imaging, vaccine development and targeted drug delivery.

3. Cowpea Mosaic Virus, a Versatile
Nanoparticle

Cowpea Mosaic Virus (CPMV) is the type member of the genus
Comovirus, and is part of the picornavirus superfamily, which spans both
the plant and animal kingdoms. CPMV has a positive sense, single-
stranded bipartite RNA genome in which RNA1 encodes the replication
and protease machinery, and RNA2 encodes both capsid protein subunits
as well as a movement protein.73,74 CPMV is inexpensive to cultivate, and
one can isolate high quantities of virus (1 mg per gram of infected leaf
mass) from its native plant host the black-eyed pea plant (Vigna unguic-
ulata) using non-sterile techniques.75 These and the physical properties
of the CPMV virion, including its structure and the ability to chemically
modify its capsid, have led to its use in biomedical nanotechnology.

3.1. CPMV Structure

CPMV is a non-enveloped virus, which forms an icosahedral capsid made
up of sixty identical asymmetric units.73 Each asymmetric unit is composed
of one small (S) and one large (L) protein subunit in a pseudo- T = 3
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Fig. 3. The CPMV icosahedral viral capsid structure. Comprised of two proteins, the
S subunit is in blue and the two domains of the L subunit in green and red. These three
domains form a quasi-equivalent T = 3 surface. Icosahedral symmetry axis indicated
where pentagon = 5-fold, triangle = 3-fold, and oval = 2-fold. (A) Asymmetric unit.
(B) Schematic of capsid. Figure courtesy of Dr Jack Johnson.

configuration (Fig. 3). The X-ray crystallographic structure of the CPMV
capsid was determined to 2.8 Å resolution by Lin, et al.39 The small sub-
units occupy the five-fold axis, and the two β jelly-roll domains alternate
around the three-fold axis. This arrangement is ideal for multivalent dis-
play because any modification to an individual subunit is repeated sixty
times on the entire virion in a highly specific array.

3.2. Genetic Manipulation of CPMV

The generation of CPMV mutants was pioneered by George Lomonos-
soff’s laboratory. Full-length CPMV complimentary DNA (cDNA)
clones, wild-type (wt) or mutant, were created by placing RNA 1 and
RNA 2 downstream of the cauliflower mosaic virus 35S promoter. When
these plasmids are linearized and then inoculated on plants, replication is
initiated and intact and infectious virions can be produced.76 Harvest and
purification of these virions can be accomplished in about one day using
PEG precipitation and sucrose gradient centrifugation.75

This genetic manipulation method has been extremely productive
in analyzing the function of the CPMV movement protein (MP) and
both capsid subunits in the virus life cycle. The functional domains
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Fig. 4. Asymmetric unit of CPMV highlighting genetic insertion sites and reactive
surface lysine residues on the capsid. (A) On the S subunit: the βB-βC loop is high-
lighted in yellow and the C-terminus of the small subunit is in green. On the L subunit:
the ßE-αF loop is highlighted in purple and the C′-C′′ loop in blue. (B) Depicted are
the small subunit (green) and two β-jelly-roll domains of the large subunit (light and
dark blue) with capsid surface reactive lysines indicated in red. Lysine 38 of the small
subunit, the most reactive surface lysine, is indicated in yellow. Adapted from Chatterji,
et al. (2004).85

of and transport tubules formed by MP have been elucidated using
this mutagenesis.77−83 There are also several solvent-exposed loops in
each asymmetric unit in which short peptide sequences can be inserted.
Common modification sites for the small subunit are the βB-βC loop
and the C-terminus, and for the large subunit the ßE-αF loop and C′-C′′
loops.84−86 These insertion sites are illustrated in Fig. 4A. Display of large
peptides, however, has had mixed success and polypeptides cloned into
the βB-βC loop are susceptible to up to 80% proteolytic cleavage.86

3.3. Chemical Modification of CPMV

The stability of the CPMV capsid and the solvent exposure of several
amino acids allows for numerous different chemical attachment schemes.
The presence of reactive lysines on the capsid surface and the stability of
their reactivity in a wide variety of conditions including temperature, pH,
and organic solvents facilitates a wide variety of chemical conjugations.87

Through mutational analysis the five surface-exposed lysines of each
asymmetric unit were subsequently found to be uniquely reactive in
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comparison to one another as depicted in Fig. 4B.85 Small molecules,
or large molecules connected to a linker, can be easily attached to these
surface lysines through use of an N-hydroxysuccinimidyl ester (NHS).

There are several other capsid attachment schemes in addition to
the use of surface lysines. Mutational addition of cysteine residues on
the capsid surface, or use of the 30 accessible natural cysteines on the
interior of the capsid, allow for another layer of chemical attachment
through maleimide chemistry.88 Nickel binding chemistries can be used
via histidine mutation.89 Decoration of carboxylate groups exposed on
the surface of the virion is also possible.90 Further attachment strate-
gies using copper(I)-catalyzed azide-alkyne cycloaddition reactions (‘click
chemistry’) allow for attachment of complex moieties without the need
for protecting groups.91,92 Researchers armed with an array of possible
alteration strategies for CPMV have put these options to use for a wide
variety of applications. CPMV has been used in material science, molecu-
lar electronics, and the creation of multi-layer assemblies.93−95 Numerous
moieties have been conjugated to the viral surface for material or biological
use including display of peptides,84 polysaccharides,91,96,97 nucleic acid,98

biotin,95 folic acid,63 gadolinium,99 and other synthetic structures.100

3.4. In vivo Applications and Mammalian
Bioavailability of CPMV

CPMV VNPs have made many contributions in vaccine development,
imaging and targeted drug delivery. Importantly, it was found that CPMV
virus particles are non-toxic to the mammalian system, even in high doses
as large as 100 mg per kilogram body weight.99 It is also possible to create
virions devoid of RNA that are stable for several weeks, can be chemically
modified and are structurally resolved.101

3.4.1. Studies using genetically modified CPMV VNPs

Modified CPMV particles have been used in many vaccine studies. As
with other VNPs, the foreign and highly repetitive capsid of CPMV is
often capable of inducing an immune response with minimal use of adju-
vants. The first study demonstrating that CPMV could be used as a plat-
form for antigen display genetically inserted an epitope from the VP1
protein of foot-and-mouth disease virus (FMDV) into the small subunit
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capsid protein. The resulting chimeras were capable of productive virion
formation and systemic spread in the plant host, with the additional ability
to react with FMDV-specific antiserum.102 These VNPs rapidly reverted
to wild-type following serial passage, however.

Through the work of Porta, et al. in 1994 it was possible to pro-
duce stable CPMV chimeras displaying epitopes from human immunod-
eficiency virus or human rhinovirus 14,103 of which the latter was also
immunogenic in rabbits. Through further refinement, a CPMV chimera
bearing a genetic insertion of a mink enteritis virus epitope provided pro-
tection from disease and prevention of viral shedding after a single sub-
cutaneous immunization.104 Several other short peptide epitopes have
been successfully displayed on CPMV and were shown to be capable of
inducing a specific antibody response, including the Staphylococcus aureus
fibronectin-binding protein105 and gp41 from human immunodeficiency
virus type 1.106,107 Most recently CPMV has been used for heterologous
protein production of vaccine antigens in plants, without virus purifica-
tion, to serve as edible vaccines.108−115

These applications of the CPMV genetic chimera technology have
been successful, but not without limitations. Expression of a peptide on
the CPMV capsid surface is limited by the length and isoelectric point
of the inserted sequence. Peptides that are long in length or that have
high isoelectric points hinder systemic plant infection.116 In addition,
wild-type CPMV (wt-CPMV) and CPMV mutants undergo proteolytic
cleavage depending on the position of the genetic insertion.117,118 It is
hypothesized that these different proteolytic cleavages happen in the plant
host prior to virus isolation, and loss of genetically altered sequences or
reversion is common.86

3.4.2. Studies using chemically modified CPMV VNPs

Chemical modification of purified virions allows addition of desired
moieties without exposing them to proteolytic cleavage in the plant
host. There have been several landmark studies using chemically mod-
ified CPMV particles in vivo, each addressing a key goal of biomedical
nanotechnology.

The groups of Huang and Finn created a CPMV VNP used to
elicit an immune response to a carbohydrate moiety upregulated on the
surface of cancer cells to create an antitumor vaccine. The Tn glycan,
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a tumor associated carbohydrate antigen linked with tumor progression,
was conjugated selectively to a cysteine mutant of CPMV using either
maleimide or bromoacetamide chemistry. When this chemically modified
VNP was injected into mice, it was able to induce an immune response
yielding high titers of IgG capable of recognizing Tn on the surface of
cancer cell lines. This work is a significant advancement because carbohy-
drates alone typically have low immunogenicity. Attachment to the CPMV
capsid allowed for the creation of a strong humoral response in vivo and
this method is currently being applied to other carbohydrates as well.119

Gd has been attached to the CPMV capsid to form a MRI contrast
agent using two separate chemical schemes. Gd3− ions have been coor-
dinated to the viral nucleoprotein and Gd(DOTA) analogues have been
covalently attached to the capsid surface through azide-alkyne cycloaddi-
tion (‘click chemistry’). Both methods yielded two- to three-fold enhance-
ment in Gd relaxivity and additional layering of function through specific
targeting of these VNPs is been pursued.48

Lewis, et al. conjugated an estimated 70 fluorescent dyes (AlexaFluor
555) to the CPMV capsid-surface lysines through the use of NHS esters
to create a superior vasculature imaging agent. The resultant fluorescent
particles (CPMV-A555) were capable of intravital imaging in vivo at a
depth of 500 microns for at least 72 hours in both normal and tumor
vasculature. This improvement in imaging depth over past platforms was
attributed to the high-density labeling of fluorophores and the stabil-
ity of the capsid. The labeled CPMV particles were bound and inter-
nalized by the vascular endothelium, yet differentially between venous
and arterial vessels. When the CPMV particles were then labeled with
polyethylene glycol (PEG) to make (CPMV-PEG-FITC) to inhibit cap-
sid interactions with the vascular endothelium, the mammalian cells were
unable to internalize the modified particles. This can be clearly seen in
Fig. 5 where endothelial cell internalization of CPMV-A555 can be seen
as bright dots within the cells (left panel), and no such internalization dot
decoration is seen with CPMV-PEG-FITC (right panel) in the same vas-
culature when both VNPs were coperfused. The green color observed
in the right panel is CPMV-PEG-FITC continuing to circulate in the
bloodstream.44

The technique of PEG-coating CPMV was further utilized to redi-
rect the targeted delivery of CPMV particles to cancer cells through the
folic acid receptor. Folic acid with a PEG spacer was conjugated, via click
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Fig. 5. Intravital imaging illustrates CPMV capsid mediated mammalian uptake.
Fluorescent imaging of chick embryo CAM vasculature at 10X magnification, 30 min-
utes after CPMV-A555 (left) and CPMV-PEG-FITC (right) coperfusion. Figure cour-
tesy of Dr John Lewis.

Fig. 6. Folic acid modified CPMV VNPs efficiently target tumor cells. (A) Wildtype
CPMV, (B) PEG-modified CPMV or (C) PEG-FA-modified CPMV particles were
incubated with KB human cancer cells. Binding and uptake of CPMV VNPs was visu-
alized through fluorescent confocal microscopy where green is CPMV VNPs and blue
is nucleic acid. Figure used and adapted with permission from Chemistry and Biology.63

chemistry, to the viral capsid lysines (CPMV-PEG-FA). Using confocal
microscopy, KB human cancer cells incubated with wild-type CPMV
(Fig. 6A) illustrated limited binding, PEG-modified CPMV (Fig. 6B)
showed no binding, and CPMV-PEG-FA (Fig. 6C) demonstrated targeted
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delivery of the CPMV VNPs to cancer cells in vitro. The linked folic
acids of these modified particles were 10 times more efficient at bind-
ing to their receptor then equal molar concentrations of free folic acid
in vitro.63

3.4.3. Mammalian bioavailability of CPMV

Although CPMV’s replication is confined to plants, the CPMV capsid is
bioavailable to the mammalian system, as shown in the vascular imaging
and folic acid targeting studies. In addition, thin layers of CPMV were
shown to be able to support mammalian cell proliferation and adhesion in
tissue culture.120 Surprisingly, when wt-CPMV was introduced into mice
via intravenous injection or oral gavage, CPMV was detected through
RT-PCR in wide variety of tissues including the liver, lung, kidney, spleen,
stomach, small intestine, lymph nodes, bone marrow and brain.121 It was
also noted that CPMV particles remained intact when exposed to simu-
lated gastric conditions in vitro.121 In biodistribution studies CPMV was
found to be cleared from the blood stream in about 20 minutes, and after
30 minutes the majority of the CPMV was found in the liver and spleen,
and CPMV was non-toxic in high doses.99

Closer examination of the interaction between CPMV and the cell
surface has uncovered two clues to mammalian binding and internaliza-
tion. The Zeta potential of the virion and the Zeta potential of the cell
surface were shown to have a role in binding and internalization.122 Also a
54-kilodalton (kDa), unglycosylated mammalian cell surface protein was
identified that specifically interacts with CPMV, Fig. 7, in a dose- and
time-dependent manner.123

The ability of CPMV to enter cells derived from multiple kingdoms
of life is surprising. Only a few viruses, such as flock house virus and blue-
tongue virus, have made phylogenetic leaps between kingdoms.124−126

Even though there is currently no evidence that viruses that infect humans
have yet come from plants,127 these studies show that a plant virus
does enter human cells in vitro and mammalian cells in vivo. It is of
interest to note that CPMV is part of the picornavirus superfamily, whose
members include polioviruses, rhinoviruses, and coxsackieviruses.123 The
further intricacies of how mammalian cells interact with this plant
virus are poorly understood and are under further investigation in our
laboratory.
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Fig. 7. A conserved 54-kDa mammalian cell membrane protein specifically inter-
acts with CPMV in the Virus Overlay Protein Blot Assay (VOPBA). (A) Schematic of
VOPBA method where cell membrane proteins are separated and immobilized on a
PVDF membrane, incubated with CPMV particles, and CPMV binding identified by
antibody detection much like a Western. (B) Through VOPBA a CPMV specific mem-
brane protein, 54-kDa in size, is found in mouse fibroblast cells MC57 and BalbCl7,
human cancer cells KB, and murine derived dendritic cells. Figure used and adapted
with permission from Journal of Virology.123

4. Summary

Viruses have been thriving in a wide variety of biomedical nanotechnology
applications including vaccine development, imaging and targeted drug
delivery. Viruses are especially suited for these uses because of their unique
physical properties: (i) their nanoscale size, (ii) their structure and (iii)
the ease with which one may genetically and/or chemically modify their
capsids. In the quest to create medicinal tools from these viruses, much
has been learned about the viruses themselves.

Cowpea mosaic virus (CPMV)) is an excellent example of this.
The CPMV virion’s natural attributes allowed for utilization in many
medical applications. Through these biomedical uses, CPMV was
observed to specifically interact with mammalian cells and facilitate
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internalization. Further studies investigating these properties revealed sys-
temic bioavailability of CPMV and specific mammalian cell surface inter-
actions. A better understanding of these qualities will in turn allow for
more precise control over CPMV as a therapeutic agent. A constant ben-
eficial cycle of discovery can be observed where physical properties fuel
applications and applications uncover additional physical properties.
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