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   Introduction: We Start with a Donut . . .  

    I ate a donut this morning.  Mmm —it was good (thanks for 
asking). More precisely, I made the choice to eat a donut 
rather than something else, when I had other options, includ-
ing healthier fare such as an apple or a whole-grain bagel. So 
why did I decide to eat a donut? 

 There are many possible reasons (not all of them true, of 
course), ranging from the banal and obvious to the very spe-
cific but just as reasonable. I like the taste, the smell, or the 
texture. It goes well with coffee. I was walking by the shop 
and it seemed like a nice change—you know, from my normal 
apple and whole-grain bagel. I was rewarding myself for fin-
ishing writing a book chapter the night before. I ran into an 
old friend who offered to buy me a donut and, despite being 
utterly satisfied by the apple and whole-grain bagel I had eaten 
earlier, I accepted his offer out of my natural impulse to be 
friendly and sociable. Or the stunning woman with the won-
derfully green eyes and dazzlingly charming smile behind the 
counter made the donut sound like heaven. 

 But to some—especially behavioral economists and advo-
cates of libertarian paternalism, the focus of this book—I 
made an irrational choice because of some inborn, evolved 
flaw in my decision-making process that led me to choose 
to eat an unhealthy donut instead of a healthy apple or a 
whole-grain bagel. These people, who do not know me, may 
decide for me that my one and only “true interest” must 
be my health, and will possibly take it upon themselves to 
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pronounce judgment on my choice. They may even decide to 
take measures to ensure that I make “better” choices in the 
future. In other words, I was “predictably irrational” when I 
chose to eat the donut and therefore must be “nudged” into 
better choices—for my own good. 

 Wrong and wrong, as I argue in this book—“wrong” in 
the sense of both “incorrect” and “unethical.” First, these 
people have no way of knowing my true interests, or why I 
chose to eat the donut rather than an apple or a whole-grain 
bagel. As a result, they have no basis on which to judge that 
my choice was irrational or to know what I would have cho-
sen if I had chosen “rationally.” Second, they have no right 
interfering in my choices to make them “better,” even if they 
did somehow know what “better” meant to me. The real 
questions here are why they think they do know better and 
why they think they have the right to do anything about it— 
questions I try to answer in this book. 

 * * * 

 More generally, this book is about  choice —how most econo-
mists think we make choices, how behavioral economists think 
we make choices, and why they’re all wrong. Economists are 
social scientists, and as social scientists their job is to try to 
understand, explain, and predict human behavior and larger 
social phenomena. Economics is definitely the most success-
ful of the social sciences in terms of developing a standard 
model of human behavior and applying it to a wide range of 
choices, from consumer purchases to health-care decisions, 
and from voting to mate selection (and abandonment!). But 
as all scientists know, models are necessarily imperfect and 
incomplete—they have to abstract from reality to be use-
ful. A useful road map leaves out details that drivers don’t 
need (such as the location of sidewalks and trees) to make the 
ones that they do need easier to see (such as, well, the roads). 
Likewise, economic models of choice must leave out some 
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details to focus on the important ones, ideally those that are 
most relevant to the economic situation being modeled. 

 But as Albert Einstein is said to have remarked, “Make every-
thing as simple as possible, but no simpler.” Many people have 
criticized the traditional economic model of choice for being 
too simplistic to describe the way people actually make deci-
sions, foremost among them  behavioral economists . Relying on 
research by experimental psychologists, behavioral economists 
have identified quirks and anomalies in our reasoning abili-
ties that cause living and breathing people to make decisions 
differently than what the textbook economic models predict. 
Popular books such as Dan Ariely’s  Predictably Irrational  have 
introduced people around the world to many of these cognitive 
biases and heuristics, which lead us to place values on things 
that don’t reflect their true usefulness to us, assess risk so poorly 
that we put ourselves in more dangerous situations for no good 
reason, and use “rules of thumb” that systematically result in 
bad decisions. With an enormous amount of experimental data 
to support them, behavioral economists have thrown down the 
gauntlet to mainstream economists: real people do not make 
decisions as well as traditional economic models of choice 
assume they do. 

 Once we accept that we naturally and inevitably make 
poor decisions, we might wonder if there’s any way to help 
us make better ones, perhaps using rules that already exist to 
guide our behavior—the law. This is where behavioral eco-
nomics meets  law and economics , which is simply economic 
theory applied to legal issues. Law and economics takes the 
traditional model of economic choice and uses it to study 
how people react to legal incentives, such as liability rules 
or criminal penalties. It can then recommend legal reforms, 
based on the results of the models of choice, to create the 
most benefit for society as a whole. For example, law and eco-
nomics would recommend higher penalties for grand larceny 
if that would lower the frequency of theft without imposing 
excessive costs on the prison system. Also, it recommends 
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certain liability rules in accident cases to give people incen-
tive to take the efficient level of precaution (after all, there’s 
no use spending an extra $200 on precaution to save $100 in 
accident costs). 

 Although law and economics is mostly concerned with 
behavior that affects other people (and is therefore subject 
to the law), behavioral economics focuses on how well a 
person’s choices promote his or her well-being, especially in 
the face of the psychological factors that significantly affect 
our choices. One way to influence those choices, in hopes of 
improving them, is to change the background against which 
those choices are made, which includes regulations and laws. 
Thus,  behavioral law and economics  was born, combining 
behavioral economics’ research on people’s decision-making 
flaws with law and economics’ emphasis on regulating behav-
ior. The result is a field of study that not only looks into 
how people make choices, but also attempts to modify those 
choices in their own interests (not just the well-being of soci-
ety as a whole). 

 In 2008, behavioral economist Richard Thaler and law pro-
fessor Cass Sunstein published a book titled  Nudge: Improving 
Decisions About Health, Wealth, and Happiness , which sug-
gested a new framework for policies designed to help people 
make better choices.  Nudge  quickly became a bestseller, and 
Thaler and Sunstein soon became influential figures in poli-
tics in both the United States and the United Kingdom. The 
book is full of examples of subtle and seemingly unobtrusive 
regulations that change the context of people’s choices and 
thereby can influence their decisions relying on the cognitive 
biases and heuristics identified by behavioral economists. For 
example, arguing that people often fail to sign up for 401(k) 
plans when they start new jobs because of natural tenden-
cies toward laziness or procrastination, Thaler and Sunstein 
recommend changing the default choice to automatic enroll-
ment. New employees can still choose  not  to enroll, but such a 
choice would now take a little extra effort. Under this plan, if 



INTRODUCTION xiii

they succumb to their irrational impulses toward inaction, at 
least the better choice will be made—in Thaler and Sunstein’s 
opinion, and presumably in new employees’ opinion as well. 

 Thaler and Sunstein call this approach to public policy  lib-
ertarian paternalism : paternalistic because its goal is to help 
individuals, make better decisions in their own interests, and 
libertarian because it’s relatively “hands-off,” tinkering with 
the options people choose from rather than interfering with 
the choices themselves. They contrast their brand of pater-
nalism with more direct versions, such as motorcycle-helmet 
laws, which force people to do things to protect themselves; 
bans on trans fats, which limit people’s food options; and cig-
arette taxes, which alter economic incentives directly. Instead, 
rearranging options or default choices just changes the way 
options or choices  look  to people, so they have the same 
options as before and are not forced into making any particu-
lar one. Based on people’s imperfect decision-making skills, 
libertarian paternalism claims to “nudge” them into making 
the choices they  would  have made if their decision-making 
skills were better. 

 That all sounds very reasonable: since we don’t make good 
choices, other people will help us make better ones. But . . .  can  
they? And  should  they? As I argue in this book, there are seri-
ous problems with libertarian paternalism and nudges, based 
on information, ethics, and practical considerations, which 
combine to make such policies ineffective, unethical, and dan-
gerous to individual choice, interests, and autonomy. Briefly, 
policymakers have no way to know whether a particular choice 
made by a person is good or bad—only that person can make 
that judgment because only that person knows his or her true 
interests and motivations for that choice. The only way a poli-
cymaker can judge another person’s choice is by the policy-
maker’s own standards and interests, not the standards and 
interests of the person whose choices are being judged. And 
regardless of whether a particular choice is judged as good or 
bad by the person who made it, policymakers are not justified 
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in “nudging” that person to make a different choice which 
suits the interests imposed by the policymakers—especially by 
relying on the same cognitive biases and heuristics that moti-
vated the nudge in the first place. 

 * * * 

 Remember the donut I ate this morning? I chose to eat 
that donut because it served my interests to do so—my true 
interests, which are complex and multifaceted, and include 
desires, goals, principles, and much more. I may have eaten 
that donut for any of the reasons I listed, for countless other 
reasons that I didn’t list, or any combination of these. I may 
not have been aware, even, of the reason I ate that donut, 
but it was the choice I made. Was it the best choice I could 
have made, or even a good one? I could certainly ask myself 
that question, but to answer it I would have to know my own 
interests. It may have been a terrible decision, but that’s for 
me—and only me—to assess. 

 Of course, behavioral economists may judge my choice to 
eat the donut as irrational. But how can they? They don’t 
know anything about me, what my interests are, or which 
one (or ones) motivated my decision. They would have to 
assume I have certain interests and use those to judge my 
choice as irrational. For instance, if my only interest were 
my health, then my choice to eat a donut would be clearly 
irrational. Maybe the behavioral economists assume my only 
interest is my health—or even that my only interest  should  
be my health. But whichever it is, their assumption or their 
opinion, it’s  their  idea of my interests, not mine. I can decide 
that eating the donut was a bad idea, because I know why I 
made that choice—but they  don’t  and they  can’t . 

 Nonetheless, they may take it upon themselves to act on 
their judgment and design policies that nudge me—and others 
who may presume to enjoy a donut from time to time—into 
making choices in their idea of our interests, not our own. In 
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general, no matter how well-intentioned they may be, poli-
cymakers simply have no information regarding people’s true 
interests. Instead, they judge people’s choices to be bad ones 
based on the interests assumed and imposed by the policy-
makers, and then nudge people into making choices that the 
policymakers want them to make. Finally, they measure the 
success of their policies by how well they elicited the desired 
behavior—not by how well they improved people’s choices as 
determined by them, because they have no way of doing this. 
In the end, libertarian paternalism is not about helping people 
make better choices—it’s about getting people to make the 
choices policymakers want them to make. 

 We have a lot to learn from behavioral economists about 
how we make decisions in various choice situations, and we 
can use those insights to help ourselves make better choices. 
But policymakers have no information and no justification to 
do that for us. Let people make their own decisions—within 
the laws and regulations that rightfully protect them from the 
wrongful actions of others (and vice versa), but free of any 
manipulation that is claimed to be in their own interests. Some 
of those choices will be bad ones, but that is for people them-
selves to judge, not anyone else. If people realize they’ve made 
bad choices, they’ll learn from it, and make better decisions 
in the future. Although behavioral economists can continue 
to treat people as “predictably irrational” for the purposes of 
research, policymakers should treat people as “presumably 
rational” and leave the choosing to us.      



     Chapter 1 

 The Problems with Traditional Economic 
Models of Choice   

    Most economists understand choice to be a matter of picking 
the best option available to a person, such as filling your shop-
ping cart with great bargains or selecting an automobile based 
on getting the best options for a good price. Sounds reasonable, 
right? Sure, but once we tease out the meanings of “best” and 
“available”—as well as other terms that economists use when 
they discuss choice, such as “preferences” and “well-being”—we 
see that the standard economic model of choice is anything but 
reasonable. When you get down to it, it doesn’t involve any 
actual choosing or deciding: you see, and you want, so you get. 
This might be fine to describe your dog’s “choices,” but not yours 
or mine—we deserve a better model, and economists need one.  

  This chapter highlights three of the most serious problems 
with standard economic models of choice. First, they have far 
too narrow an idea of what we are choosing from. We don’t 
merely choose goods and services based on what they can do for 
us or how happy they make us. For instance, many people buy 
fair-trade coffee or environmentally safe laundry detergent, 
despite the higher price, because they believe it’s right to do so. 
In general, we make choices based on principles, ideals, and 
values as well as desires and preferences, all of which make up 
our interests. Second, our decision-making processes are much 
more elaborate than economists think. We don’t just choose the 
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shiniest car we can afford; we make judgments based on the 
wide range of considerations identified above, weighing some 
factors more heavily than others, or considering some before we 
even think about others. Finally, we have to follow through with 
our choices, using resolve or willpower, with or without external 
help (friends, support groups, and so forth). We can choose to 
make New Year’s resolutions, but we all know how difficult it is 
to maintain them (assuming we even start them)!  

  Including these three factors in economic models of choice 
would complicate them, of course, but these additional details 
are necessary to understand choice well enough to explain it and 
make predictions based on it—not to mention use it to make 
judgments and policy decisions. Once we’ve described the prob-
lems with traditional economic model of choice, we will have 
laid the foundation for our critique of behavioral economics, 
libertarian paternalism, and nudges.   

 * * * 

 Like many of us at one time or another, Chris and Pat have 
found themselves in a need of a new car. They agree on the 
basics—what size car they want, what features they consider 
essential, and what price they’re willing and able to pay—but 
they don’t have much time to look for the best deal. They’ve 
checked out the new and used car ads in the newspaper and 
online, they’ve called a few local dealers to check on availabil-
ity, and they’re planning to spend the next day driving around 
to various dealers to see what they have to offer, test-drive a 
few cars, and then haggle with the salespeople. At the end of 
the day, they hope to have settled on a car and a price with a 
dealer. (Wish them luck!) 

 Human behavior is complex, and this includes “economic” 
behavior such as shopping for a car. To study economic behav-
ior, economists (like all social scientists) need to simplify it to 
get to the core of what leads us to make certain choices, in 
the hope of explaining our past choices and predicting our 
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future ones. To do this, they have developed a simple model 
called  constrained preference satisfaction , which essentially 
has three parts. The model starts with  preferences , which rep-
resent what we want or need, and take the form of rankings 
of which things we like better than which other things. Chris 
and Pat have preferences about the size and features of their 
ideal car and alternatives, and they place values on each of 
these options. For instance, they may greatly prefer a midsize 
sedan to a compact car, but have a very weak preference for 
a sedan over a small SUV. They’d rather have blue exterior 
than red, but this preference over color is much less impor-
tant to them than size is, and so forth. 

 But although our wants and needs may be unlimited, 
and we’d like to satisfy as many preferences as we can, the 
 resources  we have to do this are limited. Chris and Pat would 
love their car to be loaded with all the bells and whistles, but 
they can’t (or won’t) spend that kind of money. They’d also 
love to spend weeks researching all the various models and 
visiting all the dealers in their area, but they can’t devote that 
much time to this one task. Money, time, energy—they’re 
all limited, or as economists say,  scarce . It is this scarcity that 
requires us to make tough choices about how to use our 
limited resources to achieve our most important wants and 
needs, which also serves as a common definition to econom-
ics. Chris and Pat may very well have the money and time to 
find the perfect car for themselves, but it is not worth using 
it to find the perfect car because they have other things they 
need to spend their money and time on also. (More on this 
point soon.) 

 Finally, how well we use our scarce resources to satisfy our 
preferences depends on the  information  we have, which is 
never complete and never perfectly accurate, but doesn’t have 
to be. Chris and Pat are not automotive engineers, but they 
know what they want in a car. What they don’t know—but 
would like to—is what models and options the various deal-
ers in their area are offering and at what prices. But they can’t 
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just “know” this; they have to spend resources getting this 
information. In general, we need some degree of information 
to know how to use our resources to fulfill our wants and 
needs. The more information we have, and the better infor-
mation we have, the more effective we’ll be at solving this 
basic economic problem of choice, but how much informa-
tion we want to get is a choice problem in itself!  1   

 The most basic economic activity that most of us engage 
in—shopping, whether for cars, groceries, clothes, or plastic 
surgery—fits within this framework rather well. Consumers 
have a certain amount of money to spend on various items 
that they need or want, and they have to decide which are 
worth their cost, given the limited amount of the money (or 
credit) they have to spend. Although money seems like the 
most important constraint when it comes to shopping, time 
can be a limiting factor as well—especially when it comes 
to last-minute Christmas shopping! Time constraints have 
been loosened tremendously by online shopping, but ironi-
cally, the easy, 24/7 availability of a wider array of goods and 
services than ever only makes our limited money seem even 
more scarce! 

 But economists don’t see cost merely in terms of dollars 
and cents, or even hours and minutes, but rather what you 
can  do  with that money or time. For example, we could buy 
a more expensive variety of cereal (to satisfy a higher prefer-
ence), but this will come at the cost of buying something 
else, such as bananas. We could watch the new Adam Sandler 
movie in the theater rather than wait to get the DVD, but 
this will mean we can’t spend that two hours (and ten bucks) 
doing something else. Chris and Pat can spend an extra day 
visiting car dealers, but that would be a day they can’t spend 
doing other things together. Economists call this sacrifice 
the  opportunity cost  of a choice, and it exists whenever a deci-
sion has to be made: if you choose to buy the premium cereal, 
you have to give up the bananas, and if you watch the Adam 
Sandler movie, you can’t do something that’s actually worth 
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the time and money (such as buying a baseball bat and whack-
ing yourself over the head with it). In other words, you made 
a  trade-off , and economists are trained to analyze trade-offs 
like these to see when a certain trade-off will increase the 
person’s level of preference-satisfaction and when it won’t. 

 Preferences can cover more than just consumer goods, 
though. They can be defined over anything a person may 
devote his or her resources to, all of which will generate 
trade-offs when the person’s resources have to be devoted 
to one thing or another. For example, this model is often 
applied to labor supply decisions, in which a person chooses 
how many of his or her waking hours to devote to labor or 
leisure. Each of these “activities” satisfies different prefer-
ences: time spent at work generates money that can be used 
to purchase goods the person wants or needs, and time spent 
relaxing provides obvious benefits—most important, enjoy-
ing the fruits of the person’s labor! Each person has to find 
his or her own personal “best” trade-off between labor and 
leisure, which comes down to a number of factors, including 
the wage or salary the person earns at work, his or her need 
for money (which depends on family, mortgage, debts, and 
so on), and the strength of his or her preference for time off 
from work (within the limits provided by his or her job). 
This way of analyzing individual decisions has a great deal 
of influence on business and policymakers concerned with 
workplace issues such as taxes, vacation, family and sick leave, 
and flextime scheduling. 

 The same model can also be used to study the effort put 
into getting information. We already saw this in terms of 
Chris and Pat’s search for information about the makes, 
options, and prices of cars, but it can apply to any search 
for information—including looking for the “best” person to 
form a romantic relationship with. When dating, in hopes 
of finding that special someone, a person needs to balance 
his or her picture of an ideal mate with the time and money 
spent looking for him or her. Some people place a high value 
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on their time compared to finding the ideal mate—in other 
words, they have a high opportunity cost of search—so they 
settle down early but with a person who may not be as good 
a match as they could have found if they had been willing 
to spend more time looking. Others place a higher value on 
finding the “right one,” and those people spend more time 
and money looking for that person (because they perceive 
a lower opportunity cost, and higher benefit, to more time 
spent searching), and on the average will likely find better 
matches. This model is used to study dating patterns and 
relationship patterns in areas that differ in terms of income, 
as well as other implications of the model. 

 Also, preferences don’t have to be just about what a person 
needs or wants for himself or herself. Self-interest is a conve-
nient assumption for economists because it is to a large extent 
reliable—at the most basic level, everyone needs to look after 
himself or herself—and it is the one motivation that, to some 
degree, we all share. But not all of our preferences have to be 
in our self-interest, because economists understand prefer-
ences in a very formal way: a ranking of alternative uses of 
resources. This can include a preference for premium cereal 
over bananas or working overtime over having a free Saturday, 
but can also include preferences for buying a birthday gift for 
your best friend, spending time helping a cousin move, or 
donating time or money to a local food shelter, over spend-
ing that time and money on yourself. These are all examples 
of  benevolent  or  altruistic preferences , but a person can also 
have  malevolent  or  anti-social preferences , such as donating 
to a hate group or spending time ruining a rival’s marriage. 
(Don’t judge me—he never deserved her!) Generally, we 
call these  other-regarding preferences , because they’re based 
on other people’s well-being rather than our own. Just like 
self-regarding preferences, however, they generate trade-offs: 
if you donate an extra hour to the food shelter, it comes at 
the expense of an hour spent doing something else, whatever 
that may be. (Even watching half an Adam Sandler movie.) 
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 The modeling framework of constrained preference- 
satisfaction has proven very useful for economics, helping it 
earn the title of “queen of the social sciences.” This model 
and its depiction of rational decision-making—symbolized 
by  homo economicus —has allowed the economic approach to 
spread to other fields, such as sociology, political science, and 
law. (Detractors call this “economic imperialism,” but econ-
omists call it “more jobs.”) This model is not perfect, and 
no responsible economist would claim that it is. After all, 
it’s just a model, an abstraction, a simplification of reality, 
which is not meant to be perfect or complete. But any model 
that successfully explains and predicts behavior should cap-
ture the  most  important aspects of decision-making for  most  
people in  most  situations, and this is where constrained 
preference-satisfaction falls short. There are important ele-
ments of choice that this model leaves out—and these same 
elements are ignored by behavioral economists, despite the 
various improvements they’ve made to mainstream econo-
mists’ model of choice. (We’ll discuss them in the next chap-
ter.) Without these additional, crucial elements, economists’ 
model of choice is overly simplistic, more appropriate to 
choices made by animals and computers than human beings, 
and we’ll spend the rest of this chapter seeing why.  

  Choice Is More Than Preferences 

 As useful as the concepts of preferences, constraints, and 
trade-offs are, they don’t cover everything that enters into 
our decision-making processes. There are some factors that 
contribute to choices that are difficult to describe in terms of 
preferences, are not subject to trade-offs in the same way, and 
often have more in common with constraints. For instance, 
Chris and Pat may refuse to buy cars made by a certain com-
pany because of business or labor practices they find despi-
cable, or will not buy from a certain dealer who made racist 
comments in the press. No matter how low a price or how 
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option-packed a car they can get from that car manufacturer 
or dealer, no matter how many preferences could be satisfied 
or how many resources could be freed up for other purposes, 
they simply  will not  buy from these companies. We’ll call 
these factors  principles , referring to something that can’t be 
measured, such as the moral principles of honesty and cour-
age (although not all such principles need be moral in nature). 
Principles are elements in decision-making that are not easily 
traded off against preferences and are not as responsive to 
opportunity cost as are preferences. Obviously, this makes the 
traditional economist’s focus on trade-offs difficult, which in 
turn represents a problem for the economic model of choice 
to the extent that principles are an important and pervasive 
element of choice. 

 Here’s another example. Jodi normally gives $100 each 
month to her local animal shelter out of her love and sympa-
thy for abandoned pets. If this choice were based on a prefer-
ence, we would say that she chose to donate the $100 because 
the value of that donation to her is greater than its oppor-
tunity cost (the value of whatever else she would do with 
the money). If Jodi’s circumstances changed and she wants 
(or needs) to use the money for something else—or simply 
has less to give—that trade-off may no longer be attractive 
to her. She might give only $75 to the shelter next month, 
because she now has more pressing uses for the other $25. 
Of course, the opposite may also happen instead, where she 
has less need for her last bit of money (or more money to 
use to satisfy her preferences), and so she might increase her 
donation to $150. As the opportunity cost of her donation 
changes, so does the best trade-off she can make, and her 
donation would change with it. 

 But now let’s say Jodi  promised  to give $100 to the animal 
shelter each month. Her promise is a  commitment , which is 
supported by a principle—specifically, a moral principle—to 
honor commitments, and possibly also by a principle that 
motivated the promise in the first place.  2   In this case, when 
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Jodi’s circumstances change, she will be less likely to lower 
her donation. To maintain her commitment, she will try to 
find other ways to meet her changing wants or needs without 
compromising her promise to the shelter. Her promised dona-
tion, which she knows the shelter counts on each month, is 
not something she is willing to adjust slightly in response to 
an increase in the opportunity cost of giving. Her promise, 
and the commitment behind it, takes this aspect of choice to a 
different level. This is not to say that there is no circumstance 
that would lead Jodi to break or compromise her promise: she 
might lose her job, for instance, or find another cause that 
she feels serves abandoned animals better. Commitments are 
not absolute, but neither are they subject to the small changes 
and adjustments that preferences are, wherein we devote a few 
more resources to this and a few less to that when our circum-
stances change. It will take more than a slight change in the 
opportunity cost of giving to make Jodi break her promise to 
the shelter, just as it would take a lot to make most of us break 
promises—that’s what makes them  promises . 

 In fact, many principles have this property of limiting our 
discretion to make different trade-offs among preferences 
when circumstances changes. (Some principles play a more 
positive role, guiding us to devote our resources to certain 
purpose: Jodi’s preference for supporting animal shelters may 
be based on the principle that every animal deserves care.) 
Jodi’s promise of a $100 donation every month limits her 
ability to give less money to the shelter and use it to satisfy 
another preference. In the same fashion, maintaining a prin-
ciple of not lying prevents you from fudging the truth on a 
job application to increase your chances of landing a great 
position, and a principle of fairness keeps you from cutting in 
line at the taxi stand so you can get home from the airport a 
few minutes earlier. And as we saw before, principles can also 
enter into our consumer behavior, such as Chris and Pat’s 
refusal to buy cars made by a certain manufacturer or sold by 
a certain dealer. 
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 Some economists would like to maintain that principles 
such as these are still preferences; they would say that we 
prefer the option of “not lying and losing the job” to the 
option of “lying and getting the job.” But this implies too 
much flexibility on the part of the decision-maker to make 
slight changes in principled behavior based on circumstances. 
For instance, we could imagine that a small increase in the 
pay, benefits, or prestige of the position you’re applying for 
could challenge the strength of your preference for honesty 
if it’s “just” a preference. But you would be much less likely 
to compromise a principle in the face of small changes in the 
reward from doing so. In this way, principles act more like 
constraints than preferences, because they keep us from mak-
ing certain trade-offs that we find unacceptable for reasons 
above and beyond preference-satisfaction.  3    

  Constraints Are Not Always So Constraining 

 Even though many principles act like constraints in that they 
limit the choices and trade-offs people can make to satisfy 
their preferences, they don’t seem like the kind of constraints 
we mentioned when we introduced the economic model 
of choice earlier in this chapter. Those were constraints on 
available resources, primarily money and time, over which we 
would seem to have no control. But we can decide whether or 
not we maintain principles, and we saw earlier that principles 
are not absolute—we won’t compromise them as easily as 
we would adjust trade-offs among preferences, but they can 
be compromised, or violated completely, if there is enough 
reason to do so. The job applicant may not lie on his applica-
tion to earn an extra $1000 a year, but if he can earn enough 
in this job to pay for his son’s lifesaving operation, he might 
consider lying to be a necessary evil. 

 There are two ways to look at the issue of treating princi-
ples like other constraints on choice: the first is to show that 
principles  can  be truly binding; and the second is to show 
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that the usual resource constraints are  not  always binding. If 
we refuse to accept that principles can be binding, that would 
imply that we act solely out of self-interest. We would behave 
ethically only insofar as it benefits us, including any happi-
ness we get for doing good and any punishment we can avoid 
from not doing bad. This is clearly consistent with the eco-
nomic model of choice, but it is not consistent with everyday 
experience. We observe and maintain principles every day; 
society could barely survive, much less thrive, if we didn’t. 
We do the right thing even when it’s inconvenient, whether 
it’s stopping to help a fallen senior citizen even when we have 
an urgent appointment to keep, or passing on an opportunity 
to lie, cheat, or steal, even when there’s little chance of being 
caught. Even the market economy, all too often character-
ized as a morality-free zone, depends on honesty and trust 
to function. Most people are not looking for a chance to get 
away with cheating, lying, and stealing when buying or sell-
ing in the marketplace, which allows for the market to func-
tion relatively smoothly. (The recent financial crisis shows 
what can happen when these basic moral principles are not 
observed.) 

 To put it more positively, we do choose freely to follow 
principles such as moral ideals, but in doing so we bind our-
selves to them. Principles are an important part of most ethi-
cal systems, whether they resemble the equal concern for all 
embodied in utilitarianism, the duties in Kantian deontol-
ogy, or the virtuous character traits in the virtue ethics of the 
ancient Greeks and Romans. Most importantly, the princi-
ples we choose to follow and be constrained by become part 
of who we are, our moral character, and identity. They may 
not be binding in the same sense that we think of resource 
constraints as binding, but they are binding in the sense 
that when we compromise them, we compromise ourselves. 
The fact that they are chosen makes the fact that people feel 
bound by them all the more ethically meaningful. Of course 
we can’t spend more money than we have (counting credit), 
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but holding oneself to saving a certain percent of your income 
every month—or donating it to an animal shelter—even 
when there are many other things you could do with the 
money is admirable. In general, people give up their careers, 
their freedom, even their lives for the sake of principles. We 
shouldn’t think of principles as constraints that are “only” 
chosen, because chosen principles are actually much more 
important to us as moral individuals than imposed ones are. 

 What about ordinary constraints on money and time? Surely 
we have to take them as given, don’t we? Actually, not always; 
ironically, these constraints often rely on principles to make 
them binding. The father who can’t afford food for his family 
within his budget doesn’t have to accept his budget constraint 
as given—he can steal the money he needs. The executive who 
can’t finish her earnings report before the Friday deadline 
doesn’t have to turn in an unfinished or incomplete report—
she can lie about being sick and finish it over the weekend. To 
the extent that we treat our resource constraints as binding, it is 
only because we hold ourselves to principles that will not allow 
us to bend those constraints. There is almost no resource con-
straint that can’t be stretched if a person is willing to do what it 
takes—except the constraint of 24 hours in a day! This shows 
that the true limits on our resources are based on our moral 
principles, and the constraints of our money and time are only 
as binding as the moral principles that underlie them.  

  Another Thing Preferences Don’t Do Well 

 However, economists don’t use preferences simply to model 
choice; they also use them to measure people’s well-being or 
welfare. They assume that the more a person’s preferences 
are satisfied, the better-off that person is, so in their view 
preference-satisfaction ends up being equivalent to well-being. 
But this is problematic, because many of the things we prefer 
are not necessarily good for us in the way we usually under-
stand “well-being.” The two best examples are self-destructive 
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preferences and other-regarding preferences. On the one hand, 
self-destructive preferences, by definition, do not serve our 
well-being. Well-being is a vague concept in itself, but most 
versions of it would include some measure of health, and most 
of us have preferences for unhealthy foods, if not drugs or 
self-violence.  4   Other-regarding preferences, on the other hand, 
don’t contribute to decision-makers’ own well-being precisely 
because such preferences are focused on other people, not the 
decision-makers themselves. Even if a person has altruistic pref-
erences (or even malevolent ones) toward other people, these 
preferences will lead him or her to make choices intended to 
benefit (or harm) other people, not to make himself or herself 
better-off (other than whatever amount of “warm glow” or 
self-satisfaction the person gets from helping or hurting some-
one else).  5   

 We’ve said that a person’s preferences do not represent his 
or her well-being, and also that they’re not the whole pic-
ture when it comes to explaining his or her choices (due to 
the role of principles).  6   Well, guess what: there is no neces-
sary link between choice and well-being either. People do not 
always make choices consistent with their well-being, whether 
because of self-destructive or other-regarding preferences, or 
principles that they consider binding and more important 
than their personal well-being. People have a much wider 
range of possible motivations for their decisions, including 
preferences, their personal well-being and the well-being of 
others, moral principles, or more general social ideals such 
as justice, fairness, or equality—and that’s just to name the 
positive ones! More generally, any of these factors can be put 
in terms of  reasons  for choice, and we can refer to the reasons 
people have to make decisions, whatever they care enough 
about to act in pursuit of, as their  interests . 

 My argument at this point—which is essential to our 
discussion of behavioral economics and libertarian pater-
nalism later in the book—is that  a person’s interests are the 
basis of his or her choices . These interests cannot be reduced 
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to preferences alone, but rather are based on preferences, 
the person’s individual well-being, the well-being of others, 
personal principles, societal ideals, and whatever else matters 
to the person—and cannot be reduced to any one of them. 
Any particular choice can be explained in a number of differ-
ent ways, from simple preference-satisfaction to a principled 
stance, but economists cannot even consider the range of 
possible explanations if they do not admit the possibility of 
choice outside of preferences.  

  The Crucial Role of Judgment 

 As we said earlier, one virtue of the traditional economic 
method of choice is its simplicity: the economic actor makes 
choices to reach the highest level of preference-satisfaction pos-
sible within his or her resource constraints. (Economists refer 
to this as  utility-maximization , although “utility” here means 
a number referring to how many preferences are satisfied, not 
well-being or happiness as utilitarian philosophers such as 
Jeremy Bentham and John Stuart Mill understood it.  7  ) Even 
the simplest consumption decisions are more complex than 
this, but in many such cases consumers may behave “as if” they 
maximized their level of preference-satisfaction, in the same way 
that the master pool player and NBA free-throw shooter acts 
“as if” they are also masters of geometry and physics. In many 
case, however, people face conflicts between their preferences 
and principles, between what’s good for them and what’s good 
for others, or between what seems best and what seems right. 
When this happens, their choices cannot be reduced to seeing 
how far up the preference ladder his or her income will allow 
him or her to go, since an adherence to principles may prevent 
climbing the ladder at all (or shift the person to a new one with 
certain rungs that are incompatible with his or her principles 
knocked out).  8   This is why choices cannot be reduced to prefer-
ences, well-being, or any simple explanation based on a single 
reason or motivation. 
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 Let’s say Jim is shopping for coffee and feels strongly that 
he should buy fair-trade coffee based on a principle of soli-
darity with poor coffee growers. He pays the higher price for 
fair-trade coffee, even though it may not taste better, since it 
serves a principle that is important to him. This assumes, of 
course, that he can afford the higher price of fair-trade coffee; 
there is still an opportunity cost to following principle, spe-
cifically the higher price, but this opportunity cost is accept-
able to him. Under different circumstances, however, it may 
not be: suppose his household income were to drop or his 
other expenses were to rise. Money becomes tighter, and the 
opportunity cost of buying fair-trade coffee rises because the 
sacrifices Jim must make to buy it become more severe. Even 
though Jim may not be as responsive to this rise in opportu-
nity cost as he would be if it arose from buying better-tasting 
premium coffee, there will likely be a cost high enough to 
force him to compromise his principle and buy conventional 
coffee (or go without coffee altogether—no, really, it could 
happen!). 

 This is very similar to Jodi and her donations to the animal 
shelter, and both are cases of  conflicting principles : Jim feels 
he should pay the extra money for fair-trade coffee, but he 
also has other household needs that must be met with his 
shrinking resources, such as feeding and clothing his fam-
ily. Where he once had enough money to do both, now he 
must make a choice. Note that this is not as straightforward 
as simply accepting a lower level of preference-satisfaction or 
utility; this dilemma forces Jim to choose between his prin-
ciple of supporting fair trade and his principle of supporting 
his family. When it just meant taking the kids out for ice 
cream one fewer time per month, Jim was satisfied acting out 
of the principle to support fair trade, but when it becomes 
an issue of putting enough food on the table for dinner, Jim 
may have to compromise his support for fair trade. His family 
comes first, and his obligation to support them takes prece-
dence over his devotion to supporting coffee growers. 
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 If these were all preferences, Jim could rank them and use 
the standard economic model of decision-making like usual. 
However, his fair-trade principle is not a preference and is 
not easily traded off against other preferences, although at 
some point, as his resources shrink, it must bend to them. 
But how can he value a principle, especially a moral prin-
ciple, which is an incalculable, qualitative ideal? Such things 
are supposed to be above value, but in a world of scarcity 
they cannot be. This does not mean that the value is easily 
determined; it can only be inferred from the point at which 
Jim lets go of his fair-trade principle and buys conventional 
coffee. Jim must use his  judgment  to balance two principles 
that are both important to him, and he must arrive at the 
answer that maintains the integrity of his moral character as 
he envisions it. 

 The idea of resolving conflicts of principles, or  moral 
dilemmas , is well-known to moral philosophers, especially 
those that deal in duties or virtues, but would seem strange 
to economists and their utilitarian cousins, who simply rank 
options according to preferences and then see how many 
they can satisfy with the resources at hand.  9   In their frame-
work, everything is reducible to a numerical value, which in 
turn makes everything commensurate and comparable. But 
principles do not work like that; they resist being quantified 
or adjusted to fit some mathematical procedure or algorithm. 
They are ideals, absolutes, that only bend to the tragedy of 
scarcity, and even then only with a scream and a howl. 

 Once Jim acknowledges that putting healthy food on the 
table to feed his kids is more important to him than support-
ing fair trade, he buys conventional coffee. But he doesn’t make 
this choice in the spirit of having successfully made an optimal 
trade-off that maximized his level of preference-satisfaction. 
He does so with a heavy heart because he realizes he had to 
compromise an important principle, one he still believes in 
but cannot support given his present circumstances. Another 
person, John, with a preference for fair-trade coffee may very 
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well make the same decision but along very different lines, 
and the choices would mean very different things to Jim and 
John. When principles are involved, decision-making takes 
on a distinctly more elaborate and less calculative flavor, one 
that involves judgment and balancing rather than changing 
the numbers in a formula, as the standard economic model of 
choice would have us do—because it can do nothing else.  

  The Difference between Deciding and Acting 

 The final way in which the traditional economic model of 
choice falls short of an accurate representation of the real 
world is its neglect of human beings’ weakness of will. In 
the economic model, once a person makes a choice that 
maximizes his or her level of preference-satisfaction or util-
ity (within constraints), he or she carries out that choice—
obviously! If Janet determines that the large can of baked 
beans is a better deal than the small can, or if spending three 
hours studying for an exam is the best use of her time, or if 
running ten miles every morning will be the optimal way 
to lose weight, then of course she will buy the large can of 
baked beans, spend three hours studying . . . and go running 
every morning. Without fail.  Every  morning. Because that’s 
what she decided to do. Just like all of us who decide to give 
up smoking, eat less fast food, procrastinate less, and stop 
watching reality TV. We  all  act according to what we decide 
is best. Right? 

 If you said “right,” then feel free to move to the next sec-
tion—you just won’t understand. But if you’re like the rest of 
us, you get the point. Deciding to do something and going 
through with it are two very different things. The economic 
model, however, does not recognize this distinction, because 
it’s all about choosing, not acting on that choice. And that’s 
fine in some cases: most people would have no problem buying 
the large can of baked beans once they realize it’s the better 
value. But studying for three hours straight may be difficult, 
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especially if there are ample distractions, and getting up every 
morning to go running is nearly impossible (or, umm, so I’ve 
heard). 

 To put it another way, the traditional economic model of 
choice has no concept of  willpower . Willpower is the necessary 
bridge between making a decision and acting on it, and the 
economic model doesn’t make this distinction. To be sure, 
economists have tried to model the effects of willpower, but 
they do it within their framework of preferences and oppor-
tunity costs, arguing that a person’s preferences change once 
the decision is made, or some preferences are stronger at some 
times and weaker at others. These changes in preferences and 
costs then cause people to  change  their decision, not fail to 
carry out the decision they may still maintain was the best 
one. But very few economists recognize the existence of a will 
that either carries out the decisions that our judgment tells 
us is best, or leads to another action altogether. And because 
of this blind spot, economists can explain when people are 
more likely to exhibit weakness of will (when their prefer-
ences dictate), but they cannot explain how people  resist  their 
weakness of will and soldier on despite it!  10   

 Let’s say Fred walks by a bakery. One thing you should 
know about Fred is that he loves his cherry danish. But Fred 
also knows he shouldn’t have cherry danish because Fred’s 
doctor told him he has to lose weight,  blah blah blah .  11   His 
judgment tells him he should just walk on by the bakery, but 
the temptation threatens to draw him in. (Come on, people—
it’s cherry danish.) Fred has trouble acting on his better judg-
ment because of the immediate draw of the cherry danish, 
and he has to use his willpower to keep him on the straight 
and narrow. The stronger his will, the more often he will 
able to abstain and keep walking, and the weaker his will, the 
more often he will succumb to the fruity, flaky treat. 

 Forget Fred and the cherry danish—well, at least for-
get Fred—and substitute your own personal struggle with 
self-control and temptation. Maybe you’re in recovery but 
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find yourself at a party with alcohol. Or you gave up smoking 
a week ago but pass through a group of smokers lighting up 
outside their office building. Or you’re supposed to be finish-
ing an important project for work, but instead you’re reading 
 this book . (Thank you!) This isn’t a matter of preference and 
principle; your judgment settled all that when you arrived at 
a choice. This is about sticking to your choice in the face of 
temptation, which is an all-too-common situation, and suc-
cess depends on your willpower—nothing more. 

 Furthermore, there is no formula or algorithm that can 
determine what you will actually do once you’ve made a 
choice, again because it’s simply a matter of your willpower. 
Philosopher John Searle writes about a “gap” in our ratio-
nal processes between decision and action. This gap is where 
some sense of free will resides—not necessarily free will in 
the big picture metaphysical sense, but in the sense of being 
free to make choices against what our judgment tells us to do 
(based on our preferences and principles).  12   This is where we 
find true choice, which the traditional economic model of 
choice lacks entirely. In that model, we do what our prefer-
ences dictate, and we have no role to play in that whatsoever. 
Even if we admitted other reasons such as principles into the 
economic model, the results of the model would become 
our choice, without us actually doing any “choosing.” But 
with Searle’s gap, there is space in our thought process for 
us to make a truly free choice, one that isn’t determined by 
our preferences and principles but one that we can make for 
whatever reason we want—or with no reason at all! Searle 
anticipates the question, “What fills the gap?” and offers this 
answer: “What fills the gap? Nothing. Nothing fills the gap: 
you make up your mind to do something, or you just haul off 
and do what you are doing to do.”  13   This seems irrational, but 
to Searle, it is the very sign of true rationality: if choice were 
totally determined by preferences and principles, we would 
be mere machines or beasts, not human beings. True ratio-
nality is more complex and less precise than any formula or 
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model can represent, no matter how advanced our modeling 
techniques and computing power become, because there is a 
point at which we simply “flip a switch,” regardless of what 
our best judgment tells us to do. And it is this, to Searle, that 
explains weakness of will, in which action is divorced from 
judgment. 

 Because of economists’ neglect of the crucial role of the 
will in bridging the gap between decision and action, they 
can try to explain the former but have no tools to deal with 
the latter. Although they may construct insightful and bril-
liant models based on odd configurations of preferences and 
costs that can explain why people are prone to weakness of 
will, they cannot explain why—in the face of these clear 
incentives to lapse—people nonetheless show resolve, stick-
ing to diets and avoiding procrastination. We can consider 
such resolve to be another example of adherence to a prin-
ciple, specifically a principle of self-respect that impels us to 
stick to the goals we set for ourselves regardless of the pull 
of preferences and desires that drag us away from them.  14   
But just as devotion to our principles must sometimes bend 
to scarcity of resources, it also succumbs on occasion to sim-
ple human weakness. Economists do not have the tools to 
deal with this due to their deterministic model of decision-
making in which preferences and constraints run the show. 
Because of this shortcoming the economic model fails to 
explain a wide range of common behaviors correctly, and as 
a result cannot predict or anticipate them with any accuracy 
either.  

  Next Step: Getting Behavioral 

 In this chapter, we discussed how the traditional economic 
model of choice falls short in explaining ordinary human 
decision-making due to its strict adherence to preferences and 
material constraints, and the resulting ignorance of princi-
ples, judgment, and willpower. Models have to abstract from 
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details, of course, but the economic model of choice leaves 
out critical factors of decision-making that explain much of 
real-world behavior. The takeaway from this chapter is that 
(1) choices are never as simple as economic models claim, 
(2) there is much more to choice than preferences and con-
straints, and (3) people make choices in their own interests, 
which may not correspond with either their preferences or 
their well-being (however we decide to define it). 

 In the next chapter we’ll turn our attention to  behavioral 
economics , which claims to remedy the shortcomings of the 
traditional model by incorporating the insights of experimen-
tal psychology. Although behavioral economics certainly cor-
rects some serious mistakes in the economic model of choice, 
adding a healthy dose of realism, we’ll see that it does little 
to deal with the problems identified in this chapter. Despite 
its more elaborate description of the process of decision-mak-
ing, it still preserves the exclusive focus on preferences and 
constrains that serves as a straitjacket for economics. Due 
to this shortcoming, behavioral economists leave the door 
open for the paternalistic policies that are often “read into” 
their results, policies that we will spend much of this book 
examining.      



     Chapter 2 

 How Behavioral Economics Makes 
the Same Mistakes   

    Behavioral economists recognize how simplistic the standard 
economic model of choice is and have proposed more elaborate 
models as alternatives. Using the work of experimental psy-
chologists who studied decision-making in various contexts and 
situations, behavioral economists pointed out specific quirks or 
anomalies in our decision-making processes, systematic and 
predictable errors that prevent us from reaching our true goals. 
These various cognitive biases and heuristics include framing 
effects, referring to the effect that the presentation of options has 
on the choices people make, and endowment effects, which tend 
to make you demand more to give up something that you own 
than what you would offer to get it if you didn’t. In many cases, 
these cognitive effects represent significant deviations from the 
textbook models of rationality used by mainstream economists, 
and have helped to generate more accurate explanations and 
predictions of choice in studies of consumer behavior, financial 
markets—and legal studies, as we’ll see in the next chapter.  

  Through best-selling books that explain how these cognitive 
dysfunctions relate to decisions each of us makes every day, behav-
ioral economics has become an important part of scholarly and 
popular discussions about human beings’ decision-making abili-
ties. Although their findings have indisputable value in terms of 
better understanding choice, behavioral economics suffers from 
the same essential problems as the traditional economic model of 
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choice: a focus on preferences and constraints with limited con-
sideration of principles, judgment, or willpower. As this chapter 
explains, behavioral economists focus on minor flaws within the 
existing economic model of decision-making, making incremen-
tal improvements rather than questioning the entire model and 
asking if anything needs to be changed or added (as suggested in 
the last chapter). More important, these shortcomings only con-
tribute to the more serious problems to come when the scientific 
conclusions of behavioral economics are developed into govern-
ment policy.  

 * * * 

 Despite its stature in economics and its application to other 
fields in social science—or perhaps because of them—the tra-
ditional economic model of choice has been roundly criticized 
on many grounds other than the ones we discussed in the first 
chapter.  1   One critique in particular has caught on in a big way, 
not only with academic economists, but also with policymak-
ers and the general public. It comes from  behavioral economics , 
which criticizes the traditional model in much the same spirit 
that we did: arguing that it may be elegant and simple, but 
it does not adequately describe or predict real-world behav-
ior. However, whereas in  chapter 1  we made an argument for 
extending the model to include more decision-making factors 
(such as principles and interests) and layers of choice (judg-
ment and willpower), behavioral economists make an inten-
sive argument, specifically that the model needs to modify the 
existing structure of preferences, constraints, and information 
to make it more realistic. 

 According to behavioral economists, the model of con-
strained preference-satisfaction demands far too much from 
economic actors in real-world choice situations, and as 
a result it doesn’t account for how real people handle the 
trade-offs and opportunity costs. Thorstein Veblen, a found-
ing figure in institutional economics who coined the term 
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“conspicuous consumption” in his 1899 book  The Theory of 
the Leisure Class , ridiculed the traditional model—decades 
before it even took its current form—for assuming that the 
economic actor was a “lightning calculator of pleasures and 
pains who oscillates like a homogeneous globule of desire of 
happiness under the impulse of stimuli that shift him about 
the area, but leave him intact.”  2   Although the part about 
“oscillating” under the “impulse of stimuli” recalls the point 
we made in the last chapter about the absence of true choice 
in the standard economic model of choice, it is the “light-
ning calculator” part of the quote that appeals to behavioral 
economists. It successfully parodies the traditional model’s 
implicit assumption that no matter how complex a choice 
situation, people can instantly perform all the mental calcu-
lations of benefit and cost, or “pleasures and pains,” to arrive 
at the utility-maximizing choice. 

 Half a century later, Herbert A. Simon, a Nobel laureate in 
economics and noted scholar in many other fields including 
political science, computer science, and management, pro-
posed an alternative conception of decision-making called 
 bounded rationality , designed to be realistic concerning 
human beings’ abilities to process information. Here is how 
Simon described the traditional model:

  [Economic man] is assumed to have knowledge of the rel-
evant aspects of his environment which, if not absolutely 
complete, is at least impressively clear and voluminous. He is 
assumed also to have a well-organized and stable system of 
preferences, and a skill in computation that enables him to 
calculate, for the alternative courses of action that are avail-
able to him, which of these will permit him to reach the 
highest attainable point on his preference scale.  3     

 Simon makes the same point that Veblen did, but in terms 
of the standard model of choice which by then had been for-
malized, with its emphasis on preferences, constraints, and 
information—and “lightning calculation” of it all. 
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 Let’s imagine a simple choice situation, and see how quickly 
it grows complex when understood within the traditional 
model.  4   Susan needs to fill her car with gasoline on the way 
home from work today. There are a dozen gas stations she 
could go to, scattered throughout the area, with an array of 
prices, quality of gasoline, congestion (lines), and additional 
services available (convenience stores, credit cards with ben-
efits, toy trucks, and so on). Naturally, she has preferences for 
saving time and money, but also for getting quality gasoline 
and the amenities she enjoys. So she has to assess each of the 
12 options in terms of price, quality, other goods, and the 
time it adds to her trip home (plus added hassle due to traffic 
and lines, which differs from one gas station to the next)—
assuming she has all of this information to begin with—then 
rank them all according to her preferences for each, make the 
appropriate trade-offs, and make her choice. All that for gas 
(and maybe a toy truck)! 

 Simon’s model of bounded rationality, in contrast, was 
intended to be a more reasonable and realistic picture of 
human decision-making. He proposed a number of simplifi-
cations to the traditional model to bring it in line with actual 
cognitive capacities of real people, such as narrowing down 
the range of options to choose from and eliminating all but 
the essential details of these options, thereby reducing the 
information and calculation needed. His model accounts 
much better for how Susan will probably make the decision: 
only consider the two or three closest or most convenient gas 
stations, use the information she has and not worry about 
what she doesn’t know, and only consider the one or two 
most important features of each station (perhaps price and 
travel time). She might not make the same perfectly opti-
mized decision she would have if she considered every detail, 
but even if we assume she could balance the myriad aspects 
of the decision problem, the time she saves in overthinking 
the matter is well worth it. In the same way that searching for 
information is subject to opportunity cost, so too is lengthy, 
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complex decision-making. More significant decisions, such 
as buying a house, are worth long deliberations (and exten-
sive search for information), but most choices we make on a 
day-to-day basis are not. 

 Another term Simon uses to describe this process is  satisfic-
ing , by which a person settles on a merely satisfactory choice 
rather than making the perfectly optimal choice. Given the 
cognitive demands of arriving at the best answer possible, Susan 
narrows down her choice problem and arrives at a choice of gas 
station that she regards as “pretty good” if not ideal, which is 
fine given the relative insignificance of the consequence of a 
less-than-optimal choice (a few extra cents paid at the pump 
or a couple extra minutes spent in traffic). Even with the pur-
chase of a house, she would not look at  every  available house 
and assess  every  facet of each one; she would spend more time 
and consider more options than she did when buying gas, but 
she will still satisfice to some degree. In a way, it’s impossible 
to consider every possible choice, so we have to satisfice—we 
simply cannot make choices like the traditional model would 
have us do.  5    

  Where Psychology Meets Economics 

 Although Simon definitely brought psychological research 
to bear on the process of decision-making, it was a team of 
an economist and a psychologist that launched the mod-
ern behavioral economics revolution. The work of Daniel 
Kahneman (a psychologist who was awarded the Nobel Prize 
in economics in 2002) and Amos Tversky (an economist who 
was ineligible for the award due to his death in 1996), along 
with various other collaborators, laid the formal groundwork 
for behavioral economics by establishing the existence of a 
number of anomalies in human decision-making that devi-
ate from the textbook model of rationality used by econo-
mists. These anomalies include  biases , distortions in the way 
we understand and value of options, and  heuristics , “rules 
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of thumb” we unconsciously use to simplify complex choice 
problems, as well as well-known human frailties such as weak-
ness of will. 

 Although their findings challenged the traditional economic 
model of choice, Kahneman and Tversky defended their argu-
ments with copious experimental evidence that showed the sys-
tematic nature of these biases and heuristics. They also provided 
evolutionary reasoning for these “quirks” in decision-making, 
arguing that they enhanced reproductive success by (for example) 
focusing the brain on short-term survival over long-term flour-
ishing. Today, the results of behavioral economics are widely 
accepted and are being integrated in economic models in a wide 
range of areas. It’s not stepping out on a limb to imagine that 
in several decades, behavioral economics will be become simply 
“economics,” and behavioral insights will be accepted as part of 
every economist’s toolbox. 

 The cognitive biases and heuristics identified by Kahneman, 
Tversky, and their colleagues are too numerous to describe 
here at length, and the precise details of them are not impor-
tant to the overall argument of this book. I’ll just give some 
examples of common choice situations and suggest how the 
various decision-making anomalies play into them.  6    

   George waits in line for 36 hours to pay $100 for a choice  ●

ticket to see his favorite band—the most he would be will-
ing to pay. As he walks back to his car, someone offers him 
$200 for his ticket, but George refuses. This implies that he 
values the ticket more than the $200, even though he was 
only willing to pay $100 for it in the first place. This reflects 
an  endowment effect , wherein George places a higher value 
on the ticket once he has it than before he had it. His posi-
tion also shows  loss aversion , by which George seems to be 
more concerned with losing $200 out of his pocket than 
losing $200 he could have gained (but never had).  
  Susan frequents her local diner, calling it “comfortable  ●

and familiar,” even though the food is not fantastic and 
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the quality of the service varies from visit to visit. Her col-
leagues at work rave about another diner in her area, with 
wonderful food and first-class service, but nonetheless she 
hesitates to go. Susan may be subject to  status quo bias , in 
which we have a strong preference for the way things are 
that leads us to discount alternatives which may be more 
preferred if we gave them a fair chance.  
  Dave is shopping for a new cell phone. He dismisses the  ●

cheapest, most basic phone, turning his attention to more 
expensive phones with more features. He “oohs” and 
“ahhs” at the premium model, but considers it ostentatious 
and too expensive, and he instead chooses a mid-range 
model. Dave exhibits  extremeness aversion , which biases us 
against options at the extreme ends of a range (in terms of 
size, quality, price, and so forth).  
  Diane hates to exercise and can cite a number of articles  ●

about the dangers of excessive exercise. She cannot, how-
ever, recall any of the articles she’s read about how essential 
moderate exercise is to good health. Diane shows  confirma-
tion bias  by unconsciously placing more emphasis on infor-
mation that confirms her beliefs. And if she’s lucky and 
doesn’t suffer any ill effects from her refusal to exercise, 
Diane will likely say she “knew all along” that she didn’t 
have to exercise, even though her survival was a matter of 
luck rather than science. This shows her  hindsight bias : she 
interprets her “20/20 hindsight” as confirming her beliefs 
and disguising the risks she took.  
  Joe finds the rare baseball card he needs to complete a  ●

set in his collection, and the only way he can pay for it is 
by drawing from a savings account he set up for the trip 
to Europe he has planned for next year. Although he is 
confident he can replace the money in his savings account 
by the time he has to buy plane tickets, he is hesitant to, 
and passes on the baseball card out of reluctance to draw 
from his vacation account, even temporarily. Joe is engag-
ing in  mental accounting , by which he treats some money 
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differently than others, other than treating all his money as 
equivalent (or  fungible , as economists would say). Mental 
accounting can be an effective tool for self-control, but can 
overly restrictive if adhered to rigidly (as in Joe’s case).  
  Jane watches the latest report of a jumbo jet crash that  ●

leaves no survivors, and she decides to drive to her next 
out-of-town business meeting rather than fly. She may 
even be aware of the statistics that show road travel to 
be much more dangerous than air travel, but just cannot 
imagine flying after watching the video of the flaming 
wreckage and the grieving relatives. This can be chalked 
up to the  availability heuristic , which gives more recent 
and salient information a disproportionate impact on our 
decision-making, working in conjunction with basic  risk 
aversion  (based on the more visceral, although smaller, 
risk of flying compared to driving).  
  Dave is a single man who regularly engages in unprotected  ●

sex. He is well aware of the risks, but his risk aversion is 
overwhelmed by  optimism bias , which comforts him into 
thinking that bad things will “never happen to me.” Diane 
may also be guilty of optimism bias in her refusal to exer-
cise, especially if she never perceives any harm from her 
behavior. (Dave and Diane may be perfect for each other—
what do you think?)  
  Dave and Jane, while opposites in how they respond to risk,  ●

both serves as examples of the profound difficulties that 
human beings have in assessing and comparing situations of 
risk.  7   Another Nobel laureate in economics, Maurice Allais, 
is famous for demonstrating problems with decision-making 
under risk, of which the “Allais paradox” is a prime example. 
Simply put, people react differently to being told that a med-
ical procedure carries a 10 percent chance of death than they 
do to being told there is a 90 percent chance of survival, even 
though they are equivalent statistics. This example, and the 
much more elaborate situations set up by Allais and his suc-
cessors, involves a combination of risk aversion, loss aversion, 



BEHAVIOR AL ECONOMICS MAK ES THE SAME MISTAK ES 31

and  framing effects , in which the way that facts and options 
are presented have a disproportionate effect on the choices 
made based on them.    

 I could go on—really, I could—but I hope these examples 
are sufficient, not only to suggest the numerous ways that 
we human beings deviate from the textbook models of ratio-
nal choice, but also how common these phenomena are.  8   
Furthermore, these are not mistakes that average out over 
time, such as missing a putt or free throw to the left half 
the time and to the right the other half. Instead, these are 
systematic and therefore predictable errors, but unlike pitch-
ing to the left consistently, they are not as easy to correct by 
adjusting your aim. According to the arguments of behav-
ioral economists, these biases and heuristics are hardwired 
into our brains through thousands of years of natural selec-
tion. Risk averseness, in general, would have enhanced sur-
vival in the average person more than risk-seeking would have 
(although I would imagine that the risk-seekers probably got 
more dates!). However, just as our evolutionarily selected 
preference for sweet and fatty food served us well when food 
was scarce but works against us in a world of cheap and 
plenty, the deviations from textbook rationality listed above 
may have served us well in the wild, but less so in the modern 
world where mortgage terms need to be assessed, insurance 
options have be considered, and business proposals need to 
be ranked by their likely profitability. 

 It’s hard to overstate the magnitude of the impact that 
these new findings had, both on popular and academic 
discussion. Because these observations are so germane to 
everyday decision-making, they were obvious candidates for 
presentation in popular trade books such as economist Dan 
Ariely’s  Predictably Irrational .  9   In the academic world, they 
led perhaps most directly to the field of  behavioral finance , in 
which economists such as Richard Thaler explained that the 
world of finance—a field in which mathematics and the profit 
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motive were presumed to rule out “odd” preferences, leaving 
“perfect” rationality to dominate—turns out to be influenced 
tremendously by cognitive biases and heuristics.  10   Likewise, 
legal scholars such as Cass Sunstein applied the insights from 
behavioral economics to the decisions of individuals involved 
with the law in various ways, from criminals to judges to 
jurors (whose ability to process information impartially is 
especially crucial to the operation of our trial system).  11   And 
together, Thaler and Sunstein wrote a book that, frankly, is 
the reason I wrote this one, and which we’ll be talking a lot 
about in the next chapter. (All in good time!)  

  In My Day, Preferences Were Stable! 

 One implication of behavioral economists’ findings regard-
ing cognitive biases and heuristics threatens the very core of 
the economic model of choice: its dependence on preferences. 
Many of the “quirks” surveyed in the last section deal with 
the way we perceive the costs or benefits of the options we 
have to choose from. In other words, they alter our prefer-
ences regarding those options. Jane’s preference for air travel 
over car travel declines after news of a deadly crash, though 
the risk remains low; Joe’s preference for the last baseball card 
he needs to finish his collection over the amount of money 
it costs declines because he can’t buy it without drawing 
temporarily from his vacation savings; and Dan’s preference 
for unprotected sex over protected sex (or no sex) is higher 
than it would be if he fully realized and appreciated the risks 
involved. What the three statements above have in common 
is that they all represent preferences changing or reversing 
based on the context under which they were formed. 

 The title of a 1995 paper by psychologist Paul Slovic, one 
of Kahneman and Tversky’s frequent collaborators, sums up 
this interpretation: “The Construction of Preference.”  12   Due 
to the distorting effects on cognitive biases and heuristics, 
behavioral economists consider preferences to be formed only 
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when a decision has to be made using them. Furthermore, 
different decision contexts—such as those in the Allais 
paradox—can lead to different preferences being formed, 
expressed, and acted upon. As Slovic writes, “preferences 
appear to be remarkably labile, sensitive to the way a choice 
problem is described of ‘framed’ and to the mode of response 
used to express the preference.”  13   Since preferences seem to 
depend on the particulars of each choice problem, according 
to behavioral economists, they are better understood as con-
structed when the decision calls for them, rather than being 
“ready” all the time, as if people “could look up their prefer-
ences in a book, and respond to situations accordingly.”  14   

 This is extremely troubling to mainstream economists, 
who depend on the assumption of fixed and stable prefer-
ences to provide a firm grounding from which they can 
explain choice and measure well-being. In studying behav-
ior, economists normally change prices, income, and product 
selection and then observe or predict how people react—
assuming their preferences are fixed. But if preferences can 
change at the same time, economists will find themselves 
without a foundation to start withor a basis upon which they 
can understand changes in behavior. For example, if the price 
of bananas rises, we would expect a person with stable pref-
erences to buy less of them (and more of something else). 
But if the person sees the price of bananas rise and makes 
the conclusion that they must be better-tasting bananas, he 
or she might buy the same amount or even more of them 
because his or her preference for them increased due to the 
(imagined) higher quality! Not only is this behavior diffi-
cult to predict—who knows if a consumer will interpret an 
increase in price that way?—but also it’s almost impossible 
for economists to explain, because this behavior would seem 
to violate the law of demand (people buy less of something 
at a higher price, all else the same). All else is not the same, 
of course—in the consumer’s opinion, the bananas have 
increased in quality—but mainstream economists don’t have 
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the tools to explain this change in preference absent an inde-
pendent reason for it. 

 However, because their emphasis remains on determining 
the precise nature and behavior of preferences (even as they 
adapt to difference decision-making situations), behavioral 
economists make the same mistake that mainstream econo-
mists make. They are correct to doubt the stability of prefer-
ences, but the larger question is why they focus on preferences 
so much at all? Both mainstream and behavioral economists 
choose to interpret all of a person’s choices in terms of prefer-
ences, when they’re actually based a wide range of influences 
(as discussed in the last chapter), and then they wonder why the 
resulting “observed” preferences behave strangely. The econo-
mist is forcing preferences to do all the explanatory work of 
the model, work that they simply aren’t suited to do, because 
preferences can’t explain human behavior based on principles, 
judgment, and willpower without changing or reversing to 
reflect these other influences. 

 Consider Jim, the consumer from the last  chapter who  
preferred to buy fair-trade coffee and was willing to pay a 
premium for it based on a principle of supporting poor coffee 
growers. Let’s suppose the price of fair-trade coffee falls to be 
almost equal to the price of regular coffee. Rather than buy 
more of it, let’s say Jim stops buying fair-trade coffee alto-
gether and starts buying regular coffee instead. An econo-
mist, interpreting Jim’s behavior in terms of preferences only, 
would be flummoxed. “The price fell,” the economist would 
exclaim, “but Jim bought less?” A mainstream economist 
would interpret this as a paradox—specifically, a  Giffen good , 
one that violates the law of demand—whereas the behavioral 
economist would say that Jim’s preferences reversed based 
on some cognitive bias or heuristic. However, Jim’s “rever-
sal” may have nothing to do with preferences at all, but a 
belief that fair-trade coffee can’t possibly do what it’s sup-
posed to do—support poor coffee growers—while charging 
such a low price. And if buying fair-trade coffee no longer 
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serves Jim’s principles, and possibly offends them, it makes 
sense that he switches to buying regular coffee—which he 
preferred to buy all along based on the lower price but didn’t 
because his principle drove him elsewhere. 

 In reality, people make choices based on their interests, 
including principles, ideals, and a myriad of other reasons, all 
competing with each other until judgment sorts them out—
and if their willpower is strong enough to carry through with 
them. How can economists expect to take a choice motivated 
by so many different factors and interpret it in terms of one: 
preference? Economists are seeing real-world choices filtered 
through their “preferences-only” lens, but the preferences 
they “see” in decisions reflect complex and multifaceted inter-
ests, not just cognitive biases and heuristics. Just like forced-
perspective photographs that “show” your Aunt Ethel holding 
up the Leaning Tower of Pisa because the third dimension is 
missing—a “surprising” role reversal!—observing real-world 
choices without the dimension of principles (and other rea-
sons) gives economists a radically distorted view of real-world 
choice. When you look at it that way, it’s surprising preference 
reversals don’t show up more often!  

  New Methods, Same Mistakes 

 In general, despite innovative research and provocative 
results—especially in recognizing the systematic deviations 
from textbook rationality that people make every day—be-
havioral economists do not confront the issues we described 
with economic models of choice in the last chapter. Although 
behavioral economics adds realism within the confines of the 
constrained preference-satisfaction model with regard to the 
nature of preferences and the way people process informa-
tion, it does very little to expand the factors people use in 
choice to include such thing as principles, judgment, and the 
will. Essentially, behavioral economists still present people’s 
choices as wholly determined by preferences, constraints, and 
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information, just as mainstream economists do. In a tremen-
dously influential law review article, legal scholar Christine 
Jolls, along with Richard Thaler and Cass Sunstein, list the 
foundational ideas of behavioral economics as bounded 
rationality, bounded willpower, and bounded self-interest.  15   
The biases and heuristics we detailed above speak primarily 
to bounded rationality, but how do behavioral economists 
account for bounded self-interest and bounded willpower? As 
we’ll see below, they do so by tweaking the standard model 
of constrained preference-satisfaction rather than expanding 
it, and therefore they perpetuate the shortcomings of main-
stream economics (which lead to the ethically questionable 
policy recommendations that we’ll start discussing in the 
next chapter). 

 Let’s take bounded self-interest first. Adam Smith, known 
today as the father of economics but regarded in his time as a 
prominent moral philosopher, wrote extensively in his book  The 
Theory of Moral Sentiments  of the importance of sympathy and 
“fellow-feeling,” an indispensable supplement to his seminal 
work on economics,  The Wealth of Nations .  16   There is a sizable 
literature in economics that expands the typical self-interested 
preferences to include altruistic or other-regarding preferences 
(as we saw in the first chapter), or expanding the notion of 
utility and preferences to include multiple preference rank-
ings, some based on self-interest and others on altruism or 
morality.  17   Behavioral economists have also constructed elabo-
rate models to explain altruistic behavior, and have extended 
them to encompass principles such as fairness and justice, but 
they still work within the preference-constraints framework. 
For instance, Matthew Rabin, winner of the 2001 John Bates 
Clark Medal (the highest award in economics next to the 
Nobel Prize), developed a model that explains the cooperation 
and reciprocity that people often exhibit in laboratory experi-
ments but that baffle mainstream economists who assume 
self-interested behavior.  18   Rabin suggests a “fairness function” 
that leads to reciprocity: a person will respond to kindness with 
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kindness and selfishness with selfishness. (Think of the last 
time you dealt with a car salesperson and how you responded 
to his or her demeanor.) In this model, a person’s level of 
preference-satisfaction or utility responds to the behavior of 
the other person (not just the effects of his or her action of the 
first person’s outcome), and therefore a person reacts differ-
ently in a strategic situation depending on whether the other 
person plays fair or behaves opportunistically. 

 However, since a person’s preferences for material resources 
(in other words, stuff) and preferences for kindness all get 
lumped into the same preference ordering, the person will 
trade off one for the other in the sense that we criticized in 
the previous chapter. In fact, Rabin writes that “the bigger 
the material payoffs, the less the players’ behavior reflects their 
concern for fairness”; in other words, a person’s inclination 
to “indulge” his or her taste for fairness is sensitive to oppor-
tunity cost.  19   When it becomes too costly to be fair, people 
stop being fair (in Rabin’s model), which certainly describes 
 some  people’s behavior, but not all. Only recognition of prin-
ciples that are not sensitive to small changes in opportunity 
cost—particularly at relatively low levels—can explain why 
people often return lost wallets and purses, regardless of the 
amount of money in them (if they even look). 

 What about weakness of will? As we saw in the last chap-
ter, mainstream economists have no concept of a will or will-
power, and neither do behavioral economists, although they 
certainly recognize the problems that lack of self-control 
poses for individuals.  20   Behavioral economist George Ainslie, 
also a renowned psychiatrist, recommends that a person with 
self-control issues should adopt a  personal rule  to help prevent 
succumbing to temptation.  21   For instance, if Warren is trying 
to diet but finds himself at a birthday party for a colleague, he 
may be tempted to have a slice of cake, “just this once.” But 
Warren works in a large office where every day is  someone’s  
birthday, so there are many opportunities for cake “just this 
once.” What Warren should do, according to Ainslie, is adopt 
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a personal rule of not eating cake, not even once in a while, 
based on a cultivated attitude about the consequences of such 
a choice: a lapse today will lead to a lapse tomorrow, which 
will lead to one the next day, and so on. If Warren sincerely 
believes this, he will pass up the cake today in the hopes that 
it will make it easier to pass up the cake in the future. 

 This is a brilliant strategy, and is used often by alcohol-
ics who abstain from “just one drink, just this once” out of 
the fear that a slip today will make slips more likely in the 
future—and risk the sobriety they’ve worked so hard to 
regain. This works if the person loads up the consequences 
of a drink today with all the future drinks that it will lead 
to, making a drink today seem extremely costly when a per-
son looks into the future. To put it a different way, a person 
restructures the costs and benefits of his or her action—or 
the preferences and outcomes—to make lapses less attractive 
now. But there is another way to think about this, based on 
the suggestions we presented in the last chapter, that doesn’t 
require manipulation of costs and benefits: use  willpower  to 
stick to a  principle  of abstaining from alcohol (or dieting, or 
exercising, or whatever your goal is). 

 Admittedly, there is not much difference between my con-
ception of a principle and Ainslie’s personal rule; the dif-
ference is in how they affect a person’s decision-making. A 
person can certainly think of the consequences of violating a 
principle or personal rule, just as Ainslie assumes, but he or 
she can also refuse to consider such things, putting compro-
mise of principle above all thoughts of benefit or advantage. 
If people regard their principles as integral to their identity as 
persons, they may be less willing to compromise them than 
they would be if they considered and accepted the negative 
consequences of succumbing to temptation—or, more likely, 
rationalized these consequences away. (“One drink won’t 
hurt,” or “this is a special occasion, so I can let my guard 
down”—especially if the “special occasion” is celebrating a 
day that ends in “y.”) Despite the insights into behavior it 
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offers, as well as the sound practical guidance it provides to 
those who struggle with self-control, Ainslie’s framework of 
personal rules, as an example of how behavioral economics 
deals with weakness of will, is based on the same constrained 
preference-satisfaction model as mainstream economics. 

 One type of behavior to which Ainslie applies his analysis 
of self-control is procrastination, a popular area of interest 
with other behavioral economists as well.  22   In fact, Ainslie 
is best known for his model of  hyperbolic discounting , in 
which our preferences regarding future costs and rewards 
behave strangely as a person gets closer to them—a model 
perfectly suited for explaining procrastination, in which we 
put off boring, distasteful, or difficult tasks against our bet-
ter judgment. For example, Judy may express a preference to 
have her root canal on May 10 rather than May 15 when she 
makes the appointment in February—maybe to get it over 
with sooner—but as May draws closer, she prefers to have 
it later, even if she has to live in pain for the extra five days. 
By the same token, Dave may be willing in February to wait 
a little longer to receive money in May, especially if it will 
earn interest while he waits, but grows impatient for it as 
May approaches and he gets itchy to get his hands on the 
money.  23   Other behavioral economists offer different expla-
nations of procrastination, such as the salience or visceral 
nature of present costs (“I can’t bear the thought of clean-
ing the bathroom  now ”) or preferences biased toward present 
outcomes (“I really need to watch the reality dating show I 
recorded to find out who Damian chose  now ”). What all of 
these ways of framing the issue have in common is that they 
are all expressed in terms of “oddly” behaving preferences 
that lead to a person procrastinating—not anything having 
to do with willpower.  24   

 And this is the problem: as I mentioned in the first chapter, 
these approaches to modeling weak-willed behavior such as 
procrastination may provide valuable insights into what factors 
make procrastination more likely, but they can’t explain how 
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or why people  refrain  from procrastination even when those 
factors are present. Except in cases of chronic procrastination, 
eventually all of us get around to doing what we have to do— 
sometimes because the costs of continued delay become larger 
than the benefits (usually due to impending deadlines), but 
other times because we simply get up off our ass . . . umptions 
and do what has to be done. Behavioral economists’ models 
can’t account for this spontaneous exertion of willpower by 
which we simply decide to bring our actions back into line 
with our best judgment. A more elaborate model of procras-
tination would contain a principle of timely performance of a 
task, which the person would follow if it were not for the temp-
tation of putting the task off. Judy knows she should finish 
grading exams, but grading exams . . . well, it sucks. (I’m sorry, 
but it does. Hug a teacher today.) She’d much rather watch TV, 
or catch up on Twitter—or even clean her bathroom. Since her 
willpower is not perfect, she will occasionally lose the battle 
and put off her grading—and eventually she will return to it, 
even though grading still sucks and the TV is always there. 
The models of behavioral economics—just like mainstream 
economics—cannot explain this because preferences and con-
straints always pick out the “best action” for a person, which 
the person follows because he or she  has no choice .  25    

  One Step Closer 

 To our benefit, behavioral economists have examined our 
actual decision-making processes and found systematic, pre-
dictable anomalies in the form of cognitive biases and heu-
ristics that were successful evolutionary adaptations once but 
now hamper effective choice. However, these contributions, 
insightful as they are, represent intensive adjustments to the 
traditional model of constrained preference-satisfaction, rather 
than the extensive improvements necessary to represent the 
broader factors involved in decision-making. They are valu-
able contributions, no doubt, and they do add considerably to 
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our understanding of choice, but their value is limited because 
they involve the same mistakes of omission that mainstream 
economists made. 

 Why do both mainstream and behavioral economists get 
choice so wrong? To be fair, any model that tries to capture 
some aspect of the real world, whether physical, social, or psy-
chological, by necessity has to leave out some details. However, 
as these first two chapters explained, the details that econo-
mists leave out are not the least relevant ones to real choice, 
but rather the ones that are most difficult to incorporate in 
mathematical models—that is, principles whose importance 
and influence can’t be easily measured, judgment between 
metaphorical apples and oranges, and the indeterminate 
effects of the will. In theory, you can assign numbers and val-
ues to wants and needs to model their effects on a particular 
choice situation or how much they matter to someone, but 
it’s much harder to do so with concepts and ideals such as 
honor or love. As a result, economists—both mainstream and 
behavioral—put the cart before the horse, so to speak: rather 
than letting reality drive how they build their models, they let 
the limitations of their chosen modeling approach drive their 
understanding of reality. They treat choices as determined 
completely by preferences and constraints, and therefore they 
fail to consider choice options or processes that don’t fit into 
the modeling framework they’ve chosen, including the prin-
ciples and ideas we hold dear, the judgment we need to make 
hard choices, and the willpower necessary to follow through 
on them. 

 Most important for where we’re heading in this book, 
neither mainstream nor behavioral economics consider the 
wide range of reasons that can motivate people’s actions and 
behavior. Mainstream economists assume fixed and stable 
preferences, and behavioral economists loosen this up a bit 
to allow preferences that change or adapt, but neither con-
siders principles or ideals, which make up an important but 
neglected portion of our overall  interests . As they incorporate 
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more features and details into the process of decision-making, 
mainstream economists and especially behavioral economists 
forget to expand the range of people’s motivation at the same 
time. Instead, they usually restrict them, assuming that peo-
ple make decisions only to increase their wealth, benefit their 
health, or some other single and simplistic goal. 

 It is this assumption regarding people’s interests that leads 
economists to interpret people’s behavior in strange ways (like 
with Jim and his decision to stop buying fair trade coffee after 
the price fell). If economists assume the only reason people buy 
lottery tickets is to maximize their wealth, then  of course  it seems 
irrational to buy them. If economists assume the only reason 
people eat food is for their health, then  of course  eating donuts 
seems irrational. But people’s interests are much broader and 
complex than this, which leads to a bottleneck of sorts when 
economists—especially behavioral economists—try to squeeze 
all their advanced psychological insight about decision-making 
through their extremely narrow view of people’s interests. 

 Oh well, at least we can be glad that no one is arguing for 
laws and regulations based on such problematic models of 
choice.  Oops . Remember Richard Thaler and Cass Sunstein? 
Well, they wrote a book  . . .      



     Chapter 3 

 How Behavioral Economics Met Law 
and Economics and Begat  Nudge    

    It didn’t take long for the insights of behavioral economics to 
reach the field of law and economics, in which economic prin-
ciples and analysis are applied to legal issues, and which is now 
considered a dominant approach to legal studies in law schools 
across the country and throughout the world. Law and econom-
ics uses economic models of choice to study how laws affect human 
behavior and societal outcomes (such as accident and crime 
rates), as well as to recommend changes in laws and legal proce-
dures to influence behavior and improve outcomes. Behavioral 
law and economics was born when behavioral economists and 
legal scholars began to criticize the use of the shortsighted stan-
dard economic models of choice to study the law. When law and 
economics is enhanced with behavioral research, the resulting 
models of choice will predict different behavior when cognitive 
biases and dysfunctions are accounted for, which will change 
the models’ recommendations for legal policymaking and reg-
ulation. For instance, mistaken perceptions of risk will affect 
people’s decision-making in situations such as accident precau-
tion, which affects their reactions to legal standards regarding 
negligence and liability, and in turn this may suggest changes 
in the standards themselves.  

  Before long, behavioral law and economics scholars real-
ized that their work applying behavioral insights to laws and 
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regulations could be applied, not only to broad societal out-
comes, but to individuals’ personal well-being as well. In 2008, 
behavioral economist Richard Thaler and law professor Cass 
Sunstein published their book  Nudge: Improving Decisions 
About Health, Wealth, and Happiness , which popularized 
their previous academic work on libertarian paternalism and 
established “nudges” as a viable approach to influencing behav-
ior. They recommend that policymakers take subtle and inex-
pensive steps toward influencing people’s choices in their own 
interests: crafting default options on forms to prompt better 
choices, for instance, or more careful arrangement of options 
on a menu to encourage healthier eating. Ironically, nudges 
are designed to work with—in fact, they rely upon—the same 
cognitive biases and dysfunctions that motivated them; they use 
people’s decision-making flaws, which normally work against 
their interests, to promote them instead. But there are serious 
informational, ethical, and practical problems with this, which 
are outlined in the next three chapters.  

 * * * 

 As described in  chapter 1 , economists have applied their stan-
dard model of constrained preference-satisfaction to other 
fields, such as sociology and political science. But none has 
been as successful as the economic approach to law, or  law 
and economics , which has become not only a large subfield 
within economics but also a dominant force in law schools 
and legal scholarship.  1   Law and economics focuses on the role 
of incentives in influencing the behavior of people in legal 
contexts, and then uses this information to design legal rules 
and procedures to maximize the total well-being or welfare 
of society. Economic reasoning has been applied to topics as 
varied as the design of liability rules for accidents, the punish-
ments given for different crimes, settlement procedures, and 
contract remedies—all using the traditional model of choice 
to explain and predict the behavior of the various actors, such 
as citizens, police, lawyers, judges, and jurors. 



NUDGE 45

 I’ve long found it ironic that the traditional economic 
model of choice has been so successfully applied to the study 
of law, because behavior in legal situations—unlike most con-
sumer choices—transcends mere preferences and constraints 
to incorporate principles (both personal and social), given the 
obligations most of us feel to follow the law (in most cases).  2   
Of course, there will always be people who consider the law 
as something to be circumvented whenever it frustrates their 
goals. Many of us do this occasionally—we may fudge speed 
limits while driving or exaggerate our tax deductions—but the 
standard economic model of choice assumes that we always 
look for ways around the law whenever it stands in the way 
of satisfying our preferences. In his Nobel Prize acceptance 
speech, economist Gary Becker, who is responsible for laying 
the foundation for the economics of crime (as well as other 
fields), says that he got the idea for “rational criminal choice” 
after arriving late for a student’s oral exam and having to weigh 
the costs and benefits of parking illegally.  3   The implication of 
modeling legal decisions this way is that court-mandated fines, 
damages, or imprisonments are simply the “price” of engag-
ing in behavior that satisfies people’s preferences, and the law 
itself represents no meaningful constraint for them. This is the 
mind-set of the hypothetical person whom the famous judge 
Oliver Wendell Holmes called the “bad man,” who obeys 
the law only when it suits him—and who seems very closely 
related to  homo economicus , the personification of the standard 
economic model of self-interested choice.  4   

 But not all of us are “bad men” (or bad women)! Most of 
us, most of the time, obey the law not just when it suits us, 
but because it’s the law. We aren’t constantly on the lookout 
for ways around the law; most of us don’t even go through red 
lights when there is no one around (and no red-light camera 
to be seen). The mainstream economist may say we have a 
preference for obeying the law, but as we saw in  chapter 1 , that 
leaves too much wiggle room for “acceptable” trade-offs in 
the interest of preference-satisfaction. Rather, most of the time 
we treat the law as a constraint, either by observing a general 
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principle to obey the law or recognizing some moral principle 
at the heart of particular laws. There is no great moral cause 
behind driving on a particular side of the road, since either 
side will serve the cause of coordinating traffic and minimiz-
ing accidents, but we accept that law as making sense, so we 
follow it. But the reason most of us don’t go around assaulting 
people isn’t because it’s illegal, but because it’s  wrong ; a good 
person wouldn’t hit people (without a good reason) even if it 
were legal (or if he or she could get away with it). 

 If choices that people make in legal contexts are based on prin-
ciple as well as preferences—and therefore require judgment— 
the traditional economic choice will have a hard time explain-
ing it. To make matters worse, willpower also plays a large role 
in such decisions, because many people will be tempted to break 
the law even when they know and believe it’s wrong. It could 
be a person late for an appointment who considers double-
parking to save time, a struggling writer considering omitting 
some freelancing income from her tax return, or a seasoned 
burglar trying to reform after being released from prison but 
having a hard time paying the rent. Cases such as these high-
light the shortcoming of the economic model of choice: these 
people’s preferences, based on wants and needs, pull them one 
way, but their principles pull them in another. The economist 
would have their preferences determine people’s decisions, even 
though they may wish they didn’t—each may like to rise above 
the pull of their preferences and act out of principle instead. 
This is difficult, as are all self-control problems, but at the same 
time all too common, which only emphasizes why recognizing 
the role of the will is essential in describing conflicting choices 
such as these.  5    

  Behavioral Economists Take a Shot at 
Improving Law and Economics . . .  

 As we saw in the last chapter, behavioral economists work 
to correct problems with the traditional economic model 
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of decision-making, primarily by focusing on how people 
form preferences and process information given various 
cognitive biases and heuristics. They have applied their 
insights to topics conventionally regarded as “belonging” 
in economics proper, such as finance and consumer behav-
ior, but also to topics falling outside the traditional purview 
of economics—including the law. Perhaps out of the same 
recognition of the ways that the traditional model of choice 
fails to explain and predict behavior in legal contexts, as 
well as the fact that the economic analysis of the law is still 
a relatively new development (and not as firmly established 
in its traditional form), many legal scholars have welcomed 
behavioral economics with open arms, leading to the field 
of  behavioral law and economics . One legal scholar at the 
forefront of this movement, Russell Korobkin, proclaimed 
“victory for behavioral law and economics” in the title of a 
recent law review article, and asserted in it that “the behav-
ioral economic analysis of law . . . has become  the  economic 
analysis of law.”  6   

 One of the foundational papers in behavioral law and eco-
nomics is “A Behavioral Approach to Law and Economics” 
by Christine Jolls, Cass Sunstein, and Richard Thaler, which 
we saw briefly in the last chapter.  7   The paper gives a thorough 
account of a wide range of legal topics wherein behavioral law 
and economics explains observed behavior better than tradi-
tional law and economics does, including juries’ assessment of 
defendants’ negligence, mandatory contract terms, and laws 
prohibiting victimless crimes. Here’s just one example of how 
behavioral insights can contribute to the understanding of a 
simple legal situation: the negotiations between private parties 
in a civil lawsuit after the judge decides for either the plaintiff 
or the defendant. 

 A central tenet of law and economics, considered by many 
to be the concept that launched the field itself, is the  Coase 
theorem , based on the work on Nobel laureate economist 
Ronald H. Coase.  8   The Coase theorem states that under 
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ideal conditions—clearly assigned rights and low costs of 
negotiation—people will bargain over transferrable rights 
regardless of a court’s decision regarding who is entitled to 
them. Let’s say Daisy really likes listening to heavy metal 
music in her apartment—as does your author—but her 
neighbor Jim in the adjacent apartment really likes it quiet 
so he can read fine books like this one. (What a quandary!) 
As it happens, Jim likes quiet so much that, after repeated 
polite requests that Daisy turn her music down, he takes her 
to court to force her hand. Both Daisy and Jim have prefer-
ences over how loudly Daisy plays her music, and they can 
even put a rough value on it: Daisy would pay up to $200 
for the right to play her music loud, and Jim would pay up 
to $300 to have it quiet. 

 According to the Coase theorem, if Jim and Daisy can 
bargain, Jim will end up with the right to enjoy the quiet 
regardless of what the judge decides. Obviously, if the judge 
decides for Jim, Daisy will be forced to turn the music down 
and Jim will have his quiet. But what if the judge decides 
for Daisy? The judge would grant her the right to play her 
music, but that right is still worth more to Jim ($300) than 
to Daisy ($200). If they are both willing and able to bar-
gain, Jim will offer Daisy between $200 and $300 to turn 
down her music; essentially, he will “buy” the right from 
her. In cases such as this, the judge’s decision is irrelevant 
to the outcome—Jim will have the right either way—and its 
only effect is to determine if Jim will have to pay Daisy for 
it or not. (It works the other way as well, of course: if Daisy 
valued her right to listen to loud, righteous metal more than 
Jim did, then she would retain the right if the judge awarded 
it to her, or “purchase” it from Jim if the judge didn’t. Up 
the irons, Daisy!) 

 As Coase emphasized, this result will occur only under 
the ideal conditions of ability and willingness to bargain 
(which he called “zero transaction costs”).  9   There are many 
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ways these ideal conditions could fail to obtain: for example, 
one or both parties could insist on retaining counsel for the 
purpose of negotiations, which makes negotiations foolish 
given the low sums of money they’re bargaining over. Or 
they may be such animosity built up between them—perhaps 
intermingled with years of unresolved sexual tension!—that 
each one simply refuses to even  think  about talking to the 
other. 

 Behavioral economists might have another explanation, 
however, based on the endowment effect we summarized in 
the last chapter.  10   Let’s say the judge awards Daisy the right 
to play loud music, and Jim approaches her with an offer to 
buy the right from her for between $200 and $300. She may 
be perfectly willing to listen to the offer, and holds nothing 
against Jim (even after he dragged her into court). But now 
that she “owns” the right to her music, her valuation of it 
may rise from $200 to (say) $400, which is more than Jim is 
willing to pay. This endowment effect may be enhanced by 
the fact that she had to go to court to defend it, and her sense 
of entitlement to it was verified by a judge, which in turn 
may be reinforced by hindsight bias, leading her to believe 
she had the right all along (even before the judge officially 
decided that she did). (This is also consistent with how it 
would look from the viewpoint of the theory presented in 
 chapter 1 : she is standing on the principle that she has the 
moral right to play loud music and refuses to sell that right 
for “mere” money.) 

 Throughout their paper, Jolls, Sunstein, and Thaler explain 
how insights from behavioral economics can improve the 
explanatory and predictive power of law and economics, craft-
ing brilliant explanations for anomalies in legal behavior that 
baffled traditional law and economics scholars. There have 
been criticisms from within the legal academy, naturally, most 
of them criticizing the claims of behavioral economics more 
than the application of their results to legal topics. Richard 
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Posner, one of the pioneers of law and economics (and also a 
prominent US federal judge), argues that behavioral law and 
economics adds little to traditional law and economics schol-
arship. In a paper responding to Jolls, Sunstein, and Thaler 
(JST), he writes:

  Some of the insights they ascribe to behavioral economics 
are already a part of economic analysis of law, which long ago 
abandoned the model of hyperrational, emotionless, unso-
cial, supremely egoistic, nonstrategic man (or woman) that 
JST in places appear to ascribe to it. Other points they make 
are new labels for old challenges to the economic model of 
behavior that owe nothing to behavioral economics in any 
distinctive sense. Others are best explained by reference to 
evolutionary considerations that play no role in behavioral 
economics, at least as conceived by JST.  11     

 Other critics focus on the disunified nature of behavioral 
economics, which they argue consists of a scattered set of 
experimental results that can augment traditional models of 
choice but cannot yet supplant them.  12   Yet others question 
the validity of behavioral research itself, arguing that the 
experimental settings are limited, experiments are contrived, 
and the subjects (typically college students) are not represen-
tative of the population as a whole.  13   

 Although I don’t want to dismiss these concerns, they aren’t 
particularly relevant for the arguments I’ll start making in 
the next chapter. The problems with behavioral economics—
and therefore behavioral law and economics—that were laid 
out in the last chapter are of a different sort, and we don’t 
need to rehash them here. You can rest assured that the same 
issues arise when behavioral economics is applied to the law 
as when it’s applied to finance or consumer behavior, because 
they are foundational problems with the assumptions made by 
behavioral economics itself. Legal scholar Grant Hayden and 
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philosopher Stephen Ellis, in criticizing the lack of a unified 
theory of behavioral economics, draw the same conclusion 
about behavioral and mainstream economics:

  A primary reason for the failure of behavioral economics to 
confront important questions is its continued unreflective 
reliance on the basic economic paradigm. Indeed, the usual 
behavioral methods for accommodating the empirical evi-
dence take the basic economic account as canonical. Accept, 
reject, or tinker with the functional forms, most standard 
and behavioral economists confine themselves to thinking 
about the particular elements of common sense that origi-
nally inspired economic models.  14     

 Our present concern with behavioral law and economics, one 
that will remain at the forefront for the rest of this book, is 
not with what its results are, but rather with what its propo-
nents want to  do  with them.  

   . . . But Did They Overshoot Their Target? 

 At the end of their paper, Jolls, Sunstein, Thaler discuss 
a final implication of behavioral law and economics:  anti-
antipaternalism , “a skepticism about antipaternalism, but 
not an affirmative defense of paternalism.”  15   Mainstream 
law and economics scholars, like economists in general, 
normally frown on paternalism—laws and regulations that 
aim at influencing people’s behavior for their own good (as 
opposed to the good of others). They usually maintain that  

   1.     people know their own preferences better than anyone 
else (including the government),  

  2.     people make choices that maximize their level of preference- 
satisfaction, and  

  3.     people’s well-being is based on their level of preference-
satisfaction.    
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 Therefore, people will generally maximize their well-being 
by making their own choices based on the preferences that 
they know best. Economists refer to this position as  con-
sumer sovereignty , and traditionally it has restricted econo-
mists’ analysis and recommendations regarding government 
policy to maximizing aggregate welfare or well-being (nor-
mally through fiscal and monetary policy and regulatory 
interventions). Similarly, law and economics scholars focus 
on laws that enable people to satisfy their own preferences 
with the law acting in either a positive capacity (such as 
enforcing contracts) or a negative capacity (such as protect-
ing against harm from others). 

 But according to Jolls and her two colleagues—from whom 
we’ll hear more very soon—the work of behavioral econo-
mists casts doubt on all three positions that mainstream and 
legal economists rely upon to oppose paternalism. As we saw 
in the last chapter:

   1.     Behavioral economists maintain that preferences are con-
structed at the time a choice has to be made, so there are 
no preexisting preferences to be “known.”  

  2.     Even if preferences were given and stable, the heuristics or 
cognitive shortcuts that people use to make decisions may 
lead to decisions that don’t reliably maximize their level of 
preference-satisfaction.  

  3.     Although we know that not all preferences increase people’s 
well-being—such as self-destructive and other-regarding 
preferences—behavioral economists argue that people’s cog-
nitive biases may warp their “normal” preferences enough 
that their link to well-being is further weakened.  16      

 For these reasons, behavioral economists argue that there is 
little reason to believe that people reliably make choices in 
their own well-being. They suggest that the government may 
be able to influence people’s decision-making to help them 
make better choices in their own interests—in other words, 
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paternalism may be justified by the findings of behavioral 
economists. (We’ll have much more to say about paternalism 
in general in  chapter 5 .) 

 Jolls, Sunstein, and Thaler are not the only scholars to see 
the possible implications of behavioral research for the future 
of paternalism. As Ted O’Donoghue and Matthew Rabin, 
whom we heard from in the last chapter on the issue of pro-
crastination, write,  

  The classical economic approach to policy analysis assumes 
that people always respond optimally to the costs and benefits 
of their available choices. A great deal of evidence suggests, 
however, that in some contexts people make errors that lead 
them not to behave in their own best interests. Economic 
policy prescriptions might change once we recognize that 
humans are humanly rational rather than superhumanly 
rational, and in particular it may be fruitful for economists 
to study the possible advantages of paternalistic policies that 
help people make better choices.  17     

 Their paper proposes changing the tax rates on different 
types of goods (while keeping the overall level of taxes con-
stant), increasing taxes on goods that people overconsume 
due to self-control problems (such as potato chips) and low-
ering taxes on other goods (such as carrots). If successful, 
this would help consumers eat fewer potato chips and more 
carrots, as well as lower the tax burden on consumers already 
eating mostly carrots. 

 In a law review paper provocatively titled “Regulation for 
Conservatives,” behavioral economist Colin Camerer, law pro-
fessor Samuel Issacharoff, and economist/psychologist George 
Loewenstein, along with O’Donoghue and Rabin, make the 
same case for paternalism (with an important reservation):

  Paternalism treads on consumer sovereignty by forcing, or pre-
venting, choices for the individual’s own good, much as when 
parents limit their child’s freedom to skip school or eat candy 
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for dinner. Recent research in behavioral economics has iden-
tified a variety of decision-making errors that may expand the 
scope of paternalistic regulation. To the extent that the errors 
identified by behavioral research lead people not to behave in 
their own best interests, paternalism may prove useful. But, to 
the extent that paternalism prevents people from behaving in 
their own best interests, paternalism may prove costly.  18     

 This reservation in particular will be echoed and expanded 
on later in this book; however, they have others as well:

  First, while research in behavioral economics documents 
common mistakes, those mistakes are typically far from uni-
versal, and we worry that paternalistic policies may impose 
undue burdens on those people who are behaving rationally 
in a particular situation. Second, behavioral economics is 
in an early stage of development, and therefore its findings 
should elicit more caution than those from more “mature” 
fields (which are by no means themselves invulnerable to 
revision).  19     

 Although they aim to convince those “prone to rigid antipa-
ternalism” of the implications of behavioral economics that 
make paternalism seem more reasonable, Camerer and his 
colleagues admit to “trepidations” about using behavioral 
economics to justify paternalism and want to caution those 
“prone to give unabashed support for paternalistic policies 
based on behavioral economics” to tread carefully.  20   

 Jolls, Sunstein, and Thaler are also careful to qualify their 
endorsement of paternalism, focusing on the possibility of 
“behavioral bureaucrats” who are subject to the same cognitive 
dysfunctions as the people they claim to help make decisions.  21   
People who work in government are no less subject to cognitive 
biases and heuristics than anyone else—no jokes, please—and 
those anomalies in decision-making are just as likely to influ-
ence their choices regarding law, policies, and regulations as 
they are to affect their decisions as consumers and investors. 
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Although regulators are distanced from the choice situations of 
ordinary citizens, and may be able to see the problems in their 
decision-making more clearly—like the bartender who can tell 
the lush he has had too much to drink—they are nonetheless 
subject to their own flawed thinking in crafting the paternalis-
tic regulations themselves. The school of economics known as 
 public choice  models government decision-making as the result 
of the interaction of individual decision-makers, each acting in 
his or her own interests (whether or not they’re aligned with 
the public’s interests). Looking at paternalistic policy through 
the lens of public choice, and imagining the impact of cognitive 
biases and heuristics on regulator’s own choices, may temper 
behavioral economists’ enthusiasm for paternalistic laws and 
policies. As O’Donoghue and Rabin recognize, any paternal-
istic policies must be designed to craft the best overall results, 
rather than indulge private interests and enable “promiscuous 
paternalism by public or private entities.”  22   

 Overall, most considerations of paternalism on behalf of 
behavioral economists are cautious. In addition to Camerer 
and his colleagues’ general skeptical approach quoted earlier, 
Jolls, Sunstein, and Thaler write that “from the perspective of 
behavioral economics, issues of paternalism are to a significant 
degree empirical questions, not questions to be answered on 
an a priori basis.”  23   Similarly, O’Donoghue and Rabin write 
that “in some instances it will surely turn out that paternalis-
tic policies do more harm than good (although even here our 
approach forces us to draw such conclusions through explicit 
analysis rather than a priori assumption).”  24   (Note, however, 
that I did say “most.”).  

  Speaking of Which . . .  

 Although their work with Christine Jolls that was largely 
responsible for starting the behavioral law and economics rev-
olution was very cautious about endorsing paternalism based 
on its findings, Richard Thaler and Cass Sunstein seem to 
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have fewer reservations when writing on their own. In sev-
eral academic journal and law review articles, as well as their 
popular book  Nudge , Thaler and Sunstein advocate forcefully 
for what they call  libertarian paternalism .  25   (This would seem 
to be the very “affirmative defense of paternalism” that they 
shied away from when writing with Jolls.) As they explain in 
the book:

  It is legitimate . . . to try to influence people’s behavior in 
order to make their lives longer, healthier, and better. In 
other words, we argue for self-conscious efforts, by institu-
tions in the private sector and also by government, to steer 
people’s choices in directions that will improve their lives.  26     

 They refer to their brand of paternalism as “libertarian” because 
“choices are not blocked, fenced off, or significantly burdened,” 
as opposed to paternalistic laws that require certain behavior 
(such as using seat belts or wearing motorcycle helmets) or for-
bid it (such as recreational drugs), which are usually considered 
the antithesis of libertarianism (or classic liberalism).  27   

 Instead, Thaler and Sunstein recommend that laws and 
regulations be designed to “nudge” people toward making 
certain decisions rather than others. They define a  nudge  
as “any aspect of the choice architecture that alters people’s 
behavior in a predictable way without forbidding any options 
or significantly changing their economic incentives.”  28    Choice 
architecture  refers to the way options such as food choices in a 
cafeteria or names on a ballot are presented; due to cognitive 
biases and heuristics (such as the framing effect), the choice 
architecture can have a significant effect on the choices peo-
ple make. In other words, Thaler and Sunstein argue that 
by simply thinking about the way options are presented and 
rearranging them, people can be guided into making better 
choices—choices people themselves would like to have made, 
were it not for their cognitive biases and heuristics—without 
taking away their freedom of choice. 
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 Thaler and Sunstein spend about half of  Nudge  providing 
practical examples of libertarian paternalism.  29   For instance, 
Chapter 6 of their book describes nudges that private compa-
nies have implemented (sometimes in cooperation with the 
government) to increase savings among their employees. First, 
new employees are automatically enrolled in a 401(k) program 
with an option to decline, as opposed to the standard process 
in which you are given the option to enroll in a 401(k) plan 
but are not enrolled if you do nothing. Thaler and Sunstein 
consider passing up on a 401(k) plan to be “foolish without a 
doubt,” a result of simple laziness or procrastination, so they 
recommend automatic enrollment in the hopes of increasing 
participation, which they assume new employees would prefer 
if they thought carefully about it.  30   Second, once enrolled, 
the “Save More Tomorrow” program corrects for failures to 
increase the contribution rate above the default when employ-
ees’ wages or salaries go up, again out of laziness or procras-
tination (“I’ll change my rate tomorrow, honest”). Under 
the program, contribution rates rise in a way that preserves 
their take-home pay (or lets it increase, albeit not as much as 
it would if savings had not increased), once again under the 
assumption that this is what employees would have chosen if 
they thought about it. 

 Another example that Sunstein and Thaler often provide 
deals with a cafeteria director, named Carolyn in some ver-
sions of the example, who (among other things) determines 
the arrangement of food and beverage items on display.  31   
Carolyn can arrange the items any way she chooses, but since 
she has read all of the behavioral economics research, she 
knows that the way she arranges the items will have an effect 
on the choices her customers make. For instance, items that 
are better lit, more attractively presented, or simply easier to 
reach, will be chosen more often, regardless of her customers’ 
“true” preferences. She also knows that consumers’ true pref-
erences may not be good for them anyway (if they have stable 
preferences at all), and she assumes that they would really like 
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to eat better if only they could. With this in mind, she sees no 
other option but to arrange the items in her cafeteria so that 
her customers will be more likely to select healthy options; for 
instance, she puts the desserts on the top shelf in dim lighting 
and has the salads well-lit and placed right in front of them. 
Since she has to arrange the items in her cafeteria somehow, 
she reasons—as do Thaler and Sunstein—that she may as well 
arrange them in the interests of her customers’ health. (In fact, 
she may regard this as a moral imperative, given that she has 
full authority over cafeteria organization and her customers’ 
health is affected by the choices she makes.) 

 Despite some controversy in academic circles (which we’ll 
talk about in the next few chapters), the idea of nudges has 
been widely influential among government policymakers on 
both sides of the pond. With help from Richard Thaler, English 
prime minister David Cameron instituted a Behavioral Insight 
Team—nicknamed the “nudge unit”—within his government 
to look into ways to influence behavior according to libertar-
ian paternalist principles. The Behavioral Insight Team started 
with excessive food and drink consumption and then moved 
on to smoking, teenage pregnancy, charity donations, the envi-
ronment, and personal banking.  32   American president Barack 
Obama is also a fan of  Nudge : he appointed Cass Sunstein to 
head his Office of Information and Regulatory Affairs, where 
Sunstein implemented regulations consistent with libertarian 
paternalism in areas as diverse as pollution, automobile fuel 
economy, and yes, retirement accounts.  33   Especially in these 
times of debt crises, governments everywhere are looking for 
way to regulate behavior—paternalistically or not—that don’t 
require much money, and nudges, almost by definition, fit 
that bill.  

  The Problem with Nudges, in Three Acts 

 You probably noticed that my summary of libertarian pater-
nalism and the idea of nudges here is brief, and you’re right. 
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The idea is simple—and this is one of its virtues—but the 
issues surrounding it are not. I will deal with these issues 
in the rest of the book, citing not only Thaler and Sunstein 
themselves, but other academics on both sides of the debate. 
In this chapter, I meant to give a neutral account of libertar-
ian paternalism, and there isn’t much more to say without 
getting into issues that demand scrutiny. 

 In the following chapters, I argue that libertarian paternal-
ism and nudges are ineffective, unethical, and counterproduc-
tive. At the most basic level, the problems with libertarian 
paternalism stem from the stance its proponents take toward 
people and the choices they make. For instance, arguing 
against their critics, Thaler and Sunstein write:

  The false assumption is that almost all people, almost all of 
the time, make choices that are in their best interest or at the 
very least are better than the choices that would be made by 
someone else. We claim that this assumption is false—indeed, 
 obviously  false. In fact, we do not think that  anyone  believes it 
on reflection.  34     

 Well, they’re certainly wrong about the last part, because as 
it turns out, I believe firmly—“on reflection,” even—that 
most people, most of the time, do make decisions in their 
best interests.  35   And even when they don’t, there is no way 
for anyone else to know this—only the decision-makers them-
selves can know if their choices do not serve their own interests 
because  only they know their true interests . This position is based 
on the more comprehensive understanding of choice and inter-
ests described in the first two chapters of this book, plus some 
basic ethical principles that I’ll introduce soon, all of which I’ll 
apply to the arguments for libertarian paternalism—as soon as 
you turn the page. (Nudge, nudge.)      



     Chapter 4 

 Why Nudges Can’t Do What 
They Promise   

    Countless times every day, people around the world make choices 
in their own interests, including their wants and needs, goals 
and dreams, and principles and ideals, all of which are incred-
ibly complex and multifaceted. But behavioral economists ques-
tion many choices made by ordinary people because they seem to 
contradict the simplistic interests they assume people have, such 
as wealth or health. For instance, people buy lottery tickets, even 
though the chance of winning is astronomically small. But no 
one buys lottery tickets because he or she thinks it is a prudent 
financial decision—they buy them because it’s exciting to watch 
the balls drop and imagine the joy of winning. Likewise, people 
don’t eat unhealthy foods just because they don’t know better 
or have self-control issues, but they may have other reasons to 
eat them—reasons that may be suspect according to a health 
economist but not to the people making that choice. To them, it 
may have been a great choice, fully in their interests, regardless 
of what anyone else thinks of it.  

  Libertarian paternalists claim to nudge people to make the 
decisions people themselves would like to make, but this is impos-
sible unless they know these people’s true interests—and they 
can’t. Instead, regulators point to the success of nudges in gen-
erating the choices they were designed to generate as evidence 
that they advance people’s true interests. If people are nudged 
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into eating more vegetables, this is taken as proof that the nudge 
worked, because regulators simply assume people wanted to eat 
more vegetables all along but somehow “couldn’t” because of 
some cognitive defect. As this chapter explains, the only way to 
get even a glimpse into a person’s true interest is to observe his or 
her choices absent any outside manipulation (or nudge). Even 
then, there are countless ways to explain any choice—desires, 
needs, principles, ideals, and so on—which reinforces the point 
that only a person can know his or her true interests. Nudges 
simply can’t do what its proponents claim. If they claim nudges 
are effective, one has to wonder: effective at what?  

 * * * 

 Every Sunday morning, Patrick, a heavyset man in his early 
50s, takes a stroll to the local bakery and enjoys a muffin and 
coffee while he reads his newspaper. If a behavioral economist 
happened to walk into the same bakery on a Sunday morning 
and saw Patrick, he or she may think, “that man shouldn’t 
be eating a muffin—he should have chosen the fruit cup 
instead.” To be fair, that’s not an uncommon reaction to see-
ing a person do something that seems harmful to himself or 
herself. I’m sure many of us, when we see people eating fast 
food, getting drunk, or smoking, think to ourselves, “they 
really shouldn’t do that; it’s not good for them.” At best, 
this attitude shows concern for your fellow human beings; at 
worst, it’s presumptuous ridicule, even if it goes unspoken. 

 But the behavioral economist would likely go one step far-
ther, asking, “but why is he eating that muffin? He must be 
weak-willed, or perhaps he succumbed to crafty marketing or 
presentation on the part of the bakery or the food industry. 
Maybe he was confused about the nutritional content of the 
muffin compared to the fruit cup.” (Of course, the behav-
ioral economist chose the fruit cup.) The coup de grace, of 
course, is the final sentiment: “If only there were some way 
to help him make better choices in the future.” 
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 What the behavioral economists doesn’t know (nor do we) 
is why Patrick is eating that muffin on a Sunday morning. 
When Patrick was a young boy, his grandfather would take 
him to that same bakery every Sunday morning and buy two 
muffins, one for each of them. Patrick would savor his treat 
while his grandfather told him stories of his experiences in 
World War II, how he met Patrick’s grandmother (who passed 
when Patrick was eight), and what Patrick’s father was like as 
a young boy. Patrick lost touch with his grandfather after he 
left for college, and was able to share a muffin with him just 
one last time, at that very bakery, before his grandfather died 
three years ago. So every Sunday since, he goes to that bak-
ery, buys a muffin, and thinks about those mornings with his 
grandfather. 

 Or maybe not. Maybe there’s another reason he’s eating a 
muffin that morning. Maybe it’s the first muffin he’s had in 
a year, which he’s using to celebrate his weight loss over the 
past 12 months during which he abstained completely from 
muffins and other pastries. (Fruit cups every day!) Maybe he 
just had a fight with his wife, who hates that he eats muffins, 
so he’s enjoying it out of spite. Maybe he’s sampling the muf-
fin because he writes food reviews for the local paper (the 
same paper he’s reading). Maybe he has a crush on one of 
the employees at the bakery and is eating the muffin to avoid 
looking conspicuous. Maybe he uses the muffin as incentive 
to walk in the morning (acting to counter his own weakness of 
will, however self-defeating the reward may seem). Or maybe 
he simply loves the taste—shocking, I know—and he felt like 
eating something that tastes good despite the fact that it’s not 
a “part of this nutritious breakfast.” 

 There are countless different reasons and motivations that 
could have led Patrick to make the choice to eat a muffin that 
Sunday morning. We might not agree that all of them are 
good reasons, and Patrick himself might not agree that all 
of them are good reasons. But we can safely presume that he 
had a reason to eat that muffin and that his choice serves his 



THE MANIPUL ATION OF CHOICE64

interest based on that reason. But all the behavioral econo-
mist sees is an overweight man eating a fattening treat, and 
based on this he or she concludes that “this man is acting 
against his interest in his health, and we should help him to 
improve his choices, to further his own interest.” 

 This example highlights the two most significant problems 
with libertarian paternalism and nudges. First, there is no way 
for an outside observer to know what a person’s interests are 
that drive his or her choices. A person’s interests can only 
be inferred from his or her choices, and even then there is 
no way to determine what interests drove a particular deci-
sion. Therefore, if the observer wants to judge the person’s 
choice, he or she has to use standards other than the person’s 
own interests. Second, there is no justification for any policy-
maker to try to “nudge” a person’s choice, even if the person’s 
interests were known, but especially not when the interests 
promoted are imposed on the person by the policymaker. In 
this chapter we’ll focus on the first problem, that of know-
ing a person’s true interests, and we’ll tackle the justification 
problem in the next chapter (although they’re very closely 
related).  

  Choices and Interests 

 As we saw in  chapter 1 , people have a wide range of interests—
things and people and ideals that they care about—that motivate 
their choices. Notwithstanding the limitations of the models 
of decision-making used by both mainstream and behavioral 
economists, interests aren’t based on preferences alone but 
also include principles and ideals, whether personal or general. 
Interests include everything that a person cares about (in a 
positive or negative sense) and all the reasons a person makes 
choices and takes action, and are an important part of the per-
son himself or herself. 

 How can we determine a person’s interests? To put it sim-
ply, we can’t, if by determining them we mean knowing 
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them with any degree of certainty. Each person’s interests 
are internal to that person, as are his or her thoughts, beliefs, 
and desires; the only glimpse the outside world gets of them 
is given by the person’s choices (unless the person expresses 
them outright). But any choice has countless possible expla-
nations, as we saw with Patrick and his Sunday muffin. Even 
if some are more likely than others, we cannot know for cer-
tain which of the possible or probable interests was the one 
that motivated a particular choice. And there isn’t necessar-
ily  one  interest that led to a certain decision—there may be 
several. Nancy may stop for coffee at a certain coffee shop 
on the way home for work because (1) it was convenient, 
(2) it has the best coffee, (3) she often runs into friends there, 
and (4) she heard a movie producer stops by for coffee once 
in a while and if she meets him she may have a shot at her 
dream of becoming a Hollywood movie star and escape her 
humdrum life making copies of flyers for her neighbors’ rent 
parties.  1   Each of these reasons represents an interest, and any 
one of them alone could explain her choice, but even she may 
not be able to identify one “controlling” interest because all 
of them may influenced her choice.  2   

 But this only poses a problem  if  one has an interest in 
determining other people’s interests, which economists do. 
Economists want to explain and predict people’s behavior, 
but an essential part of that is determining a person’s goal, 
what he or she strives for and make choices in pursuit of. 
Economists typically assume that people make choices in 
their self-interest—not because they think people always do 
act in their self-interest, but because it’s the most reasonable 
assumption to make if you have to assume a single goal. This 
works fairly well for consumers trying to get the best deal for 
their money and businesses trying to earn a profit—especially 
corporations, wherein the directors have a fiduciary duty to 
maximize the stock value—but not so well for other roles 
people play, such as spouse, parent, teacher, doctor, or elected 
official. In these roles, people often pursue other goals, such 
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as caring for others or performing a duty. But once you relax 
the self-interest assumption—one virtue of which is its sim-
plicity—it’s much more difficult to decide what to add to it 
to make explanations and predictions more realistic. Even if 
the economist adds simple altruism to the model, he or she 
must decide to whom people are altruistic, to what degree 
they’re altruistic, and how they balance their altruism with 
their self-interest. This would be a more realistic model, to be 
sure, but much harder to specify. This is why self-interest is 
much easier to assume when modeling behavior, but it comes 
at the cost of poor explanations and predictions in situations 
in which altruism is obviously present. 

 As we explained at the end of  chapter 2 , behavioral 
economists have contributed immensely to describing our 
decision-making processes, but they have the same overly 
simplistic view of people’s interests, taking them to be prefer-
ences—which they then doubt the validity and reliability of. 
Based on this view of people’s interests, behavioral economists 
argue that people often make poor decisions because of their 
cognitive biases and heuristics. Furthermore, they claim that 
these decisions are poor in the judgment of the person mak-
ing the decision. For instance, philosopher J. D. Trout, an 
advocate of what he calls “bias-harnessing” measures (similar 
to nudges), writes that “regulation can be permissible even 
when it runs counter to that person’s spontaneous wishes, par-
ticularly when the regulation advances the agent’s considered 
judgments or implicit long-term goals.”  3   But there is no way 
regulators can draw that conclusion without knowing what 
the person’s “implicit long-term goals” are, and the only way 
to tell anything about them is to observe his or her choices—
the very choices that behavioral economists are assuming are 
not in people’s true interests! 

 Not only do behavioral economists maintain that people 
do not make choices reliably in their best interests—even 
though there is no way to determine what people’s true inter-
ests are—but they mock the position traditionally held by 
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economists and legal scholars alike that people do. According 
to Ted O’Donoghue and Matthew Rabin:

  Economists will and should be ignored if we continue to 
insist that it is axiomatic that constantly trading stocks or 
accumulating consumer debt or becoming a heroin addict 
must be optimal for the people doing these things merely 
because they have chosen to do it.  4     

 As we saw in the last chapter, Christine Jolls, Cass Sunstein, 
and Richard Thaler also use the term “axiom” to describe 
the assumption that people makes choices in their interests: 
“No axiom demonstrates that people make choices that serve 
their best interests; this is a question to be answered based on 
evidence.”  5   Colin Camerer and his coauthors quote this passage 
from Jolls, Sunstein, and Thaler, and then add: “Of course, to 
the extent that faith-based antipaternalism practiced by some 
legal scholars rests on such an axiom, scientific debate will be 
unproductive.”  6   

 If there is such an “axiom”—a central assumption about 
people’s choices in relation to their interests with which we 
start our “scientific debate”—it is based on both respect for 
persons (an  ethical  principle) and ignorance regarding other 
people’s interests (an information-related or  epistemic  prin-
ciple). Given that we have no way of knowing a person’s true 
interests or the motivations behind a particular choice, we 
have two options: (1) we can either grant the person the bene-
fit of the doubt and assume that person made the choice in his 
or her best interests (since we have no basis to say otherwise), 
or (2) we can question the person’s choice, which requires 
that we make assumptions about his or her interests that are 
unrelated to the choices we observe. 

 To use the example of Patrick and his Sunday muffin, since 
we don’t know for certain why he chose to eat the muffin, we 
can either assume he had a reason to eat the muffin that served 
his interests (unless he tells us differently), or we can assume 
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it was a bad choice—but based on what? Jolls, Sunstein, and 
Thaler consider this “a question to be answered based on evi-
dence,” but what evidence do we have except  the choice itself  ? 
Legal scholar Claire Hill states this point very well when she 
writes that proponents of libertarian paternalism

  sometimes speak as though they have access to the knowl-
edge of what people really want apart from what they choose. 
This position is ultimately untenable. . . . As convenient and 
tempting as it may be to extrapolate from our own introspec-
tion that others want what we do, or should, want, we simply 
have no access to others’ beliefs and desires.  7     

 Interests are internal and subjective and therefore cannot 
be known by anyone else—unless a person reveals them 
through choice or expression. To maintain otherwise is sheer 
disrespect. 

 To their credit, behavioral economists and libertarian pater-
nalists do recognize that they do not always—do not  always —
have enough information to judge people’s decisions, but they 
don’t draw the conclusions that follow from that ignorance and 
that are consistent with respect for choice and autonomy. For 
instance, Sunstein and Thaler write that, in cases of regulator 
ignorance, “the committed anti-paternalist might say . . . that 
people should simply be permitted to choose as they see fit. 
We hope that we have said enough to show why this response 
is unhelpful.”  8   Camerer and his colleagues grant that “we 
must carefully address whether patterns of apparently irratio-
nal behavior are mistakes or expressions of stable preference,” 
and give the example of extended warranties, which are widely 
regarded to be a bad purchase motivated by risk aversion, the 
availability heuristic, and framing effects. Nonetheless, they 
admit, “if informed consumers continue to purchase the war-
ranties, then it is quite possible that they have good reason to 
do so, however  unfathomable  that decision may seem to an 
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economist.”  9   I would suggest that, to the extent such a choice 
is regarded as “unfathomable,” it reflects more on the econo-
mist than on the consumer. Is it really that difficult for a 
behavioral economist to imagine reasons why someone would 
make a different choice than he or she would? 

 It is one thing for the person to admit his or her decision 
was bad. We all make dumb choices from time to time—but 
 no one can possibly know our choices are bad except us . Maybe 
Sally had a cigarette today, even though she quit three days 
ago, and she wishes she hadn’t. Sally can admit she made a 
bad decision, a dumb choice, because she knows her own 
interests. She knows she wanted to quit, she knows having 
a cigarette would frustrate that goal, but for some reason 
she had a cigarette anyway. But unless behavioral economists 
 know  that about Sally, and unless they  know  that she had no 
other interest competing with her goal to stop smoking that 
could give her a reason to smoke again, then they  cannot 
know  that her choice was a bad one from her point of view. 
They simply can’t.  10    

  Whose Interests Are They, Anyway? 

 But if behavioral economists can’t base their judgment of bad 
decision-making on people’s actual interests, what do they 
base them on? On what grounds do they say that Patrick’s 
choice to enjoy a muffin on Sunday morning and Sally’s 
choice to smoke a cigarette are bad ones? Absent any informa-
tion about people’s true interests (aside from the choices they 
make), behavioral economists have to impose  some  interests, 
compared to which they are able to judge people’s choices. 
As philosopher Dan Brock writes:

  Paternalistic interference involves the claim of one person to 
know better what is good for another person than that other 
person him- or herself does. It involves the substitution by 
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the paternalistic interferer of his or her conception of what 
is good for another for that other’s own conception of his or 
her good. If this involves a claim to know the objectively cor-
rect conception of another’s good—what ultimate values and 
aims define another competent individual’s good, indepen-
dent of whether that other accepts them—then it is ethically 
problematic.  11     

 This process of  value substitution  negates any claim on the 
part of behavioral economists and policymakers that they 
are nudging people in their own interests. Instead, they are 
nudging people towards decisions to advance interests that 
were chosen for them, compounding the disrespect of ignor-
ing people’s true interests.  12   

 Take the nudges designed to increase participation in 
401(k) programs that we discussed in the last chapter. The 
regulators who designed these programs assumed that it is 
in the employees’ interest—their sole interest—to have more 
retirement savings available when they stop working. On the 
surface this seems reasonable: anyone would rather have more 
retirement savings than less, all else the same. But all else is 
not the same, because increased retirement savings are not the 
only interest employees have. They may need money to put a 
down payment on a house or apartment, pay for a wedding, 
or support partners, children, or parents. New employees, 
who typically start at lower salaries, may have more pressing 
needs for this money than higher-paid employees with more 
seniority do. Or they may simply want to have some fun with 
the extra money. But those who would nudge employees into 
retirement programs consider only one interest, an interest in 
retirement savings, which is a reasonable assumption to make 
for the purpose of social science but is a gross generalization 
and oversimplification when it comes to policy. 

 Defenders of policies such as Save More Tomorrow argue that 
their nudges do not foreclose any options, leaving employees 
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free to opt out of automatic enrollment or increases in savings 
rates if they choose. According to Camerer and his colleagues, 
a nudge (or, in their terms, asymmetric paternalism)  

  creates large benefits for those who make errors, while impos-
ing little or no harm on those who are fully rational. Such 
regulations are relatively harmless to those who reliably make 
decisions in their best interest, while at the same time advan-
tageous to those making suboptimal choices.  13     

 But behavioral economics and libertarian paternalism are 
based on people’s supposed inability to make good choices 
in their own interests due to cognitive biases and heuristics. 
Nudges take advantage of these same cognitive defects to 
steer them into decisions that are judged to be better, regard-
less of any reasons they have that would lead to a different 
choice. Proponents of libertarian paternalism can’t have it 
both ways, claiming that people will be nudged into better 
decisions when they would have made poor ones, but that 
they won’t succumb to nudges when they have “good” rea-
sons to make a different choice. If behavioral economists are 
correct and “choice architecture” has such a powerful effect 
on behavior, they will affect those who would have made the 
“bad” choice, no matter how good their reasons for it might 
have been. 

 But in the end this point is moot, because the success of 
nudges is measured by how much of the desired behavior 
they elicit, based on the assumption that this behavior is 
actually in people’s best interests and represents the choices 
they would have made if only they could. The argument 
for automatic enrollment in 401(k) programs goes like this: 
(1) regulators assume retirement saving is the employees’ 
sole interest, (2) regulators nudge them into enrolling, and 
(3) the high rate of enrollment is taken as evidence that 
employees ultimately made the “right choice” and furthered 
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their true interest (retirement savings). As Sunstein and 
Thaler write:

  If employers think (correctly, we believe) that most employees 
would prefer to join the 401(k) plan if they took the time 
to think about it . . . then by choosing automatic enrollment, 
they are acting paternalistically by our definition of the 
term . . . steer[ing] employees’ choices in directions that will, 
in the view of employers, promote employees’ welfare.  14     

 This is what philosophers call “begging the question,” assum-
ing the results that you claim to have argued for. Libertarian 
paternalists treat the intended effect of nudges as an inde-
pendent basis for judging their success, but that’s rigging the 
game. All the higher enrollment rates tell us is that the nudges 
successfully steered employees’ cognitive biases and heuristics 
toward enrollment rather than nonenrollment,  not  that this 
furthered their true interests, which were never a factor in the 
design of these nudges. 

 So Camerer and his colleagues’ statement earlier is true if 
we understand the phrase “those who reliably make decisions 
in their best interest” to mean those who make the choices 
 we  want them to make. If people were already going to make 
the “right” choice, then the nudges have no effect—they 
only affect those who would have made the “wrong” choice, 
regardless of what reasons they had for making it. Sunstein 
and Thaler are much more blunt when they make the same 
point: “In its most cautious forms, libertarian paternalism 
imposes trivial costs on those who seek to depart from  the 
planner’s preferred option .”  15   (The careful reader will no doubt 
have noticed also that the previous quote from Sunstein and 
Thaler mentions the viewpoint of  employers , not employees, 
in judging employees’ welfare.) 

 In addition to being imposed, the interests assumed by 
behavioral economists on behalf of the people being influ-
enced are overly simplistic on several different levels. They 
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only deal with one interest at a time, such as wealth or health, 
whereas we know that people have a myriad of interests, any 
number of which can affect even the most insignificant deci-
sions (such as Patrick’s Sunday muffin). Furthermore, these 
various interests must be balanced using judgment, which 
economic models are simply not equipped to deal with (as we 
saw in  chapter 1 ). The models of behavioral economists are 
simplistic also in that they consider their single interest along 
just one dimension. This may not be a significant problem if 
you assume people want to maximize their wealth, since dif-
ferent forms of wealth can be measured in the same unit of 
money. However, health is more complicated, consisting of 
many dimensions: one person may be concerned about her 
strength but not her cardiovascular fitness while another has 
the opposite priorities, or one person smokes but carefully 
watches his weight and another vice versa. When regulators 
target health, they focus on the dimension of it affected by 
the choices in question: smoking most directly affect the 
lungs, overeating most directly affects weight, and so forth. 
No responsible physician would focus on just one dimension 
of his or her patient’s health for fear of neglecting others. 
The simplistic interests assumed by behavioral economists 
are breeding grounds for unintended consequences: nudges 
that get people to smoke less may prompt them to eat more, 
“requiring” another nudge designed to change that!  16   

 But which interests or values are substituted for the per-
son’s actual ones? Are there obvious, neutral values that the 
behavioral economist or policymaker can just pull off the 
shelf and impose on the actual decision-maker? The range of 
interests a person can have and act upon is infinite, but some-
how, behavioral economists can determine that retirement 
savings or health are a person’s sole “real” interest. But how 
do they decide that? That determination is an act of judg-
ment itself: the regulators are substituting  their  judgment 
regarding another person’s best interests for the person’s own. 
In defending their automatic 401(k) enrollment program, 
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Sunstein and Thaler can’t claim some objective basis for 
emphasizing retirement savings above all else. That’s merely 
their opinion, as if they were to say: “You don’t care enough 
about your retirement savings, but  we think  you should.” 
Camerer and his colleagues make a similar point with respect 
to health: “Health and food regulations are heavily informed 
by scientific understanding . . . and by a widespread belief 
among professionals that average folks require information, 
prodding, and often regulation to improve their health and 
diet.”  17   Value substitution does not simply involve imposi-
tion of interests, but an usurping of judgment about the way 
individuals structure and run their lives. When a regulator 
replaces someone’s values and interests, that regulator is not 
replacing them with some obvious or neutral interests, but 
with his or her own. 

 Value substitution is a legacy of the way that decision-
making is modeled in both behavioral economics and main-
stream economics, where simple interests (such as self-interest 
or profit-maximization) are assumed and then choices are 
evaluated based on how well these interests are promoted. 
As I said earlier, this is problematic enough in purely theo-
retical work that attempts to explain and predict behavior 
(as we saw in the first two chapters), but it raises significant 
ethical issues when used in a policy context. It is one thing 
to build a model that assumes a single, simple interest to 
predict people’s behavior, but another thing entirely to make 
the same assumption when designing ways to manipulate 
people’s behavior in those interests—and then, adding insult 
to injury, to claim that they are people’s actual interests.  

  “Don’t Worry, We Knew Your Interests 
Better Than You Do!” 

 As we saw earlier, behavioral economists and libertarian 
paternalists often make no pretense to nudge people in their 
own interests—and this is natural, given both their reliance 
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on preferences to ground interests and their skepticism about 
preferences themselves! To an economist, remember, a per-
son’s interests are completely described by his or her prefer-
ences, since there is no room for including principles in either 
mainstream or behavioral economics. Although a core assump-
tion of mainstream economists is the stability of preferences, 
behavioral economists question this, considering preferences 
to be constructed and malleable—or  endogenous , which means 
they can be formed within a model of choice rather than being 
a fixed assumption. As Sunstein and Thaler write: “We are 
emphasizing, then, the possibility that people’s preferences, in 
certain domains and across a certain range, are influenced by 
the choices made by planners.”  18   

 If you base your entire theory of choice on preferences, 
as mainstream and behavioral economists do, this poses a 
problem—and presents an opportunity. The problem is that 
there is literally no way to know a person’s “true” preferences 
if his or her preferences can be changed or manipulated. This 
issues comes up often in economic studies of advertising, 
in which persuasive advertising can be seen as illegitimately 
strengthening a person’s preferences for a product. Imagine 
that Jackie sees a commercial on TV for a new soda, and this 
“makes” her want the soda more than before. After she buys it 
and drinks it, her new, stronger preferences for the soda have 
been satisfied—but is she better off simply because her satis-
fied preferences, which were manipulated by the commercial, 
are now stronger than they used to be? Or should we measure 
her well-being according to her original preferences—should 
those be considered more authentic?  19   The same idea applies 
to anything that takes time to appreciate and develop a prefer-
ence for, such as an unfamiliar type of music or a new sport, 
as well as addiction: obviously addiction creates stronger pref-
erences for a good, but does satisfying these new, “enhanced” 
preferences make the person better off?  20   

 These examples show the problem with endogenous prefer-
ences: without a foundation of stable preferences, economists 
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have no basis on which to judge what makes people better 
off or worse off. Preferences are commonly used by econo-
mists to measure individuals’ well-being, a practice that was 
already threatened by self-destructive and other-regarding 
preferences (as we saw in  chapter 1 ). If we acknowledge the 
existence of preferences that change in response to each 
choice situation (as behavioral economists claim), there 
seems to be no way to preserve a useful link between prefer-
ences and well-being. But  this  is where the opportunity arises! 
Recognizing the difficulty with using people’s own preferences 
to measure well-being, economists can—nay, they  must —
substitute another set of preferences, values, or interests for 
people’s unstable and unreliable preferences, which can’t be 
presumed to correspond to their well-being.  21   And that brings 
us back to value substitution, but without any expectation that 
economists should know people’s preferences or respect them 
as shown by choice—because now they know how to make 
people’s preferences  better . 

 With a little help from philosophers—of course,  now  they 
listen to them—economists have an elegant solution that 
deals with the problems of preferences themselves. If pref-
erences have been warped or distorted by cognitive biases, 
heuristics, or mistaken information so that they no longer 
“track” with a person’s well-being, then they simply need 
to be fixed, adjusted, or reshaped to bring them in line with 
what a person  would  prefer  if  he or she weren’t under their 
influence and could simply reflect on what is best for him 
or her. Economists and philosophers refer to these “cor-
rected” preferences as a person’s  rational preferences  (based 
on  informed desires ), which are designed to be more closely 
linked to a person’s well-being than his or her actual prefer-
ences are. 

 Sunstein and Thaler invoke this concept when they 
“emphasize the possibility that in some cases individuals make 
inferior decisions in terms of their own welfare—decisions 
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that they would change if they had complete information, 
unlimited cognitive abilities, and no lack of self-control.”  22   
As explained by Nobel-winning economist John Harsanyi:

  [A person’s] manifest preferences are his actual preferences as 
manifested by his observed behavior, including preferences 
possibly based on erroneous factual beliefs, or on careless 
logical analysis, or on strong emotions that at the moment 
greatly hinder rational choice. In contrast, a person’s true 
preferences are the preference he  would  have if he had all the 
relevant factual information, always reasoned with the great-
est possible care, and were in a state of mind most conducive 
to rational choice.  23     

 For example, our friend Patrick may experience a prefer-
ence for muffins on Sunday morning and act on it. But the 
behavioral economist who sees him may conclude that he 
would prefer  not  to eat that muffin  if  he thought about it 
more, if he only took the time to reflect on how it will affect 
his long-term well-being, in the absence of any cognitive 
biases, mistaken information, or distracting sentimentality. 
Since Patrick is obviously not in a position to undergo this 
open-eyed, dispassionate, and rational reflection as he stands 
in front of the muffin display, the behavioral economist takes 
it upon himself or herself to do it for him.  24   

 The problems with (so-called) rational preferences are 
many. Most basically, there is the logical impossibility of 
knowing what a person’s preferences would be  if only  he 
or she had, well, different preferences. In philosophy this is 
called a  counterfactual , a “what if” question, like “What if 
Germany had won World War II?” or “What if Sunstein and 
Thaler had written a book titled  Fudge ?”  25   Counterfactuals 
are notoriously difficult to determine or evaluate because 
they are literally “against facts” or reality. Also, why should 
we require that all preferences be formed, and decisions be 
made, under ideal conditions—conditions that someone 
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else determined are rational (after deciding that our existing 
preferences are not)? As economist Robert Sugden asks, in 
response to Sunstein and Thaler’s statement quoted earlier:

  How, without making normative judgments, do we deter-
mine what counts as complete information, unlimited cogni-
tion, or complete willpower? Even if we can specify what it 
would mean to have these supernatural powers, how do we 
discover how some ordinary human being would act if he 
were somehow to acquire them?  26     

 What would Patrick have done if he hadn’t decided to eat 
that muffin? There’s no way to know, because he did eat the 
muffin—the counterfactual is anyone’s guess. 

 But it’s not just anyone’s guess—it’s the libertarian pater-
nalist’s guess, made to “correct” Patrick’s preferences and 
then nudge him toward what he or she picks out as the “right” 
choice. In general, an outside observer decides that someone 
else’s preferences are “irrational,” and then tries to determine 
what preferences this person would have—or  should  have—if 
he or she were thinking “more rationally.” But this involves 
a judgment on the part of an outsider in the same way that 
more blatant value substitution does. The behavioral econo-
mist still has to decide that a person’s preferences (as revealed 
through his or her choices) are not “good” enough and 
then decide how to modify them, since it is impossible to 
know what the person’s preferences would have been if they 
weren’t what they are!  27   A behavioral economist may decide 
that, were Patrick in his right mind—which “happens” to 
look a lot like the behavioral economist’s mind—he would 
rather have a fruit cup than his Sunday muffin. But there 
is no way behavioral economists can sincerely claim to be 
stating Patrick’s true interests: they are merely stating their 
own. In the end, rational preferences are nothing but value 
substitution conducted in a slightly different way—and with 
the same ethical implications.  
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  Nudges Do Something, But Not What They Promise 

 Although libertarian paternalism and nudges may work very 
well in terms of manipulating choices in the interests imagined 
by their designers, they do not—indeed, they  cannot —do as 
they claim, which is to help people make decisions that  they  
would like to make. Regulators simply do not have access to 
the kind of information that would allow them to do that—
not even people themselves can articulate their interests that 
completely. Rather, they steer people into making decisions 
that behavioral economists and libertarian paternalists have 
chosen for them based on their own judgment. 

 Let’s be careful, however, not to be overly suspicious or cyni-
cal. (Who, me?) There’s no reason to believe, for instance, that 
Sunstein and Thaler have any personal interest in people’s retire-
ment savings. I presume they merely believe it’s prudent to save 
for retirement—which it is, undoubtedly. But to maintain, even 
implicitly, that it’s the only or most important interest for every 
person, even in the context of a narrow decision such as 401(k) 
enrollment, involves imposing the interests they choose for peo-
ple in place of people’s own. 

 It is not difficult to imagine, however, some policymakers 
nudging decisions for less benevolent reasons. Investment firms 
who administer 401(k) plans would happily support programs 
like Save More Tomorrow, and producers and sellers of health 
food would certainly endorse any nudges that got Patrick away 
from the bakery. We all know companies manipulate choices 
anyway, through advertising and promotion—to be sure, com-
panies read behavioral economics books too—but you’re free 
to ignore them, unlike choices you’re forced to make by your 
employer or government. (More on this in  chapter 6 .) 

 Here’s a more frightening prospect. Ballots for elections 
were criticized widely around the time of the 2000 presi-
dential election for being confusing, and there’s a case to 
be made for simplifying the layout and arrangement of the 
various candidates and referendum items. Now let’s imag-
ine that the members of a local election board decide that 
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the candidate they personally prefer might not be supported 
as heavily by the rest of the voters in the area. From their 
point of view, the wrong person might be elected because 
voters have “misaligned” preferences, manipulated by vicious 
campaign ads, blatant appeals to emotion, and biased media 
reporting. If these voters only knew better—as the members 
of the election board do—they would obviously vote for the 
“right” person.  28   But they may need a little help, and seeing 
that ballots are so confusing and they need to be redesigned 
anyway, why not redesign them so people are “helped” to 
vote for the right person. It’s what voters would do if they 
were thinking correctly anyway. It’s in their best interests. 
Really! 

 We don’t need to imagine threats to democracy to empha-
size why choice is so important, so vital, and so essential to 
each and every person. (We’ll talk more about that in the 
final chapter.) This doesn’t mean people always make the best 
choices, or even good choices; as I said earlier, we all make 
dumb choices from time to time. But they can be judged 
as dumb only in comparison to our interests, and the only 
people able to make those judgments are  us . Behavioral econ-
omists and libertarian paternalists claim to respect people’s 
true interests whereas they influence people’s behavior based 
on interests of their own choosing. I have no idea whose 
interests this serves, but it definitely isn’t ours .     



     Chapter 5 

 Why Nudges Are Unethical   

    In the last chapter, I discussed practical problems with liber-
tarian paternalism based on information and interests, but I 
couldn’t seem to avoid the closely related ethical issues regard-
ing respect and autonomy that are raised by value substitution. 
In a way, value substitution has been in the background since 
the first chapter of this book, since any economic model used to 
explain and predict behavior has to assume some goals that are 
likely not the goals of any real-world person. In that case, value 
substitution is a problem with designing models and interpret-
ing results—a  methodological  problem—but it becomes an  
ethical  problem largely when policymakers use these models to 
influence behavior, especially when they presume to do it in peo-
ple’s interests. In other words, it becomes morally problematic 
when those in power  act  on the recommendations of behavioral 
economists, and the theoretical issues with behavioral economics 
are integrated into policy and start influencing people’s lives.  

  Even if regulators did have information about people’s true 
interests, it is nonetheless paternalistic of them to enact laws or 
regulations to benefit those interests on people’s behalf. The term  
paternalism  doesn’t sit well with most people, invoking thoughts of 
Big Brother from George Orwell’s novel  1984  or “nanny-states” 
in which the government presumes to take care of its citizens like 
a parent rightfully takes care of his or her children. This is for 
good reason: as this chapter explains, paternalism is inherently 
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opposed to personal autonomy, no matter what form it may take, 
because it interferes with people’s determination and pursuit 
of their own interests. And as we saw in the last chapter, even 
if policymakers are well-intentioned, they cannot possibly know 
people’s true interests, and as a result any paternalistic laws or 
regulations are crafted in policymakers’ idea of people’s interests 
(usually overly simplistic and biased). Specifically, the “libertar-
ian paternalism” of Cass Sunstein and Richard Thaler (as well 
as other sympathetic writers) falls victim to the same flaw as does 
any type of paternalism: rather than serve people’s own interests, 
as it claims, it serves the interests that policymakers think people 
do or  should  have.  

  Sunstein and Thaler use the term  libertarian paternalism  in 
hopes of dispelling these concerns and convincing the reader that 
nudges are not coercive. But I argue that libertarian paternal-
ism is very much coercive, and in some ways more insidious than 
“old school” paternalistic policies such as prohibiting or taxing 
behavior. Rather than telling people what to do or not to do, or 
influencing them explicitly with taxes or subsidies, nudges—such 
as changing default options or the arrangement of choices—
have an intrinsically covert nature, designed as they are to pig-
gyback on people’s cognitive biases and dysfunctions to “guide” 
them into the “right” choices. Even if one is comfortable with 
some paternalism on the part of the government if done openly 
and transparently, it is unseemly for policymakers to use people’s 
decision-making flaws to manipulate them, subtly and secretly, 
into making choices that policymakers want them to make, rather 
than the ones they would have otherwise made themselves.  

 * * * 

 Paternalism is defined by philosopher Gerard Dworkin as “the 
interference of a state or an individual with another person, 
against their will, and defended or motivated by a claim that 
the person interfered with will be better off or protected from 
harm.”  1   The two key elements of this definition are interfer-
ence (with choices and actions) and purpose (to benefit the 
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person interfered with). Our discussion in the previous chap-
ter about value substitution criticized the stated purpose of 
libertarian paternalism: even if regulators sincerely want to 
help people with paternalistic laws and policies, they should 
realize that it is impossible to know other people’s interests 
well enough to do this. This is both a practical problem—
how can regulators nudge people in their own interests if 
they do not and cannot know what those interests are—and 
an ethical problem, deriving from the right of all persons to 
develop and pursue their own interests (provided this doesn’t 
interfere with anybody else doing the same). 

 In this chapter we will focus on the coercive aspect of pater-
nalism, especially libertarian paternalism. Let’s be very clear 
from the start that coercion in and of itself is not always wrong. 
For example, criminal laws coerce us, whether or not we will 
ever be tempted to break them, and criminal penalties such as 
fines or imprisonment are coercive measures designed to enforce 
criminal laws. But we accept this coercion because (1) we are 
protected by such laws, and (2) criminal laws (for the most part) 
aim to prevent harm inflected by one person on another. If we 
consider theft and murder to be coercive acts on the part of our 
fellow citizens, then the criminal law can be seen as coercion 
to prevent coercion.  2   But paternalism is not protecting us from 
the deviant actions of each other—it’s based on protecting us 
from our own “deviant” actions! It is precisely the purpose of 
paternalistic law and policies that makes their coercive nature 
so offensive. 

 The classic argument against paternalism was provided by the 
philosopher John Stuart Mill in his 1859 book  On Liberty . In 
it, he articulated what has come to be known as the  harm prin-
ciple , which maintains that harm to others—not to oneself—is 
the only justification for government coercion:

  The only purpose for which power can be rightfully exercised 
over any member of a civilized community, against his will, 
is to prevent harm to others. His own good, either physical 
or moral, is not a sufficient warrant. He cannot rightfully 
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be compelled to do or forbear because it will be better for 
him to do so, because it will make him happier, because, 
in the opinions of others, to do so would be wise, or even 
right. . . . The only part of the conduct of any one, for which 
he is amenable to society, is that which concerns others. In 
the part which merely concerns himself, his independence 
is, of right, absolute. Over himself, over his own body and 
mind, the individual is sovereign.  3     

 Mill emphasized the right of all individuals to determine 
how they will run their lives, insofar as they do not inter-
fere wrongfully with anybody else trying to do the same—in 
other words, as long as they don’t cause harm to others. 

 This aspect of Mill’s argument against paternalism is based on 
 autonomy , the right to determine one’s own interests and actions. 
Autonomy is valued by many in and of itself, but it also contrib-
utes to many other goods, such as human dignity and lifelong 
fulfillment. (We’ll have a lot more to say about the value and 
importance of autonomy in  chapter 7 .) It can also be understood 
as a critical component of basic happiness and well-being—even 
well-being understood as preference-satisfaction—based on the 
understanding that a person will know his or her own interests, 
and therefore promote them, better than others would. (Sound 
familiar?) 

 Mill promotes this idea as well:

  The strongest of all the arguments against the interference of 
the public with purely personal conduct is that, when it does 
interfere, the odds are that it interferes wrongly, and in the 
wrong place. On questions of social morality, of duty to oth-
ers, the opinion of the public, that is, of an overruling major-
ity, though often wrong, is likely to be still oftener right; 
because on such questions they are only required to judge of 
their own interests; of the manner in which some mode of 
conduct, if allowed to be practiced, would affect themselves. 
But the opinion of a similar majority, imposed as a law on the 
minority, on questions of self-regarding conduct, is quite as 
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likely to be wrong as right; for in these cases public opinion 
means, at the best,  some people’s opinion of what is good or bad 
for other people.   4     

 The astute reader will recognize this as the reasoning behind 
consumer sovereignty (from  chapter 2 ): since it is assumed that 
people know their personal preferences (or interests) better 
than anyone else, they will promote their well-being better by 
making their own choices than by having them made for them. 
So even if one were to deny that autonomy had any indepen-
dent value, it nonetheless contributes to a person’s well-being 
(or the pursuit of his or her interests). 

 Mill was no absolutist on paternalism, however. He allowed 
that the government may interfere with people’s actions for 
their own good  if  their actions are judged to be involuntary. 
For instance, in  On Liberty  he argued that  

  if either a public officer or any one else saw a person attempt-
ing to cross a bridge which had been ascertained to be unsafe, 
and there were no time to warn him of his danger, they might 
seize him and turn him back, without any real infringement 
of his liberty.  5     

 Nowadays, paternalistic interference with involuntary action 
is known as  soft paternalism , as opposed to  hard paternalism , 
which describes interference with voluntary, fully aware action.  6   
Hard paternalism obviously invokes the problem of value 
substitution, because the state is interfering with a person’s 
behavior even when the person can be presumed to be acting 
voluntarily in his or her own interests. There is still, however, 
a hint of value substitution with soft paternalism: after all, it is 
not unimaginable that the person crossing the unsafe bridge 
in Mill’s example is well aware of the risk but had good reason 
to cross it anyway. However, since actions like this are rare and 
situation-specific, there is less of a danger of co-opting people’s 
interests on a regular basis with a law or regulation. (Plus, the 
fellow can always try to cross the bridge again later.)  
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  There’s Voluntary and Then There’s Voluntary 

 You’re probably asking yourself (or screaming to the book) 
what “voluntary” means in this context—and well you should. 
We can safely presume that the man in Mill’s example did not 
voluntarily walk onto an unsafe bridge, and we would say the 
same thing had he been pushed or tricked into crossing it. 
But what if he merely underestimated the risk, or didn’t fully 
appreciate the risk—say, because of a cognitive dysfunction 
when assessing risk (such as optimism bias)? Philosopher Joel 
Feinberg, one the most important modern writers on pater-
nalism, based his conception of voluntary action on what is 
considered necessary for moral or legal responsibility. In both 
law and morality, we normally hold people responsible for 
things they do voluntarily, but not if they were manipulated 
or coerced somehow, and this standard of voluntariness works 
well for filling out Mill’s justification for paternalism also. 

 For example, if we see Brad pushing Carl into the path of an 
oncoming car, we would hold Brad responsible for any injuries 
Carl might suffer  unless  there is some reason to believe Brad did 
not act voluntarily. For instance, if Brad simply tripped on an 
uneven sidewalk and stumbled into Carl, or if we discover that 
Andy pushed Brad into Carl, we would not hold Brad respon-
sible.  7   Philosophers would even say that Brad didn’t “act” at 
all in these cases, but was acted upon by the laws of physics 
or Andy, who may have used Brad as a tool to hurt Carl. We 
would say the same thing if Andy held a gun to Brad’s head 
and ordered him to give Carl a shove: Brad certainly did act 
in this case, but under duress (a threat to his life). Brad can be 
considered to have acted involuntarily in all of these cases—and 
according to Feinberg, we can consider his actions involuntary 
for the purpose of justifying paternalism as well (if it were Brad 
instead of Carl who was in danger of being hit by a car due to 
Brad’s involuntary action). 

 In his 1986 book  Harm to Self , Feinberg lays out a thor-
ough model of what constitutes “perfectly voluntary choice,” 
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which he defines as “deficient in  none  of the ways that are 
 ever  taken into account for  any  moral or legal purpose in  any  
context.”  8   This is no simple matter: he dedicates the last 300 
pages of the book drawing out the fine details! His model 
clearly represents an impossible, idealistic standard—which 
is made clear by the highlighted words in the quote above—
but nonetheless provides a usual benchmark for judging 
deviations from it. 

 According to Feinberg, perfectly voluntary choice depends 
on these five conditions:

   A.     The chooser is “competent.”  
  B.     He does not choose under coercion or duress.  
  C.     He does not choose because of more subtle manipulation.  
  D.      He does not choose because of ignorance or mistaken 

belief.  
  E.     He does not choose in circumstances that are temporarily 

distorting.  9      

 Each of these is obviously vague, which is why he spends 
so many pages fleshing them out. In his initial presentation 
of these factors, he includes several elaborations or examples 
under each one; for instance, under competence, he lists 
“not an animal; not an infant; not insane” and so forth. Of 
particular interest to behavioral economists and libertarian 
paternalists are the last two categories, regarding ignorance, 
mistake, and distortionary circumstances, including impulse, 
fatigue, and overwhelming emotion. (In response, I would 
point out the third category: “subtle manipulation.”) 

 Before our friends get too excited, however, they should 
note several things. Feinberg was clear, as we saw, that this 
is an impossible ideal of voluntariness. This level of perfec-
tion even exceeds the conditions for “rational preferences” 
we saw in the last chapter. As I said, Feinberg spends hun-
dreds of pages teasing out the nuances of his description of 
voluntariness, exploring how each element contributes to a 
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voluntary choice and what each implies about the justifica-
tion of paternalism. When it is unclear whether an action 
was voluntary “enough” to be immune from paternalistic 
interference, the consequences of the action should be con-
sidered before anyone steps in to prevent it. Take the man 
crossing the unsafe bridge in Mill’s example: the threat of 
great injury or even death would make interference worth-
while even if we could not be certain that he was acting 
involuntarily. But if the same man appears about to step into 
a shallow rain puddle—even a very, very wet one, perhaps 
containing a bit of mud which may stain his best trousers 
and embarrass him later that evening when he calls on Lady 
Pimbletonshire—the danger he risks would not be sufficient 
to justify interfering with his action (even keeping mind the 
well-known ficklemindedness of Lady Pimbletonshire). 

 But even if we consider the consequences of an imperfectly 
voluntary choice along the lines that behavioral economists 
would emphasize, there is yet another hurdle that will be dif-
ficult to climb.  10   It’s impossible to assess the consequences of 
any decision to the person making it without knowing his or 
her interests. We can be fairly certain the interests of a man 
about to cross the unsafe bridge will be thwarted, but in the 
case of more mundane choices—such as planning one’s retire-
ment or next meal—we have no way of knowing if there are 
likely to be dire consequences from a certain choice unless we 
know why the person made it. The only other way to judge this 
choice is to substitute some interests for the person’s own, as 
we described in the last chapter, at which point the choice is no 
longer being judged according to the person’s own interests. 

 More important, in most ordinary choice situations, an 
outside observer cannot know if a choice is involuntary just 
by observing the results and then disapproving of them. The 
standards that Feinberg lists are formal or procedural, speak-
ing to a person’s decision-making  process  rather than its  out-
come . Soft paternalists don’t judge the outcome of the action 
against their idea of the person’s interests. They assess only 
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the voluntariness of a person’s decision-making according 
to the standards listed earlier: was the choice made under 
duress, was it manipulated, was it mistaken, and so forth. If 
a person satisfies Feinberg’s conditions to a sufficient extent 
(whatever that may be), then his or her choice is judged to be 
voluntary and therefore made in the person’s best interests—
and no paternalist interference is necessary, no matter how 
“unfathomable” or “foolish” the behavioral economist or 
libertarian paternalist may think the choice is. 

 If libertarian paternalists, as they claim, are to be soft pater-
nalists—acting to promote people’s own interests rather than 
imposing their own—they need to know more than merely a 
person’s actions, from which they normally “conclude” that 
the person made a bad choice. Instead, they need to evaluate 
the process of decision-making itself—which they’ve done in 
laboratory settings with carefully controlled studies, but which 
is much more difficult to assess in the real world. Take the 
example of the low enrollment rate in 401(k) programs that 
Sunstein and Thaler designed nudges to remedy. They didn’t 
assess each employee’s thought process when he or she chose 
whether to enroll in a 401(k) program. They simply judged the 
rate of enrollment to be low compared to what they regarded 
as rational, and from that they decided that people were not 
making sound decisions. If new employees made decisions in 
their best interests, the thinking goes, they would enroll, and 
if they didn’t, they must be confused, or mistaken, or lazy—in 
other words, not completely voluntary in the sense of informed 
and rational decisions. Or, as Thaler and Sunstein put it:

  We can say for sure that  some  people in our society are defi-
nitely saving too little—namely, those employees who are not 
participating at all in their retirement plan, or are saving a 
low percentage of their income after having reached their for-
ties (or older). These folks could clearly use a nudge.  11     

 Thaler and Sunstein are evidently not concerned with dis-
cerning the plethora of other interests that may have led 
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these employees to  rationally  and  voluntarily  defer enroll-
ment in retirement programs. Their choice to defer is alone 
evidence enough of their irrationality, and justifies paternal-
istic intervention to correct their involuntary “bad” choices. 
This is hard paternalism disguised as soft paternalism: pre-
tending to judge the voluntariness of people’s decision-
making processes but really questioning their choices and 
their interests. This should come as no surprise given the 
discussion in the last chapter, but the point holds even after 
we acknowledge the possibility of involuntary choice, which 
must be assessed at the level of decision-making itself, not 
just on its results.  

  There’s Coercion and Then There’s Coercion 

 Paternalistic coercion can take many forms, most of them 
explicit. Some ban an activity outright, such as using illegal 
drugs. Other require certain precautions, such as seat belts 
or helmets, when engaging in an activity judged to be dan-
gerous (riding in a car or on a motorcycle). Yet other pater-
nalistic policies don’t forbid an activity outright, but make it 
more difficult or costly to engage in, such as taxes on ciga-
rettes that are meant to reduce smoking.  12   But nudges—by 
design—are not explicit and do not force any action or inac-
tion; rather, they are subtle rearrangements of options meant 
to steer people toward a choice that is presumed to be better 
for them than the choice they would have otherwise made. 
For this reason, supporters of libertarian paternalism do not 
see nudges as being coercive at all. 

 Sunstein and Thaler’s argument in their law review article 
that nudges are not coercive is succinct: “Libertarian paternal-
ism is a relatively weak and nonintrusive type of paternalism, 
because choices are not blocked or fenced off.”  13   Later in the 
paper they raise the example of rearranging items in the caf-
eteria, arguing that “the choice of the order in which to pres-
ent the food items does not coerce anyone to do anything.”  14   
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To be sure, nudges are not comparable to a mugger holding 
a gun to your head or a police officer standing ready to arrest 
you. However, because they are designed with the express 
purpose of manipulating people’s decision-making processes 
to change their behavior in pursuit of interests that are not 
their own, I argue that nudges  are  coercive—and, to make 
matters worse, the coercion operates through the very cogni-
tive biases and heuristics that behavioral economists use to 
justify the interventions. 

 We must be careful here not to confuse paternalism and 
coercion. As Gerald Dworkin elaborates beyond the defi-
nition given at the beginning of this chapter, paternalism 
involves “a usurpation of decision-making, either by prevent-
ing people from doing what they have decided or by interfer-
ing with the way in which they arrive at their decisions.”  15   
Although both cases are paternalistic, the first is clearly coer-
cive while the second is not obviously so, since nothing is 
being forced or threatened in the ordinary sense of the term. 
It is an accurate representation of libertarian paternalism, 
which interferes with the way people make decisions, but the 
case for coercion still needs to made. 

 Consider an example: Dr. Brown is treating Karen, a ter-
minally ill patient who has requested an operation that, if 
successful, would add a couple months to her life, but has a 
significant chance of ending it altogether. Dr. Brown does not 
think the operation is worthwhile for someone in her con-
dition and has urged Karen to reconsider the operation and 
spend her remaining days with her loved ones instead. But she 
is insistent, more than willing to pay any costs involved as long 
as she has a chance of surviving a little longer. So Dr. Brown 
decides to exaggerate the risks of the operation in hopes of 
“convincing” her to make the choice he thinks is best for her. 
(We can assume he’s sincere in this.) 

 Let’s say Karen agrees to forgo the operation. She made her 
decision freely in the sense that no one forced her to decline 
the operation. But it is more than fair to say Dr. Brown, with 
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his embellishment backed by his authority and the trust she 
has in him, manipulated her decision. By exaggerating the 
negative outcome of the operation, he put a thumb on one side 
of the scale. Essentially, Dr. Brown lied to Karen to get her to 
make the decision he thought was in her interests, rather than 
the decision she would have made if he had told her the truth. 
He may have had her best interests—as he judged them—at 
heart, but he violated his patient’s autonomy, one of the core 
tenets of medical ethics, as well as ethics in general. 

 As John Stuart Mill wrote, the ideal of autonomy—the 
ability of each person to decide his or her own interests and 
make choices in pursuit of those interests—is one aspect of 
paternalism that makes it so offensive. Paternalism, by its 
very nature, denies autonomy in two ways: by substituting 
someone else’s idea of a person’s interests for that person’s 
own, and by blocking or manipulating choice to promote 
the interest imposed by the paternalist. Autonomy was a key 
concern of another moral philosopher, Immanuel Kant, who 
believed that deception and coercion were the two main ways 
that autonomy could be compromised, specifically by using 
people as “tools” in another person’s plans. Both deception 
and coercion exclude people from full participation in what’s 
going on and deny them the right to fully consent to it— 
both of which would compromise their autonomy. 

 Kant used the example of making a false promise to get 
money out of someone in his 1785 book  Grounding for the 
Metaphysics of Morals  to make his point about coercion and 
deception:

  The man whom I want to use for my own purposes by such 
a promise cannot possibly concur with my way of acting 
toward him and hence cannot himself hold the end of this 
action . . . [A] transgressor of the rights of men intends to 
make use of the persons of others merely as a means, with-
out taking into consideration that, as rational beings, they 
should always be esteemed at the same time as ends, i.e., be 
esteemed only as beings who must themselves be able to hold 
the very same action as an end.  16     
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 As he wrote, coercion and deception both use a person as 
a means to another person’s end without at the same time 
being treated as an end—as a rational, autonomous person.  17   
Coercion and deception, which are closely related in this 
sense, both deny people the respect owed them, bypassing 
any sort of informed consent that would ensure us that they 
were included fully in the other person’s plans. Ideally, a per-
son who wants another’s cooperation would try to persuade 
the other person, to appeal to his or her judgment. As phi-
losophers Dan Hausman and Brynn Welch write: “Rational 
persuasion respects both individual liberty and the agent’s 
control over her own decision-making, while, in contrast, 
deception, [by] limiting what choices are available or shaping 
choices, risks circumventing the individual’s will.”  18   

 In our example, Dr. Brown lies to Karen about the risks 
of her operation, rendering her unable to consent to his true 
plan (to dissuade her from the operation) simply because she 
is unaware of it. She trusts him to give her unbiased informa-
tion about the risks, and he relies on this trust to manipulate 
her choice toward his ends (however benevolent they may be). 
Simply put, he doesn’t want her to have the operation, and 
he lies to her—uses her—to achieve this end. His actions are 
both deceptive and coercive in that he keeps his true end from 
her and then manipulates her decision-making toward that 
hidden end. To look at it from Karen’s point of view, she has 
no opportunity to consent to Dr. Brown’s goal because she is 
unaware of it and is subject to her doctor’s subtle playing on 
her fears (regardless of his benevolent intent). To separate the 
explicit deception from the example of Karen and Dr. Brown, 
we can say that rather than exaggerating the risks of the 
operation, he merely overemphasizes them, giving Karen the 
worst-case scenario likelihood of death or coma. In that case, 
the coercion shines through based on his manipulative efforts 
alone and his hidden goals. 

 However, the coercive aspect of libertarian paternalism has 
to do less with the manipulation involved and more with 
the fact that nudges involve steering people toward making 
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choices to promote ends or interests other than their own. 
(We’ll see in the next chapter that manipulation based on 
behavioral research is not necessary coercive if the goals or 
ends of the manipulative party are well-known.) After all, if 
people were being nudged in their own interests, the nudges 
would be redundant. As Gerald Dworkin writes:

  The denial of autonomy is inconsistent with having oth-
ers share the end of one’s actions—for if they would share 
the end, it would not be necessary to usurp their decision-
making powers. At one level, therefore, paternalism seems to 
treat others as means (with the important difference that it is 
a means to their ends, not ours).  19     

 As we know, the ends or interests promoted by libertarian 
paternalists are not people’s true interests, but rather the 
paternalists’ idea of what those interests  should  be. When new 
employees are nudged toward enrolling in 401(k) plans, this 
is not done in their interests, but in the interests chosen for 
them. Libertarian paternalists claim, of course, that they are 
acting in people’s true interests, but this is impossible—and 
even if it weren’t, it couldn’t justify the manipulation at the 
core of libertarian paternalism. 

 Consistent with behavioral economists’ position regarding 
the unreliable nature of preferences, libertarian paternalists 
could use the concept of “rational preferences,” as we dis-
cussed in the last chapter, to claim that people  hypothetically  
consent to nudges since they serve their “real” interests. As 
the argument goes, if people were “rational”—fully informed, 
free of cognitive biases and heuristics, and calm of mind—
they would make the choices they’re being nudged into mak-
ing anyway, so libertarian paternalists can simply assume that 
people  would  consent to the interventions  if  they were fully 
rational. But this approach is just as questionable as the con-
cept of “rational preferences” itself based on the fact that the 
“rational person” I would be if I weren’t who I actually am is 
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a fiction. As Gerald Dworkin writes, hypothetical consent “is 
not actual consent that remains unexpressed. It is simply a judg-
ment about what the agent would have agreed to under certain 
circumstances”—a judgment made by the libertarian paternal-
ist based on his or her ideas of what people “should” prefer.  20   
If consent is desired, it must be actual, not hypothetical; in the 
words of philosopher Onora O’Neill, “the morally significant 
aspect of treating others as persons may lie in making their con-
sent or dissent  possible , rather than in what they actually consent 
to or would hypothetically consent to if fully rational.”  21   So even 
if libertarian paternalists had information about people’s real 
interests and designed nudges to steer people toward them, this 
would still be coercive because the people would be unaware of 
the regulator’s true ends (even if they coincide with their own) 
and have no chance to consent to them. 

 Another way to understand the coercive nature of nudges 
is that they are designed to change people’s behavior in 
someone else’s interests by relying on unconscious anomalies 
in decision-making. They do so not by force or threat, and 
not by persuasion to get voluntary compliance, but by rely-
ing on the same cognitive biases and heuristics that justified 
their use in the first place. The fact that nudges make use of 
defects in decision-making to alter people’s decisions away 
from what they would have chosen otherwise—and toward 
those that support other interests—contributes to the case for 
coercion. Nudges do not take the more explicit forms of bans 
or taxes, which leave choices blocked or changed in obvious 
ways. They have more in common with tricking or fooling 
someone into a certain decision—“for their own good,” of 
course—a decision that, at the point in time at which they 
actually decide, they are “free” to make. And there need be 
nothing deceptive about the nudge itself—changing a default 
choice and the arrangement of options don’t disguise or hide 
anything from the decision-maker—but the goals or ends 
of the nudge are often hidden, and the cognitive biases and 
heuristics they rely on are rarely made clear. 
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 If one is committed to paternalistic intervention, there 
remains little reason to favor nudges over more overt meth-
ods of paternalism given the coercive nature of both. If the 
government wants to discourage certain behavior, such as 
unhealthy eating or insufficient savings, they have the tools of 
bans, taxes, and subsidies to change the incentives to engage 
in them. These are no less paternalistic or coercive, but they 
do have a clear advantage: they are out in the open for all to 
see. Everyone can understand why they’re being done and 
how it works, and most important, they leave people to make 
choices within the new parameters clearly determined by the 
policy. All smokers know why the price of cigarettes is so 
high—and they have every right to be offended by it—but 
they can make decisions, based on the high price of ciga-
rettes, that further their interests. But nudges operate on a 
more subtle level, taking advantages of flaws in our decision-
making processes, so we may not even know that we’re being 
nudged. People are manipulated by libertarian paternalists 
into doing things that are literally against their will, mak-
ing use of the same cognitive defects that so compromised 
their choices in the first place. The new employees who are 
too lazy to opt out of automatic 401(k) enrollment did not 
“choose” to enroll; they were tricked into it by a default 
option designed to elicit just such behavior. It’s clever coer-
cion, but coercion nonetheless, and all the more offensive 
due to its cleverness.  22    

  But It’s Inevitable! We Can’t Avoid It! 

 Libertarian paternalists also argue that no matter what you 
think of nudges, there’s no way around them. After all, you 
have to arrange choices somehow; you need to designate some 
option as the default. As Sunstein and Thaler write: “In many 
situations, some organization or agent must make a choice 
that will affect the behavior of some other people. There is, 
in those situations, no alternative to a kind of paternalism—at 
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least in the form of an intervention that affects what people 
choose.”  23   What’s a choice architect to do? 

 Note that Sunstein and Thaler confuse making “a choice” 
with making a choice  paternalistically . Obviously one arrange-
ment or default option out of many must be chosen, but that 
choice is only paternalistic if it is chosen specifically for the 
decision-makers’ own good. To Sunstein and Thaler, however, 
there simply is no other choice. In their law review article, they 
propose the alternatives available to the person charged with 
the presentation of food items in a cafeteria:

   1.     She could make choices that she thinks would make the 
customers best off, all things considered.  

  2.     She could make choices at random.  
  3.     She could choose those items that she thinks would make 

the customers as obese as possible.  
  4.     She could give customers what she thinks they would 

choose on their own.  24      

 “Option 1 appears to be paternalistic,” they write, and ask, 
“Would anyone advocate options 2 or 3?” Option 4 is “much 
harder to implement than it may seem,” because people’s pref-
erences are not well-formed, instead depending, in part, on 
the presentation of the items themselves.  25   Because prefer-
ences are unreliable guides to people’s well-being, they feel 
it better for the cafeteria director to choose option 1, arrang-
ing the items based on what she feels are her customer’s best 
interests. (“All things considered,” of course—oh, the irony.) 

 Let’s look at these options a different way, and suggest 
some more. We need not discuss option 1—that’s what this 
book is about! Option 2 is ridiculous—why would anyone 
even think of randomizing the assortment, unless a under-
paid and resentful cafeteria worker simply threw the food 
willy-nilly on the shelves—and option 3 is simply absurd. 
Option 4, besides being difficult to implement, is com-
pletely redundant, unless the cafeteria director thinks she 
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has tremendous sway over customer’s choices, in which case 
option 4 is indeed impossible to implement since people’s 
choices would be dependent entirely on how she chose to 
arrange the items. 

 Why is it the only two plausible options they suggest require 
the cafeteria director to gauge her customers’ preferences or 
interests? Here are some options Sunstein and Thaler did not 
suggest:

   5.     She could arrange options by some commonsense ordering.  
  6.     She could arrange options by weight or fragility, so the 

more difficult items to handle are closer to the customer.  
  7.     She could arrange them in an aesthetically pleasing man-

ner so as to make the cafeteria a lovely haven from the 
stresses of the 9–5 (or, increasingly, 9–9) workday.    

 (Feel free to use the inside back cover of this book to suggest 
your own—try it, it’s fun!) As we see from the three alterna-
tives offered above, there are different ways to think about 
designing a cafeteria than what Sunstein and Thaler suggest. 
Option 5 recognizes that there are natural ways to arrange 
food items based on cultural norms: for instance, soups and 
salads first, followed by entrées, and then dessert at the end. 
(Weird, right?) Option 6 could be seen as paternalistic, I sup-
pose, but I prefer to think of it as being considerate and practi-
cal; if bowls of soup are offered, I’d much rather they be placed 
near my tray rather than several feet above, risking a nasty spill 
on my person. Option 7 is perfectly reasonable as well; the 
director may want to organize the food items by size, shape, or 
color, in a way that pleases her as well as her customers (not to 
mention her underpaid and resentful workers). The important 
thing to note is that  none  of these plans takes into account any 
influence they may have on customers’ choices. That isn’t even 
a concern, much less an “inevitable” one. But if the only tool 
you have is a nudge, every choice looks like a bad one—and 
every cafeteria looks like “choice architecture.” 
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 Sunstein and Thaler also point to the designation of a default 
choice as inevitable, and it is—but again, it need not be paternal-
istic. This is clear in the case of enrollment in 401(k) programs: 
either the employee is not enrolled by default with the option 
to join (an “opt-in”) or the employee is enrolled by default with 
the option to refuse (an “opt-out”). As they explain it:

  The employer must choose some set of rules, and either plan 
affects employees’ choices. No law of nature says that in the 
absence of an affirmative election by employees, 0 percent of 
their earning will go into a retirement plan. Because both 
plans alter choices, neither one can be said, more than the 
other, to count as a form of objectionable meddling.  26     

 Indeed, there is no law of nature that says an employee must 
make an active choice to be enrolled—but there would seem 
to be an ethical principle that points us in the same direction. 
It is more consistent with respect for employees’ autonomy 
that they not be enrolled in  any  programs incidental to the 
requirements of their job without their express consent. Will 
money be deducted from the new employee’s paycheck to pay 
for a health club membership unless he or she opts out? Will 
money be deducted to contribute to a political candidate the 
employer feels would promote the employee’s interests unless 
he or she opts out? Such plans are not unknown to Sunstein 
and Thaler, who suggest that “if private or public planners 
would like to increase charitable donations, they could easily 
do that simply by creating automatic deductions for charity. 
Even if workers are allowed to opt out, clever planners should 
easily be able to ensure a much higher level of donations.”  27   
(Very clever indeed.) 

 An employee agrees to perform certain services for a certain 
package of salary and benefits, and any discretion he or she has 
regarding said benefits should not be exercised on his or her 
behalf with a nudge, even with an option to opt out. (See how I 
can sound like a lawyer when I try? Expect my bill.) Remember, 
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after all, that this nudge is based on cognitive biases that will 
make the employee unlikely to change the default “setting.” 
Instead of reinforcing that irrational tendency by using it for 
paternalistic purposes, employers (and any government that 
encourages such initiatives among businesses) should respect 
their employees’ right to choose without any manipulation 
of their part. They should acknowledge, as argued in the last 
chapter, that what appears to them to be an irrational “failure 
to choose” may very well be a rational choice on the part of 
an employee who has many other interests besides retirement 
savings to consider at this time in his or her life. 

 Sunstein and Thaler anticipate a proposal that would seem 
to avoid the issue of setting a default option at all: forcing 
a response one way or the other. In the 401(k) case, the 
employee can be forced to check “yes” or “no” when asked 
if he or she wants to enroll. This would avoid the issue of 
having to select either option as a default—and therefore any 
accusation of paternalism—and would account for cognitive 
biases such as the status quo effect and simple laziness (or, 
more likely, human-resources form fatigue!). But Sunstein and 
Thaler downplay the benefits of forced choice, arguing that 
“the very requirement that employees make a choice has a 
strong paternalistic element.”  28   This is difficult to understand, 
since a new employee is forced to make many choices, out of 
which a retirement plan is just one. It may be coercive—just 
as coercive as having to pose for an ID badge picture—but 
it is not paternalistic because it does not privilege one choice 
over another in the employee’s own interests. As Sunstein and 
Thaler point out, a choice has to be made somehow (enroll or 
not enroll), but the company is not behaving paternalistically 
as long as it doesn’t nudge the employee toward one choice or 
the other. The company is merely requiring the employee to 
make what is, at the point of the decision, a choice free of any 
paternalistic manipulation.  29   

 Keep in mind, however, that Sunstein and Thaler are 
not concerned with being characterized as paternalistic, so 
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maybe it is the explicit coercion involved with being forced 
into a choice that bothers them. But ultimately, for them, it is 
“an empirical question,” one which they presumably answer 
by citing a study showing that forced choice results in lower 
enrollment than unforced choice with default enrollment.  30   
As always, the real concern of libertarian paternalists is gener-
ating the behavior they want to see, not helping people make 
the choices they want to make. In the end, forced choice 
regarding enrollment, which respects employees’ interests, is 
judged inferior because it doesn’t further the regulators’ idea 
of those interests. That’s the point of paternalism, and it’s 
much more troubling than coercion by itself. 

 This reversal of the stated goal of libertarian paternalism 
reveals a disturbing attitude on their part toward people 
(including themselves, as they often note). To them, people 
are not responsible, autonomous decision-makers with com-
plex interests and goals who pursue them (albeit imperfectly). 
Instead, they are machines that are broken, responding in the 
wrong ways to their sensory inputs and not fulfilling their 
true function. As a result, their responses need to be adjusted, 
fine-tuned, so that they behave as they “should,” according 
to the goals the regulators prefer—for their own good, of 
course. This mind-set goes a long way toward explaining the 
jump from “sometimes people make bad choices” to “we 
can and should help them make better ones.” If your toaster 
burns your toast, it isn’t operating correctly, and needs an 
adjustment. And if your employee isn’t saving enough, “it” 
too needs an adjustment. So simple—but so, so wrong.  

  But Wait—There’s More! 

 Although we’ve discussed nudges in terms of libertarian 
paternalism, there are other uses for behavioral insights, 
within both government and business. Governments use 
nudges to get more people to recycle and donate blood, for 
instance, and businesses play on our cognitive biases and 
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heuristics to sell more products and make more profit. In the 
next chapter we’ll turn our attention to these other uses of 
behavioral research, and ask if they’re just as ethically ques-
tionable as paternalistic nudges. You’ll have to read the next 
chapter to see what that answer is, of course, but here’s a 
hint: we’ll find it in the purpose of such tactics. Exploring 
this idea will bring us back, full circle, to paternalism and the 
issue of whether it is legitimate for the government to take 
an interest in our interests. And even if it is—especially if it 
is—we’ll see why nudges are ultimately counterproductive, 
particularly in terms of our decision-making abilities. It turns 
out that nudges are a lot like the adage about giving a man a 
fish versus teaching him to fish: even if nudges lead to better 
choices, they don’t help us to  learn  to make better choices in 
the future.      



     Chapter 6 

 All Nudges Are Not Created Equal   

    Some of you reading this book may be wondering why I focus 
almost exclusively on the use of behavioral economics on the part 
of government and not private business. Certainly, private com-
panies use the same behavioral research on cognitive biases and 
heuristics to get consumers to buy their products. Why don’t I 
criticize private companies for this as well, especially since busi-
nesses are using these tools to increase their own profit, while the 
government, even if it’s not effective and ethically problematic, 
is at least trying to help? And what about nudges used by the 
government for nonpaternalistic reasons, such as recycling? Are 
these also problematic?  

  In this    chapter, I    address these questions by pointing out key 
differences between governments and private businesses, mainly 
in terms of the attitudes they have toward citizens or customers. 
The issue, once again, hinges on both interests and respect and 
serves to emphasize why paternalism is so disrespectful, especially 
when implemented with nudges. To look at it another way, while 
the most offensive aspect of nudges may seem to be their manipu-
lative nature, it is actually their paternalistic and presumptive 
aspects that should worry us more. Paternalism also reflects an 
inappropriate attitude of a government toward its citizens that 
leads us to question its intention of trying to help in the way it 
does. We’ll see that although governments may be understood to 
have many duties and responsibilities to its citizens, these do not 
include “caring” for them, like friends or family do.  
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  The disrespect of paternalistic nudges for all these reasons is 
further compounded by the way in which they rely on the very 
cognitive biases and heuristics that motivated them in the 
first place. In the final section of this chapter, we’ll see that 
nudges serve to reinforce these cognitive defects, creating a cycle 
of “bad” choices that perpetuates the “need” for nudges (and 
contributing to concerns that nudges will lead to a “slippery 
slope”). If this is how the government looks out for the interests 
of its citizens, then libertarian paternalism is even worse than 
we thought.  

 * * * 

 Long before the work of behavioral economists became 
widely known, retailers, marketers, and advertisers used their 
insights into consumer behavior—born out of experience 
more than research—to fine-tune their pitches to consum-
ers. Behavioral psychology has been used, formally or infor-
mally, by companies not only to develop products but also to 
design packaging, advertising, and promotions, and retailers 
use these concepts to lay out their stores and their shelves to 
maximize the sales of the most profitable products. Books 
such as Martin Lindstrom’s  Brandwashed: Tricks Companies 
Use to Manipulate Our Minds and Persuade Us to Buy  detail 
many of these techniques, both for marketers to increase sales 
and for consumers to avoid the common lures.  1   

 The question facing us as we begin this chapter is not 
whether businesses use their knowledge about consumers’ cog-
nitive quirks to influence buying behavior—they do, clearly. 
What we want to know is whether the use of these tools by 
business is as problematic as their use by government. If we’re 
going to criticize governments for nudging us this way and 
that, shouldn’t we criticize business just as harshly? The sim-
ple answer is no, we shouldn’t, but not because “government 
is bad” and “business is good,” nothing that simplistic. Like 
much of our discussion so far in this book, the difference in 
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how we look at businesses’ and governments’ use of behavioral 
research comes down to purpose: specifically, their motivation 
with respect to our interests. 

 Let’s take an example: after a long day at work, Jennifer 
stops by her favorite coffee shop for a hazelnut latte. She is 
about to order her usual, a medium-sized latte—or what-
ever fancy Italian word this particular coffee shop uses for 
medium (assuming they don’t just call the medium-sized 
drinks “large”). Her usual choice of the medium size may 
be the result of extremeness aversion, which we discussed in 
 chapter 2 : on most days, she may feel silly buying the smallest 
drink but indulgent buying the largest. 

 But earlier today she finished a major project and feels like 
rewarding herself, so she considers the larger size, which costs 
only 25 cents more. “What a bargain!” she says to herself, 
but we know better. The large size only seems like a bargain 
compared to the medium size, which is overpriced to con-
vince consumers to upgrade to the large. Nonetheless, this 
triggers Jennifer’s impulse to grab a bargain, and she orders 
the large hazelnut latte (half-caff, low-fat milk, please). The 
benefits of this strategy to the coffee shop are well-known to 
economists who study pricing of different sizes or qualities of 
the same product, whether boxes of cereal or seats on an air-
plane. Realizing that some people simply can’t purchase the 
better variety, the business can lower the quality or size of 
the lesser one and make extra profit from it, while they drive 
those who can afford the better item to buy it, increasing the 
profit made there as well. (Consider that on your next flight 
as you shoehorn yourself into a coach seat. Those seats are 
made smaller and less comfortable to make first class look even 
better and worth the high price—if you can afford it. If not, 
you’re . . . well, you know.) 

 We could go on: the coffee shop may have a combo deal 
wherein Jennifer can save money on a pastry or sandwich if 
she purchases it with her large hazelnut latte (half-caff, low-
fat). They may also offer little trinkets, snacks, or CDs on the 
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counter next to the register that she may be enticed to buy. 
Of course, on her way to get to the counter at all, Jennifer 
has to pass dozens of items for sale, all in hopes of triggering 
one impulse or another. (“Yes, I certainly need another cof-
fee mug that serves as advertising for the shop from which I 
bought it. In fact, I’ll take two!”) 

 So Jennifer’s favorite coffee shop uses all these tools to 
get her to buy larger sizes and more items than perhaps she 
had planned to buy when she first walked in. What makes 
this behavior on the part of the coffee shop different from 
government nudges? Remember that the main problem with 
nudges, as we explained in the last two chapters, is that they 
manipulate people into making choices in what are supposed 
to be their interests but in truth are not. This combination 
of value substitution and coercion is what makes libertarian 
paternalism so offensive. Are these aspects of paternalistic 
nudges present in the ways business use behavioral research 
to get us to buy more and buy big? 

 Is there manipulation in these business practices? Of course 
there is. Every single decision a business makes regarding the 
design, pricing, and promotion of a product is calculated to 
maximize its appeal to the consumer and, in turn, maximize 
the profit of the company. Some of these actions are explicit, 
such as when an auto manufacturer adds a feature to one of 
its cars, a tech company improves a gadget, or a clothing store 
marks everything at 20 percent off. And some of these actions 
are not as explicit, such as when the manager of a supermar-
ket arranges shelves so that the items with the highest profit 
margin is placed at eye level, or designs the floor plan to steer 
you toward the highest margin items. (But hey, those shelves 
have be arranged somehow, right? It’s unavoidable!) 

 But is this  coercive ? In the sense that any manipulation is 
coercive, it would seem so, yes. But then every salesperson 
is coercive, every political candidate is coercive—okay, bad 
example—and every person who has an agenda of any kind 
is coercive. We realize anyone with a goal is going to try to 
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manipulate us in some way to help them achieve it, but we 
don’t think of these actions as coercive. But the less explicit 
tactics used by business to sell their products, the kind based 
on the same cognitive biases and heuristics that both moti-
vate libertarian paternalism and implicate it as sneaky, are 
no less sneaky when done by a business. Then again, politi-
cal candidates dress impeccably, pose for pictures with their 
families and random babies, and always have plenty of flags 
in their TV commercials, all subtle ploys to grab our uncon-
scious support. We may dislike this behavior, whether on the 
part of business, political candidates, or the slick player at the 
bar, but we don’t regard them as coercive. 

 Why not? There is one very simple reason we usually don’t 
think of these as coercive: these people or companies have no 
power over us. If we don’t like their behavior, we can simply 
walk away, vote for someone else, or go to another store. If 
Jennifer gets sick of her coffee shop’s manipulative promotions, 
she can try to find another coffee shop with practices she likes 
better. But libertarian paternalism on the part of the govern-
ment often cannot be avoided because it’s a matter of law, pol-
icy, or regulation with the force of the state behind it. You 
can walk out of the government cafeteria and avoid the salad 
that is made more appealing than the pudding, but it is not as 
easy to avoid choices such as automatic enrollment in retire-
ment programs or charitable giving. Even though you have 
the option to decline, these choices were designed so that you 
wouldn’t—and in any case, as we saw in the last chapter, you 
can’t avoid making a choice in these situations (whether forced 
or not). But in most interactions with business, you have the 
choice not to decide and take your business elsewhere. (This 
assumes, of course, that you are aware of these people’s and 
companies’ sneaky tactics, but we’ll talk more about this later 
in the chapter.) Nonetheless, our ability to refuse to deal with 
people and companies that use manipulative tactics weakens 
any case for labeling those tactics coercive, whereas our gov-
ernment’s laws and policies are much harder to avoid.  
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  It’s Not about You—and That’s a Good Thing! 

 But coercion is not the real issue here, and it never was. As we 
discussed at the beginning of the last chapter, legal coercion is 
necessary at times, particularly where people need protection 
from other people. Governments cannot exist without exercis-
ing some degree of coercion, so except for those who believe 
that government is bad in and of itself (as some people do), 
most of us are willing to accept some coercion as long as it’s 
used for the right reasons. And paternalism is not one of those 
reasons. Libertarian paternalists emphasize that their policies 
are not coercive (or very mildly so) to make the paternalism 
sound harmless, but we know better. The paternalism is the 
more offensive part, and is also the main reason that manipula-
tive, psychologically informed business practices are not dan-
gerous in the same way that nudges are. 

 To emphasize this point, we have focused throughout this 
book on value substitution, arguing that because there is no 
way someone else can know your interests (other than infer-
ring them from your choices), anyone who claims to make 
choices for you in your interests is actually making them in 
pursuit of some other set of interests that are imposed on you 
(usually single interests such as wealth and health). But we 
can even set that aside, and pretend for the time being that 
behavioral economists and libertarian paternalists have you 
nailed, knowing precisely what your various interests are and 
how you balance them in different situations. Nonetheless, 
we can still distinguish government nudges from business 
manipulation based on their purposes: promoting your inter-
ests versus promoting their own. Although the government, 
when acting paternalistically, presumes to promote your 
interests, businesses have their own interests—primarily, to 
maximize profit. Businesses are interested in your interests 
only insofar as those interests lead you to buy their products, 
not for your good. Whatever you think of the profit motive, 
the advantage of the single-minded purpose behind much 
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business behavior is that they’re not presuming to make 
decisions for their customers in their own interests. 

 In the last chapter we borrowed the words of Immanuel 
Kant describing coercion and deception as using other peo-
ple “merely as a means, without taking into consideration 
that . . . they should always be esteemed at the same time as 
ends, i.e., be esteemed only as beings  who must themselves be 
able to hold the very same action as an end .” Earlier in the 
same paragraph, he describes the victim of his false promise 
as a man who “cannot possibly concur with my way of act-
ing toward him and hence  cannot himself hold the end of this 
action .”  2   What does he mean by “hold the same action as an 
end” and “hold the end of this action”? He means that the 
person must be able to agree to the ends of the other person, 
which the first person can’t do if he or she is deceived about 
those ends (such as when offered a false promise) or coerced 
into serving those ends (such as if the money were simply sto-
len at gunpoint). What Kant did  not  say was that the first per-
son actually had to be  willing  to agree to the other person’s 
ends—just that there was the opportunity. Given the oppor-
tunity, the first person can either accept them or reject them, 
neither of which is an option under deception or coercion. 

 This understanding of coercion helps to clear manipulative 
business practices of that label, as well as highlight their non-
paternalistic nature. Whether or not we’re completely aware 
of every aspect of a business’ “means”—their various manip-
ulative tactics—we are perfectly clear as to their “ends”—to 
make money. This is no secret, and it is an end we can either 
agree or disagree with when we engage in commerce with 
them (or walk away). We know businesses do whatever they 
can—hopefully within the law and other ethical norms of 
their industry—to make money, and we fully  expect  them 
to do whatever they can to make money, even if we’re not 
aware of what exactly they do. It doesn’t take an extreme 
belief in caveat emptor (“let the buyer beware”) to realize 
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that consumers should expect businesses to manipulate their 
behavior to some degree and to guard themselves against it 
to whatever extent they can. 

 This argument also extends to nudges used to promote 
other government ends that are not seen as paternalistic. 
Sunstein and Thaler devote entire chapters to describing 
how their approach can help increase the rate of organ dona-
tions and contribute to environmental causes.  3   Whatever 
your political views regarding these causes and programs 
(and other government efforts), they are not paternalistic in 
the sense we’ve been discussing here. They do not involve 
government regulators claiming to serve our true interests 
while necessarily imposing their own. Instead, these nudges 
are designed to change behavior in some public interest that 
is ideally endorsed, directly or indirectly, by the electorate. 
We can agree or disagree with these interests, of course, but 
that’s the point—the goals of these programs are usually 
made public and subject to democratic scrutiny. If we don’t 
like them, we can vote their supporters out or appeal to them 
directly. There is still some manipulation based on behavioral 
research, but it is in service of a legitimate public interest—
the government maintains respect for personal interests and 
does not presume to know them and influence our behavior 
for our own good.  4   

 This discussion leads us to the core difference between 
profit-motivated manipulation by businesses and paternalis-
tic manipulation by government: we expect businesses to do 
it,  but we expect more from our government . We know busi-
nesses do not share our interests and instead pursue their 
own ends using whatever tools possible (and allowed), but 
we’re prepared for it. It’s a process of adaptive give-and-take: 
they offer certain products at certain prices promoted in 
certain ways, and we buy some and don’t buy others. They 
learn what works and what doesn’t and they change their 
offerings, and we respond to that.  5   To a certain extent it’s us 
against them, both sides struggling to get the better value or 
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return, but in a larger sense we’re dependent on each other, 
consumers for goods and services and businesses for money 
to provide income to owners, suppliers, and workers—who 
then buy the goods and services, and so forth.  6   Businesses 
and consumers don’t have to like each other, but they each 
acknowledge the other’s role in the game and what the other 
is after. 

 But we don’t like to think ourselves as being at odds with 
our government. We want to believe our government treats us 
with respect, not subtle manipulation. As economist Edward 
Glaeser writes regarding libertarian paternalism, “persuasion 
lies at the heart of much of soft paternalism, and it is not 
obvious that we want governments to become more adept at 
persuading voters or for governments to invest in infrastruc-
ture that will support persuasion.”  7   We’re on guard against 
manipulative business practices, but we don’t want to feel 
that we have to be on guard against manipulative govern-
ment practices as well—particularly those taken, presumably, 
for our own good. It’s one thing for the government to play 
on our cognitive biases and heuristics to get us to recycle 
more and register for organ donation—both legitimate can-
didates for government action—but another thing altogether 
to do the same in the presumption of benefiting our personal 
interests. 

 Behavioral economists claim, however, that business don’t 
cater to consumers’ existing interests or preferences, but 
instead play a significant role in creating them. This is based 
on the concept of constructed preferences that we saw in 
 chapter 2 , which grounds Sunstein and Thaler’s argument 
regarding the importance of context in decision-making, 
such as the argument that consumers in a cafeteria don’t have 
fully formed preferences until they observe the ordering of 
food items. When focused on businesses, constructed prefer-
ences refer to the role that producers and sellers play in deter-
mining our tastes and desires. After all, you can’t say that 
any consumer had an interest in drinking Coca-Cola before 
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it was invented; instead, the Coca-Cola Company invented 
Coke and then convinced consumers that they wanted it. 
(Who wouldn’t want The Real Thing once it was available?) 
According to behavioral economists and other scholars, busi-
nesses don’t provide products to satisfy existing preferences—
they create preferences for the products they make.  8   

 To a certain extent this is obvious; the only people who 
wanted Coke before Coca-Cola was invented were only inter-
ested in one of its ingredients in particular! But people must 
have had an interest or a preference in drinking something 
that tasted like Coke, even if they couldn’t articulate it. If 
Jerry doesn’t like soda at all, no variety of Coke that the 
Coca-Cola Company tries to sell him will somehow cause 
a desire to sprout in him to drink it. But he may be a soda 
drinker who would like a Coke—the flavor of which is largely 
based on vanilla—with even more vanilla, but would never 
have realized that until the Coca-Cola Company came out 
with Vanilla Coke (or, as I call it, Coke Squared). 

 Of course, we can never know if Jerry had the preference 
for Vanilla Coke before it was introduced, but neither can 
we know that the Coca-Cola Company “created” his pref-
erence for it either. As I’ve stressed since  chapter 1 , we can 
never know anyone’s true interests, and many of us have 
interests we’re completely unaware of. But the claim that 
businesses create preferences or interests strikes me as odd 
for several reasons. First, what accounted for people’s inter-
ests in less commercial times? One could certainly answer 
that they had less commercial interests—I almost walked 
right into that one—and one would certainly have a point. 
But one could also argue that people’s interests in com-
mercial goods were not realized until they were available—
present but unrealized, rather than absent and then created. 
I’m sure people would have liked to have had iPads ten years 
ago; Apple created the product but didn’t create the pref-
erence for it out of whole cloth. Second, it denies people 
any role in reflecting on their preferences and interests and 
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either affirming them or rejecting them, making them seem 
like dogs who follow an attractive scent by instinct alone.  9   

 It is a very cynical view of consumers that paints them as 
mindless automatons being manipulated into buying whatever 
corporations offer them. (If that were the case, we’d all be 
drinking New Coke now.) Certainly consumers can be manip-
ulated to some extent, but products still have to fulfill some 
basic interest to capture consumers’ attention (and dollars). It 
is those basic interests, not momentary preferences, that cor-
respond to what matters to a person. To succeed, businesses 
respect these basic interests implicitly—and libertarian pater-
nalists should do the same. (In the next chapter, we’ll suggest 
some constructive ways in which they can do just that.)  

  Government Could Care Less—and Should! 

 As I said above, we expect businesses to advance their own 
interests through whatever means they can (within legal and 
ethical bounds). We may criticize those means, or even lobby 
our elected representatives to regulate them or ban them, but 
we understand why they do them—to maximize their profit. 
Businesses know that consumers have their own interests, 
and they try to provide products that will serve those inter-
ests. Businesses don’t care about advancing their customer’s 
interests except insofar as they can make money helping this 
happen—and we wouldn’t expect anything more. The idea 
of an employer manipulating its new employees into enroll-
ing in 401(k) plans, or a company steering its customers into 
healthier products out of a concern for their health, is nearly 
as disturbing as the government encouraging it—because it’s 
not an appropriate attitude for business, or government, to 
take toward individuals as customers or citizens.  10   

 The attitude that is implied by paternalism in its ideal 
form is  care , a sincere concern for someone’s well-being. As 
individuals, we care for our loved ones: our family, friends, 
and significant others. But we care about them in a different 
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way than we care for strangers (if we do at all). Although we 
should be kind to strangers, offering help when needed, those 
actions don’t spring out of care except in a minimal sense: 
concern for a fellow human being. Perhaps Immanuel Kant, 
who maintained that we have a duty of kindness (or  benefi-
cence ) to all, said it best: “When I say that I take an interest 
in this human being’s well-being only out of my love for all 
human beings, the interest I take is as slight as an interest 
can be.  I am only not indifferent with regard to him .”  11   And 
the selective nature of our care extends past our own species 
as well: for example, most of us care for our pets to a greater 
degree than random animals we come across in the park. 

 What accounts for the difference in how we care about 
loved ones and strangers? In general, it is the emotional close-
ness between us that reflects how much people matter to us. 
Evolutionary psychologists would explain this in terms of 
group survival and kin selection, which is undoubtedly true, 
but on a conscious level these people’s well-being and interests 
are important to us—and because of this they become part 
of  our  interests as well. Adam Smith, the father of econom-
ics (who was better known in his day as a moral philosopher), 
recognized that the sympathy we feel for each other naturally 
declines with social distance; and as we read earlier, Immanuel 
Kant acknowledged that our duty of beneficence is naturally 
expressed more intensely with regard to those closest to us.  12   
More specifically, we  know  the people close to us well enough 
to have some idea what their well-being consists of and what 
their interests are. When our partners are upset, we have a 
good idea what will make them feel better. When our children 
succeed in school, we have a good idea what restaurant they’ll 
want to go to for a celebration. When our best friends lose 
their jobs, we have a good idea what they’ll need for comfort 
and consolation. 

 Note that I said we have a “good idea” about what our 
loved ones’ interests will be. As well as we think we know our 
family and friends—certainly better than we know anyone 
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else—we can never know them perfectly.  13   If Julie’s best 
friend loses her job, she isn’t going to rush in and take over 
her friend’s life for her. She’ll take some steps—such as calling 
or visiting, bringing her friend’s favorite junk food—but then 
she’s going to ask her friend what she can do for her, what 
she needs, what will make her feel better. In other words, 
Julie’s going to ask her friend what she wants her to do and 
then (presumably) respect her wishes. And if Julie disagrees 
with something her friend asks for (such as helping her plot 
revenge against her ex-boss), she will discuss it rather than 
disregard it out of hand and do what she thinks will make her 
friend feel better instead. That’s what friends are for!  14   

 In this way, Julie is not only caring for her friend but 
 respecting  her as well. She cares for her friend because she 
is close to her, and she knows her well enough to have a 
good idea about her well-being and interests. But above all, 
Julie respects what her friend wants her to do and does not 
impose her own ideas about what would be good for her. At 
most, if she disagrees with her friend, Julie tries to persuade 
her otherwise—but failing that, she falls back on respecting 
her friend’s wishes. Once again, Immanuel Kant put it very 
well when he wrote that “I cannot do good to anyone in 
accordance with  my  concepts of happiness (except to young 
children and the insane), thinking to benefit him by forcing 
a gift upon him; rather, I can benefit him only in accordance 
with  his  concepts of happiness.”  15   What Kant was saying is 
that care must be combined with respect, or care becomes 
condescending—and paternalistic. 

 Respect is an essential attitude—some would say  the  
essential attitude—between individuals. Respect arises from 
the recognition that, however much we bond together into 
groups and rely on each other for help and support, deep 
down we are individuals with our own thoughts, feelings, 
and interests. In the ideal, we think of each other as impor-
tant, as valuable, as worthy, possessing a dignity regardless 
of each other’s relative social and economic status. A CEO 
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may have little in common with the janitor in his building, 
but they should have a mutual respect for each other based 
on the fact that they’re both human beings with worth and 
dignity. 

 Do the CEO and janitor care about each other? We can 
imagine circumstances in which they might—imagine that 
the CEO and janitor both started work at the company 
on the same day and formed a bond based on this. As the 
months and years pass, whenever they cross paths in the hall-
way they stop to chat. Maybe they find out they grew up in 
the same town, maybe even went to the same high school. 
And through these bonds and conversation they grow to be 
friends and care about each other. The CEO drops by with 
flowers when he hears that the janitor’s wife is in the hospi-
tal, and the janitor may be the only person with whom the 
CEO can relax his professional facade when his mother dies. 

 Although this is an inspiring story—I see Tom Hanks in 
the role of the stern but sensitive CEO—somehow I don’t 
see it being the norm. And that’s OK. Most of us don’t have 
the chance to get to know each other well enough to get 
close and truly care for one another, but we should respect 
each other all the same—and that respect implies that we 
shouldn’t pretend we’re close enough to care when we aren’t. 
Most CEOs and janitors aren’t close enough to each other 
socially to care about each other in this sense, but they don’t 
need to be close to respect each other—their shared human-
ity is enough for that. Furthermore, they should recognize 
that they aren’t close enough to care for each other, and rely 
on respect to govern their interactions. If the CEO hears 
that a janitor’s wife is in the hospital, sending flowers is 
a kind and respectful thing to do—it doesn’t assume too 
much familiarity, but expresses a universal concern for a fel-
low human being. It would awkward, however, if the CEO 
offered to house-sit for the janitor while he was in the hos-
pital with his wife, watering the couple’s plants, letting out 
the cat, and helping their kids with their homework. Maybe 
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Tom Hanks could pull it off, but we wouldn’t expect this in 
the real world. 

 If we understand respect to be the attitude required of 
everybody based on our shared humanity, and care to be an 
appropriate attitude only for people who are close to each 
other and have some idea of each other’s interests, then we can 
see the problem with paternalism.  16   The government, whether 
in the form of our elected representatives or appointed regu-
lators, is in no position to express an attitude of care toward 
its citizens. We expect government to do certain things for 
us, which may include (depending on a person’s political per-
suasions) enforcing the laws, building the roads, teaching the 
children, running the hospitals, and defending the country. 
Some of us want government to do more, others of us want 
government to do less, but we all want the government to do 
only those things that we want them to do. We don’t give our 
government free rein to do whatever they think is in our inter-
ests. Few of us want our elected representatives to care about 
us in the sense that our mothers or grandfathers or aunts or 
partners do. That’s what we have mothers and grandfathers 
and aunts and partners for. These people care about us—our 
government should respect us. 

 Not only are our elected representatives and their appointed 
bureaucrats not personally close to us—unless you’re related 
to one of them, in which case your secret is safe with me—but 
more important, they don’t know our interests. We express 
our interests through the ballot box, citizen referendums or 
initiatives, protests, and through personal communications. 
We expect them to respect those interests, which means con-
sidering them and balancing them with other interests of other 
citizens. That job is difficult enough! So why would the gov-
ernment need to or want to promote interests that we  haven’t  
expressed, interests that they presume on our behalf and then 
work to promote? Julie knows her best friend very well and 
cares for her very much, but still respects her wishes—and the 
government should do the same. 
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 In an article about paternalism, philosopher Dan Brock 
describes the conflict between respect and care in terms of 
autonomy and well-being:

  One value is that of autonomy or self-determination, the 
interest persons have in making significant choices about their 
lives for themselves and in pursuing the courses chosen with-
out interference from others. The other value is individual 
well-being or good which paternalistic action seeks to protect 
or promote. These values will be in conflict when the action 
chosen by the subject appears to be contrary to his well-being 
or good. The potential paternalist’s alternatives then are either 
to respect the subject’s autonomy and not protect his well-
being or to infringe his autonomy by interfering to protect his 
well-being. So understood, the issue of paternalism requires a 
determination in any particular case of which value—auton-
omy or well-being—is more important or weighty.  17     

 Any claim of a conflict between respecting a person’s auton-
omy and caring for his or her well-being assumes that pater-
nalist can know what contributes to a person’s well-being. 
But we know that the paternalist has no way to know what 
constitutes a person’s well-being (or interests), so the conflict 
disappears: assuming the government has benevolent inten-
tions, there is no better way to promote people’s interests 
then to allow them to make their own choices (as John Stuart 
Mill wrote in the quotation from  chapter 4 ). 

 Ironically, value substitution denies individuals both 
respect  and  care. The denial of respect is more obvious, 
since the paternalist substitutes his or her idea of a person’s 
interests for that person’s own true interests. But also, since 
the interests promoted by paternalism are not a person’s 
own, that person is not being cared for—some imaginary 
person with those interests is, the hypothetical perfectly 
rational person of myth! You don’t care for someone by act-
ing in your own idea of their interests; as Kant wrote, you 
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can help them only by acting according to their interests 
as they express or otherwise reveal to you. Julie asks her 
friend what she needs, but paternalists don’t do this. Their 
desire to help may be well-intentioned, but their methods 
are counterproductive at best and offensive at worst.  

  It’s Not (Just) What You Do, It’s (Also) 
the Way That You Do It 

 Traditional paternalism contradicts its presumption of care 
through value substitution, but libertarian paternalism takes 
this counterproductive tendency to a different level entirely 
due to the way that nudges work. In addition to guiding 
people into decisions they would not necessarily have made 
themselves, nudges not only rely upon but also reinforce the 
very cognitive biases and dysfunctions they’re supposed to 
correct for (as opposed to using them for other purposes, 
such as profit or public policy). In the process, they fur-
ther diminish people’s decision-making skills—which, ironi-
cally, will likely make nudges seem more “necessary” in the 
future. 

 How do nudges reinforce cognitive biases and dysfunc-
tions? For the time being, let’s give libertarian paternalists 
the benefit of the doubt and assume that the bad deci-
sions that nudges prevent are actually judged bad by the 
decision-makers themselves. (That’s a big assumption, but 
we don’t need the disrespect of value substitution to make 
the points of this section.) However, by correcting people’s 
mistakes before they can make them, nudges block the ben-
eficial aspect of bad decisions: that we  learn  from them. 
Just because they result from cognitive biases and heuris-
tics doesn’t mean that such mistakes are inevitable, although 
some may be harder to correct than others. If people are 
allowed to make mistakes—which they can recognize as 
mistakes only if they actually stand in the way of their 
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goals—they can then take actions to correct them, whether 
that means addressing their cognitive faults directly or find-
ing ways to work around them. 

 Even Sunstein and Thaler realize this, writing in  Nudge  
that the best way to help people “improve their perfor-
mance is to provide feedback. Well-designed systems tell 
people when they are doing well and when they are mak-
ing mistakes.”  18   Some of the examples they cite as giving 
feedback just provide simple information, such as the “click” 
sound that digital cameras make to assure the user that the 
crucial umpteenth picture of little Billy in the sandbox has 
been preserved for eternity. But the concept of nudges itself 
betrays this intent, subverting the essential feedback that you 
get from bad decisions. 

 In a terrifically rich paper, legal scholars Jonathan Klick 
and Gregory Mitchell summarize this aspect of libertarian 
paternalism, drawing on psychologist James Byrne’s model 
of self-regulation and learning-by-doing:

   1.     Paternalistic policies that restrict choice options restrict 
learning opportunities.  

  2.      The noisier the learning environment, the more difficult 
to learn, and paternalistic policies introduce noise into, or 
mute feedback signals in, the learning environment.  

  3.     The more extensive the paternalism imposed on citizens, 
the greater the cognitive hazard, due to restricted learning 
opportunities and more noise in learning environments.  19      

 Klick and Mitchell recognize that learning from mistakes is 
not always easy and never guaranteed, but is made all that 
much harder by the “noise” added by yet another influence 
on decision-making, that of the nudge itself. Furthermore, 
not only can people not learn from their mistakes if they’re 
not allowed to make them, but also they can’t invest the time 
and effort in making their decision-making better if they 
don’t even know they’re doing it wrong. 
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 One way we discover that we’ve make bad decisions is 
through their consequences. This is why responsibility and 
accountability are so important—not just in terms of moral-
ity and our obligations toward our fellow human beings, but 
in making our decision-making better. As Klick and Mitchell 
explain (quoting psychologists Jennifer Lerner and Philip 
Tetlock):

  Holding people accountable for their judgments and decisions 
can . . . move behavior toward the rational norm. “Predecisional 
accountability to an unknown audience will attenuate biases 
that arise from lack of self-critical attention to one’s decision 
processes and failure to use all relevant cues.” Thus, expecting 
to have to account for a choice may have positive effects on 
decision-making quality.  20     

 Preventing people from making mistakes also prevents any 
immediate negative consequences from these decisions—
which is a good thing, no doubt, as far as those consequences 
go, but it also blocks an important signal that the decisions 
are mistakes and the process of making those decisions was 
somehow flawed. We must also keep in mind that people 
use these same decision-making processes in many areas of 
their lives, not just the ones being monitored by libertarian 
paternalists. If people do not have the chance to improve 
their decision-making with regard to their diet or retire-
ment savings, this compromised process of choice will also 
be used to make many other decisions in their lives. As phi-
losopher Luc Bovens warns, “the cost of  Nudge  may be that 
we forgo the chance to gain the virtue of self-command.”  21   

 Furthermore, if people cannot learn from their mistakes, 
they will just keep making them—which, in the eyes of reg-
ulators, only justifies more paternalistic intervention! In this 
sense, the need for nudges becomes a self-fulfilling proph-
ecy: regulators manipulate people into making better deci-
sions, but since people never have the chance to learn how 
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to make better decisions for themselves, they are locked in a 
cycle of dependency on the nudges themselves. As Klick and 
Mitchell write:

  Research on self-fulfilling prophecies warns that regulated 
parties are likely to become the weak decision-makers envi-
sioned by paternalistic policy makers, as paternalistic regula-
tions undercut personal incentives to invest in cognitive capital 
and the regulated parties conform to the expectancies of the 
paternalist.  22     

 Furthermore, nudges can be potentially self-defeating. For 
example, automatic enrollment in retirement plans may lead 
to less voluntary savings or increased financial responsibility, 
and misunderstood nutritional information may lead to even 
more unhealthy eating (or excessive under-eating, exacerbat-
ing eating disorders). The fact is, even with the advances of 
behavioral research, we don’t know if nudges will lead to the 
desired effect, much less the unintended consequences on 
other areas of decision-making and behavior. 

 Ironically, the self-fulfilling prophecy is not only to be 
expected on the part of the decision-maker who is blocked by 
nudges from learning to make better decisions. It also applies 
to the libertarian paternalistic regulators themselves, who are 
hardly immune from confirmation bias themselves:

  The perception of irrationality in the general public likewise 
leads to self-fulfilling behaviors within the paternalist him-
self, such as interpreting ambiguous evidence as evidence of 
irrational consumer behavior or engaging in strict review of 
disconfirming data and lax review of confirmatory data.  23     

 In  chapter 3 , we mentioned that government regulators are 
no less prone to cognitive biases and dysfunctions than the 
rest of us, and in  chapter 4  we emphasized how the success 
of nudges is measured by how well they generate the desired 
behavior, but in the above quotation Klick and Mitchell 
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point out a specific way in which such factors may affect how 
they craft paternalistic regulations. Sunstein and Thaler’s 
response to this is simple: What else are they supposed to do? 
Although they admit that bureaucrats are human, bounded 
rational, and subject to cognitive flaws, “nevertheless, as we 
have stressed, these human planners are sometimes forced 
to make choices, and it is surely better to have them try-
ing to improve people’s welfare rather than the opposite.”  24   
The error here, of course, lies in thinking there are only 
two options: paternalism or randomness, which ignores the 
wide range of neutral possibilities for choice architects to 
consider. 

 These cognitive errors on the part of regulators also con-
tribute to the threat of libertarian paternalistic policies falling 
down a “slippery slope”: policies are perceived to be success-
ful, which prompts calls for more interventions, influencing 
more areas of choice, with greater degrees of manipulation, 
coercion, and value substitution.  25   Sunstein and Thaler antic-
ipate this objection as well, offering three responses:

  First, in many cases there is simply no viable alternative to 
paternalism in the weak sense, and hence planners are forced 
to take at least a few tiny steps down that slope. Recall that 
paternalism, in the form of effects on behavior, is frequently 
inevitable. In such cases, the slope cannot be avoided. Second, 
the libertarian condition, requiring opt-out rights, sharply 
limits the steepness of the slope. So long as paternalistic inter-
ventions can be easily avoided by those who seek to adopt a 
course of their own, the risks emphasized by anti-paternalists 
are minimal. Third, those who make the slippery slope argu-
ment are acknowledging the existence of a self-control prob-
lem, at least for planners. But if planners, including bureaucrats 
and human resource managers, suffer from self-control prob-
lems, then it is highly likely that other people do too.  26     

 The first two points were refuted earlier in this book: pater-
nalistic intervention is not unavoidable, and opt-out rights 
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are a red herring because nudges are designed to steer people 
away from such behavior, regardless of whether or not they 
“seek to adopt a course of their own.” The third point is a 
shameless dodge: yes, everyone has self-control problems, but 
not everyone has the power to implement policies to guide 
other people’s behavior. If Sally can’t control her craving for 
cigarettes, that’s unfortunate, but if her senator can’t control 
his or her impulse to nudge people like Sally away from what 
the senator feels are bad decisions, that’s more than unfortu-
nate—that’s scary. If anything, the potential of self-control 
problems among policymakers and bureaucrats should be 
regarded as an argument  against  paternalist intervention on 
their part, not for it. 

 As I wrote earlier, if the only tool you have is a nudge, every 
decision looks like a result of cognitive defect. Because liber-
tarian paternalists have too narrow a view of human interests 
and too little respect for autonomy and dignity, they are far 
too eager to judge people’s decisions to be mistaken and use 
nudges to “correct” them—and then use the success of their 
manipulations as confirmation that they were right all along. 
This twist is similar to the sayings, “the first sign that you 
have a problem is denial,” and “if you’re so innocent, why 
won’t you admit you’re guilty?” The foregone conclusion of 
irrationality further reinforces the point that libertarian pater-
nalists are not out to make decision-making processes better, 
but rather to generate the choices they think are best. 

 The point of this section is to suggest another reason— 
besides respect for autonomy with regard to determining interests 
and making choices—to let people make choices without inter-
ference from regulators: it contributes to better decision-making 
through learning-by-doing enabled by reflection on mistakes 
and reinforced by accountability. If regulators were truly inter-
ested in helping people make better decisions, then they would 
take actions to help people counter their cognitive biases and 
heuristics (as we’ll see in the next chapter). Instead, they take 
them as given and permanent, and then design nudges to exploit 
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them—often using one cognitive defect to offset the result 
of another without considering the greater consequences for 
people’s decision-making.  27   As legal scholar and federal judge 
Richard Posner argues, libertarian paternalists “treat the irratio-
nalities that form the subject matter of behavioral economics as 
unalterable constituents of human personality. All their sugges-
tions for legal reform are of devices for getting around, rather 
than dispelling, our irrational tendencies.”  28   And as we saw ear-
lier, leveraging people’s cognitive biases and heuristics perpetu-
ates them and ensures that nudges will always be in demand. 
Instead, if policymakers do anything, it should be to try to 
counter cognitive biases to improve decision-making. As legal 
scholar Jeffrey Rachlinski writes, “the role of individual learn-
ing and adaptation . . . cannot be ignored in assessing the need 
for paternalism. Simple experience might, in some contexts, be 
a much better cure for cognitive missteps than adopting a pater-
nalist intervention.”  29   If libertarian paternalists truly wanted to 
improve people’s decision-making so they can make decisions 
that better serve their interests—whether or not the paternalists 
find their choices “unfathomable”—then they should do it.  30   

 If libertarian paternalists want to see how paternalism 
should be done, look to those who deserve the name: par-
ents. No responsible parent prevents his or her child from 
making mistakes. As much as it hurts, parents know that they 
have to let their kids make mistakes because that’s the best 
way to learn. You can tell them not to jump off the porch 
or touch the hot stove or eat that entire 18-inch meat-lovers 
stuffed-crust pan pizza, but until they do it they won’t fully 
understand why they shouldn’t. The irony with government 
paternalism is that not only it is inappropriate—they don’t 
even do it right!  

  So How Can We Do It Better? 

 Let’s step back for a minute. (Make sure you have room first.) 
We spent the first three chapters of this book setting up the 
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background for libertarian paternalism, seeing how value 
substitution is a natural product of mainstream econom-
ics, behavioral economics, and behavioral law and econom-
ics. Then we spent the next three chapters (ending with this 
one) presenting various critiques of libertarian paternalism 
and nudges from informational, ethical, and practical per-
spectives. But what we have not yet done—but will do in 
the next and final chapter—is offer alternatives, better ways 
to tackle decision-making problems, including the option of 
not tackling them at all! We’ll also see how these alternatives 
can improve on real-world “solutions” based on paternalis-
tic policies and nudges, such as cigarette labeling, mortgages 
and credit cards, and food restrictions. In short, we’ll see if 
we can find a way to help people make better choices, not 
just the choices someone else wants them to make—in other 
words, a respectful  and  caring alternative to paternalism of 
any kind.      



     Chapter 7 

 Why Choice Matters So Much—and 
What Can Be Done to Preserve It   

    When you dig beneath the surface of the previous chapters in 
this book, everything comes down to autonomy: determining your 
own interests and making choices in pursuit of them. Not only 
do libertarian paternalism and nudges manipulate our choices, 
but more importantly, they claim to do so in our interests while 
furthering others. We’ve also seen that this disregard for people’s 
true interests is a natural legacy of the way that both main-
stream and behavioral economists think about decision-making: 
a deliberative process, however complex, guided by an overly sim-
plistic goal. These simplistic goals allow economists to build com-
plicated models of decision-making, but economists neglect to 
question whether the goals and interests assumed in their models 
correspond to what real people value. They focus on the process 
more than the goal, and they end up missing the forest for the 
trees. In the end, they presume to know what people’s interests are 
and to act to promote those interests—which is the most distress-
ing problem with libertarian paternalism and nudges.  

  In this final chapter we will explore why autonomy is so impor-
tant, drawing on a range of philosophical traditions, and why 
libertarian paternalism is a particular threat to it, even more so 
than traditional paternalism. Then we’ll suggest ways to achieve 
the goals libertarian paternalists claim to pursue—improving 
decision-making in people’s own interests—without engaging in 
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the value substitution and manipulation that we’ve criticized in 
this book. After all, people  do  make bad choices according to their 
own judgment, and it is worthwhile to think of ways to help them 
make better ones—without crossing the line and making people’s 
choices for them.  

 * * * 

  Autonomy  is a word with many related meanings, each slightly 
different from the rest but all sharing a common thread: 
self-governance. We talk about countries and governments 
being autonomous or sovereign, determining their own laws 
and policies without taking orders from any other official 
body. Much of the controversy over the proper reach and juris-
diction of the United Nations and the International Criminal 
Court deals with the autonomy of nation-states who would be 
subject to their laws, rules, and regulations. This understand-
ing of autonomy corresponds very closely to how we used it in 
this book, describing the right of individuals to govern their 
own lives, setting their own agendas, goals, and interests, and 
being free to make choices as they choose (provided those 
choices don’t interfere with anyone else doing the same). 

 In philosophy, autonomy is most closely associated with 
the eighteenth-century German philosopher Immanuel Kant, 
from whom we’ve heard from time to time throughout this 
book. Kant’s moral philosophy is based on the position that 
rational beings (such as us) can make choices without undue 
influence from others  and  independent of our own desires 
and preferences. We can choose to do the right thing even 
when we don’t want to and even when other people pres-
sure us to do otherwise. Resisting peer pressure, standing 
up to your boss, and taking a stand for a cause you believe 
in are all expressions of your autonomy with regard to exter-
nal influence and authority, or what Kant called “outer free-
dom.” Passing up dessert when you’re on a diet, refusing to 
lie to your professor about why you missed an exam, and 
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devoting your time to helping others are all expressions of 
your autonomy with respect to your own desires, which Kant 
called “inner freedom.” Both inner and outer freedom reflect 
the general idea of self-governance: outer freedom means 
self-governance in the face of  external  pressure, whereas inner 
freedom means self-governance in opposition to  internal  pres-
sure (self-governance in the sense of self-control).  1   

 If you’ve read this book from the beginning, this should 
sound familiar: it was the basis for the expanded model of 
economic choice presented in  chapter 1  as an alternative to 
the standard economic model. In my book  Kantian Ethics 
and Economics , I explained how a focus on autonomy and the 
possibility of principled choice could enrich economic mod-
els of choice by recognizing that decision-making depends 
on not only preferences but principles as well.  2   But you don’t 
have to agree with all of the implications of Kantian ethics 
to accept that choice can be based on principles, obligations, 
and ideals in addition to preferences, desires, and drives. 
That’s why I didn’t “reveal” the Kantian background to this 
model when I first introduced it in the first chapter on this 
book; I wanted the idea to stand on its own without the bag-
gage that Kantian ethics brings with it. I think it does, and 
I hope you agree! 

 But we don’t need even this much Kantian baggage to 
grasp the understanding of autonomy behind the critiques 
of libertarian paternalism in this book. Although the whole 
picture is useful when developing a more inclusive model 
of economic choice (and showing the shortcoming of the 
model used by mainstream and behavioral economists), we 
really only need to appreciate autonomy as self-governance 
and self-determination. But these concepts should be applied 
not only in terms of choice, but also in terms of the inter-
ests that motivate your choices in the first place. Although 
others can justifiably interfere in choices and actions—such 
as those that wrongfully interfere with other people’s choices 
and actions—we are much more protective of our autonomy 



THE MANIPUL ATION OF CHOICE130

when it comes to determining how we each choose to live, the 
values we hold dear, and things we care about.  3   

 One of the most basic values of modern democracies is  lib-
eral neutrality , the right of each person to decide for him-
self or herself what constitutes “the good life” with minimal 
interference from the government. (As we use the term here, 
“liberal” should be read not in the modern sense, as con-
trasted to “conservative,” but rather in the traditional sense of 
“free”—which means vastly different things to today’s liberals 
and conservatives!) As John Stuart Mill, another philosopher 
we’ve heard from throughout this book, wrote:

  As it is useful that while mankind are imperfect there should 
be different opinions, so it is that there should be different 
experiments in living; that free scope should be given to vari-
eties of character, short of injury to others; and that the worth 
of different modes of life should be proved practically, when 
any one thinks fit to try them. It is desirable, in short, that in 
things which do not primarily concern others, individuality 
should assert itself.  4     

 Of course, the government may interfere with actions that 
people take in pursuit of their individual views of the good 
life when those actions interfere with other people doing 
the same, but the government should remain neutral with 
respect to those views themselves. Liberal neutrality is an 
ideal, to be sure, and much more complicated to maintain 
in the real world, especially when a society attempts to be 
tolerant of views that question its foundational principles. 
We needn’t invoke any controversial international conflicts to 
illustrate this; any question of constitutional interpretation 
raises issues about the nature or character of a country, and 
those on one side will inevitably accuse the others of trying 
to “destroy” it. 

 As you can imagine, the idea of character also ties in 
closely to autonomy and its importance. Just as the found-
ing principles, traditions, and laws of a country contribute 
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to its character, our personal principles, interests, and choice 
are all parts of our characters as persons. I am who I am 
largely because of the principles I adhere to, the things and 
people I care about, and the choices I make based on them. 
When I behave strangely, those who know me may say I 
seem “out of character,” since my friends have come to know 
me by my actions and the principles and preferences they 
reflect.  5   In this sense, to respect people’s autonomy is to 
acknowledge them as the people they are—and to deny peo-
ple their autonomy is to strike at the core of who they are as 
individuals. 

 The word  character  also invokes a participant in a story, 
which suggests the metaphor of people as “authors” of their 
lives, an approach that many philosophers embrace. For 
example, as Christine Korsgaard writes, “from the practical 
point of view our relationship to our actions and choices is 
essentially  authorial : from it, we view them as  our own .”  6   
Another philosopher, Thomas Hill, writes of the value of 
being the author of your own life:

  The value of the life as author, when the story is one’s own, 
is not seen as entirely derivative from the final content of the 
story, once finished, nor from the feelings experienced in liv-
ing through it. Rather, living as the author, making the crucial 
choices, deciding what to count meaningful and what trivial, 
these are valued for their own sakes. This is not simply to say 
that one enjoys being the author and so values living deriva-
tively as a necessary condition of such enjoyment; that puts the 
focus in the wrong place. Even if it is true that one  enjoys  living 
as author, one enjoys it partly because this expresses what one 
is and wants to be.  7     

 Considering a person to be the author of his or her life also 
connects well with existentialist ideas about self-creation and 
authenticity (that have their roots in Kant’s idea of autonomy). 
Existentialist philosophers such as Jean-Paul Sartre emphasize 
that as human beings we are responsible for constructing and 
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maintaining our own characters in the face of social pressures 
based on how others see us (which Sartre calls “facticity”).  8   
Ultimately, each of us is responsible for remaining true to the 
person we make ourselves into. 

 No one says this is a simple task, of course; determining 
what kind of person you are going to be is an issue that we all 
must deal with, and is one with which many of us struggle. 
One thing that makes it particularly difficult is figuring out 
how to integrate our various roles and responsibilities, all 
of which are integral parts of our character. Drawing from 
both Kant and Plato in her book  Self-Constitution , Christine 
Korsgaard describes how the roles and responsibility a per-
son chooses to undertake, as well as how he or she balances 
them, determines who that person is:

  The task of self-constitution involves finding some roles and 
fulfilling them with integrity and dedication. It also involves 
integrating those roles into a single identity, into a coherent 
life. People are more or less successful at constituting their 
identities as unified agents, and a good action is one that does 
this well. It is one that both achieves and springs from the 
integrity of the person who performs it.  9     

 This sounds circular, and to some extent it is—your character 
determines your actions, which in turn determine your char-
acter, and so forth. None of us does this perfectly, and we’re 
all familiar with the feeling we get when we fail at keeping 
ourselves integrated, when our various roles and responsibili-
ties pull us in different directions and we feel like completely 
different people at different times. But making decisions 
based on our interests, our core principles and preferences, 
helps us to stay integrated—to behave consistently in different 
situations—and authentic to the true selves that we’ve built 
up over time. 

 This section was a bit of a sprint through a lot of philoso-
phy, but I hope the basic idea is clear: through our autonomy, 
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 we are who we are . Only by determining our interests and 
making our own choices to balance, reconcile, and pursue 
them, can we be true, complete persons. Each of us has the 
responsibility for who we are—even if you decide to conform 
to popular opinion, that is still a decision that you make.  10   
No one else can determine who you’re going to be—that is 
our ultimate freedom as human beings as well as our greatest 
responsibility. Furthermore, these decisions affect not only 
you but everyone around you, through your actions which 
reflect the principles that constitute your character and your 
identity. (Yes, just like the house that Jack built.)  11    

  Back to Nudge Once More 

 Of course, we did spend three entire chapters of this book cri-
tiquing the concepts of libertarian paternalism and nudges, but 
please indulge me just a bit more, now that we’ve spelled out 
the true value of autonomy. As I’ve tried to emphasize since 
 chapter 1 , the value substitution inherent in libertarian pater-
nalism is its most ethically problematic aspect. The fact that 
regulators do not have access to information about people’s 
true interests, and therefore must impose their own idea about 
them when designing paternalistic rules and policies, is the 
greatest threat to autonomy posed by libertarian paternalism. 
Finally, the way that nudges work—by piggybacking on the 
same cognitive biases and heuristics that motivated them—
means that their effects on autonomy often go unnoticed, with 
strong implications regarding our identities and characters. 

 It is the combination of its subtle influence on our choices 
and value substitution that makes libertarian paternalism 
uniquely problematic. An example may help to show why tra-
ditional paternalism is less of a concern on these grounds. 
Remember Sally, our friend from  chapter 4  who is trying to 
stop smoking? When she does buy cigarettes, she is certain to 
notice the warnings on the package advising her of the dan-
gers to her health from smoking, and she is even more certain 
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to notice the pinch she feels when paying for them, largely 
due to taxes meant (in part) to discourage smoking. These are 
both paternalistic policies, but they are hardly nudges. They 
don’t play on any cognitive flaws in decision-making; rather, 
they influence through either persuasion or incentive. 

 To put it another way, both health warnings and taxes work 
by  engaging  Sally’s decision-making process. She is free to 
make use of this information any way she chooses in pursuing 
her own interests, whatever they may be. The standard argu-
ments against paternalism still apply; the government has no 
place influencing her decision-making by any means, includ-
ing health warnings and taxes. But although these methods 
were designed with particular interests in mind—promoting 
health by discouraging smoking—they do not usurp Sally’s 
interests since her decision-making processes are left virtu-
ally unaffected. She has more information to deliberate on, 
information that may or may not affect her final decision, but 
she is still free to make her own choice in her own interests 
without the government abusing any cognitive defects in her 
decision-making process. 

 Nudges, however, do exactly that—and their success, as we 
saw, depends precisely on how well they do that. Let’s imag-
ine that the city in which Sally lives passes a law that cigarettes 
can only be sold on Wednesdays. This does not prevent people 
from buying cigarettes, but it does play on self-control issues 
that may make it hard for some smokers to keep to a sched-
ule of buying them every Wednesday. Libertarian paternalists 
would argue that they are not keeping people from buying 
cigarettes; they are simply using people’s natural weakness of 
will or procrastination to help them quit (or at least cut down). 
If people  really  want to smoke, paternalists would argue, then 
they’ll just buy them on Wednesdays. (People who want to 
smoke wouldn’t have self-control problems with time man-
agement, I guess. Funny how that works.) 

 This is the particularly insidious way that nudges work: 
rather than engaging Sally’s decision-making process like 
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warnings or taxes do, the Wednesday-only rule circumvents it 
altogether, making use of her cognitive dysfunction to bypass 
conscious deliberation and generate the desired result. The 
irony is that nudges  won’t work  if people think about them too 
much—if she does, Sally may decide not to play along and will 
instead make regular plans to buy cigarettes on Wednesday. 
Only if nudges are allowed to work covertly through flaws 
in people’s decision-making processes can they produce the 
results sought by regulators: not better decision-making but 
“better” choices. But this depends critically on subverting the 
normal processes of decision-making that enable us to express 
our autonomy, the interests we hold dear and make choices 
in pursuit of. It is, as Kant said, to use people as mere means 
or tools; it is to treat them as faulty machines that need to 
be adjusted to obtain the results that paternalists want from 
them. ( For  them, of course, for them. My apologies.) 

 Furthermore, to the extent that our choices affect our 
character, nudges can have a frightening effect on who we 
are. In the last section, we described how choices and charac-
ter can be considered to determine and reinforce each other 
in a constant process of self-creation and maintenance. But 
this assumes that all of our choices are indeed our own—
and nudges force us to question this assumption and con-
sider the implications of that. When we first met Sally in 
 chapter 4 , she was trying to quit. If she is better able to 
do that thanks to the incessant health warnings and high 
cigarette taxes, then they have simply enabled her choice, 
made in her own interests, to quit smoking. She can resent 
the government’s paternalism on principle and at the same 
time be grateful that she was able to quit sooner because of 
it. However, if she had been nudged into quitting by being 
limited to buying cigarettes on Wednesdays—because, as 
the paternalists hoped, she kept forgetting to buy them on 
Wednesday—the choice to quit was not entirely her own, 
but was a result of the law working through her forgetful-
ness or procrastination. 
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 Why is this a problem—she was able to quit either way, 
right? Yes, the result is good, and it is what she wanted, so 
her interests were promoted. But if she quit with the help of 
the unconscious effect of nudges, this choice does not reflect 
her character—but it will affect it. Choice and character are 
both aspects of our autonomy, feeding back on each other in 
our continuous circle. But the nudge introduced an outside 
element, one that did not arise autonomously from either her 
choice or her character—and now it’s in the system, affect-
ing the choice first, and then her character, which will go on 
to make more choices, further changing her character, and 
so forth. It is the very opposite of autonomy: outside influ-
ences are subtly introduced into her decision-making process, 
which then becomes part of her character. She will not likely 
be aware of this influence, so she will never have the chance 
to reflect critically upon it and either accept it or reject it 
depending on how it fits into the person she wants to be. 

 Such effects may also be seen in how well we integrate the 
various roles and responsibilities that are parts of our identi-
ties, as Christine Korsgaard identified in the quotation in the 
last section. If the Wednesday-only nudge helps Sally quit 
smoking—by reinforcing her weakness of will rather than 
reducing it—she may be surprised to find out she doesn’t 
have the same resolve when it comes to dieting, doing her 
work in a timely fashion, or keeping up with her piano les-
sons. Philosopher Luc Bovens warns that a nudge potentially 
“leaves us with a fragmented self. We become incomprehensi-
ble to ourselves—why did we not act in line with our overall 
preferences or why is this kind of agency not resilient under 
non- Nudge  conditions?”  12   Even if nudges do help us reach 
our goals, as they did with Sally, in a sense it is not we who 
are doing it—and that may have a strong impact the next 
time we make a similar effort without a nudge helping us. In 
times of trouble, a helpful push is always appreciated, but a 
controlling nudge may only make the problem worse.  
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  So What Should We Do Instead? 

 It is all well and good to criticize libertarian paternalism and 
the nudge concept, but it would be an empty critique that 
didn’t suggest alternatives to address the problem. But wait 
a minute—what is the problem nudges claim to solve? This 
may be a case of a question with a false premise, like the 
classic trap, “Have you stopped cheating on your wife?” If in 
fact there is no problem to be solved, while there  are  prob-
lems with nudges themselves (as we’ve argued throughout 
this book), then the solution would simply be to stop nudg-
ing and rethink our approach to paternalistic regulation—or 
reconsider paternalism overall. 

 The problem, as Sunstein and Thaler explain, is “the pos-
sibility that in some cases individuals make inferior decisions 
in terms of their own welfare—decisions that they would 
change if they had complete information, unlimited cog-
nitive abilities, and no lack of self-control,” on which basis 
they “argue for self-conscious efforts, by private and public 
institutions, to steer people’s choices in directions that will 
improve the choosers’ own welfare.”  13   As we’ve discussed at 
length, the solution they propose does not address the prob-
lem they identify, and instead can make the problem worse 
(along with other ethical concerns). We’ve acknowledged all 
along, however, that people  do  make choices that fail to pro-
mote their own interests—but only the people making the 
choices know if they were bad choices, and only they know 
what better choices would be. 

 So there are two approaches to this problem, depend-
ing on how you see the proper role of government. First, 
we could say simply that the government should do noth-
ing—not because there is no problem, but because it’s not 
the government’s responsibility to solve every problem facing 
its citizens, especially problems that it may have little abil-
ity to address. Unlike Sunstein and Thaler’s “libertarian” 
paternalism, this is a truly libertarian option that leaves the 
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government free to handle what few responsibilities are rel-
egated to it (such as national defense, a judicial system, and 
so on) and trust individual choices to individuals, no matter 
how sensible or foolish they may seem to anyone else. The 
basic point of this approach is that the government, above 
all, should respect the choices based by their citizens and 
not interfere with them except in cases of clearly involuntary 
choice (such as Mill’s example of a man about to cross an 
unsafe bridge) or wrongful harm to others. 

 The second approach would appeal to those who see a 
more positive role for government, while acknowledging 
all the informational and ethical problems with nudges that 
we’ve discussed to this point. Here, we take on an ideal-
ized version of what libertarian paternalists claim to do: help 
people make better decisions, rather than help them make 
the choices libertarian paternalists want them to make. These 
are suggestions to improve people’s decision-making pro-
cesses and to enable people to make choices more reliably in 
line with their interests,  whatever  they may be and  whatever  
the eventual choices turns out to be. In this sense, it shares 
with the “hands-off” approach above the respect for people’s 
choices, the only difference being that the government takes 
steps to help improve its citizens’ decision-making processes. 
What makes this different from what Sunstein and Thaler 
propose is that there is no concern whatsoever for the choices 
made. There is no value substitution or external judgment, 
nor is there any subtle manipulation that reinforces existing 
cognitive biases and heuristics. Instead, this approach sees 
the cognitive defects themselves as problems, not opportu-
nities, and attempts to lessen their influence so people can 
make better choices in their own interests. 

 Here are just a few ideas for improving people’s decision- 
making processes without steering their choices away from 
their own interests. Many of these naturally incorporate aspects 
of the critiques made in the last three chapters, but here we see 
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how they apply to real-world examples such as cigarette and 
nutritional labeling, financial regulation, and food restrictions. 

  Provide Information Neutrally .  One cause of bad decisions is 
insufficient or poor information, and the government often 
engages in campaigns and initiatives to provide people with 
more and better information. Health warnings on cigarettes, 
nutritional information on food packaging and restaurant 
menus, disclosure of financial terms of credit cards and home 
mortgages are examples of government mandates that allow 
people to make more informed decisions. 

 These interventions are supported by libertarian paternalists; 
as Dan Hausman and Brynn Welch note, Sunstein and Thaler 
“regard the following as nudges: educational campaigns, 
warning labels on cigarettes, requirements that firms notify 
employees of hazards, and signs warning people on a hot day 
to drink more water.” But these are nudges in the ideal sense: 
“Unlike constraining someone or substituting your judgment 
for theirs, providing information and giving advice treats indi-
viduals as fully competent decision makers.”  14   If these were 
the typical nudges, I would not have had to write this book! 
As we know, however, most of the nudges emphasized by 
Sunstein and Thaler (and others) embrace value substitution 
and encourage that certain choices be made, not simply better 
decision-making. 

 Even with laws and regulations meant to provide better and 
more complete information, there is still a danger of steering 
or guiding choice. There is a clear difference between the staid 
and clinical Surgeon General’s warning found on cigarettes in 
the United States and the starkly emotional “Tobacco Kills!” 
prominent on cigarette packaging in the United Kingdom.  15   
While the US labels provide information regarding the neg-
ative health effects of smoking—who knew?—the UK ver-
sion hopes to prompt a visceral reaction from present and 
potential smokers. Obviously governments on both sides of 
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the pond want to reduce smoking—for a variety of reasons, 
not all of them paternalistic—but the US approach is more 
respectful to the individual’s choice. 

 We also see the potentially manipulative aspect of infor-
mational campaigns in the case of nutritional labeling. 
Traditionally, nutritional labeling, like the United States 
Surgeon General’s cigarette warnings, are plain, boring, 
black-and-white boxes listing the calories in each serving as 
well as the amount of fat, protein, carbohydrates, sodium, 
and various vitamins and minerals. Serving sizes do not often 
reflect how much we eat in one sitting, but if we eat an entire 
bag of potato chips that supposedly contains two servings, 
it is not that difficult to double the calories, grams of fat, 
and so on. The no-frills presentation of nutritional informa-
tion leaves the labels admirably neutral, giving consumers 
the information they want—or, if they don’t, they’re free 
to ignore it—while not steering them toward any particular 
dangers of concern to regulators. 

 But critics argue that nutritional labels  should  guide con-
sumers’ choices, because under the existing label design people 
are still making choices that the critics judge to be unwise. As 
bioethicist Ezekiel Emanuel wrote in the  New York Times :

  What we need are simple, standardized icons that can be under-
stood by a shopper in a second or less, located in a consistent 
place on all packages. No higher math or advanced nutrition 
knowledge should be required to grasp the icons’ meaning. 
The information should reflect real serving sizes (canned soup 
labels regularly give the amount of salt for just half the can, try-
ing to disguise that a whole can contain almost an entire day’s 
intake of salt). And we should have interpretive symbols telling 
shoppers simply whether an item is healthy or unhealthy.  16     

 What he may be suggesting—and what the F.D.A. has con-
sidered—is a “red light green light” labeling system like the 
one used in the United Kingdom: foods regarded by regula-
tors as particularly high in fat or sodium, for instance, have 
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these aspects highlighted in red on the labels to indicate their 
danger.  17   

 The issue here is the same as with cigarette labeling: it is 
one thing to give the consumer information with which he or 
she can make better decisions, but another to indicate which 
information is more important for the consumer to consider. 
Even calorie counts on restaurant menus can imply a exag-
gerated importance to calories over more detailed nutritional 
information, providing an example of how the choice of  which  
information the government chooses to provide can also give 
a nudge to consumers’ choices. In this way, value substitu-
tion can infect efforts to provide better and more complete 
information—which is of particular concern with respect to 
nutritional labeling because health and food science is still 
rife with controversy, with different camps touting different 
health benefits of various aspects of foods. To the consumer, 
it can seem that experts’ guidelines for best dietary practices 
change every day.  18   Even though the experts cannot agree 
on what we should eat, how much we should eat, and when 
we should eat it, they nonetheless presume to impose their 
judgment on consumers under the guise of merely providing 
better information. 

 This is why, if the government decides to help people make 
better choices by giving them information, it must be very 
careful to do so as neutrally as possible. Paternalistic manipu-
lation is not inevitable, as Sunstein and Thaler claim, but it 
can be difficult to avoid even if the government’s intentions 
are sound—and modest. 

  Helping People Overcome Their Cognitive Biases and Heuristics.   
As we’ve noted repeatedly, one ironic aspect of libertarian 
paternalism is that it relies on the same cognitive biases and 
heuristics that motivate it in the first place. Advocates of 
nudges argue that these deviations from textbook rational-
ity make it uncertain that people will make choices in their 
own interests, but then use these same decision-making flaws 
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to change their behavior rather than addressing the flaws 
themselves. But if policymakers are sincere about improv-
ing people’s decision-making, they should focus on the pro-
cesses by which they make choices rather than the choices 
themselves.  19   

 It may sound simplistic, but in many cases it can help 
to encourage people to take more time making a deci-
sion. Many bad choices may stem from hurried, impulsive 
decision-making, and simply slowing down and thinking 
things through may result in choices that better promote 
well-being. This is the reasoning behind the “cooling-down 
periods” that some cities and states place on significant 
decisions such as buying a house or car and getting mar-
ried or divorced. In their law review article “Regulation for 
Conservatives,” behavioral economist Colin Camerer and 
his colleagues recommend cooling-off periods in cases when 
decisions are often made in emotionally “hot” situations and 
are difficult to reverse later.  20   To combat the compromised 
state of people’s decision-making in such cases, they can 
either be required to wait a certain amount of time before 
finalizing a choice (often used in family law), or they can be 
given a certain amount of time after making a choice dur-
ing which they can reverse it (such as with major purchases). 
Camerer and his colleagues consider this to be “asymmetric 
paternalism” since people who made sound, rational choices 
will not be affected significantly by the cooling-off period, 
but it may help those who did make rash, emotional deci-
sions.  21   (I’d hate to think of a decision to get married that 
wasn’t somewhat emotional, though!) 

 As with providing information, cooling-off periods can 
potentially be taken too far and involve value substitution. A 
government could easily use cooling-off periods selectively, 
not to encourage better decision-making but to discourage 
certain behavior altogether, especially with politically charged 
decisions such as divorce or abortion. The mere suggestion 
that a decision should be reconsidered could be interpreted 
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by some as a nudge toward making a different one, and mea-
sures should be taken to reinforce that this is not the case (if 
indeed it isn’t). Ironically, Camerer and his colleagues regard 
cooling-off periods to “appear more intrusive than our ear-
lier policies” such as automatic enrollment in retirement plans; 
while they may be more overtly coercive, they are less likely 
to involve value substitution (if done right) and therefore less 
paternalistic. 

 Emotionally charged decisions often resemble those made 
in times of weakness of will, such as continued smoking, 
drinking, or overeating while trying to quit them. People are 
often quite willing to admit self-control problems in these 
contexts, and many voluntarily sign up for programs like 
Weight Watchers or Alcoholics Anonymous. This, of course, 
acknowledges that decision-makers are the best judges of 
their own good or bad choices and governments may provide 
or subsidize such programs, provided they don’t go so far as 
to nudge people into them. Again, the most important thing 
is to respect people’s choices while providing opportunities 
to make better ones for those who judge their choices to be 
poor, not judge their decisions to be poor for them. 

 Careful deliberation can also help combat some cognitive 
biases and heuristics that distort our valuations of options and 
our processing of information (as summarized in  chapter 2 ). 
Legal scholar and psychologist Gregory Mitchell suggests 
that, if the framing of options is affecting the way people 
make decisions, they can be encouraged to reframe them in a 
way that makes it easier for them to make an unbiased choice. 
Asking decision-makers to state their reasons for making a 
particular choice can also help prevent choices made from 
unconscious biases.  22   Consumers can critically assess offers 
from merchants and lenders, demand that complex terms be 
spelled out in a more straightforward fashion, and refuse to 
deal with companies that use manipulative practices. Calls for 
increased government regulation are common in such cases, 
but it is all too easy to forget the power that consumers have 
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to vote with their dollars, as shown by the wider availabil-
ity of healthier and more environmentally friendly products 
in response to consumer demand. This avoids simplistic and 
overbroad “solutions” to problems that foreclose too much 
choice and make too many decisions for consumers based on 
imposed interests and value substitution. 

 We’ve seen this done the wrong way in the case of financial 
regulation in the United States, particularly with regard to 
mortgages and credit cards in response to the crisis that began 
in 2007. In an influential law review article, legal scholars 
Oren Bar-Gill and Elizabeth Warren argue for limitations on 
loan terms based on the belief that “consumers make system-
atic mistakes in their choice of credit products and in their 
use of these products. These observed mistakes indicate the 
existence of deficits in either information or rationality—or 
both.”  23   But these “mistakes” can be “observed” only if the 
observer assumes a simplistic goal of financial optimization 
among all consumers. For instance, they cite studies that 
show that many consumers who receive a credit card with 
a low introductory “teaser rate” do not switch to another 
card as soon as the rate rises, and many consumers also pay 
relatively high credit card interest rates while holding cash in 
savings accounts earning lower interest.  24   They also criticize 
consumers for taking advantage of low introductory teaser 
rates in the first place—so consumers are regarded as irratio-
nal for accepting the low-rate credit cards and then irrational 
 again  for not dumping them soon enough.  25   This is a fine 
example of regulators’ willingness to see irrationality wher-
ever they can, as we discussed in the last chapter. 

 But such behavior on the part of financial consumers is as 
easy to explain as our friend Patrick’s choice to eat a muffin 
on Sunday mornings. There are many reasons to sign up for a 
credit card with a low introductory rate, most obviously rea-
sons to do with financial hardship or short-term needs such 
as paying to relocate for a new job. The refusal of consumers 
to bounce from one low-teaser-rate card to another may be 
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an admirable exercise of self-control, if they know they will 
overspend once they switch to a cheaper card, or may arise 
out the simple recognition that they don’t need the cheap 
credit any longer. And economists have long recognized and 
endorsed consumers’ preference to have ready funds on hand 
for emergencies, even when they could use it to pay expensive 
credit cards off a little faster. (They even have a term for it: 
 liquidity demand .) 

 Bar-Gill and Warren, however, see these choices as fail-
ures of rationality and propose rules and regulations that will 
limit the credit products available to everybody because of 
the “mistakes” of some—mistakes that they  choose  to inter-
pret as such. Along the same lines, legal scholar Michael Barr, 
economist Sendhil Mullainathan, and psychologist Eldar 
Shafir suggest that lenders “be required to offer eligible bor-
rowers a standard mortgage (or set of mortgages), such as a 
fixed rate, self-amortizing 30-year mortgage loan, according 
to reasonable underwriting standards. The precise contours 
of the standard set of mortgages would be set by regulation,” 
with an opt-out option for borrowers.  26   (Sound familiar?) 
Rather than encouraging more thoughtful deliberation and 
critical examination of financial products, these scholars and 
regulators prefer to make choices for people, relieving them 
of the burden of making difficult choices—and responsibility 
for the consequences of them. 

  Holding People Accountable and Responsible for Their Choices.   
As we saw in the last chapter, accountability and responsibil-
ity are important not just for moral reasons, but they also 
contribute to better decision-making through learning-by-
doing. In other words, if people reasonably expect not to be 
held accountable and responsible for their actions, they will 
spend less time and effort trying to make the best decision, 
including being less careful to consider the various cognitive 
biases and heuristics they may be operating under. Economists 
have recognized a similar effect for years:  moral hazard , 
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wherein people rationally take more risks if they know any 
losses will be covered by insurance or government bailouts. 
A related effect,  cognitive hazard , occurs when people have 
less incentive to carefully assess the risks they take—and the 
decisions they make. In the case of risky behavior encouraged 
by insurance and bailouts, we don’t have to assume that peo-
ple opportunistically “take advantage” of these safety nets 
(though this definitely contributed to our various financial 
crises over the years, especially the savings-and-loan failures 
of the 1980s). Rather, people could merely—and possibly 
unconsciously—spend less time carefully assessing the risks 
of various options because they know that any losses will be 
covered. But if people knew they would held responsible for 
any negative consequences of their risky behavior—by ruling 
out bailouts, limiting insurance payouts, or increasing insur-
ance premiums—they will have a direct incentive to spend 
more time making decisions carefully and more deliberately. 

 This effect is seen in the financial industry, which we dis-
cussed in the last section, on behalf of both the lenders—
who can combine and sell risky mortgages to other parties so 
their failure will not reflect directly on the original lender— 
and the borrowers—who can apply for bankruptcy or 
government-sponsored refinancing. Both of these “outs,” 
one enabled by government negligence and the other through 
government action, represent failure to hold people account-
able for their decisions and therefore reduce the incentive to 
make careful ones in the first place. If the original lenders 
were held to a greater degree of responsibility for excessively 
risky loans (through a more careful investigation of the trail 
of securitization), and borrowers were similarly held respon-
sible for their behavior (through tighter restrictions on bank-
ruptcy and stricter guidelines on refinancing), those on both 
side of the mortgage transaction would have incentive to 
think more carefully about their decisions and would likely 
make better ones for it. Unfortunately, the policies recom-
mended by the scholars cited in the last section move in the 
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opposite direction, choosing instead to make decisions for 
consumers while doing little to address responsibility. 

 Moral and cognitive hazards are also seen in a different form 
in the health care area, wherein the degree of responsibility 
people must take for the costs of their health care has little to 
do with their behavior. As often mandated by law, individu-
als’ health insurance premiums depend very little on behav-
ior such as proper eating and exercise, and normally only take 
smoking into account. Insurance programs, whether private 
or public, with low co-pays or deductibles significantly cut the 
link between behavior and costs, leaving very little incentives 
for people to think about the financial consequences of their 
health decisions. Instead of holding people more account-
able for their health-related behavior, regulators faced with 
growing health care costs take the opposite approach: limit-
ing choice. They ban foods seen as particularly unhealthy 
(such as trans fats), limit smoking in most public places (also 
justified, of course, by the effects of secondhand smoke), 
and nudging people into healthier behavior—none of which 
encourages better decision-making. 

 For example, New York City mayor Michael Bloomberg 
has won accolades and criticism for his initiatives to promote 
healthier lifestyles in his city, including all of the examples 
listed in the previous sentence. In the spring of 2012, he pro-
posed a 16-ounce limit on sodas, lattes, and other sugary 
drinks sold in certain venues, such as delis, restaurants, sport-
ing events, and movie theaters (but not grocery stores and 
convenience stores). (This is not as arbitrary as it sounds: the 
covered venues are those regulated by the city, and the rest 
are regulated by the state.) Although this may be a bit heavy-
handed to be considered a true nudge, it does not prohibit 
people from buying a second drink or taking advantage of 
free refills. It discourages certain choices without foreclosing 
them altogether, relying on a little extra burden and the peo-
ple’s natural laziness to reduce overall soda consumption—
that sounds like a nudge. As reported in the  New York Times , 
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Mayor Bloomberg went so far as to mock the very inconve-
nience that drives the plan itself:

  “Your argument, I guess, could be that it’s a little less conve-
nient to have to carry two 16-ounce drinks to your seat in the 
movie theater rather than one 32 ounce,” Mr. Bloomberg said 
in a sarcastic tone. “I don’t think you can make the case that 
we’re taking things away.”  27     

 The extremely limited effectiveness of this ban, given the 
many other venues from which people can buy large sodas—
including 7–11 stores, home of the infamous Big Gulp—and 
the likely adaptations on the part of both consumers and 
affected businesses (such as we described in the last chapter) to 
get around the ban, make this attempt at promoting healthier 
behavior even more insulting. Not only is choice being manip-
ulated in a laughably clumsy manner, but it will most likely fail 
in terms of its stated goal. 

 It is reasonable to assume that the mayor’s intent was not 
to make his citizens healthier but to reduce public medical 
costs. Although understandable given the state of medical 
care in the United States, this reinforces our larger point: 
accountability and responsibility are much more effective and 
respectful ways to generate good decision-making. Let’s say 
that Paula, a proud lifelong citizen of New York City, agrees 
that drinking too much soda is bad for her, but she finds 
herself unable to resist the offer to order the jumbo drink at 
her local pizza place. Which plan is likely to be more effec-
tive to helping her curtail her addiction to high-fructose corn 
syrup in fizzy liquid form: a ban on large-sized cups that 
is easily circumvented, or assuring her that she will be held 
responsible for any medical costs linked to her soda habit, 
including an immediate increase in her medical insurance 
premiums or exclusion from certain public health programs? 
I think the second option—especially if the additional costs 
are realized  now —will be much more likely to prompt some 
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serious thinking on Paula’s part regarding how much she val-
ues soda. And while most behavioral economics and libertar-
ian paternalists will see this as an empirical question—which, 
admittedly, is how I stated it—more importantly it is an ethi-
cal question focused on which option is more respectful of 
choice. Not surprisingly, the option based on accountability 
and responsibility wins hand down.  

  Choice Must Be Respected and Sound 
Decision-Making Should Be Encouraged 

 That’s the bottom line, isn’t it? Given the informational, ethi-
cal, and practical problems with nudges, the best things for 
economists and policymakers to do are: (1) respect the choices 
made by people and (2) hold them accountable and respon-
sible for the consequences of those choices. In addition, they 
can (3) make sure they are not doing anything that would 
discourage good decision-making, and (4) possibly take care-
ful and neutral actions to promote it. 

 Although this focus on individual choice and responsibil-
ity sounds very libertarian—unlike the “libertarian” pater-
nalism behind nudges—you do not have to be libertarian in 
your politics to agree with the points made in this book. You 
can support very strong government involvement in many 
aspects of life, including the economy, health care, educa-
tion, or the environment, all of which involve personal and 
political decisions that affect us all in significant ways. The 
only government programs that I take issue with in this book 
are paternalistic policies in general and nudges in particular. 
I think that most people of any political persuasion, regard-
less of their views concerning the appropriate scale and scope 
of government, agree that their choices, insofar as they don’t 
have any direct and wrongful effect on anybody else, are their 
own business. Choices like these are of no legitimate con-
cern of economists or policymakers, and they have no right to 
try to change them, especially by using our natural cognitive 
biases and heuristics. 
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 In the end, there are many more pressing problems in the 
world than what we choose to eat for dessert or how we choose 
to spend or invest our money. Economists and policymakers 
should focus on the big issues, and leave our lives to us. If they 
really want to help people—and I trust they do—that’s the 
best way to do it.      



       Notes   

  1 The Problems with Traditional Economic 
Models of Choice 

  1  .   For the basics of this model, see any microeconomics text-
book, and for a more thorough, critical discussion, see Shaun 
Hargreaves Heap, Martin Hollis, Bruce Lyons, Robert Sugden, 
and Albert Weale,  The Theory of Choice: A Critical Guide  
(Oxford: Blackwell, 1992). There are also many popular books, 
such as Steven Levitt and Stephen Dubner’s  Freakonomics  (New 
York: Harper, 2005) and Steven Landsburg’s  The Armchair 
Economist  (rev. ed.; New York: Free Press, 2012), which mas-
terfully illustrate the insights of this model when applied to 
many puzzles of everyday life.  

  2  .   Commitment was introduced into the economics discussion 
by economist and philosopher Amartya Sen, who won the 
Nobel Prize for his integration of philosophical concepts into 
economic analysis. See his paper “Rational Fools: A Critique 
of the Behavioral Foundations of Economic Theory” in his 
collection  Choice, Welfare and Measurement  (Cambridge, 
MA: Harvard University Press, 1982), pp. 84–106. I also 
strongly recommend his short but powerful book  On Ethics 
& Economics  (Oxford: Blackwell, 1987) for an introduction to 
incorporating ethics into economics and the challenges it pres-
ents. His work was a tremendous influence and inspiration for 
my own efforts in the field of ethics-and-economics, including 
the book you’re holding now (and this chapter in particular).  

  3  .   On the issue of modeling moral principles as preferences or 
constraints, see Robert S. Goldfarb and William B. Griffith 
chapters “Amending the Economist’s ‘Rational Egoist’ Model 
to Include Moral Values and Norms, Part 1: The Problem” 
and “Amending the Economist’s ‘Rational Egoist’ Model 
to Include Moral Values and Norms, Part 2: Alternative 
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Solutions” in Kenneth J. Koford and Jeffrey B. Miller (eds.), 
 Social Norms & Economic Institutions  (Ann Arbor: University 
of Michigan Press, 1991), pp. 39–84. Some economists go 
even further and claim that principles are  lexicographic pref-
erences , which must be satisfied before any others. In the 
example of lying, the “preference” not to lie is the highest 
one, and must be satisfied before any others can considered. 
This eliminates the problem of trade-offs by ruling them out, 
but then the question becomes: Why call it a preference if it 
doesn’t allow for trade-offs (one of the chief characteristics of 
preferences) and doesn’t “act” like the commonsense idea of a 
preference? Just call it what it is: a constraint.  

  4  .   We’ll see in later chapters that these self-destructive prefer-
ences contribute to the calls for paternalism to change people’s 
choices.  

  5  .   For more on the problems with preferences with respect to 
well-being, see philosopher Daniel Hausman’s recent book 
 Preference, Value, Choice, and Welfare  (Cambridge: Cambridge 
University Press, 2011), especially chap. 7. Together with econ-
omist Michael McPherson, Hausman also wrote a marvelous 
primer for ethics and economics titled  Economic Analysis, Moral 
Philosophy, and Public Policy , 2nd ed. (Cambridge: Cambridge 
University Press, 2006).  

  6  .   As Amartya Sen wrote critically, a person’s set of preferences 
“is supposed to reflect his interests, represent his welfare, sum-
marize his idea of what should be done, and describe his actual 
choices and behavior” (“Rational Fools,” p. 99).  

  7  .   On the several meanings of utility in economics, see John 
Broome, “Utility,” in his collection  Ethics Out of Economics  
(Cambridge: Cambridge University Press, 1999), pp. 19–28.  

  8  .   Never give up on a good metaphor, I always say.  
  9  .   For one particularly good discussion of moral dilemmas 

from the viewpoint of virtue ethics, see philosopher Rosalind 
Hursthouse’s book  On Virtue Ethics  (Oxford: Oxford University 
Press, 1999), chap. 3 (“Irresolvable and Tragic Dilemmas”).  

  10  .   For more on economist’s attempts to model weakness of will, 
particularly with respect to procrastination, see my chapter 
“Resisting Procrastination: Kantian Autonomy and the Role of 
the Will” in Chrisoula Andreou and Mark D. White (eds.),  The 
Thief of Time: Philosophical Essays on Procrastination  (Oxford: 
Oxford University Press, 2010), pp. 216–232.  
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  11  .   This could very well be me, if I were named Fred, but I’m 
not.  

  12  .   In the philosophical lingo, Searle is questioning  psychological  
determinism, not  physical  determinism. See his  Rationality in 
Action  (Cambridge, MA: MIT Press, 2003), or my chapter on 
procrastination cited in note 10.  

  13  .   Searle,  Rationality in Action , p. 17.  
  14  .   Philosopher Thomas E. Hill, Jr., draws the connection between 

weakness of will and self-respect in his paper “Weakness of 
Will and Character,” included in his collection  Autonomy and 
Self-Respect  (Cambridge: Cambridge University Press, 1991), 
pp. 118–137.  

   2 How Behavioral Economics Makes 
the Same Mistakes 

  1  .   The latter are explored in more detail in my book  Kantian 
Ethics and Economics: Autonomy, Dignity, and Character  
(Stanford, CA: Stanford University Press, 2011), especially 
Chapters 1 and 2.  

  2  .   Thorstein Veblen, “Why Economics Is Not an Evolutionary 
Science,”  Quarterly Journal of Economics  12 (1898): 373–397, 
at p. 389. Veblen’s eloquent characterization of the traditional 
model has echoes in contemporary philosophy: take R. Jay 
Wallace, for instance, who calls the standard model of choice 
(in philosophy as well as economics) the “hydraulic conception,” 
which “pictures desires as vectors of force to which persons are 
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were not cited in the book, and those that were cited are worth read-
ing for more than what little I drew from them. Finally, this list is 
hardly complete or up-to-date—especially by the time you read this! 
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