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Preface

In recent years, metabolomics has become an inevitable tool in several clinical research fields,
helping to discover new diagnostic markers and molecules and furthering our understand-
ing of pathophysiological processes. Unlike the field of clinical chemistry which today is
integrated into many clinical processes, clinical metabolomics is a much more “juvenile”
discipline still on its way to become fully integrated into modern health care. Nevertheless,
metabolomics is at the core of several very promising initiatives evolving around persona-
lized health care and precision medicine.

Ideally, clinical metabolomics should be seen as a complimentary discipline to clinical
chemistry. The much more hypothesis-driven exploratory nature of clinical metabolomics
allows it to fill the pipelines of clinical chemistry with novel disease markers and diagnostic
patterns. Besides this, clinical metabolomics is very well suited to help clinicians and
biologists understand pathophysiological processes in detail, hopefully allowing us to design
novel treatment strategies and therapies. Its multidisciplinary nature covering (analytical)
chemistry, biology, bioinformatics, and pathology necessitates that scientists from various
fields understand each other. Hence, a common fundament for communication is a manda-
tory prerequisite for the successful embedding of clinical metabolomics into modern
disease-related research. When communicating with colleagues from various disciplines, it
is of utmost importance to the planning of joint studies that every partner understands the
needs and limitations of one another. In multidisciplinary projects, this particularly applies
to the fact that each partner should be aware of practical requirements and limitations of the
different methods and technologies used. Therefore, exchanging experimental protocols
and making colleagues aware of critical practical considerations is of vital importance for a
successful study outcome.

With this book, we hope to present a comprehensive compendium of clinical metabo-
lomics protocols covering LC-MS-, GC-MS-, CE-MS-, and NMR-based clinical metabo-
lomics as well as bioinformatics and study design considerations. We hope that this book will
serve as the basis for the successful (practical) communication between scientists from
several fields, including chemists, biologists, bioinformaticians, and clinicians, ultimately
leading to successful study design and completion.

Leiden, The Netherlands Martin Giera
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d’Exploration du Métabolisme, MetaboHUB Clermont, Clermont-Ferrand, France
RAWI RAMAUTAR � Division of Systems Biomedicine and Pharmacology, Leiden Academic

Center for Drug Research, Leiden University, Leiden, The Netherlands
AMY A. RAND � Department of Entomology and Nematology, UC Davis Comprehensive

Cancer Center, University of California, Davis, Davis, CA, USA
MADLEN REINICKE � Institute of Laboratory Medicine, Clinical Chemistry and Molecular

Diagnostics, University Hospital Leipzig, Leipzig, Germany; LIFE-Leipzig Research Center
for Civilization Diseases, Leipzig University, Leipzig, Germany

FABIEN RIOLS � MetaToul-Lipidomic MetaboHUB Core Facility, INSERM U1048, Toulouse
Cedex 4, France

KARINA TREVISAN RODRIGUES � Institute of Chemistry, University of Sao Paulo (USP), Sao
Paulo, SP, Brazil; Department of Pharmaceutical and Pharmacological Sciences,
Pharmaceutical Analysis, KU Leuven-University of Leuven, Leuven, Belgium

HUUB H. VAN ROSSUM � Laboratory of Clinical Chemistry and Hematology, The Netherlands
Cancer Institute, Amsterdam, The Netherlands

SERGE RUDAZ � School of Pharmaceutical Sciences, University of Geneva, University of
Lausanne, Geneva, Switzerland; Swiss Centre for Applied Human Toxicology (SCAHT),
Universities of Basel and Geneva, Basel, Switzerland

ANN VAN SCHEPDAEL � Department of Pharmaceutical and Pharmacological Sciences,
Pharmaceutical Analysis, KU Leuven-University of Leuven, Leuven, Belgium

DOMINIK SCHWUDKE � Division of Bioanalytical Chemistry, Research Center Borstel, Borstel,
Germany

REZA MALEKI SEIFAR � Department of Biotechnology, Faculty of Applied Sciences, Delft
University of Technology, Delft, The Netherlands; DSM Food Specialties B.V., Delft, The
Netherlands

CHARLES N. SERHAN � Department of Anesthesiology, Perioperative and Pain Medicine,
Center for Experimental Therapeutics and Reperfusion Injury, Brigham and Women’s
Hospital, Harvard Medical School, Boston, MA, USA

MARINA FRANCOMAGGI TAVARES � Institute of Chemistry, University of Sao Paulo (USP), Sao
Paulo, SP, Brazil

OLAF VAN TELLINGEN � Laboratory of Clinical Chemistry and Hematology, The Netherlands
Cancer Institute, Amsterdam, The Netherlands

AURELIEN THOMAS � Unit of Toxicology, CURML, CHUV Lausanne University Hospital,
HUG Geneva University Hospitals, Lausanne, Switzerland; Faculty of Biology and
Medicine, University of Lausanne, Lausanne, Switzerland

FEDERICO TORTA � Singapore Lipidomics Incubator (SLING), Department of Biochemistry,
YLL School of Medicine, National University of Singapore, Singapore, Singapore

Contributors xiii



BALJIT K. UBHI � SCIEX, Redwood City, CA, USA
HEIN W. VERSPAGET � Department of Biobanking, Leiden University Medical Center,

Leiden, The Netherlands; Parelsnoer Institute, Utrecht, The Netherlands
MARY E. WALKER � Lipid Mediator Unit, Biochemical Pharmacology, William Harvey

Research Institute, Barts and the London School of Medicine, Queen Mary University of
London, London, UK

MARKUS R. WENK � Singapore Lipidomics Incubator (SLING), Department of Biochemistry,
YLL School of Medicine, National University of Singapore, Singapore, Singapore

CRAIG E. WHEELOCK � Division of Physiological Chemistry 2, Department of Medical
Biochemistry and Biophysics, Karolinska Institutet, Stockholm, Sweden; Gunma University
Initiative for Advanced Research (GIAR), Gunma University, Gunma, Japan

LENNART J. VAN WINDEN � Laboratory of Clinical Chemistry and Hematology, The
Netherlands Cancer Institute, Amsterdam, The Netherlands

xiv Contributors



Part I

Clinical Metabolomics and Lipidomics



Chapter 1

Metabolomics as a Tool to Understand Pathophysiological
Processes

Julijana Ivanisevic and Aurelien Thomas

Abstract

Multiple diseases have a strong metabolic component, and metabolomics as a powerful phenotyping
technology, in combination with orthogonal biological and clinical approaches, will undoubtedly play a
determinant role in accelerating the understanding of mechanisms that underlie these complex diseases
determined by a set of genetic, lifestyle, and environmental exposure factors. Here, we provide several
examples of valuable findings from metabolomics-led studies in diabetes and obesity metabolism, neurode-
generative disorders, and cancer metabolism and offer a longer term vision toward personalized approach to
medicine, from population-based studies to pharmacometabolomics.

Key words Metabolomics, Obesity metabolism, Diabetes metabolism, Neurodegenerative diseases,
Cancer metabolism, Personalized medicine, Pharmacometabolomics, Population studies

1 Metabolome as a Complement to Other ‘Omes

Metabolomics is making a major impact in a wide variety of scien-
tific areas such as functional genomics, fundamental biochemistry,
toxicology, environmental sciences, food safety, drug dosage and
discovery, new-born screening, disease diagnostics, and biomedical
and clinical research in general [1, 2].

To get a complete picture about the potential of metabolomics
and the advantages of studying the metabolome in this post-
genomic era of biology, we should first take a look at the central
dogma of molecular biology (Fig. 1). Using high-throughput
‘omics technologies, we can measure the biological variability at
four main biochemical or functional levels of a system’s organiza-
tion, each one providing complementary information about the
phenotype. The genome or complete information encoded in
genes, represented by both the coding and noncoding sequences
of DNA, provides us with data on how an organism should be built
and maintained or what may happen. Compared to other ‘omes, the
genome is relatively static although subject to regulatory processes

Martin Giera (ed.), Clinical Metabolomics: Methods and Protocols, Methods in Molecular Biology, vol. 1730,
https://doi.org/10.1007/978-1-4939-7592-1_1, © Springer Science+Business Media, LLC 2018
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such as epigenetic modifications that influence the gene expression
and transcription by switching it “on” or “off.” The transcriptome
or the full qualitative set of messenger RNA molecules transcribed
from the “expressed” part of the genome and proteome or the
complete set of proteins translated from messenger RNA are more
dynamic, thus providing the information on what is happening and
what makes it happen, respectively. Both are subject to posttran-
scriptional and posttranslational modifications, respectively. As the
final piece of the ‘omic puzzle, the metabolome is highly dynamic
providing the snapshots of information about what has happened
[4]. More explicitly in the biological context, while the information
in genes is inherited and genotypes describe the potential of the
system or what may happen, metabolites tell us what has really
happened and describe the current functional (physiological or
developmental) status of the system. Metabolites are the end pro-
ducts of genome, transcriptome, and proteome activity, thus repre-
senting the direct signatures of cellular activity and the reason why
the metabolome is addressed as the closest link to phenotype,
providing the direct and sensitive measure of the dynamic changes
at the molecular level [5, 6]. In addition to mediating biochemical
processes as substrates and products of energy conversion reactions
and signaling molecules (or secondary messengers), metabolites
also have far-reaching biochemical actions in the regulation of
epigenetic modifications and protein activity [7, 8].

A further important advantage of studying the metabolome lies
in the fact that in addition of being the downstream output of the
genome, the metabolome also directly reflects the upstream input
from the environment, allowing us to explore the interaction
between the genome and the environment [1]. Metabolite levels
are significantly influenced by synergistic effects of many different

Fig. 1 Metabolome—downstream of genome and exposome providing the closest measure of phenotype at
the molecular level. Figure was significantly modified from Ivanisevic & Siuzdak, 2015 and the permission for
re-use has been obtained from the Journal of NeuroimmunePharmacology [3]

4 Julijana Ivanisevic and Aurelien Thomas



environmental risk factors, including the internal microbiome, oxi-
dative stress and inflammation, and the external climate, pollutants,
pathogens, food, drugs, and social interactions, we are exposed
to. These exposures we are subjected to throughout our life also
define our phenotype [9]. As the end product of the genome under
the direct influence of the environmental stressors, the metabolome
allows us to measure the integrated effect of both, providing the
assessment of the exposome (Fig. 1). Several metabolomics-led
studies have recently revealed the highly relevant influence that
the environment, and more particularly our microbiome (gastroin-
testinal, nasal, oral, urogenital, skin population, etc.), has on disease
development, in cardiovascular disease, obesity, cancer, etc.,
[10, 11]. It is also assumed that the microbiome’s metabolic activ-
ity actively influences our mind [12]!

Overall, the discovery of a dominant metabolic component in
many diseases (rather than genetic as widely accepted), such as in
cancer, atherosclerosis, diabetes, and neurodegenerative disorders,
has stimulated the rethinking toward a systems biology approach
[1]. By integration of metabolomics into systems biology, we will
go beyond the biomarker discovery and toward mechanistic under-
standing of pathophysiological processes [2, 13]. The advance-
ments in technology, computing power, and back-end
bioinformatics solutions [14–17] made it possible not only to
rapidly measure thousands of metabolites from only minimal
amounts of biological sample (biofluids, cells, and tissues) but
also to go from metabolites to pathways (Fig. 2) and to link these
altered identified pathways back to the phenotype in combination
with orthogonal molecular approaches (interfering with gene
expression, enzyme activity, cell signaling, etc.) and technologies
(epigenomics, transcriptomics, proteomics) [2].

As described in several case studies in the following section,
disease mechanisms can be better understood, and significantly
more variance explained, when viewed from the metabolite and
not only gene perspective [1]. In these lines, metabolomics is also
bringing new insights into medical approaches, from a reactive,
one-size-fits-all model of care toward a predictive, preventive, and
patient-centric model of care. As a powerful phenotyping technol-
ogy, metabolomics will play a key role in further development of
this personalized approach to medicine [19]. The advantage of
metabolomics is high throughput and scalability, thus offering the
possibility to acquire specific metabolic profiles for each individual
in the emerging population-based metabolomics studies [20]. The
great potential of population-based studies is the evaluation of the
effects of environmental exposures (the “exposome”), including
pharmaceutical and nutritional, on disease onset, diagnosis, and
progression.
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2 Metabolomic Technology and Technical Approaches

The human metabolome is the final level of cellular regulatory
processes, constituted of more than 30,000 low-molecular-weight
molecules (<1500 Da) with a great chemical diversity and a wide
concentration range [21]. Due to its complexity and size, compre-
hensive coverage of the metabolome is challenging but necessary
when studying phenotypes of complex biological systems
[22]. Integration of metabolomic strategies in the bioanalytical
research pipeline has created great opportunities to bring new

Fig. 2 Discovery-based clinical metabolomic workflow, combining untargeted and targeted metabolomic
approach. From comprehensive untargeted profiling, through data processing, statistical analyses, metabolite
identification, and pathway analyses, to targeted tandem MS quantification. Figure was significantly modified
from Ivanisevic et al. Scientific Reports 2015 and the permission for re-use is specified under Creative
Commons License [18]
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biological and clinical insights, out of which some will be developed
in this chapter [23, 24].

Large-scale coverage of the metabolome requires the combina-
tion of multiple orthogonal and complementary analytical plat-
forms, non-exhaustively including liquid chromatography-mass
spectrometry (LC-MS), nuclear magnetic resonance (NMR), gas
chromatography-MS (GC-MS), direct injection MS (DIMS), and
capillary electrophoresis-MS (CE-MS) [25, 26]. Several metabo-
lomic workflows involving various combinations of these platforms
have been successfully demonstrated [27, 28]. For instance, GC-
and LC-MS analyses based on full-scan acquisition mode are highly
complementary, as each gives access to metabolites with different
physicochemical properties and usually a limited number of
detected species by both platforms [29]. GC provides efficient
separation of relatively polar metabolites with a molecular weight
range below 350 Da, primarily including amino and organic acids,
fatty acids, and carbohydrates, whereas LC-MS non-exhaustively
allows the detection of higher-molecular-weight compounds [26].

Despite this analytical diversity, emergence of ultrahigh pres-
sure LC (UHPLC) hyphenated to electrospray ionization source
high-resolution MS (ESI-HRMS) has deeply extended our capacity
of deciphering the metabolome [30]. The recent advancements and
innovations of HRMS in terms of sensitivity, resolution, and
throughput have driven the development of untargeted metabolo-
mics by overcoming technical limitations associated with the com-
plexity of this field [24]. The latest generation of instrumentation,
notably the Fourier transform MS, routinely reaches mass resolu-
tion above 200,000 (m/Δm, FWHM) at 1 ppm of mass accuracy
[31]. Associated with continual improvement of scan rate frequen-
cies and dynamic range, these platforms provide unprecedented
insights into the ultimate response of biological systems to genetic
or environmental changes [1, 32].

In combination to the high spectral capacities of HRMS, the
use of orthogonal UHPLC separation modes that involve different
physicochemical interactions is suitable since the chromatographic
peak capacity (i.e., the number of peaks that can be theoretically
separated with a chromatographic resolution of 1) increases drasti-
cally for complex biological extracts [22, 33]. In this way, HILIC
provides a good alternative to RP separation for polar and ionic
compounds and is attractive because both techniques use the same
type of eluent: a mixture of organic solvent (typically acetonitrile)
and water with a volatile buffer [34, 35]. Combination of both
modes enables the observation of metabolites associated to lipid
and central carbon metabolism from a single biological extract with
the highest number of unique detected features by RP and HILIC
in ESI positive and negative modes, respectively (Fig. 2) [36].

In order to better understand pathophysiological processes, a
main advantage of applying untargeted metabolomics is the
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amount of data that can be generated in a single run. This advan-
tage also represents one of the main challenges in the field consid-
ering our capability to maximize the computational mining of this
big data. Gigabytes of data per run can be easily generated raising
the question of the amount of information which can indeed be
currently explored. To overcome this issue, different aspects have to
be considered and optimized ranging from data pre- and post-
processing, statistical analysis to metabolite assignment, database
curation, and biological interpretation. From a bioinformatic point
of view, computational resources have greatly been improved in the
last few years helping the scientific community with this fastidious
task. Notably, different Web-based software, such as XCMS Online
[37] and MetaboAnalyst [38], have reached a state of maturity for
accelerating and automating the computational workflow,
providing user-friendly tools for both novice and expert bioinfor-
maticians [2] .

Unlike other ‘omics approaches, annotation, identification, and
validation of metabolite features is still considered as a bottleneck
due to the wide physicochemical diversity of the metabolome.
Basically, metabolites cannot be “sequenced” per se leading to
challenging in silico prediction of a specific chemical structure.
However, UHPLC-HRMS provides high mass and MS/MS spec-
tral accuracies, which represent a key step for generating putative
structure attribution to a given peak of interest when used with an
adapted heuristic filtering procedure [39]. This information can be
even complemented by the use of authentic standard when available
in order to obtain the reference MS/MS spectrum and chro-
matographic retention time specific to each dedicated instrumenta-
tion and method [2]. Despite the current progress observed in the
database curation like for HMDB [40] and METLIN [16], only a
very small subset (roughly below 10%) of all the metabolite features
detected in an untargeted approach can be undoubtedly identified.
However, this matching score is perpetually improved with the
experimental characterization of the metabolome growing number
of records in databases and mass spectral libraries.

Facing these metabolite assignment issues in untargeted experi-
ments, a paradigm shift has been observed toward the emergence of
large-scale targeted metabolomics. Because of its high sensitivity,
selectivity, robustness, and throughput, triple quadrupole instru-
ments (QqQ) working in the multiple reaction monitoring (MRM)
mode provide an excellent approach in metabolomic profiling
allowing simultaneous targeted analysis of hundreds of metabolites
involved in multiple major metabolic pathways (Fig. 2)
[24, 41]. Considerable efforts have been made to increase the
number of measured metabolites, making this approach more pop-
ular within the clinical community [42]. The possibility of moni-
toring a broad range of identified metabolites is speeding up the use
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and application of metabolomics in clinical studies, bringing new
insights into personalized approaches to medicine.

In addition to the conventional metabolomic strategies dis-
cussed in this section, imaging MS is one of the most recent and
innovative approaches for direct analysis of tissues or individual
cells. Indeed, imaging MS will allow the mapping of hundreds of
metabolites in tissue sections while maintaining a high correlation
between the histological features and the obtained molecular
images [43–45]. Enriched by a decade of development, the tech-
nology has reached a stage of maturity bringing promising oppor-
tunities as a tool to understand pathophysiological processes
[28]. Many clinical applications of the technology have been
demonstrated, notably in cancer research, cardiovascular diseases,
and neurosciences, and some of them will be discussed in more
details further on in this chapter [46–49]. In theMALDI Biotyper®

era with the successful implementation in clinical microbiology
laboratories, imaging MS may find concrete applications in clinical
pathology by fostering the discovery of molecular signatures asso-
ciated to pathophysiological conditions.

3 Novel Biological Insights into Disease Pathology Led by Metabolomics

Multiple diseases, including diabetes, obesity, cancer, cardiovascu-
lar disease, and neurodegenerative disorders, have a dominant met-
abolic component or even cause in terms of metabolic switch or
reprogramming that likely occurs prior to disease onset. Applying
metabolomics, as a powerful phenotyping technology, in combina-
tion with orthogonal biological and clinical approaches, could
significantly accelerate the understanding of mechanisms that
underlie these complex diseases determined by a set of genetic,
lifestyle, and environmental risk factors [50, 51]. Here, we provide
several examples of valuable findings from metabolomics-led stud-
ies in diabetes and obesity metabolism, neurodegenerative disor-
ders, and cancer metabolism.

3.1 Obesity

Metabolism

Incidence of obesity has doubled since 1980, making it a major
public health concern worldwide. In 2014, more than 1.9 billion
adults were overweight and 600 million were obese, numbers that
are expected to increase in the future [52]. Obesity is a complex
chronic disorder with a multifactorial etiology, involving increased
intake of high caloric food and a decrease of physical activity that
arise from a combination of genetic and environmental factors.
Recently, genome-wide association studies have identified common
single-nucleotide polymorphisms (SNPs) associated with obesity
[53, 54]. While the catalogue of susceptibility loci in obesity
keeps growing, only few specific genes may currently support the
biological processes of the identified genetic association. For the
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vast majority of loci, the causal relationship between genes and
pathways remains unknown [54]. Metabolomics has emerged as a
promising approach to better characterize molecular mechanisms
involved in pathophysiology of obesity [55, 56]. Studies in both
human and animal models have revealed strong associations
between obesity and different metabolic species, including amino
acids and acylcarnitines [57, 58]. For instance, Newgard et al.
found that the dysregulation of branched-chain amino acid
(BCAA) metabolism in humans contributes to the development
of obesity-related insulin resistance, ultimately leading to type
2 diabetes mellitus (T2DM) [59]. They validated their finding by
showing that rats fed on a high-fat diet supplemented by BCAA
developed insulin resistance despite having reduced food intake
compared to the high-fat diet group [59].

In the last decade, the potential role of adipose tissue (AT) in the
onset of obesity and associated metabolic disorders has gained atten-
tion [60, 61]. Initially viewed as a simple storage tissue for accumu-
lation of xenobiotics, AT is becoming more recognized as an active
metabolic and endocrine organ, essential for regulation of appetite,
energy metabolism, and inflammatory response [60, 62, 63]. How-
ever, the response of different AT depots to diet-induced obesity is
variable and increasingly studied. While visceral AT is more prone to
inflammation compared to subcutaneous AT, less is known about the
molecular-signature-induced phenotype that differs between these
two AT depots. Metabolomics studies have demonstrated significant
difference in the molecular compositions between AT depots, open-
ing the route for further research to decipher the pathophysiological
phenotype of visceral AT [55, 64–66].

In addition, metabolomics has shown promising results in
clinical research to assess and predict the response to weight loss
intervention [57]. For instance, alterations in saturated fatty acid,
monounsaturated fatty acid, and BCAA levels were observed in
serum samples of overweight and obese elder subjects demonstrat-
ing a reduction of weight of 7% after 8 weeks of energy-restricted
diets [67]. In another study, a metabolomic signature of BCAAs
and biologically associated metabolites predicted improvement in
insulin resistance, thus helping with the identification of patients
who will most likely benefit from a moderate weight lost [68]. For
severely obese patients, the Roux-en-Y gastric bypass (RYGB) is
considered as the most common and efficient bariatric surgery to
reduce body weight but also to solve comorbid conditions, such as
remission of T2DM [69, 70]. However, one third of postoperative
patients will still remain “nonrespondent” without significant
weight loss following the surgery [71, 72]. Due to this, bariatric
surgery is another field of interest in which metabolomics could
bring new opportunities to identify predictive biomarkers of “non-
respondent” individuals and thus help physicians in the selection of
candidate patients prior to surgery [57, 73, 74].
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3.2 Diabetes

Metabolism

Type 2 diabetes mellitus (T2DM) is a major public health concern
worldwide. According to estimations roughly half of 400 million
individuals suffering of T2DM are undiagnosed [75, 76]. Since the
disease remains asymptomatic for years, its clinical assessment is
difficult. Due to this, patients are often identified when complica-
tions, such as chronic kidney diseases and cardiovascular diseases,
among others, are already present. In order to prevent or postpone
the onset of T2DM, there is a need to develop predictive biomar-
kers to identify the individuals at risk for developing the disease.
Currently approved clinical and biological markers were not suffi-
cient to efficiently address the complexity of T2DM pathogenesis
[77, 78]. The addition of different panels of T2DM-associated
genetic markers allowed for a limited improvement in the predictive
capacity of usual clinical scores [79–81].

Looking at the complexity of T2DM pathophysiology involv-
ing numerous organs such as the pancreas, liver, blood vessels,
kidneys, and eyes, this multifaceted disease requires the develop-
ment and application of systems medicine approach including
metabolomics to increase translational potential toward clinical
applications [57, 82]. Metabolomics studies have been applied to
population-based cohorts to identify individuals at risk to develop
diabetes [83]. These studies emphasized the role of amino acid and
lipid metabolism in the underlying mechanism of the disease
[57]. For instance, Wang-Sattler et al. quantified 140 metabolites
in 4297 serum samples in the population-based cooperative health
research of Augsburg (KORA) [84]. Their study revealed glycine
and lysophosphatidylcholine (18:2) as strong predictors of glucose
tolerance, even 7 years before disease onset. In another study, a
panel of 196 metabolites enabled the identification of a metabolic
signature associated with the early manifestations of T2DM, char-
acterized by the significant increase of glyoxylate [85]. In a case-
control study, Wang et al. performed a metabolomic profiling of
180 metabolites in 189 individuals who developed new-onset dia-
betes during a 12-year follow-up period and 189 propensity-
matched control subjects from the same baseline examination
[86]. They identified a metabolic signature marked by five BCAA
(leucine, isoleucine, and valine) and aromatic amino acids (phenyl-
alanine and tyrosine) significantly correlated with diabetes onset. By
integrating three of these metabolites (isoleucine, tyrosine, and
phenylalanine), individuals in the top quartile exhibited fivefold
higher risk to become diabetes converters, thus demonstrating
the predictive value of this signature.

These studies are in agreement with the potential key role of
BCAA metabolism in adipose tissue accompanied with the increase
of circulating BCAA observed in obese and prediabetic patients
[87, 88]. This is emphasized by the high correlation between
insulin sensitivity and expression of BCAA metabolism genes
observed in adipose tissue of diabetic patients [57, 89]. These
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examples demonstrate the great potential of metabolomics in the
study of metabolic diseases not only for determining new clinical
biomarkers but also to decipher potential biological pathways asso-
ciated with the onset and development of such diseases. However,
most of the population-based studies discussed in this section have
been carried out by targeted metabolomics focusing largely on
amino acid and lipid metabolism. Considering the methodological
advances in the field of metabolomics, we foresee that the applica-
tion of untargeted strategies could potentially bring additional
clues about the complexity of T2DM by expanding the metabo-
lome coverage.

3.3 Aging and

Age-Related

Neurodegenerative

Diseases

In this last decade, the great emphasis has been placed on the
understanding of biological mechanisms of aging representing the
greatest risk factor for the onset of multiple age-related declines in
organ function and thus the whole spectra of diseases (including
cancer, cardiovascular disease, neurological disorders, diabetes,
etc.). There is an obvious added value in targeting the processes
of aging itself to improve healthy longevity by delaying the onset
and progression of many different diseases [90]. It is assumed that
diabetes and obesity as consequences of excessive energy intake
accelerate brain aging and increase the risk for neurodegenerative
diseases (NDDs) and stroke. In today’s aging society, the NDDs,
including Alzheimer disease (AD), Parkinson disease (PD), and
amyotrophic lateral sclerosis (ALS), present one of the major health
care concerns [91]. According to the National Institute of Aging in
the USA, one in four individuals over 60 years of age are affected by
AD as the most common cause of dementia. Although clinical
studies have already revealed a great deal of information about
NDDs, the changes at the molecular level that cause these diseases
are poorly understood, and it is still unknown why some diseases,
like AD, are tenfold more frequent than the others (PD or ALS)
and why cognitive decline occurs more rapidly in some individuals
than in others [91]. Currently approved therapeutic strategies that
target the abnormal metabolism of amyloid and tau protein in AD
(followed by extracellular deposition of amyloid oligomer plaques
and intracellular formation of neurofibrillary tangles, respectively)
have so far been unsuccessful treating the symptoms or conse-
quences of disease progression rather than the causes of disease
itself. In this surge to understand the cause of NDDs, few recent
studies suggest the importance of exploring energy metabolism and
the role it plays in brain function [91–94]. It is well known that the
human brain is metabolically expensive using up to 20% of the total
body energy to sustain its function [95]. This is supported by the
evolutionary findings of massive increase of genes involved in
energy production in human cortex compared to nonhuman pri-
mates. Elevated expression of genes involved in cellular energy
metabolism and neuronal function, as highest energy-demanding
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cells, has led to specific metabolic profiles, highly sensitive to
changes in energy homeostasis and oxidative stress [91]. Energy
homeostasis is maintained by small-molecule metabolites (among
other actors at the molecular level) that mediate biochemical reac-
tions in the interconnected central carbon and signaling pathways.
Neurodegenerative disorders are thought to be associated with and
perhaps even caused by alterations in central carbon energy metab-
olism and derived oxidative stress [93, 96, 97]. However, these
metabolic alterations, beyond the reduced glucose metabolism that
was demonstrated in functional neuroimaging studies, remain
largely unexplored. In this context, the utilization of metabolomics
to comprehensively investigate metabolic alterations associated
with the pathophysiological process of NDDs is achieving consid-
erable interest [94]. Multiple metabolomics studies have explored
the metabolic traits of AD, PD, and ALS in several transgenic
animal models and small human cohorts, using different metabo-
lomic platforms, from NMR and GC-MS to CE-MS, DIMS, and
LC-MS. Various sample types, from biofluids such as plasma,
serum, urine, saliva, and CSF to brain tissue and several peripheral
organs, have been analyzed at different stages of disease severity
[93, 98–102]. Although mainly putative, the output of these stud-
ies implies the cellular traits of accelerated aging related to the
intrinsic neuronal vulnerability to oxidative stress. Alterations at
the metabolite and pathway level highlight the perturbed energy
production in mitochondria accompanied by excessive reactive
oxygen species (ROS) formation leading to oxidative damage to
DNA, electron transport chain proteins, and plasma membrane
redox system (due to the loss of function and structural integrity
of amino acids, nucleic acids, and lipids as a consequence of oxida-
tion) [50, 51]. These changes are thought to trigger the produc-
tion and appearance of disease-specific factors, amyloid-β and p-tau
proteins in AD, α-synuclein in PD, huntingtin in Huntington’s
disease, and Cu/Zn-superoxide dismutase (SOD) in ALS, further
inducing a neurodegenerative cascade of perturbed nutrient trans-
port, neurotransmission, and cell-to-cell communication across the
brain, leading to synapse dysfunction and loss [51, 103,
104]. Beyond these findings related to free radical theory of
aging, many new additional facets of mitochondrial dysfunction
associated with aging and NDDs are constantly being revealed
[51, 92, 105, 106]. These include a marked deregulation of mito-
chondrial aspartate metabolism [96] as well as stage- and region-
dependent deregulation of purine metabolism in postmortem fron-
tal cortex tissue of confirmed AD-affected brain [102]. Metabolic
profiling of biofluids from AD-confirmed patients has revealed the
affected metabolism of specific amino acids with implications on
carnitine synthesis and fatty-acid oxidation in mitochondria and the
potential influence on the neurotransmitter synthesis [93]. Two
interesting studies, although based on small number of samples
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(<20 subjects in each group), have yielded compelling AD predic-
tion models applying the chemometrics on the acquired CE-MS
and LC-MS profiles of CSF and postmortem brain tissue
[107, 108]. The latest comparative analysis across multiple cohorts
within the Alzheimer Disease Metabolomics Consortium has
shown the alterations in sphingomyelins and ether-containing
phosphatidylcholines in preclinical biomarker-defined AD stages,
whereas the later symptomatic stages were characterized by altered
levels of acylcarnitines and several amines [94]. Overall, there is a
need to validate the acquired data in the independent cohorts of
clinically well-characterized patients at different stages of disease
and correlate the data with clinical manifestations.

By comprehensive evaluation of changes embedded in meta-
bolic networks, metabolomics has the potential to advance the
understanding of the mechanistic association between the energy
intake and brain function in relation to the aging process, oxidative
stress, and neurodegeneration. This will be essential for unraveling
new pathways and small-molecule targets for diagnostic and thera-
peutic purposes to prevent the pathogenesis before irreparable cell
death. Beyond the identification of small-molecule markers to
diagnose the disease, the strength of the metabolomic approaches
will be in the large-scale cohort studies of clinically well-
characterized patients and healthy aged controls (without cognitive
impairment). These population studies will allow us to correlate the
revealed metabolic alterations with differentially expressed proteins
and genes and clinical meta-data (including the patient’s gender,
body mass index, blood-brain barrier permeability, structural and
functional neuroimaging results, assessment of cognitive decline,
etc.) to provide the reliable clues about the mechanism of disease
onset and progression for further investigation using in vivo mod-
eling for design of efficient therapeutic strategies to slow down or
prevent the disease.

3.4 Mechanistic

Discoveries in Cancer

Metabolism Research

Despite population-wide efforts in whole genome sequencing,
transcript profiling, and single-nucleotide polymorphism (SNP)
characterization, there is a lack of targetable disease genes, and it
has become evident that many diseases can be better understood
when viewed from the metabolic in addition to the genetic perspec-
tive [1, 109]. Cancer is a great example of a fairly complex disease
whose understanding has evolved significantly since its metabolic
component has been under tenacious investigation. Today, the
metabolic reprogramming is considered as the core hallmark of
cancer [110]. The first report of deregulated metabolism in cancer
dates back to the early 1930s when high glucose consumption and
lactate production, even in the presence of oxygen, were discovered
by Otto Warburg [111]. After decades of intensive genetic explo-
ration, the recent advancements in metabolomic technology have
contributed to rethinking of cancer as a metabolic disorder via (re)
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discovery of many additional oncometabolites. Instead of challeng-
ing exploration of millions of possible mutations, recent
metabolomics-assisted studies imply that the majority of the
cancer-associated genes code for well-known metabolic enzymes
and thus impact only several pathways, such as aerobic glycolysis,
glutaminolysis, and one-carbonmetabolism [112]. These oncopath-
ways serve in the production of a number of oncometabolites whose
upregulation in tumor tissue is essential for rapid tumor growth
and propagation. Most oncometabolites play a key role in tumor-
igenesis by altering signaling pathways and cell division processes.
For example, the accumulation of organic acids, succinate, fuma-
rate, and 2-hydroxyglutarate leads to activation of cellular hypoxia
pathways in the presence of normal oxygen concentrations (termed
as pseudo-hypoxia), as well as far-reaching DNA methylation and
histone modifications [113]. Latter epigenetic changes affect gene
expression on a large scale, thus promoting the cancer develop-
ment. Reliance or even “addiction” of different types of cancer cells
on several nutrient oncometabolites is investigated for selective
targeting of cancer proliferation [112]. These metabolic vulnerabil-
ities include the dependence of most of the cancer types on glucose,
lactate, serine, and polyamines and more specifically the reliance of
Myc-activated tumors on glutamine, breast cancer on glycine syn-
thesis, acute lymphoblastic leukemia on asparagine, and brain and
prostate cancer on choline. The discovery of these metabolic vul-
nerabilities in cancer was made possible primarily due to the
advancements in HRMS-based metabolomics, MS-based imaging,
and magnetic resonance imaging (MRI) that allow us to detect and
measure a broad range of small-molecule metabolites in tumor
tissues. As a follow-up to comprehensive untargeted and targeted
approaches that highlight the potentially affected pathways, the
stable isotope-assisted metabolomic profiling and dynamic flux
analyses are gaining significant interest in cancer research to provide
further insights into direct pathway activity by tracing the nutrient
utilization in cancer. The most recent study published in Nature
Neuroscience demonstrates the application of nitrogen-labeling-
assisted tracing experiment to decipher how brain tumor-initiating
cells (BTICs) in glioma activate de novo purine synthesis to main-
tain self-renewal, proliferation, and tumor-forming capacity
[114]. The cancer and immunology field is progressing at the
moment due to application of isotopic profiling. Many efforts are
invested toward understanding how to regulate the nutrient uptake
and utilization in T cells that have an essential role in immunother-
apy against cancer [115]. Overall, the combined usage of different
metabolomic and genomic approaches is paving the way for manip-
ulation of cellular metabolism and design of efficient anticancer
therapies by targeting the well-known metabolic enzymes.
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4 Toward Personalized Approach to Medicine: From Population-Based
Studies to Pharmacometabolomics

The understanding of molecular mechanisms associated with the
interindividual variability in response to drug treatment, including
the acute or chronic toxicities, and the discovery of associated
biomarkers represent key elements in the development of precision
or personalized medicine. Combination of “omics” technologies,
to analyze gene polymorphisms, epigenetic modifications, gene and
protein expressions, and metabolite concentrations and interac-
tions, is required to identify key players at the molecular level with
the greatest detectable effect in a pathophysiological state. The
increased reproducibility and reduced cost of “omics” approaches,
together with development of computational tools, have allowed us
to go toward multi-scale, network-embedded integration of differ-
ent types of molecular data. The ultimate goal of multi-scale data
integration is to link the changes at the metabolite level within
affected biochemical pathways to the responsible enzymes and the
underlying genetic alterations (Fig. 3).

Application of multi-omic approach in longitudinal
population-based studies is one of the most promising strategies
to better characterize and understand complex pathophysiological
state at the system’s level. Although genocentric in their begin-
nings, the population-based initiatives have recognized the value of
comprehensive and high-throughput nature of metabolomics, as a
powerful phenotyping technology that allows the cost-effective
measurement of a massive panel of metabolites in diverse biological
matrices from large population cohorts [1, 117]. In addition, the
data generated by metabolomics is remarkably consistent with the
data provided by genomic analysis. Integration of genome-wide
associations studies (GWAS) and metabolomic profiling has thus
revealed unprecedented insights into how genetic polymorphisms
influence human metabolome, providing strong association
between metabolic traits and loci of biomedical and pharmaceutical
interest [116, 118]. For example, combining GWAS and metabo-
lomics, Shin et al. reported a comprehensive exploration of genetic
loci influencing human metabolism based on 7824 participants
from two European population cohorts (Fig. 3) [116]. Their
study provided information on hundreds of single genotype-
metabolite associations, greatly expanding the assignment of gene
functions and disease-associated gene-metabolite links. Among
37 genetic loci associated with blood metabolite levels, Suhre
et al. identified a strong association between the rs662138 SNP
and isobutyrylcarnitine [118]. Among genetically determined
metabotypes (GDMs), they reported the polymorphism in the
SLC22A1 loci associated with the pharmacokinetics of the antidia-
betic drug metformin that can be used as a typical example of how
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the association between genetic variants and specific product meta-
bolites allows for the early determination of adverse pharmacologi-
cal effects [118].

In the era of pharmacogenomics and personalized medicine,
the term “pharmacometabolomics” has emerged to define the use
of metabolomics in measurement of drug or disease biomarker
signatures to predict and assess therapeutic response
[119–122]. The measured changes in endogenous and exogenous
metabolite levels reflect the end response of biological systems as a
combined effect of genetic determinants and environmental and
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Fig. 3 Map of associations between the single-nucleotide polymorphism (SNP) and metabolite levels in blood.
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at the genome-wide level is shown in red. Figure was reproduced from Shin et al. Nature genetics 2014 with
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internal microbiome exposures. In the field of pharmacology and
toxicology, metabolomics is increasingly applied to determine sig-
natures of drug exposition, susceptibility, or toxicity (e.g., early
signature of hepatotoxicity) and to investigate, in relation to the
observed molecular patterns, the cellular mechanisms leading to
the adverse effects of xenobiotics and to the development of asso-
ciated pathologies [123]. Via monitoring of drug metabolites and
metabolism (through drug levels and intake), metabolomic assays
can considerably contribute to the assessment of toxicity and opti-
mization of drug doses.

A traditional view of the medicine is to apply a standardized
treatment following the “one size fits all” dogma to the entire
population of patients suffering from the same disease. However,
responder patients to a major drug treatment can differ from 25% in
the case of cancer chemotherapy to 80% in the case of Cox-2
inhibitors [124]. Such an interindividual variability in the response
rate depends on multiple factors involving the genetic and environ-
mental components, including dietary regimen, toxin exposures, or
potential drug-drug interactions [125]. Even slight modifications
of the pharmacokinetic parameters induced by this set of factors can
have important effect on pharmacodynamic properties of a drug.
Cytochrome P450 (CYP) enzymes are the main drug-metabolizing
systems in humans and the major source of variability in drug
pharmacokinetics and response [125]. Their expression is highly
influenced by a combination of factors, including genetic polymor-
phism, disease state, sex, age, etc. In addition, the pharmacokinetic
variability in drug response is also increased by the variability of
drug efflux and influx transporters [126]. Accordingly, the activity
modifications of these classes of proteins can induce numerous
pharmacological and toxicological consequences. For instance,
the risk assessment of drug-drug interactions in elderly patients or
patients under polymedication is a challenging task in clinical prac-
tice [127]. The in vivo assessment of the activities of enzymes and
transporters to adapt the therapeutic strategy, known as phenotyp-
ing, is already used in clinical setting. Phenotyping consists of the
controlled administration of a cocktail containing multiple probes,
each of them targeting one specific enzyme or transporter
[128, 129]. Unlike genotyping, phenotyping presents the advan-
tage of measuring the combined effect of genetic, environmental,
and endogenous factors on the activity of proteins involved in the
drug pharmacokinetic variability [130, 131]. To overcome the
potential issues with a drug cocktail administration in patients at
risk, the possibility of developing metabolomics-based endogenous
biomarkers is a promising alternative to current phenotyping assays.
For example, change in blood levels of an unidentified metabolite
was recently shown to be significantly associated with polymor-
phism in genomic region corresponding to the CYP3A5 gene
locus [132]. Another recent untargeted metabolomics study
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allowed the identification of a urinary metabolite associated with
CYP2D6 activity [133]. This association was validated in an adult
cohort with the observation of a strong decrease of the metabolite
abundance following the administration of fluoxetine as an inhibi-
tor of CYP2D6.

In a systems biology approach, the integration of genomics,
epigenomics, transcriptomics, proteomics, and metabolomics to
investigate the response of an organism to xenobiotics represents
a unique opportunity to accelerate the understanding of alterations
in biological pathways associated with pathophysiological traits and
the discovery of more classified biomarkers toward personalized
approach to the medicine [134]. The integration of metabolomics
to systems biology approach is rapidly evolving to provide a more
complete picture of the dynamics of molecular systems [135]. Due
to the fact that many diseases have a strong metabolic basis (that is
heavily influenced by external and internal environmental expo-
sures), in this post-genomic era, metabolomics will undoubtedly
play a determinant role, offering powerful phenotyping capacity for
more cost-effective models in drug discovery, efficient monitoring
of therapeutic response, and customization of drug dosing.
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Böhringer S, Bonnycastle LL, Böttcher Y,
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Chapter 2

Metabolomics in Immunology Research

Bart Everts

Abstract

There is a growing appreciation that metabolic processes and individual metabolites can shape the function
of immune cells and thereby play important roles in the outcome of immune responses. In this respect, the
use of MS- and NMR spectroscopy-based platforms to characterize and quantify metabolites in biological
samples has recently yielded important novel insights into how our immune system functions and has
contributed to the identification of biomarkers for immune-mediated diseases. Here, these recent immu-
nological studies in which metabolomics has been used and made significant contributions to these fields
will be discussed. In particular the role of metabolomics to the rapidly advancing field of cellular immuno-
metabolism will be highlighted as well as the future prospects of such metabolomic tools in immunology.

Key words Mass spectrometry, NMR, Metabolite tracing, Immune cells, Immunometabolism,
Cellular metabolism

1 Introduction

Over the past three decades, it has become increasingly clear that
our immune system play a key role not only in the protection
against invading pathogens but also in many physiological pro-
cesses to maintain whole-body homeostasis as well as in the
aetiology of a large number of noninfectious diseases. Therefore,
there have been tremendous efforts to understand in great detail
how our immune system functions, to be able to identify targets
and design approaches to manipulate immune cells or immunolog-
ical pathways for therapeutic purposes. In addition, there is a major
interest in developing approaches to reliably track and predict
certain immune response parameters that could be used as diagnos-
tic and/or prognostic biomarkers for susceptibility, progression,
and outcome of immune-mediated diseases.

In recent years, the development and use of a range of analytical
platforms, including gas (GC) or liquid chromatography (LC)
coupled to mass spectrometry (MS) or nuclear magnetic resonance
(NMR) spectroscopy, to detect, characterize, and quantify intra- or
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extracellular metabolites and related metabolic pathways, have
made important contributions to our understanding of how our
immune system functions as well as to the identification of biomar-
kers of immunological diseases. I will here highlight some of the
recent immunological studies in which these metabolomic
approaches have provided new insights in these fields, with particu-
lar emphasis on the field of cellular immunometabolism. In addi-
tion, the pros and cons as well as the future prospects of such
metabolomic tools in immunology research will be discussed.

2 Metabolics as a Tool to Study Cellular Immunometabolism

It has long been appreciated, especially in the cancer field, that
changes in cellular activation and proliferation coincide with, and
are underpinned by, alterations in cellular metabolic state
[1, 2]. During the last couple of years, immunologists have come
to realize that also immune cell activation, proliferation, fate, and
function are closely linked to and dependent on activation of spe-
cific intracellular metabolic pathways. This has resulted in the
emergence of the currently burgeoning field of immunometabo-
lism [3]. Thus far, most studies have focused on addressing the role
of core metabolic pathways like glycolysis, lipid metabolism, mito-
chondrial fatty acid oxidation (FAO), and oxidative phosphoryla-
tion (OXPHOS) in the regulation of immune cell biology.
However, apart from the classical role of metabolism in bioenerget-
ics and biosynthesis, recent studies have also highlighted that meta-
bolites or enzymes within these pathways can additionally act as
signaling molecules or have metabolism-independent “moonlight-
ing” functions, respectively. This further illustrates the intricate and
multilayered regulation of immune cell biology by cellular meta-
bolic pathways. Importantly, several seminal studies with T cells and
macrophages have shown that targeting these metabolic pathways
can greatly influence their functional properties. This has led to the
emerging concept that manipulation of immune cell metabolism
could be a powerful approach to direct immune responses [4].

Several methods are available to assess cellular metabolism of
immune cells and range from fluorescently labeled mitochondrial
dyes or glucose and fatty acids that can be analyzed in individual
cells by flow cytometry to tracing of uptake and of enzymatic
conversion of radioactively labeled metabolites by scintillation
counting and to real-time analysis of oxygen consumption and
extracellular acidification as measures of mitochondrial OXPHOS
and glycolysis, respectively, using the Seahorse XF flux analyzer
[5, 3]. However, a major limitation of all of these techniques is
that they are targeted approaches that enable one to assess only the
activity of predefined metabolic pathways, whereas in many cases
unbiased metabolic analyses are needed to identify novel metabolic
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signatures and study their role in immune cell biology. This is where
untargeted metabolomics has proven to be a valuable and essential
tool in the field of cellular immunometabolism. In the next sec-
tions, the recent studies will be discussed in which metabolomic
platforms have provided novel insights in the metabolic character-
istics and regulation of different types of immune cells. These
studies illustrate that metabolomics has become an important and
integral part of immune cell metabolism research.

2.1 Metabolomics

as a Tool to Study

Macrophage

Metabolism

The role of metabolism in immune cell function has been most
well-characterized in macrophages and T cells. Already more than a
decade ago, it was observed that pro-inflammatory classically acti-
vated (“M1”) macrophages and anti-inflammatory alternatively
activated (“M2”) macrophages have very distinct metabolic proper-
ties on which they depend for their polarization [6]. M1 macro-
phages are characterized by enhanced aerobic glycolysis and
reduced mitochondrial OXPHOS. The use of GC/MS-based
untargeted metabolic profiling has been instrumental in providing
new insights into how M1 macrophage metabolism shapes their
biology. MS-based metabolomics revealed a dramatic buildup of
both succinate, a Krebs cycle intermediate, and itaconate, a product
of citrate, in M1-polarized macrophages [7–9]. This led to the
characterization of succinate as being crucial for IL-1β expression
by macrophages [7], a process that was later identified to be antag-
onized by itaconate [9]. Importantly, inhibition of succinate or
itaconate synthesis reduced or enhanced the pro-inflammatory
nature of the targeted macrophages, respectively, and thereby out-
come of models of macrophage-driven diseases in vivo [7–9]. In
addition, targeted MS-based platforms have been used to specifi-
cally study the lipid profile of macrophages in response to
M1-polarizing stimuli. This revealed immediate responses in fatty
acid metabolism represented by increases in eicosanoid synthesis
and delayed responses characterized by sphingolipid and sterol
biosynthesis [10, 11].

In contrast to M1 macrophages, M2 macrophages are meta-
bolically characterized by enhanced mitochondrial OXPHOS
fueled by FAO. Using GC/MS-based global metabolic profiling,
it was shown that M2 macrophages have increased intracellular
levels of various monoacylglycerides, which was suggestive of
enhanced lipolysis in these cells [12]. This observation resulted in
the identification of a cell-intrinsic lysosomal lipolysis pathway that
is essential for alternative activation of macrophages presumably by
means of generating free fatty acids (FAs) for FAO [12]. Another
example of how MS-based metabolomics has contributed to our
understanding of how M2 polarization and cellular metabolism are
linked comes from a study in which an integrated network analysis
was performed of both transcriptomic and metabolomic data
[13]. This integrated approach resulted in the identification of
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M2-specific metabolic nodes/pathways that only based on tran-
scriptomic or metabolomic data analysis would have been missed.
Specifically, M2 polarization was found to activate glutamine catab-
olism and UDP-GlcNAc-associated modules. Correspondingly,
glutamine deprivation or inhibition of N-glycosylation decreased
M2 polarization [13].

2.2 Metabolomics

as a Tool to Study

T-Cell Metabolism

The metabolic requirements for T-cell activation, proliferation,
effector cytokine production, and memory formation have been
extensively studied in recent years. In particular the interplay
between metabolism and these processes has been well-
characterized in CD8+ T cells [14]. One of the early studies linking
T-cell activation and proliferation to metabolic reprogramming
used MS-based metabolomics to characterize the metabolic
changes that occur in CD8+ T cells upon activation [15]. Preceding
cellular division, sharp increases in intracellular levels of many
metabolites were observed, such as amino acids, lipids, and nucleo-
tides, indicative of increased biosynthesis required for cell growth
and proliferation. This was dependent on transcription factor
c-Myc. Interestingly, using MS-based untargeted metabolomics,
upon the first cell division of CD8+ T cells, c-Myc, mTORC1
(a central regulator of anabolic metabolism), and several amino
acids were found to be unequally split between daughter cells.
This asymmetric division in metabolic regulators and metabolites
resulted in stronger glutaminolysis and glycolysis in the cells con-
taining higher levels of c-Myc and mTORC1 and subsequently in
superior proliferative capacity and effector function compared to
c-Myclow daughter cells [16]. In further support for an important
role for the need of c-Myc in effector T-cell function, another study
demonstrated, through the use of LC/MS-based targeted quanti-
fication of UDP-GlcNAc, that c-Myc regulates intracellular protein
O-GlcNAcylation at key stages of T-cell development and differen-
tiation [17]. As a consequence, loss of O-GlcNAc transferase
blocked T-cell progenitor renewal and T-cell clonal expansion.

The formation of memory cells requires distinct sets of meta-
bolic processes and is known to be favored by mitochondrial-
centered catabolic metabolism in which FAO plays an important
role [14]. Also here, metabolomics has provided important new
insights into the metabolic processes underpinning CD8+ T-cell
memory formation. For instance, targeted lipidomics has revealed
that analogous to M2 macrophages, memory CD8+ T cells use cell-
intrinsic lipolysis to support the metabolic programming necessary
for development [18]. Moreover, autophagy-deficient CD8+ T cells
(atg7�/�) failed to efficiently develop into memory T cells. This
was found to be the result of defects in FAO in atg7�/� cells as
determined by LC/MS metabolomics [19].

The metabolic programs required for CD4+ T-cell effector
function and memory formation are less well defined. However,
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untargeted metabolome analysis revealed that also in early activated
CD4+ T cells, intracellular pools of metabolites, in particular lipids
and FAs, are elevated, presumably acting as a pool to generate cell
membranes that allows for cellular proliferation [20]. Consistent
with a role for mTORC1 in CD8+ T-cell activation, this increase in
lipids was found to be dependent on mTORC1 activity [20]. CD4+

T cells can differentiate into different T-helper (Th) cell subsets
including T follicular helper (Tfh) cells, important for aiding B cells
in producing antibodies, and regulatory T cells (Tregs) that are
known for their ability to suppress immune responses. Pathway
analyses of altered metabolites based on LC/MS-based untargeted
metabolomics in Tfh cells showed that amino acid metabolism,
amino sugar metabolism, and glycolytic intermediates trended
higher compared to Th1 or Th17 cells, while Tfh cells had lower
amount of TCA metabolites and intermediates in cysteine and
glycerophospholipid metabolism, suggesting that different Th cell
subsets have unique metabolic profiles [21]. Early studies have
suggested that Tregs are mostly oxidative and rely on FAO for
their differentiation and function [22]. More recently, it was
found that Tregs are in fact metabolically flexible and engage
glycolysis and anabolic metabolism in order to proliferate but
dampen these metabolic pathways to acquire an immunosuppres-
sive phenotype [23]. Mechanistically, MS-based metabolome anal-
ysis revealed that this is a direct result of the ability of Foxp3, the
master regulator of Treg differentiation, to suppress expression of
genes involved in glycolysis and anabolic metabolism [23]. Finally,
by using LC/MS, a recent study found that in activated CD4+ T
cells, arginine is selectively depleted [24]. Restoring arginine levels
in these cells promoted their ability to form memory cells, which
was associated with enhanced mitochondrial metabolism. This
might suggest that analogous to CD8+ T cells, memory formation
by CD4+ T cells is promoted by increased oxidative metabolism.

2.3 Metabolomics

as a Tool to Study

Metabolism of Other

Immune Cells

Thus far there have only been a handful of studies that have started
to explore the metabolic properties through the use of metabolo-
mics of other immune cells and include innate lymphoid cells
(ILCs), dendritic cells (DCs), and monocytes. For instance, type
2 ILCs (ILC2s), which contribute to the initiation and mainte-
nance of type 2 immune responses, were found to express high
levels of arginase 1 (Arg1), an enzyme that converts arginine into
ornithine [25]. Arg1 expression was shown to be essential for ILC2
function, as inhibition of Arg1 blocked ILC2 proliferation and
effector function. LC/MS-based metabolomics revealed that
Arg1 enzymatic activity was important for polyamine biosynthesis
and promoting glycolysis [25], thereby linking metabolic repro-
gramming to cellular function. Furthermore, metabolomic plat-
forms have been used to study metabolism of DCs, the cells that
are crucial for priming of T-cell responses. It was found that
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activation of pro-inflammatory DCs by toll-like receptor (TLR)
ligands resulted in rapid metabolic changes in these cells, character-
ized by increased glycolysis and TCA cycle activity as determined by
untargeted MS-based metabolic profiling [26]. The authors went
on to show that this glycolytic reprogramming was essential for
TLR-induced activation by means of supporting de novo FA syn-
thesis required for ER and Golgi membrane expansion and thereby
efficient expression of activation markers and cytokines. More
recently, it was demonstrated through the use of MS-based meta-
bolomics that also in monocytes TLR ligands induce glycolysis
[27]. Interestingly, in the same analysis, it was observed that LPS
and Pam3Cys, ligands for TLR4 and TLR2, oppositely affected
OXPHOS, suggesting that different TLR ligands can promote
distinct metabolic programs, possibly tailored to the type of inflam-
matory response these different TLR ligands induce.

2.4 Isotope Labeling

as a Tool to Study

Immunometabolism

Global metabolomics can quantify relative or absolute differences
in abundances of metabolites between different conditions, which
may indicate altered activity of the associated enzymatic, nonenzy-
matic, or transport reactions. However, since an increase in metab-
olite concentration can be indicative of both increased activity of
metabolite-generating enzymes as well as decreased activity of
metabolite-consuming enzymes, concentration changes do not
allow one to draw conclusions on metabolic rates and direction of
fluxes. This requires dedicated tracing studies with isotope-labeled
metabolites. Radioactive isotopes such as 3H incorporated into
glucose or palmitic acid are still being used to trace uptake and
incorporation into lipids or oxidation of these metabolites in the
mitochondria of immune cells. A downside of this technique is not
only the fact that one has to work with radioactive material but also
that these radiolabels do not allow for tracing of metabolite-derived
atoms at high resolution into individual metabolites. This has
spurred the utilization of nonradioactive heavy isotope (most fre-
quently 13C or 15N)-labeled nutrients to examine intracellular
fluxes. These heavy isotopes can be followed and quantified into
individual intracellular metabolites using MS- or NMR-based tech-
niques [28]. Tracing/flux studies are a crucial tool for interpreting
differences in static metabolite profiles between different cells or
conditions that are generated by untargeted metabolomic
approaches. As such this technique has been applied in several
immunometabolic studies, such as those that have defined meta-
bolic fluxes in macrophages (tracing 13C-glucose [29] and 13C- and
15N-glutamine [13]), T cells (tracing 13C-acetate [30], serine [31],
glutamine, or glucose [18, 32]), ILC2s (tracing 13C-arginine
[25]), and DCs (tracing 13C-glucose [26]).
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3 Metabolomics as a Tool to Study Effects of Extracellular Metabolites
on Immune Cells

Apart from an important role for intracellular metabolites and
associated metabolic pathways in regulating the biology of immune
cells, it is also well appreciated that extracellular metabolites present
in the microenvironment of immune cells can greatly influence their
functional properties. In this respect extracellular metabolites can
affect immune cell function by acting as direct nutrients for these
cells or as signaling molecules. Some of these insights have been
gained from studies using metabolomics.

3.1 Metabolomics

as a Tool to Study

Effects of Extracellular

Nutrients on Immune

Cell Function

The nutrients available to immune cells in their microenvironment
are likely to dictate their functional properties. This can be particu-
larly relevant in situations where local nutrient availability has
become limiting. For instance, a recent study elegantly showed
that in a tumor microenvironment, tumor-infiltrating CD8+ T
cells are impaired in their function, due to insufficient availability
of glucose that has been depleted by highly glycolytic tumor cells
[33]. Moreover, lactic acid buildup as a result of high glycolytic
rates and subsequent acidosis in tumor microenvironments has also
been described to impair the function of pro-inflammatory immune
cells [34] as well as to foster Treg activity [35]. These studies
focused only on effects of single metabolites. It is to be expected
that unbiased extracellular metabolomics will help identifying addi-
tional metabolites that are depleted or accumulating in tumor
microenvironments that may further explain the poor effector
function of many immune cells present in tumors. Also in other
conditions, such as in highly inflamed lymph nodes or poorly
vascularized sites, it is likely that local nutrient levels can signifi-
cantly drop to the extent that it could have a negative functional
impact on immune cells. Conversely, exposure of immune cells to
very nutrient- or lipid-rich environments such as those found in
adipose tissues in obese individuals or atherosclerotic plaques can
also have a profound impact on immune cell function
[36–38]. However, an in-depth understanding of this metabolic
interaction between immune cells and their environment is still
missing, and extracellular metabolome analyses will become an
important tool in the coming years to fully uncover the complex
interplay between nutrient/metabolite availability and immune cell
function.

3.2 Metabolomics

as a Tool to Study

Effects of Extracellular

Signaling Metabolites

on Immune Cell

Function

The prototypical soluble mediators that mediate communication
between cells are a family of proteins called cytokines. However, in
addition to these proteins, various metabolites can also serve as
signaling molecules to immune cells. In this respect, the most
well-known family of metabolites that by interacting with G-
protein-coupled receptors (GPCRs) act as signaling molecules in
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paracrine or autocrine manner are the eicosanoids which are lipids
made by the enzymatic or nonenzymatic oxidation of arachidonic
acid or other C20-polyunsaturated fatty acids. Classic examples
include the prostaglandins, thromboxanes, leukotrienes, and resol-
vins that depending on the species involved promote pro- or anti-
inflammatory responses by immune cells. Major producers of these
lipid mediators are macrophages. In several studies MS-based meta-
bolomics has proven to be instrumental in generating a compre-
hensive picture of the eicosanoid profile produced by macrophages
under different inflammatory conditions both in vitro and in vivo
(reviewed by [39]).

Apart from host cell-derived metabolites, it is becoming
increasingly clear that our microbiota, especially a variety of intesti-
nal bacteria, produce metabolites that regulate various physiologi-
cal processes including the immune system of the host. In this
respect, one of the most well-studied groups of metabolites that
acts as signaling molecules on immune cells and has been shown to
play a crucial role in the proper development of a well-balanced
immune system is the short-chain fatty acids (SCFAs). SCFAs are
the products of digested fibers by certain microbial species in the
gut and have been shown to primarily promote anti-inflammatory
responses in immune cells, such as Treg responses, and as such have
been implicated in protection against various inflammatory diseases
[40, 41]. In two seminal studies, NMR-based [42] or MS-based
[43] comparative metabolomics were used to identify butyrate as
the main SCFA that could promote Tregs, illustrating how the use
of metabolomics has contributed to this field. Moreover, several
human studies have used NMR- and MS-based metabolome ana-
lyses to link butyrate concentrations in feces and other body fluids,
with changes in microbial composition, host immune responses,
and outcome of various diseases such as atopic dermatitis [44],
cancer [45], ulcerative colitis [46], and gout [47]. Similar metabo-
lomic approaches have been used to identify and track concentra-
tions of other immune modulatory microbiota-derived metabolites
and are recently reviewed in great detail elsewhere [48, 41].

Most signaling metabolites are recognized by immune cells via
metabolite-specific GPCRs. Interestingly, many putative GPCRs
are currently still orphan receptors, indicating that there are likely
several more still unidentified host- and/or commensal microbiota-
derived metabolites that could serve as signaling mediators and
thereby potentially direct immune cell function [40]. For these
kinds of studies, unbiased comparative “exo”-metabolomics will
be an important tool to identify some of these new signaling
metabolites [48].
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4 Metabolomics as a Tool for Identification of Biomarkers of Immune Responses

As most diseases are immune-driven or have at least an immuno-
logical component, there is currently great interest in identifying
reliable biomarkers that allow one to track the immune status of
diseased individuals. Such biomarkers can then be used as diagnos-
tic and/or prognostic markers for susceptibility, progression, and
outcome of immune-mediated diseases, which will provide essential
pieces of information for effective management of these diseases. In
this respect, metabolomic profiling using NMR spectroscopy of
biofluids is proven to be a highly promising approach for biomarker
identification as it is becoming clear that metabolite composition or
individual metabolites within biofluids can serve as reliable biomar-
kers for certain immune parameters in both infectious [49, 50] and
immune-mediated noninfectious diseases [51]. Moreover, a practi-
cal advantage is that it can be performed reliably on readily obtain-
able biofluids like urine, blood, and saliva, without the need for
acquisition of samples from diseased tissues that often requires
invasive techniques. Although the use of metabolomics as a tool
for biomarker identification of immune responses and immune-
mediated diseases is a recent development, it is likely to make
important contributions to this rapidly advancing field.

5 Future Perspectives

The recent appreciation that metabolism and immune responses are
tightly linked has spurred the use of MS- and NMR-based plat-
forms to quantitatively measure metabolic profiles in immunologi-
cal studies and is rapidly becoming part of the standard toolbox for
immunologists to study the immune system. Until now, most
studies in which metabolomics has been used to assess cellular
immunometabolism have employed MS-based platforms as these
currently have a higher sensitivity compared to NMR-based tech-
niques, making them better suited for studying immune cell metab-
olism of primary immune cells that are often only available in low
numbers. Conversely, NMR spectroscopy has been the primary
platform for analysis of biological samples used for biomarker iden-
tification and profiling, mostly because of the simplicity of sample
preparation that does not rely on prior separation of the analytes.
Moreover, the lower sensitivity of NMR spectrometry is less of an
issue for biofluids as these samples can often be obtained in larger
quantities. However, now with the development of NMR spectro-
meters with stronger magnets that result in higher resolution and
sensitivity of this platform, it is to be expected that this technique
will also be more implemented in cellular immunometabolomic
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studies. An important consideration is that due to the complexity of
the metabolome and the diverse properties of metabolites, no
single analytical platform can be applied to detect all metabolites
in a biological sample. Hence, integrated complementary platforms
will need to be used to reliably cover the full range of metabolites
present in biological samples [52].

With improved sensitivity of individual metabolomic platforms
as well as increasing integration of data from different metabolic
platforms, there is a strong need for well-defined computational
modeling pipelines to identify and correlate individual metabolites
or metabolic pathways to immunological parameters of interest.
Moreover, within the field of immunology as well as immunome-
tabolism, there is a growing trend to use systems biology, which
applies various unbiased “omics” approaches (such as proteomics,
transcriptomics, metabolomics), to address immunological and
immunometabolic questions. This makes the development of bio-
informatic tools that enable one to interpret as well as integrate
these kinds of complex data sets even more important. Recently, for
instance, a web-based tool for integrated analysis of steady-state
metabolomic and transcriptional data has been developed that
focuses on identification of the most changing metabolic networks
between two conditions of interest [53]. This has already proven to
be a valuable bioinformatic tool for studying macrophage metabo-
lism [13]. Bioinformatic pipelines such as this will be key to reveal
the full depth of metabolic information that is captured by these
different omics approaches. As such it is to be expected that in the
coming years, NMR- and MS-based metabolomic platforms in
conjunction with novel bioinformatic pipelines will further estab-
lish themselves as critical tools for unraveling the role of metabo-
lism in immune cell biology and identifying metabolic biomarkers
for immune responses and immune-related diseases.
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Chapter 3

LC-MS-Based Metabolomics of Biofluids Using All-Ion
Fragmentation (AIF) Acquisition

Romanas Chaleckis, Shama Naz, Isabel Meister, and Craig E. Wheelock

Abstract

Thefieldof liquid chromatography-mass spectrometry (LC-MS)-basednontargetedmetabolomicshas advanced
significantlyandcanprovideinformationonthousandsofcompounds inbiological samples.However,compound
identification remains a major challenge, which is crucial in interpreting the biological function of metabolites.
Herein, we present a LC-MSmethodusing the all-ion fragmentation (AIF) approach in combinationwith a data
processing method using an in-house spectral library. For the purposes of increasing accuracy in metabolite
annotation, up to four criteria are used: (1) accurate mass, (2) retention time, (3) MS/MS fragments, and
(4) product/precursor ion ratios. The relative standard deviation between ion ratios of a metabolite in a biofluid
vs. its analytical standard is used as an additional metric for confirming metabolite identity. Furthermore, we
include a scheme to distinguish co-eluting isobaric compounds. Our method enables database-dependent
targeted as well as nontargeted metabolomics analysis from the same data acquisition, while simultaneously
improving the accuracy inmetabolite identification to increase the quality of the resulting biological information.

Key words Metabolomics, Liquid chromatography-mass spectrometry (LC-MS), All-ion fragmenta-
tion (AIF), Metabolite annotation
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1 Introduction

Mass spectrometry (MS)-based metabolomics has been used exten-
sively to investigate biological processes and perform biomarker
discovery work [1, 2]. In addition, it is considered an important
part of precision medicine initiatives [3]. However, metabolite
annotation is still a major challenge and significant bottleneck in
translating metabolomics data into biochemical context [4, 5]. Fol-
lowing the identification criteria proposed by the Metabolomics
Standard Initiative (MSI), the highest level of metabolite identifi-
cation is based upon matching two or more orthogonal properties
[e.g., accurate mass (AM), retention time (RT)/index, isotopic
pattern, MS/MS spectrum] of an authentic reference standard
analyzed under the same condition as the metabolite of interest [6].

Liquid chromatography-mass spectrometry (LC-MS) is one of
the most commonly applied techniques in the field of metabolo-
mics, offering high sensitivity and wide metabolite coverage [7]. In
LC-MS-based nontargeted metabolomics approaches, metabolites
are generally reported based on AM and RT matching; however,
these criteria are often insufficient to conclusively identify a metab-
olite due to co-elution and/or the presence of metabolites of
similar m/z and molecular formula. Accordingly, these data are
frequently complemented with MS/MS spectra to increase the
certainty in the identification of metabolites of interest. While
useful, this approach relies heavily upon the use of spectral data-
bases to confirm metabolite structure. The number and quality of
spectral databases has steadily increased, improving the confidence
in metabolite identification; however, additional resources and
efforts are needed for comprehensive structural confirmation.

Herein, we describe a LC-MS metabolomics method using an
all-ion fragmentation (AIF) approach. An AIF experiment uses the
low-energy collision-induced dissociation (CID) to acquire precur-
sor ion mass spectra, whereas the high-energy CID is used to obtain
product ion information by tandem mass spectrometry [8]. In the
subsequent data analysis, extracted ion chromatograms (EIC) from
any precursor or associated product ions of interest are extracted
from the low- or high-energy scan data. One EIC is chosen for
relative quantification (the quantifier ion) of the metabolite, and
further product ions from the same compound are used as qualifier
ions. This approach has the advantage of simultaneously acquiring
extensive fragmentation data on the sample, which can then be
searched against spectral databases for MS/MS-based confirma-
tion. For the purposes of the reported method, an in-house spectral
database was constructed using commercially available analytical
standards [9].

To further increase the metabolite identification specificity,
the product/precursor ion ratio was calculated, and the % relative
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error was calculated between each analytical standard and the
corresponding compound in the biological matrix. The use of
specific quantifier and qualifier ions is also used to distinguish
co-eluting isobaric compounds. The described data acquisition
strategy enables a simultaneous combination of database-
dependent targeted and nontargeted metabolomics in combination
with improved accuracy in metabolite identification, thus increas-
ing the quality of the biological information acquired in a metabo-
lomics experiment.

2 Materials

2.1 Samples 1. Plasma and/or serum samples kept at �80 �C until the day of
analysis (see Note 1).

2. Urine samples kept at �80 �C until the day of analysis.

2.2 Chemicals

and Standards

The analytical standards for the construction and expansion of the
compound spectral database, as well as the internal standards, can
be purchased from Sigma-Aldrich (St. Louis, USA), Cayman
Chemical Company (Michigan, USA), Toronto Research Chemi-
cals (Ontario, Canada), Zhejiang Ontores Biotechnologies Co.,
Ltd. (Zhejiang, China), and Avanti Polar Lipids, Inc. (Alabama,
USA) depending upon availability. The standards are prepared at
1 mM concentrations in the appropriate solvent for dissolution,
stored at �20 �C, and diluted appropriately on the day of analysis.

2.3 Solutions

and Solvents

All solutions are prepared at room temperature (25 �C) using
LC-MS grade solvents and analytical grade reagents.

1. ESI-low concentration tuning mix (Agilent Technologies,
Santa Clara, USA) for calibrating the TOF-MS: For 100 mL
of solution, mix 10 mL of ESI-low concentration tuning mix,
85.5 mL acetonitrile (ACN), 4.5 mL water, and 3 μL HP-321
(Agilent Technologies, Santa Clara, USA).

2. An internal lock mass mixture (Agilent Technologies, Santa
Clara, USA) for continuous mass calibration during data acqui-
sition: For 500 mL of solution, mix 475 mL ACN, 25 mL
water, 0.2 mL purine [5 mM in (9:1, v/v) ACN/water], and
0.5 mL of HP-0921 [2.5 mM in (9:1, v/v) ACN/water].

3. Solvents for hydrophilic interaction liquid chromatography
(HILIC).

Solvent A (water with 0.1% formic acid): prepare by adding
1 mL formic acid to 1 L of water.

Solvent B (ACN with 0.1% formic acid): prepare by adding
1 mL formic acid to 1 L of ACN.

4. Solvents for the reversed phase (RP) chromatography.
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Solvent A (water with 0.1% formic acid): prepare by adding
1 mL formic acid to 1 L of water.

Solvent B [(90:10, v/v) 2-propanol:ACN]: prepare by add-
ing 1 mL formic acid to 1 L of (90:10, v/v) 2-propanol:ACN.

5. A methanol (MeOH) crash solution for plasma/serum metab-
olite extraction or urine nonpolar metabolite extraction con-
taining internal standards (Table 1) (see Note 2).

6. An ACN crash solution for urine polar metabolite extraction
containing internal standards (Table 1) (see Note 2).

2.4 LC-MS System 1. Ultrahigh performance liquid chromatography (UHPLC)
1290 Infinity II system (including in-line filter 0.3 μm, Agilent
Technologies, Santa Clara, USA) with 1260 Infinity II isocratic
pump (including 1:100 splitter) coupled to a 6550 iFunnel
quadrupole-time of flight (Q-TOF) mass spectrometer with a
dual AJS electrospray ionization source (Agilent Technologies,
Santa Clara, USA).

2. For separation of polar metabolites, HILIC SeQuant® ZIC®-
HILIC column (100 mm � 2.1 mm, 100 Å, 3.5 μm particle
size, Merck, Darmstadt, Germany) coupled to a guard column
(2.1 mm � 2 mm, 3.5 μm particle size, Merck, Darmstadt,
Germany).

3. For separation of nonpolar metabolites, reversed phase
(RP) Zorbax Eclipse Plus C18, RRHD column
(100 mm� 2.1 mm, 1.8 μm particle size, Agilent Technologies,
Santa Clara, USA) coupled to a guard column (5 mm � 2 mm,
1.8 μm Agilent Technologies, Santa Clara, USA).

2.5 Software 1. Agilent MassHunter Acquisition for Q-TOF (version B.06.01,
Agilent Technologies, Santa Clara, USA) for acquiring
the data.

2. Agilent PCDL (version B.07.00, Agilent Technologies, Santa
Clara, USA) for managing the compound database (AM, RT,
and MS/MS spectra).

3. Agilent MassHunter TOF-Quant software (version B.07.00,
Agilent Technologies, Santa Clara, USA) for construction of
the data processing method and processing the acquired data
for targeted metabolite screening.

2.6 Other

Equipments

1. Pipettes and tips (2–20, 20–200, 100–1000, 500–5000 μL).
2. Specific gravity refractometer (Atago, Tokyo, Japan).

3. Eppendorf 1.5 mL tubes.

4. Vortex mixer.

5. Pyrex measuring cylinders (100 mL, 1000 mL).
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6. Centrifuge.

7. Evaporator-concentrator.

8. HPLC vials (fixed insert 300 μL amber, Agilent Technologies,
Santa Clara, USA) and screw caps (Agilent Technologies, Santa
Clara, USA).

3 Methods

3.1 Processing

of Plasma/Serum

Samples

1. Thaw the samples on ice (~1 h, depending on volume), fol-
lowed by vortexing for 30 s.

2. Place 150 μL of plasma or serum sample in a 1.5 mL Eppendorf
tube (see Note 3).

3. Add 450 μL of ice-cold MeOH crash solution (sample/solvent
1:3, v/v) (see Note 4).

4. Vortex 10 s.

5. Centrifuge the sample to pellet the precipitate (13,000 � g,
10 min, 4 �C).

6. Transfer 70 μL of the supernatant containing extracted meta-
bolites to a new 1.5 mL Eppendorf tube (see Note 5).

7. Evaporate the samples using an evaporator-concentrator. Set
temperature at 30 �C, and dry for 45 min (drying time will vary
depending on unit/volume) (see Note 6).

8. Reconstitute the evaporated samples on the day of the analysis
in 50 μL (8:2, v/v) ACN/water for HILIC and 50 μL MeOH
for RP metabolomics.

9. Centrifuge the reconstituted samples (13,000 � g, 2 min,
4 �C).

10. Transfer 35 μL to HPLC vial for analysis (see Note 7).

3.2 Processing

of Urine Samples

1. Thaw the samples on ice (~1 h, depending on volume).

2. Vortex 30 s.

3. Centrifuge the sample (13,000 � g, 10 min, 4 �C), and use the
supernatant in the following steps.

4. Measure the specific gravity by pipetting 100 μL of urine on the
specific gravity refractometer (see Note 8).

5. Normalize all the urine samples to the sample with the lowest
measured specific gravity using LC-MS grade water [10] (see
Note 9).

6. Place 20 μL of normalized urine sample in a 1.5 mL
Eppendorf tube.

7. Add 180 μL of crash solution containing internal standards
(sample/solvent 1:9, v/v).
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8. Vortex 5 s.

9. Centrifuge the sample (13,000 � g, 10 min, 4 �C).

10. Transfer 40 μL of supernatant to HPLC vial for analysis (see
Note 10).

3.3 LC Parameters To obtain consistently high-quality data, regularly inspect and
maintain the system (see Note 11).

1. Maintain the samples in the autosampler module at 10 �C (see
Note 12).

2. Injection volume 2 μL (injection loop 20 μL) (see Note 13).

3. The mobile phase gradient for both HILIC and RP chromatog-
raphy is presented in Tables 2 and 3, respectively (see Note 14).

Table 2
Gradient settings for HILIC chromatography

Time (min) Solvent A (%) Solvent B (%)

0 5 95

1.5 5 95

12 60 40

14 60 40

14.2 75 25

17 75 25

18 5 95

25 5 95

Table 3
Gradient settings for RP chromatography

Time (min) Solvent A (%) Solvent B (%)

0 95 5

3 95 5

5 70 30

18.5 2 98

20 2 98

20.5 95 5

25 95 5
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4. The mobile phase gradient flow rate is 0.3 mL/min for HILIC
(see Note 15) and 0.4 mL/min for RP (see Note 16).

5. The column oven temperature is maintained at 25 �C for
HILIC chromatography and 50 �C for RP chromatography.

3.4 MS Parameters 1. Tune the MS system before each project using the ESI-low
concentration tuning mix solution.

2. The internal lock mass mixture is constantly infused at a flow
rate of 1 mL/min using an isocratic pump (split ESI spray/
return to the stock bottle 1:100; see Note 17) together with
the LC eluent for constant mass correction. Positive ionization
mode: purine ([MþH]+ m/z 121.0509), HP-0921 ([MþH]+

m/z 922.0098). Negative ionization mode: purine ([M�H]�

m/z 119.0363), HP-0921 ([MþCOOH]� m/z 966.0007).
Use a detection window of 100 ppm and minimum height of
1000 counts.

3. Set the sheath and drying gas (nitrogen purity &gt; 99.999%)
flows to 8 L/min and 15 L/min, respectively. Set the tempera-
ture of the drying and sheath gas at 250 �C, with the nebulizer
pressure at 35 psig. Set the voltages for positive and negative
ionization modes at þ3000 V and �3000 V, respectively.

4. Set the fragmentor voltages to 380 V at 0 eV, 185 V at 10 eV,
and 410 V at 30 eV.

5. Acquire the data in centroid mode with a mass range of
40–1200 m/z for HILIC and 40–1200 m/z for RP.

6. Perform MS acquisition in AIF mode, where full-scan high-
resolution data are acquired at three alternating collision ener-
gies (0 eV – full scan, 10 eV, and 30 eV) (see Note 18).

7. Set the data acquisition rate at six scans/s.

3.5 Data Processing

and Metabolite

Identification

A data processing method for database-dependent metabolite
screening was constructed in the Agilent TOF-Quant software
(version B.07.00, Agilent Technologies, seeNote 19) using precur-
sor and product ion information. The manually constructed data
processing method is useful in improving metabolite identification
as well as deconvoluting isobaric compounds. A list of 413 com-
pounds with AM, RT (HILIC and RP chromatography), fragmen-
tation, and ions ratios is provided in Naz et al. [9]. The level of
confidence in the identification is reflected by the ranking: Rank
1, AM and RT; Rank 2, AM, RT, and MS/MS; and Rank 3, AM,
RT, MS/MS, and ion ratio. Of the 413 compounds, 229 metabo-
lites (Rank 1, 40; Rank 2, 86; Rank 3, 99) were detected in plasma.
The steps for adding a compound to the data processing method
are explained using the example of N-acetylcarnosine (Fig. 1).

1. Inject and measure appropriately diluted analytical standards
using HILIC and/or RP chromatography in positive and/or
negative ionization modes.

52 Romanas Chaleckis et al.



Fig. 1 Metabolite identification with MS/MS fragments and ion ratio confirmation using all-ion fragmentation
(AIF) data. (a) N-acetylcarnosine spectra obtained from an analytical standard (HILIC column, positive
ionization mode) at 0 eV (upper panel), 10 eV (middle panel), 30 eV (lower panel). (b) N-acetylcarnosine
spectra obtained in plasma (HILIC column, positive ionization mode) at the elution time of 8.37 min at 0 eV
(upper panel), 10 eV (middle panel), 30 eV (lower panel). (c) Extracted ion chromatograms of N-acetylcarno-
sine precursor and MS/MS product ions overlaid in standard (left panel) and plasma (right panel). (d) Ion ratios
based on the peak areas in standard and plasma samples and the respective relative errors
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2. Characterize the analytical standard to obtain the precursor ion
m/z and the retention time (RT) from the 0 eV scan. In the
example of N-acetylcarnosine, the [MþH]+ precursor ion is
detected at m/z 269.1244 and RT 8.37 min (Fig. 1a upper
panel).

3. When possible, select more than two product ions (from 10 to
30 eV scans; see Note 20) for each compound (as unique as
possible), and calculate their ratios with the precursor ion. In
the example of N-acetylcarnosine, three product ions can be
observed:m/z 110.0713 at 30 eV,m/z 156.0768 at 10 eV, and
m/z 251.1139 at 10 eV (Fig. 1a middle and lower panels). For
isobaric compounds, a compound-specific highly abundant
product ion is selected as the precursor ion. An example for
deconvoluting isobaric compounds is shown in Fig. 2.

4. For each metabolite, merge the quantifier ion (precursor ion),
qualifier ion(s) (product ions), their relative ion ratios, and RTs
into the data processing method. Use a mass error of 20 ppm,
Gaussian smoothing width of nine points, and a RT window
of 10%.

5. The compound identification is then ranked based on the
matching of the identification criteria as described above. In
the example of N-acetylcarnosine (Fig. 1c, d), it is a Rank
3 compound in plasma sample (see Note 21).

6. After data processing, the quantifier ion peak area of each
identified metabolite is exported in a .csv file format to be
further used for statistical analysis.

3.6 Nontargeted

Metabolomics Data

Processing

With the presented AIF approach, data can be processed for tar-
geted metabolite screening as described above, while at the same
time also enabling nontargeted metabolomics analysis with the
data collected at 0 eV (full scan) (Fig. 3). The workflow below
can be used as a starting point from nontargeted to targeted
metabolomics.

1. Process the data: Detect masses, build (perform smoothing if
needed) and deconvolute chromatograms, remove isotopic
peaks, align the peaks to obtain a feature list for the experiment
(see Note 22).

2. Analyze the data to identify relevant peaks/features.

3. Perform database search to obtain candidate compounds, and
if MS/MS spectra are available, search for fragments in the
10 eV and 30 eV scans (see Note 23).

4. Acquire an analytical standard, and add it to the database-
dependent data processing method as described in
Subheading 3.5.
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4 Notes

1. While beyond the scope of the current protocol, sample collec-
tion and processing procedures are vital for data quality.

2. Compounds can be excluded/included as well as concentra-
tions adjusted as required by the metabolomics experiment.

Fig. 2 Improving selectivity for co-eluting isobaric compounds using all-ion fragmentation (AIF) data. (a)
Standards of 1-, 3-, and 7-methylxanthines (HILIC method, positive ionization mode) have very close retention
times for the precursor [MþH]+ ion at 0 eV (first column). However, each of the methylxanthines has a distinct
product ion at 30 eV, m/z 110.0349, m/z 149.0458, and m/z 150.0298 for 1-, 3-, and 7-methylxanthines,
respectively (second to fourth columns). (b) In plasma (HILIC column, positive ionization mode), the precursor
ion for methylxanthines [MþH]+ m/z 167.0564 is detected at 2.7 min, 0 eV (first column). In the 30 eV scans,
product ion for 1-methylxanthine (m/z 110.0349, second column) and 7-methylxanthine (a low level of m/z
150.0298, fourth column), but no product ion for 3-methylxanthine, is observed, consistent with the literature
[11]. Integration of the specific fragment ions enables the relative quantification of each co-eluting isobaric
metabolite
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3. This volume can be adjusted depending upon how many ali-
quots are needed (e.g., 100 μL are sufficient for four aliquots).

4. Crash solution containing standards should be stored at
�80 �C until needed.

5. A maximum of six 70 μL aliquots can be obtained from 150 μL
plasma or serum sample.

6. If required, the sample can be stored after this step at �80 �C.

7. Sometimes after reconstitution, a precipitate may form; avoid
transferring it to the HPLC vial.

8. Wipe off the prism with lint-free tissue between measurements.

9. Create a dilution scheme by using the urine sample with high-
est specific gravity and subsequent 2-, 5-, 10-, and 50-fold
dilutions.

AIF-based metabolomics

3 sequential 
experiments

Full scan @   0eV
Full scan @ 10eV
Full scan @ 30eV

0eV

10eV
30eV

Targeted metabolite screening 
(database-dependent metabolite

screening)
Non-targeted metabolite 

profiling

Process data 
to a feature list (m/z and RT) 

using XCMS, MZmine, Profinder

Data analysis
-Uni- and multivariate statistics

-Database search

Tentative metabolite identification
based on MS/MS in 10eV and 30eV 

scans

Acquire analytical standard

Characterize analytical standard
-m/z and RT

-MS/MS and ion ratios

Data processing method
-Precursor ion as quantifier
-Product ions as qualifiers

Metabolite identification
Rank 1: m/z and RT
Rank 2: m/z, RT and MS/MS
Rank 3: m/z, RT, MS/MS and 

ion ratios

Fig. 3 Proposed workflow that can be used as a starting point from nontargeted to targeted metabolomics
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10. Sometimes after adding crash solution, a precipitate (very little)
may form; avoid transferring it to HPLC vial. A maximum of
four 40 μL aliquots can be obtained from 20 μL urine sample.

11. Before running a new project, we recommend to clean the
autosampler needle, change the in-line filter, and prepare
fresh solvents.

12. For the strong needle wash, the current method uses ACN/-
water ratios of 9:1(v/v) and 1:9 (v/v) for HILIC and RP
chromatographic methods, respectively.

13. The draw speed for the syringe is 100 μL/min, the eject speed
is 400 μL/min, and the wait time after the draw is 1–2 s.

14. For the seal wash of the pumps, use (9:1, v/v) water/MeOH.

15. Expected back pressure at initial conditions 65–70 bars.

16. Expected back pressure at initial conditions 365 bars.

17. Expected back pressure ~23 bars.

18. To increase sensitivity, use two instead of three alternating
scans (e.g., 0 eV and 10 eV).

19. Alternatively, other metabolomics packages such as MS-DIAL
[12] can be adopted to the workflow.

20. Alternative energies can be used if desired.

21. We consider compounds confirmed by ion ratio if the % relative
error of ion ratio (peak area) for at least one product/product
pair is <25%.

22. The parameters for data processing (mass detection, deconvo-
lution, smoothing, etc.) are project and matrix dependent.

23. A list with a short description of online metabolomics data-
bases is available under http://metabolomicssociety.org/res
ources/metabolomics-databases.
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Chapter 4

Lipid Mediator Metabolomics Via LC-MS/MS Profiling
and Analysis

Jesmond Dalli, Romain A. Colas, Mary E. Walker, and Charles N. Serhan

Abstract

Solid-phase extraction coupled with liquid chromatography tandem mass spectrometry provides a robust
and sensitive approach for the identification and quantitation of specialized pro-resolving mediators
(lipoxins, resolvins, protectins, and maresins), their pathway markers and the classic eicosanoids. Here,
we provide a detailed description of the methodologies employed for the extraction of these mediators from
biological systems, setup of the instrumentation, sample processing, and then the procedures followed for
their identification and quantitation.

Key words Lipid mediator metabololipidomics, Flux analysis, Eicosanoids, Resolvin, Protectin,
Maresin, Profiling, Liquid chromatography-tandem mass spectrometry

1 Introduction

The role of lipid mediators in regulating distinct aspects of the
body’s functions in humans and experimental systems is well
appreciated [1–4]. In this chapter, we shall detail the methodol-
ogies pioneered in the Serhan laboratory to obtain a snapshot of
the dynamic pathways for the four major bioactive metabolomes
that include the arachidonic acid, eicosapentaenoic acid, and doc-
osahexaenoic acid metabolomes [5–12]. These methodologies
provide insights into mechanisms activated during inflammation
as well as new leads into underlying causes of disease by measur-
ing the flux down each of the major bioactive metabolomes
[5–11]. The methodologies that will be discussed herein employ
C18-based extraction (Fig. 1) to enrich for lipid mediators in
biological systems. These are then coupled with reversed-phase
liquid chromatography electrospray tandem mass spectrometry
that allows for the separation, identification, and quantitation of
these molecules [6, 10] (Figs. 2 and 3). Given that the structures
of these mediators are conserved throughout evolution, these
methodologies are applicable to biological material from

Martin Giera (ed.), Clinical Metabolomics: Methods and Protocols, Methods in Molecular Biology, vol. 1730,
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experimental systems such as tunicates [13], mice [5, 7], and
baboons [9] as well as humans [6, 8, 11, 14, 15]. Thus, they
facilitate the direct translation of findings made in experimental
systems to humans and vice versa.

Protein precipitation 

Addition of Deuterated 
Internal Standards in 

MeOH

45 min at -20°C to allow 
protein precipitation 

Solid Phase Extraction Auto-extractor (C18) 

C
onditioning

C
onditioning

Loading

W
ashing 

W
ashing 

E
luting

H2O H2OSample MFHexane

Waste 

61 2 3 4 5

Automated
Evaporation

MF evaporation 
using N2

Suspend in 
phase

Fig. 1 Sample preparation. Tissues from various origins (human or animal tissues or fluids, mice, planaria, cell
culture, etc.) should be homogenized in ice-cold MeOH containing deuterated internal standards. Samples
should always be kept on ice to prevent mediator isomerization. For biological fluids 4 volumes of methanol
should be added to the samples. Homogenized tissues and biological fluids should then be kept at �20 �C for
45 min to allow for protein precipitation. Samples should then be centrifuged and supernatant collected and
acidified to pH 3.5 with HCl prior to solid-phase extraction. The eluting fraction containing the bioactive lipid
mediators is dried under a gentle flux of nitrogen (N2) and resuspended in phase prior injection. MeOH
methanol, H2O water, MF methyl formate, N2 nitrogen
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2 Materials

All solvents should be LC-MS or analytical grade. All stocks should
be handled using zero dead volume Hamilton syringes. Ensure that
the Hamilton syringes are appropriately cleaned using isopropanol
and methanol; this should be done by aliquoting at least 20 syringe
volumes with each solvent. Please note that these compounds are
sensitive to light, oxygen, and heat. They should be stored at
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Fig. 2 Schematic of instrument setup for mediator identification. Samples in phase are injected using a HPLC-
MS-MS system; no more than 40 μL should be injected. LC liquid chromatography, RP reverse phase, MeOH
methanol, ESI electron spay ionization, m/z mass to charge ratio, MRM multiple reaction monitoring, EPI
enhanced product ion
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�20 �C or �80 �C, and exposure to light should be minimized.
Each time the stock is used, purge the vial with a gentle stream of
nitrogen very briefly before closing it to prevent oxidative degrada-
tion. DO NOT use these compounds with DMSO because the
SPM is sensitive to isomerization and oxidation in this solvent.
Please seeNotes 1–9 in the notes section for important precautions
to be taken in handling lipid mediators and materials.

2.1 Sample

Preparation and Solid-

Phase Extraction

1. Methanol (MeOH) is used for protein precipitation and sample
extraction as well as solid-phase extraction (SPE) cartridge
equilibration.

2. For washing of SPE cartridges, use n-hexane.

3. Methyl formate is used as SPE elution solvent.

4. Isolute 500 mg/3 mL C18 SPE columns are used (Biotage).

5. Deuterium-labelled internal standards used for quantification
can be found in Table 1.

Database
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Fig. 3 Lipid mediator identification and quantification. Identification of bioactive LM is performed by matching
retention time (RT) and at least six diagnostic ions from the MS-MS spectrum with those of synthetic or
authentic standards for each mediator. Quantitation is achieved using linear regression curves that are
constructed using synthetic or authentic standards for each mediator of interest. Interrelationship(s) for
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multivariate analysis. LM lipid mediator, RT retention time, AUC area under the curve, PCA principal
component analysis, PLS-DA partial least square-discriminant analysis, OPLS-DA orthogonal partial least
square-discriminant analysis
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2.2 Liquid

Chromatography

Tandem Mass

Spectrometry

1. Water containing 0.01% acetic acid is used as solvent A.

2. MeOH containing 0.01% acetic acid is used as solvent B.

3. LC-MS standards (see Tables 2, 3, 4, and 5).

4. A Poroshell 120 EC-18 4.6 mm � 100 mm � 2.7 μm reversed-
phase column is employed (Agilent).

3 Methods

3.1 Preparing

Standard Mixes

for Internal Standards

and Standard Curves

3.1.1 Determining

the Concentration

of Synthetic Material

1. Blank the UV spectrophotometer using the solvent of interest.

2. Aliquot a known volume of the stock using a Hamilton syringe.

3. Measure the UV absorbance ensuring that a characteristic chro-
mophore is observed for the molecule of interest (i.e., diene,
triene, or tetraene) [6].

4. Calculate absorption using a three-point dropline.

5. Calculate concentration using the Beer-Lambert law.
Concentration ¼ absorbance/extinction coefficient*dilution
(see Table 6 for λmax

MEOH and extinction coefficients for each
conjugated double-bond system).

3.2 Tuning of the LC-

MS-MS for Lipid

Mediator Profiling

1. Using synthetic standards, first tune the probe position to maxi-
mize signal.

2. Next, adjust electrode position.

3. Afterward, in the instrument parameter window, adjust curtain
gas, collisionally activated dissociation (CAD) gas, electrode

Table 1
List of deuterated internal standards, their complete stereochemistries, and source

Abbreviation Trivial name Full stereochemistry Source

5S-HETE-d8 Deuterium-labelled
5S-HETE

5S-hydroxy-eicosa-6E,8Z,11Z,
14Z-tetraenoic-5,6,8,9,11,12,
14,15-d8 acid

Cayman Chemical

LTB4-d4 Deuterium-labelled
leukotriene B4

5S,12R-dihydroxy-eicosa-6Z,8E,
10E,14Z-tetraenoic-6,7,14,15-d4 acid

Cayman Chemical

LXA4-d5 Deuterium-labelled
lipoxin A4

5S,6R,15S-trihydroxy-eicosa-7E,9E,11Z,
13E-tetraenoic-19,19,20,20,20-d5 acid

Cayman Chemical

RvD2-d5 Deuterium-labelled
resolvin D2

7S,16R,17S-trihydroxy-docosa-
4Z,8E,10Z,12E,14E,19Z-hexaenoic-
21,21,22,22,22-d5 acid

Cayman Chemical

PGE2-d4 Deuterium-labelled
prostaglandin E2

9-oxo-11α,15S-dihydroxy-prosta-
5Z,13E-dien-1-oic-3,3,4,4-d4 acid

Cayman Chemical
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voltage, source temperature, and the source gases one at a time
to identify optimal source settings.

4. Subsequently tune the compound parameters (declustering
potential, entrance potential, collision energy, and collision cell
exit potential) for each compound and for each transition.

5. It is suggested that for each compound (both pathway markers
and mediators) at least two transitions are used.

3.3 Automated Lipid

Mediator Extraction

3.3.1 Sample

Preparation (Fig. 1)

1. Ensure that samples have not been freeze-thawed; fresh sam-
ples are preferred.

2. For frozen samples allow to defrost on ice.

3. For tissues dissociate gently in ice-cold MeOH ensuring that
the samples remain cold throughout the process.

Table 2
List of arachidonic acid metabolome, their complete stereochemistries, and source

Abbreviation Trivial name Full stereochemistry Source

AA Arachidonic acid eicosa-5Z,8Z,11Z,14Z-
tetraenoic acid

Cayman Chemical

PGD2 Prostaglandin D2 9α,15S-dihydroxy-11-oxo-prosta-5Z,
13E-dien-1-oic acid

Cayman Chemical

PGE2 Prostaglandin E2 9-oxo-11α,15S-dihydroxy-prosta-5Z,
13E-dien-1-oic acid

Cayman Chemical

PGF2a Prostaglandin F2a 9α,11α,15S-trihydroxy-prosta-5Z,
13E-dien-1-oic acid

Cayman Chemical

TxB2 Thromboxane B2 9α,11,15S-trihydroxy-thromba-5Z,
13E-dien-1-oic acid

Cayman Chemical

LTB4 Leukotriene B4 5S,12R-dihydroxy-eicosa-6Z,8E,10E,
14Z-tetraenoic acid

Cayman Chemical

LXA4 Lipoxin A4 5S,6R,15S-trihydroxy-eicosa-7E,9E,
11Z,13E-tetraenoic acid

Cayman Chemical

LXB4 Lipoxin B4 5S,14R,15S-trihydroxy-eicosa-6E,8Z,
10E,12E-tetraenoic acid

Cayman Chemical

15-HETE 15S-hydroxy-eicosa-5Z,8Z,11Z,
13E-tetraenoic acid

Cayman Chemical

12-HETE 12-hydroxy-eicosa-5Z,8Z,10E,
14Z-tetraenoic acid

Cayman Chemical

5-HETE 5S-hydroxy-eicosa-6E,8Z,11Z,
14Z-tetraenoic acid

Cayman Chemical

Δ6-trans-LTB4 Δ6-trans-
leukotriene B4

5S,12R-dihydroxy-eicosa-6E,8E,
10E,14Z-tetraenoic acid

Cayman Chemical

5S,12S-diHETE 5S,12S-dihydroxy-eicosa-6E,8E,
10E,14Z-tetraenoic acid

Biogenic Synthesis
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Table 3
List of eicosapentaenoic acid metabolome, their complete stereochemistries, and source

Abbreviation Trivial name Full stereochemistry

EPA eicosa-5Z,8Z,11Z,14Z,
17Z-pentaenoic acid

Cayman Chemical

RvE1 Resolvin E1 5S,12R,18R-trihydroxy-eicosa-
6Z,8E,10E,14Z,16E-pentaenoic acid

Cayman Chemical

RvE2 Resolvin E2 5S,18R-dihydroxy-eicosa-
6Z,8E,11E,14E,16Z-pentaenoic acid

Biogenic Synthesis

RvE3 Resolvin E3 17R,18R/S-dihydroxy-eicosa-
5Z,8Z,11Z,13E,15E-pentaenoic acid

Custom Synthesis (Dr Makoto
Arita, Riken Institute Japan)

18-HEPE 18-hydroxy-eicosa-
5Z,8Z,11Z,14Z,16E-pentaenoic acid

Cayman Chemical

15-HEPE 15-hydroxy-eicosa-
5Z,8Z,11Z,13E,17Z-pentaenoic acid

Cayman Chemical

12-HEPE 12-hydroxy-eicosa-
5Z,8Z,10E,14Z,17Z-pentaenoic acid

Cayman Chemical

5-HEPE 5-hydroxy-eicosa-6E,8Z,11Z,14Z,
17Z-pentaenoic acid

Cayman Chemical

Table 4
List of docosahexaenoic acid metabolome, their complete stereochemistries, and source

Abbreviation Trivial name Full stereochemistry

DHA docosa-4Z,7Z,10Z,13Z,16Z,
19Z-hexaenoic acid

Cayman Chemical

RvD1 Resolvin D1 7S,8R,17S-trihydroxy-docosa-
4Z,9E,11E,13Z,15E,
19Z-hexaenoic acid

Cayman Chemical

RvD2 Resolvin D2 7S,16R,17S-trihydroxy-docosa-
4Z,8E,10Z,12E,14E,
19Z-hexaenoic acid

Cayman Chemical

RvD3 Resolvin D3 4S,7R,17S-trihydroxy-docosa-
5Z,7E,9E,13Z,15E,
19Z-hexaenoic acid

Cayman Chemical

RvD4 Resolvin D4 4S,5R,17S-trihydroxy-docosa-
6E,8E,10Z,13Z,15E,
19Z-hexaenoic acid

Custom Synthesis
(Dr Charles Serhan

RvD5 Resolvin D5 7S,17S-dihydroxy-docosa-
4Z,8E,10Z,13Z,
15E,19Z-hexaenoic acid

Cayman Chemical

(continued)
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Table 4
(continued)

Abbreviation Trivial name Full stereochemistry

RvD6 Resolvin D6 4S,17S-dihydroxy-docosa-
5E,7Z,10Z,13Z,
15E,19Z-hexaenoic acid

Biogenic Synthesis

MaR1 Maresin 1 7R,14S-dihydroxy-docosa-
4Z,8E,10E,12Z,
16Z,19Z-hexaenoic acid

Cayman Chemical

4S,14S-
diHDHA

4S,14S-dihydroxy-docosa-
5Z,7E,10E,12Z,
16E,19E-hexaenoic acid

Biogenic Synthesis

7S,14S-
diHDHA

7S,14S-dihydroxy-docosa-
4Z,8E,10E,12Z,
16E,19E-hexaenoic acid

Biogenic Synthesis

PD1 Protectin D1 10R,17S-dihydroxy-docosa-
4Z,7Z,11E,13E,
15Z,19Z-hexaenoic acid

Custom Synthesis
(Dr Charles Serhan)

10S,17S-
diHDHA

Protectin Dx 10S,17S-dihydroxy-docosa-
4Z,7Z,11E,13Z,
15E,19Z-hexaenoic acid

Cayman Chemical

22-OH-PD1 22-OH-protectin
D1

10R,17S,20-trihydroxy-docosa-
4Z,7Z,11E,13E,15Z,
19Z-hexaenoic acid

Custom Synthesis
(Dr Trond
V. Hansen, University of
Oslo)

17-HDHA 17-hydroxy-docosa-
4Z,7Z,10Z,13Z,15E,
19Z-hexaenoic acid

Cayman Chemical

14-HDHA 14S-hydroxy-docosa-
4Z,7Z,10Z,12E,16Z,
19Z-hexaenoic acid

Cayman Chemical

13-HDHA 13-hydroxy-docosa-
4Z,7Z,10Z,14E,16Z,
19Z-hexaenoic acid

Cayman Chemical

7-HDHA 7-hydroxy-docosa-
4Z,8E,10Z,13Z,16Z,
19Z-hexaenoic acid

Cayman Chemical

4-HDHA 4-hydroxy-docosa-
5E,7Z,10Z,13Z,16Z,
19Z-hexaenoic acid

Cayman Chemical
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4. For liquid samples (e.g., cell culture preparations and plasma)
add four equal volumes of ice-cold methanol containing
deuterium-labelled internal standards to each sample.

5. Place at �20 �C for 45 min to allow for protein precipitation.

6. Centrifuge samples at 2000 � g for 10 min at 4 �C.

7. Collect supernatant.

8. Transfer tubes to TurboVap Evaporator.

9. Ensure that the water bath is set to 37 �C.

10. Turn nitrogen feed on and set the flow rate to no more than
15 psi.

11. Ensure that the lid is closed.

12. Methanol volume should be evaporated to less than 1 mL
using a steady nitrogen stream.

Table 5
List of aspirin-triggered mediators, their complete stereochemistries, and source

Abbreviation Trivial name Full stereochemistry

AT-LXA4 Aspirin-triggered
lipoxin A4

5S,6R,15R-trihydroxy-eicosa-
7E,9E,11Z,13E-tetraenoic acid

Cayman Chemical

AT-LXB4 Aspirin-triggered
lipoxin B4

5S,14R,15R-trihydroxy-eicosa-
6E,8Z,10E,12E-tetraenoic acid

Cayman Chemical

AT-RvD1 Aspirin-triggered
resolvin D1

7S,8R,17R-trihydroxy-docosa-
4Z,9E,11E,13Z,15E,19Z-hexaenoic acid

Cayman Chemical

AT-RvD3 Aspirin-triggered
resolvin D3

4S,7R,17R-trihydroxy-docosa-
5Z,7E,9E,13Z,15E,19Z-hexaenoic acid

Custom Synthesis
(Dr Charles Serhan)

AT-PD1 Aspirin-triggered
protectin D1

10R,17R-dihydroxy-docosa-
4Z,7Z,11E,13E,15Z,19Z-hexaenoic
acid

Custom Synthesis
(Dr Charles Serhan)

Table 6
Extinction coefficient and λmax

MEOH for distinct conjugated double-bond systems

Double-bond system Extinction coefficient λmax
MEOH

Conjugated diene (e.g., monohydroxy acids) 25,000 235

Two conjugated dienes (e.g., RvD5) 25,000 240

Diene-triene conjugated system (e.g., RvE1) 40,000 271

Conjugated triene (e.g., PD1) 40,000 269

Conjugated tetraene (e.g., RvD1) 50,000 301
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13. Centrifuge samples at 2000 � g for 10 min at 4 �C.

14. Samples are now ready for extraction. At this stage samples
should not be stored.

3.3.2 Lipid Mediator

Extraction

1. Add new C18 columns on the rack.

2. Add the collection plates containing elution tubes.

3. Make sure run-through plate is at position D.

4. Click “run single method.”

5. Select the extraction method.

6. Click “prepare run.”

7. Go to solvent feeder (5), and prime each individually (make
sure, the containers are filled, especially the MF).

8. Go to extraction media (3) and select how many columns you
will use.

9. Go to solvent tips (1) and sample tips (2), and check tips are
filled as displayed on screen. If necessary, add or delete missing
columns (or add tips).

10. Click “run method.”

11. Monitor that the extraction procedure is initiated correctly.

12. At the end of the extraction, transfer the eluted samples (i.e.,
the MF fraction) to glass tubes, rinse the collection tube or the
collecting well once with MeOH, and add to the sample.

13. Samples are ready for drying on TurboVap.

3.3.3 Solvent

Evaporation

1. Switch the TurboVap Evaporator on.

2. Ensure that the water bath is set to 37 �C.

3. Turn nitrogen feed on and set the flow rate to no more than
15 psi.

4. Place 10 mL conical borosilicate tubes containing the methyl
formate fraction or methanol fraction obtained during solid-
phase extraction in the TurboVap.

5. Ensure that the lid is closed.

6. When the solvent is more than 95% evaporated, rinse the walls
of the tube using methyl formate.

7. When the solvent is more than 95% evaporated, rinse the walls
of the tube using methanol.

8. When the solvent is completely evaporated, add 40 μL of
methanol/water (1:1).

9. Centrifuge the tube at 2000 � g for 2 min.

10. Carefully transfer the supernatant to an injection vial insert.

11. Place the insert in a clearly labelled 1.5 mL Eppendorf tube.
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12. Centrifuge the insert at 10,000 � g for no more than 2 min.

13. Transfer the supernatant to an injection vial insert, and place
the insert in a clearly labelled sample vial.

14. Samples are now ready for LC-MS-MS profiling.

3.4 Chromatography 1. Using a Poroshell 120 EC-18 (4.6 mm � 100 mm � 2.7 μm)
and water containing 0.01% acetic acid as solvent A, and meth-
anol containing 0.01% acetic acid as solvent B, the following
gradient should be used to chromatographically separate the
mediators from their isomers and pathway markers.

2. Column temperature should be set at 50 �C.

3. Equilibrate the column with mobile phase at 80:20 (A:B).

4. This should be ramped to 50:50 (A:B) over 12 s.

5. The gradient should be maintained for 2 min.

6. Then to 80:20 over the subsequent 9 min.

7. This should be maintained for the next 3.5 min.

8. Then ramped to 98:2 (A:B).

9. Finally maintain this for 5.4 min to wash the column.

10. The follow rate should be maintained at 0.5 mL/min through-
out the experiment.

3.5 Data Analysis

Using Analyst

Quantitate Tool

3.5.1 Setting Up

a Quantitation Method

1. In analyst click on build quantitation method.

2. Select a file that contains a standard mix.

3. Assign which transitions correspond to the internal standards.

4. Assign the internal standards that will be used for identification
and quantitation of each molecule.

5. In the integrate tab, select a retention time window of not more
than 5 s.

6. Save the method.

3.5.2 Analyzing the Data 1. Click the quantitation wizard, and follow the instructions to
load your samples and the appropriate analysis method
obtained as detailed above.

2. Start by integrating the deuterium-labelled internal standards
making a note of any drifts from the expected retention times.

3. If retention time drifts are observed, correct the expected
retention times for each of the analyte according to the reten-
tion time drift observed in the respective internal standards
being used for identification (e.g., if d5-LXA4 is observed to
elute 2 s after the anticipated retention time, then LXA4

expected retention time will also shift by 2 s).
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4. After determining the expected retention times for each of the
samples, integrate each of the mediators. Here all peaks that are
clearly visible even if not more than three times higher than
baseline should be integrated.

5. After integrating all the peaks in explore mode, search for
MS-MS spectra for molecules where a peak was obtained in at
least one transition in the same region of the chromatogram
where the peak was recorded.

6. Compare the tandem mass spectrum obtained in the sample
with that obtained from the synthetic/authentic compound
matching at least six ions in the MS-MS spectrum, with one
of the ions being derived from a backbone break. These can be
compared and matched to the Spectra Book available for all of
these mediators and pathways on the Serhan lab website.

7. For those molecules where the MS-MS spectrum is a positive
match, proceed to quantitation using a standard curve con-
structed using either synthetic or authentic standard mixes with
concentrations determined as detailed above.

8. For molecules where standards are not available, molecules that
carry similar physical properties may be used.

9. If an MS-MS spectrum is not obtained for a molecule or group
of molecules and additional sample is available, this could be
rerun looking specifically for the molecule(s) where a spectrum
was not obtained.

10. If no additional sample is available then the identification cri-
teria are not fulfilled.

4 Notes

1. Concentrated HCl and acetic acid should be handled in a fume-
hood. Gloves and eye protection need to be worn at all times
when handling these acids. Also always add the acid to water to
avoid injury.

2. All standard stocks should be stored under nitrogen, shielded
from light, and at�20 �C for short-term storage and�80 �C for
long-term storage.

3. Each time the stock is used, purge the vial with a gentle stream of
nitrogen very briefly before closing it to prevent oxidative
degradation.

4. All solvents are flammable; they should be handled with care in a
fumehood and kept away from open flames.

5. All compound stocks should be handled using zero dead volume
Hamilton syringes.
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6. Ensure that the Hamilton syringes are appropriately cleaned
using isopropanol and methanol; this should be done by aliquot-
ing at least 20 syringe volumes with each solvent.

7. Only use nitrogen or an inert gas to evaporate solvents; do not
use air since this will lead to mediator oxidation.

8. Upon solvent evaporation and suspension of samples in water/
methanol, samples need to be profiled within 24 h to avoid
isomerization of the mediators. At all times samples should be
kept at 4 �C and not frozen to maximize mediator integrity.

9. DO NOT DMSO at any stage since SPM is sensitive to isomeri-
zation and oxidation in this solvent.
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Chapter 5

UHPSFC/ESI-MS Analysis of Lipids

Miroslav Lı́sa and Michal Holčapek

Abstract

This new analytical approach for high-throughput and comprehensive lipidomic analysis of biological
samples using ultrahigh-performance supercritical fluid chromatography (UHPSFC) with electrospray
ionization–mass spectrometry (ESI-MS) is based on lipid class separation using 1.7 μm particle bridged
ethylene hybrid silica columns and a gradient of methanol–water–ammonium acetate mixture as a modifier.
The method enables a fast separation of 30 nonpolar and polar lipid classes within 6-min analysis time
covering six main lipid categories including fatty acyls, glycerolipids, glycerophospholipids, sphingolipids,
sterols, and prenols. Individual lipid species within lipid classes are identified based on positive- and
negative-ion full scan and tandem mass spectra measured with high mass accuracy and high resolving
power. The method is used for the quantitative analysis of lipid species in biological tissues using internal
standards for each lipid class. This high-throughput, comprehensive, and accurate UHPSFC/ESI-MS
method is suitable for the lipidomic analysis of large sample sets in clinical research.

Key words Supercritical fluid chromatography, Ultrahigh-performance supercritical fluid chromatog-
raphy, Mass spectrometry, Electrospray ionization, Lipids, Lipidomics, Glycerolipids, Glyceropho-
spholipids, Sphingolipids

1 Introduction

Supercritical fluid chromatography (SFC) is a chromatographic
technique, which uses a supercritical fluid heated above critical
temperature and pressurized above critical pressure as the mobile
phase [1]. The supercritical fluid combines some unique properties
of gases and liquids, such as low viscosity similarly to gases, high
density similarly to liquids, and diffusivity between gases and
liquids. These properties enable fast analyses with high resolving
power in SFC. Any fluid above the critical point can be used as the
mobile phase in SFC, but carbon dioxide is almost exclusively
employed due to its favorable physicochemical properties, such as
relatively low values of critical characteristics (7.4 MPa and 31 �C),
which can be easily achieved using conventional chromatographic
instrumentation. Organic modifiers are added to carbon dioxide to
enhance its polarity, solvating power, and elution strength, such as

Martin Giera (ed.), Clinical Metabolomics: Methods and Protocols, Methods in Molecular Biology, vol. 1730,
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methanol, ethanol, acetonitrile, 2-propanol, or their mixtures.
Conventional LC columns with 3–5 μm particle size have been
mainly used in SFC, but in recent years, sub-2 μm particles
providing ultrahigh-performance SFC (UHPSFC) separations
demonstrate their benefits, such as faster analyses and higher
efficiency.

The UHPSFC/ESI-MS coupling is a powerful tool for the
sensitive identification/quantitation in complex mixtures. The
organic solvent is usually added after the column to the mobile
phase as a makeup liquid to ensure ESI ionization.

SFC of lipids can be performed in two separation modes, i.e.,
the lipid class separation according to the class polarity or the
separation of individual lipid species based on the fatty acyl chain
composition [2]. The lipid class separation is used for the analysis of
total lipid extracts, where lipids are separated into lipid classes
according to their polarities, while species within the class differing
only in fatty acyl chain composition are not separated, and they
elute together in one chromatographic peak of particular lipid class
[3, 4]. Lipid classes are identified based on retention times and class
characteristic fragment ions in ESI mass spectra. Averaged mass
spectra of lipid class chromatographic peaks are used for the deter-
mination of lipid species level, i.e., the number of carbon atoms and
double bonds of attached fatty acyl/alkyls. For the quantitative
analysis, nonendogenous lipid species for each lipid class are
added before the extraction step as internal standards (IS) [5, 6]
to cover the extraction efficiency and possible fluctuation of MS
signal. The lipid class separation provides the coelution of lipid
species with the lipid class IS in one peak under identical mobile
phase and matrix composition, which is especially important for
accurate quantitative measurements.

This protocol presents a new analytical strategy for the high-
throughput and comprehensive lipidomic analysis of biological
samples applicable for large-scale clinical studies. High-throughput
UHPSFC/ESI-MS method using sub-2 μm particle bridged ethyl-
ene hybrid silica column is used for the lipid class separation of a
wide range of nonpolar and polar lipids in one analysis including the
identification and quantitation of individual lipid species using
ESI-MS.

2 Materials

Solutions and samples are prepared using acetonitrile, 2-propanol,
methanol, n-hexane, and chloroform stabilized with 0.5–1% etha-
nol (all HPLC/MS or HPLC grade). Ammonium acetate, deio-
nized water, methanol (all HPLC/MS grade), and carbon dioxide
4.5 grade (99.995%) are used for UHPSFC/ESI-MS analysis.
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2.1 Lipid Standards Qualitative standards of lipid class representatives used for
UHPSFC/ESI-MS method development, i.e., CE, TG, FA,
1,3-DG, 1,2-DG, and 1-MG containing oleoyl acyls and choles-
terol, can be purchased from Sigma-Aldrich, and Cer, PG, PE,
LPG, PI, LPE, CL, LPI, PA, PC, pPC, ePC, PS, LPA, SM, LPC,
and LPS containing oleoyl acyls, sphingosine, sphinganine, GlcCer
d18:1/16:0, LacCer d18:1/16:0, S1P d17:1, desmosterol, and
DHEA can be purchased from Avanti Polar Lipids (Alabaster, AL,
USA). Internal standards (IS) used for quantitation, i.e., CE 19:0,
TG 19:0/19:0/19:0, FA 14:0, DG 19:0/0:0/19:0, and MG
19:0/0:0/0:0, are purchased from Nu-Chek Prep (Elysian, MN,
USA); D7-cholesterol, Cer d18:1/17:0, GlcCer d18:1/12:0, PG
14:0/14:0, LacCer d18:1/12:0, PE 14:0/14:0, LPG 14:0/0:0,
LPE 14:0/0:0, PC 22:1/22:1, PC 14:0/14:0, SM d18:1/17:0,
and LPC 17:0/0:0 are purchased from Avanti Polar Lipids.

2.2 Solutions 1. Stock solutions of individual qualitative and quantitative stan-
dards: prepare individual stock solutions at a concentration of
2 mg/mL using a (1:4, v/v) chloroform–2-propanol mixture.

2. The solution of all qualitative standards is prepared by mixing
of 20 μL of each standard diluted to the appropriate concentra-
tion with a (7:3, v/v) hexane–chloroform mixture for
UHPSFC/ESI-MS analysis.

2.3 Instruments UHPSFC experiments were performed on an Acquity UPC2

instrument (Waters, Milford, MA, USA). HPLC 515 pump
(Waters) was used as a makeup pump. The hybrid quadrupole–tra-
velling wave ion mobility–time-of-flight mass spectrometer Synapt
G2Si (Waters) was used for MS experiments.

3 Methods

3.1 Sample

Preparation

Total lipid extracts of tissues (typically 25 mg) or plasma (typically
25 μL) are prepared according to the modified Folch procedure [7]
using a chloroform–methanol–water system, subsequently evapo-
rated by a gentle stream of nitrogen and redissolved in 1 mL of a
(1:1, v/v) chloroform–2-propanol mixture. 10 μL of the extract
stock solution is diluted into 1 mL of a (7:3, v/v) hexane–chloro-
form mixture for nontargeted UHPSFC/ESI-MS analysis. The
same procedure is used for the preparation of the total lipid extract
for UHPSFC/ESI-MS quantitation with the addition of IS into the
sample before the extraction. 2 μL of LPE and DG; 4 μL of TG,
Cer, PG, LPC, and MG; and 40 μL of FA, GlcCer, CE,
D7-cholesterol, sulfatide, PE, PI, PC, and SM stock solutions of
IS were added.
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3.2 UHPSFC

Conditions

1. Prepare the modifier by mixing methanol and water in the ratio
of 99:1 (v/v) with the addition of 30 mM of ammonium
acetate.

2. Condition the Acquity BEH UPC2 column (100 � 3 mm,
1.7 μm, Waters) using a flow rate of 1.9 mL/min consisting
of 99% carbon dioxide and 1% of the modifier, column temper-
ature 60 �C, and the active back pressure regulator (ABPR)
1800 psi for 20 min before the first injection (see Note 1).

3. Inject 1 μL of sample with the gradient of the modifier: 0 min,
1%; 5 min, 51%; 6, min 51%; 7 min, 1%; and 10 min, 1% (see
Note 2) (Fig. 1).

4. Wash the injector needle with a (2:2:1, v/v/v) hexane–2-pro-
panol–water mixture after each injection.

3.3 UHPSFC/ESI-MS

Analysis

1. Prepare a mixture of (99:1, v/v) methanol–water as a makeup
liquid, flush a makeup pump, and set up the flow rate of
0.25 mL/min.

2. Calibrate the MS instrument using a sodium formate solution
prepared by mixing 10 μL 1 M NaOH, 20 μL formic acid, and
20 mL (1:1, v/v) water–acetonitrile.

3. Connect the UHPSFC instrument with the mass spectrometer
via the commercial interface kit (Waters) composed of two
T-pieces enabling the backpressure control and mixing of col-
umn effluent with a makeup liquid.

4. Collect MS data in the centroid high-resolution mode for
6 min using 0.15 s scan speed in the mass range m/z
50–1600 (see Note 3) with the following setting of tuning
parameters: capillary voltages 3.0 kV and 2.5 kV for positive-
ion and negative-ion modes (see Note 4), respectively, the
sampling cone 20 V, the source offset 90 V, the source temper-
ature 150 �C, the drying temperature 500 �C, the cone gas
flow 0.8 L/min, the drying gas flow 17 L/min, and the neb-
ulizer gas flow 4 bar. Use 10 μL/min of leucine enkephalin as
the lock mass for all experiments with the acquisition of lock
mass spectra each 30 s for 0.1 s.

5. Identify lipid classes and individual lipid species (see Note 5)
based on their retention times (Fig. 2) (see Note 6), observed
ions (see Note 7), and characteristic fragments (see Note 8) in
ESI mass spectra.

3.4 UHPSFC/ESI-MS

Quantitation of Lipids

1. Perform UHPLC/ESI-MS analysis of prepared lipidomic
extracts.

2. Process data using MarkerLynx XS software (see Note 9), i.e.,
combine together individual ESI scans corresponding to lipid
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Fig. 1 Positive-ion UHPSFC/ESI-MS chromatograms of the mixture of lipid class standards (a) and a total lipid
extract of porcine brain (b). UHPSFC conditions: Acquity BEH UPC2 column (100 � 3 mm, 1.7 μm, Waters),
the flow rate 1.9 mL/min, the column temperature 60 �C, the ABPR pressure 1800 psi, and the gradient of
methanol–water mixture (99:1, v/v) containing 30 mM of ammonium acetate as the modifier: 0 min, 1%,
5 min, 51%, 6 min, 51%. Peak annotation: CE, cholesteryl esters; TG, triacylglycerols; FA, fatty acids; DG,
diacylglycerols; MG, monoacylglycerols; DHEA, dehydroepiandrosterone; Cer, ceramides; GlcCer, glucosyl-
ceramides; HexCer, hexosylceramides; PG, phosphatidylglycerols; LacCer, lactosylceramides; pPE, 1-alke-
nyl-2-acyl phosphatidylethanolamines (plasmalogens); ePE, 1-alkyl-2-acyl phosphatidylethanolamines
(ethers); PE, phosphatidylethanolamines; LPG, lysophosphatidylglycerols; PI, phosphatidylinositols; LPE,
lysophosphatidylethanolamines; CL, cardiolipins; LPI, lysophosphatidylinositols; PA, phosphatidic acids;
PC, phosphatidylcholines; pPC, 1-alkenyl-2-acyl phosphatidylcholines; ePC, 1-alkyl-2-acyl phosphatidyl-
cholines; PS, phosphatidylserines; LPA, lysophosphatidic acids; S1P, sphingosine-1-phosphate; SM, sphin-
gomyelins; LPC, lysophosphatidylcholines; LPS, lysophosphatidylserines. Reprinted with permission from
(Lı́sa M, Holčapek M (2015). Analytical Chemistry 87 (14):7187–7195). Copyright (2015) American Chemical
Society
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Fig. 2 Effects of DB number and fatty acyl chain length on the retention behavior of lipids using UHPSFC/ESI-
MS. Reconstructed ion chromatograms from the analysis of porcine brain extract: (a) TG with 54 carbon atoms
and the different number of DB, (b) TG with 2 DB and the different number of carbon atoms, and (c) PC with
1 DB and the different number of carbon atoms. Reprinted with permission from (Lı́sa M, Holčapek M (2015).
Analytical Chemistry 87 (14):7187–7195). Copyright (2015) American Chemical Society



class peaks with the peak separation set to 50 mDa and an
intensity threshold of 3000 for markers extraction.

3. Detect lipid species within extracted markers according to
accurate m/z values, and perform isotopic correction of ion
intensities (see Note 10).

4. Calculate concentrations of lipids from corrected ion intensities
related to the intensity of lipid class IS.

4 Notes

1. A properly conditioned column is necessary before the first
injection to achieve appropriate and stable retention times.
Stable column temperature and system pressure have to be
achieved as well. The UHPSFC/ESI-MS method provides an
excellent intraday stability of retention times in the
range � 0.01 min. A small continuous reduction of retention
times of mainly polar lipids can be observed during multiple
consecutive days. This phenomenon of small retention shift on
SFC columns is probably given by the formation of silyl ethers
on the particle surface with alcohols from the mobile phase
leading to the decrease of hydrophilicity [7], but it does not
affect the identification and quantitation of lipids. The process
is reversible and silanols can be hydroxylated again using water.
For this reason, the column is regenerated daily by five consec-
utive injections of 10 μL of water and acetonitrile into 100% of
CO2 at 0.5 mL/min flow rate or occasionally is flushed with a
(1:1, v/v) water–acetonitrile mixture, which minimizes this
effect.

2. In this UHPSFCmethod, lipids are mainly separated according
to their polarity into lipid classes. Retention times increase with
the increased lipid polarity. In total, up to 30 lipid classes from
six different lipid categories covering a wide range of nonpolar
and polar lipids are separated within 6 min analysis. Under
optimized UHPSFC conditions, most of the lipid classes are
baseline or at least partially separated. Similar to LC separa-
tions, the strong peak tailing is observed for UHPSFC of acidic
lipids, such as PA, PS, LPA, S1P, and LPS, which complicates
their precise quantitation.

3. The employed m/z range should be defined by the molecular
weights of lipid molecules analyzed.

4. Polarity of acquisition depends on the monitored lipid classes.
Most of the lipid classes provide appropriate signal in the
positive-ion mode. The combination of positive- and
negative-ion modes is used for the identification of lipids with
a higher confidence.
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5. Retention times from the UHPSFC analysis and ESI mass
spectra measured with high mass accuracy and high resolving
power in both positive- and negative-ion modes are used for
the unambiguous identification of individual lipid species. The
total lipid extract is separated into lipid classes using UHPSFC
enabling the direct identification of lipid class based on the
comparison of retention times with standards. And then, the
averaged mass spectrum of a lipid class chromatographic peak is
used for the determination at lipid species level, i.e., the num-
ber of carbon atoms and DB of attached fatty acyl/alkyls. The
partial separation of individual species within lipid classes
according to fatty acyl lengths and the number of DB provide
another supporting information for their identification. The
fatty acyl composition of individual species can be determined
using [RCOO]� ions in negative-ion MS/MS spectra [8].

6. In addition to the class separation, lipid species within individ-
ual lipid classes are partially separated according to the fatty acyl
composition (Fig. 2). Retention times of all lipids increase with
increased DB number, as demonstrated on reconstructed ion
chromatograms of TG with 54 carbon atoms and different
number of DB (Fig. 2a). A different situation is observed for
species differing in fatty acyl lengths, where the retention
behavior of lipids differs according to the individual lipid clas-
ses. Retention times of TG increase with the fatty acyl length
(Fig. 2b), which is observed also for other nonpolar lipid
classes, such as CE, FA, DG, MG, fatty amides, and Cer. On
the other hand, retention times of polar lipids decrease for
longer fatty acyls, which can be demonstrated on the separation
of PC species (Fig. 2c).

7. The most abundant ions in positive-ion UHPSFC/ESI-MS
full-scan mass spectra are protonated molecules [MþH]+

(base peaks for fatty amides, sphinganine, LacCer, PE, LPE,
CL, PC, SM, and LPC), adducts with ammonium ion
[MþNH4]

+ (TG and coenzyme Q10) and neutral losses of
water [MþH-H2O]+ (DG, cholesterol, MG, Cer, sphingosine,
and LacCer), attached fatty acyls [MþH-acyl]+ (CE) or phos-
phoglycerol [MþH- H2PO4CH2CHOHCH2OH]+ (PG and
LPG), and sulfo [MþH-SO3]

+ (sulfatides) groups. UHPSFC/
ESI-MS mass spectra provide relatively low abundance of
sodium adduct ions, which reduces the risk of incorrect identi-
fication between [MþH]+ and [MþNa]+ ions, because the
difference Δm/z 22 also corresponds to an additional two
methylene units minus 3 DB. The data are also correlated
with negative-ion mass spectra and retention times of lipid
species within lipid classes to unambiguously confirm the iden-
tification of all reported lipids.
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8. Positive-ion MS/MS spectra of identified classes provide well-
known characteristic fragment ions and neutral losses observed
in HPLC/MS, such as the phosphocholine fragment ion m/z
184 ([H2PO4CH2CH2N(CH3)3]

+) for moieties containing
choline (PC, LPC, and SM), m/z369 ([MþH-H2O]+ or
[MþH-acyl]+) for cholesterol-containing lipids (cholesterol
and CE), or fragment ions corresponding to ceramide bases
(Cer, GlcCer, and LacCer). The neutral loss of phosphoetha-
nolamine Δm/z ¼ 141 (H2PO4CH2CH2NH2) is observed for
PE and neutral losses of fatty acyls for TG, DG, andMG. In the
negative-ion mode, base peaks of spectra are mostly deproto-
nated molecules [M�H]�, except for DG, PC, SM, and LPC,
providing mainly adduct ions with acetate [MþCH3COO]�.
Relatively high abundances of [MþCH3COO]� ions are also
observed for Cer, GlcCer, and LacCer (70–95%). CL species
exhibit [M�2H]2� ions, which can be used for their identifica-
tion even in the lower mass range, such as m/z ¼ 50–1000
usually used in lipidomic analyses. Negative-ion MS/MS spec-
tra show mainly [RCOO]� ions corresponding to the fatty
acyl/alkyl composition.

9. Ion intensities on ESI full-scan mass spectra of lipid class peaks
are used for the data evaluation of UHPSFC/ESI-MS
experiments.

10. A contribution of Mþ2 isotope intensity of species with one
more double bond (Δm/z¼ 2) has to be subtracted to achieve
more accurate quantitative results. We use our Excel macro
script LipidQuant for detection of lipid species based on
accurate m/z values, isotopic correction, and calculation of
concentrations.
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Chapter 6

LC-MS/MS Analysis of Lipid Oxidation Products in Blood
and Tissue Samples

Yiu Yiu Lee and Jetty Chung-Yung Lee

Abstract

Oxygenated lipid products of non-cyclooxygenase derivatives, namely, prostanoids such as, isoprostanes
and isofurans, are formed in vivo through lipid autoxidation. Insofar it has been marked as novel biomarkers
of oxidative stress in the biological systems. Elevations of these oxidized products are associated with several
diseases. This chapter describes the preparation and measurement of the products, including newly
identified F2-dihomo-isoprostanes and dihomo-isofurans, from plasma and tissue samples using the liquid
chromatography-tandem mass spectrometry approach.

Key words Lipid peroxidation products, Isoprostanes, Isofurans, Liquid chromatography-tandem
mass spectrometry

1 Introduction

Oxidative stress is highly related to various metabolic diseases
associated to cardiovascular, neurodegenerative, pulmonary disor-
ders, and cancer. The measurement of eicosanoid-based oxidized
lipid products is claimed to be the most reliable indicator of oxida-
tive damage in diseases [1–4]. These oxidized lipid products are
generated nonenzymatically and typically initiated by the action of
free radicals and reactive oxygen species on polyunsaturated fatty
acids (PUFA) and in certain diseases catalyzed by elements such as
iron. Among the oxidized PUFA products, F2-isoprostanes
(F2-IsoPs) from arachidonic acid are the most commonly measured
due to their specificity and sensitivity [5]. These compounds are
non-cyclooxygenase derivatives of prostanoids that are formed in
situ, esterified to phospholipid, and released as free form into
circulation via phospholipase A2-catalyzed hydrolysis [6, 7].

Depending on the parent PUFA, different types of IsoPs have
been discovered and quantified in numerous pathological condi-
tions [8]. These include F2-IsoPs and isofurans (IsoFs) from ara-
chidonic acid, F2-dihomo-IsoPs and dihomo-IsoFs from adrenic
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acid, and F4-neuroprostanes (NeuroPs) and neurofurans (Neu-
roFs) from docosahexaenoic acid [8]. Among them, 15-F2t-IsoP
is the most represented and measured IsoP [9] and has been
corroborated by the European Food Safety Authority (EFSA) as
biomarkers for oxidative damage in cardiovascular health
[10]. Besides being oxidative stress biomarkers, some autoxidized
products have been reported to be bioactive, but the research
progression in their bioactivities has been slow, partly due to the
lack of chemical standards available in the commercial market.

The quantitation of oxidized PUFA products originates from
the measurement of 15-F2t-IsoP using gas chromatography-mass
spectrometry (GC-MS) in negative chemical ionization (NCI). The
merit of GC-NCI-MS over many other analytical methods is owed
to its superior sensitivity and is recognized as the “gold standard” in
targeted lipid profiling (see preceding chapter by Barden and Mori).
However, isomeric compounds or different compounds with the
exact mass and elution time cannot be effectively differentiated in
GC-NCI-MS. With recent advancements in MS, the use of
LC-MS/MS in multiple reaction monitoring (MRM) mode has
received great attention for the ease of sample preparation, rela-
tively lesser run time, and high selectivity which enables the separa-
tion of isomeric compounds.

In this chapter, the preparation procedure and analysis of oxi-
dized PUFA products in plasma and tissue samples for LC-MS/MS
measurement are described. The method is applicable for the mea-
surement of all IsoPs and IsoFs; however, we will focus on the
measurement of F2-dihomo-IsoPs and dihomo-IsoFs. These are
newly identified oxidized lipid products and potentially a robust
biomarker for neurological disorders such as Rett syndrome and
epilepsy [10–12].

2 Materials

Prepare all reagents using ultrapure water. All solvents should be at
least high-performance liquid chromatography (HPLC) grade. All
solvents and buffers prepared should be stored at room tempera-
ture, unless otherwise stated. It is not encouraged to use sodium
azide as buffer preservative for the potential of ion suppression in
the LC-MS/MS measurement.

2.1 Lipid Extraction 1. Ethylenediaminetetraacetic acid (EDTA)-primed syringe:
expose the syringe inner wall with 5 M EDTA (pH 8.0) and
subsequently empty the syringe before blood withdrawal.

2. Phosphate-buffered saline (PBS): dissolve 8 g sodium chloride
(NaCl), 0.2 g KCl, 1.44 g Na2PO4, and 0.24 g KH2PO4 in
800 mL of ultrapure water. Then adjust to pH 7.4 with HCl
and top up to 1 L.
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3. 20 ml EPA glass vials with PTFE septa screw cap (VWR).

4. 1 Mmethanolic potassium hydroxide (KOH): dissolve 5.6 g of
KOH pellets per 100 mL of absolute methanol.

5. 5% (w/v) butylated hydroxytoluene (BHT): dissolve 5 g of
BHT per 100 mL of absolute ethanol.

6. 1% (w/v) indomethacin: dissolve 1 g of indomethacin per
100 mL of ethanol.

7. Folch solution: mix chloroform and methanol in a ratio of 2:1
and spike with 0.005% (w/v) BHT (i.e., 1 mL 5% BHT in 1 L
Folch solution). Store at �20 �C.

8. A cocktail of internal standards (ISTD): accurately dilute con-
centrated stock ISTD (e.g., 15-F2t-IsoP-d4, 4-F4t-NeuroP-d4,
10-F4t-NeuroP-d4) to 1 ng/μL in absolute methanol. Store at
�80 �C.

9. 0.9% NaCl: dissolve 0.9 g of NaCl per 100 mL ultrapure water.

10. 0.45 μm PTFE syringe filters (13 mm diameter) (Membrane
Solutions).

2.2 Solid-Phase

Extraction (SPE)

1. 5 MHCl: add 41.059 mL of 37% stock HCl to ultrapure water
per 100 mL final volume.

2. 40 mM formic acid: add 0.159 mL of stock formic acid to
ultrapure water per 100 mL final volume.

3. 20 mM formic acid: 1:1 dilute from 40 mM formic acid with
ultrapure water.

4. Mixed-mode reversed-phase/strong anion-exchange (MAX)
cartridges (Oasis).

5. Visiprep™ SPE Vacuum Manifold (Supelco).

6. 2% ammonium hydroxide (NH4OH): add 3.5 mL of 56.6%
stock NH4OH per 100 mL final volume of ultrapure water.

7. Elution solvent: for every 100 mL, add 70 mL of n-hexane,
29.4 mL of ethanol, and 0.4 mL of acetic acid. Store at room
temperature in amber bottle.

2.3 LC-ESI-MS/MS

Analysis

1. LC solvent A: add 1 mL of formic acid to ultrapure water per
1 L final volume.

2. LC solvent B: add 1 mL of formic acid to absolute acetonitrile
per 1 L final volume.

3. Kinetex reverse phase C18 column (2.6 μ, 100 Å,
150 � 2.1 mm) (Phenomenex).

4. Ultrahigh-performance liquid chromatography (UHPLC) sys-
tem (Agilent) (1290 Infinity).

5. Hybrid triple quadrupole/linear ion trap (QqQLIT) mass
spectrometer (MS) (AB Sciex (QTRAP 3200)).
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3 Methods

3.1 Extraction

of Lipid Autoxidized

Products from Blood

and Tissue Samples

3.1.1 Blood Samples

1. Use 22 G needle with a 10 mL EDTA-primed syringe tube for
blood collection in rats via cardiac puncture, followed by
immediate euthanization (see Note 1).

2. Transfer the collected blood into an EDTA-primed polypro-
pylene Falcon™ tube and gently shake the tube with hand (see
Note 1). Separate the plasma (top layer) from whole blood by
centrifugation at 3000 � g for 15 min, 4 �C.

3. Following centrifugation, dispense 1 mL aliquots of blood
plasma into prechilled microcentrifuge tubes and spike with
20 μL of 5% (w/v) BHT and 1% (w/v) indomethacin (see
Note 2). Briefly vortex the samples and proceed to hydrolysis
step immediately or store at �80 �C until analysis (seeNote 3).

4. On the day of analysis, thaw 1 mL (one vial) of frozen plasma
on ice and transfer to a clean 20 mL glass vial containing 1 mL
of 1 M methanolic KOH and add 50 μL of IS cocktail. Mix the
plasma mixture by aspiration, and incubate in 50 �C oven
for 1 h.

3.1.2 Tissue Samples 1. Briefly rinse the freshly harvested organs with ice-cold PBS
containing BHT (0.005%, w/v) and (0.005%, w/v) indometh-
acin (see Note 2). Cleaned tissue samples not analyzed imme-
diately should be snap frozen with liquid nitrogen and stored at
�80 �C (see Note 3).

2. On the day of tissue lipid extraction, excise a portion of tissues
from the frozen organ, and grind into powder using mortar
and pestle in the presence of liquid nitrogen. Weigh about
0.2–0.5 g of tissue powder into a clean 15 mL Falcon™ tube
before it becomes moist, and add 10 mL of ice-cold Folch
solution and 50 μL of ISTD cocktail (see Note 4).

3. Homogenize the tissue using a Polytron benchtop homoge-
nizer at 24,000 rpm for four bursts of 10 s, while placing the
Falcon tube on ice. The homogenizer probe should pass
through multiple washes of ultrapure water and methanol to
prevent cross contamination between samples.

4. Firmly screw cap the Falcon™ tubes and place them on ice in a
rocking motion for at least 30 min, and vortex every 10 min to
enhance extraction efficiency.

5. Introduce phase separation by adding 2 mL of 0.9% NaCl to
the homogenate, shake vigorously, and centrifuge at 3000 � g
for 10 min, 4 �C.

6. Transfer the lower phase using a glass pipette and filter through
a 0.45 μm PTFE filter membrane into a new 20 mL glass vial
(see Note 5).
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7. Further add 6 mL of chloroform to the remaining homoge-
nates, vortex, and repeat the centrifugation and filtration steps
(steps 5 and 6).

8. Pool the lower phases together and dry under a gentle stream
of nitrogen, on a heat block set to 37 �C (see Note 6).

9. To the dried lipid extracts, add 1 mL of 1 M methanolic KOH,
and sonicate until all extracts dissociate from the bottom of the
vial. Then, add 1 mL of PBS, mix thoroughly by aspiration,
flush the vial with nitrogen, and incubate in darkness at room
temperature overnight (see Note 7).

3.2 Solid-Phase

Extraction (SPE)

1. Ensure the sample is cooled to room temperature, and add
0.5 mL methanol, 0.2 mL 5 M HCl, 2.7 mL 40 mM formic
acid, and 4 mL 20 mM formic acid, in succession, vortex, and
transfer to a new 15 mL Falcon™ tube. Centrifuge at 3000� g
for 10 min to remove any protein precipitates (see Note 8).

2. Mount Oasis MAX 3 cc extraction cartridges onto a SPE
Vacuum Manifold and precondition with 2 mL of methanol
and 2 mL of 20 mM formic acid.

3. Load the acidified samples and allow passing the solution at a
flow of about one drop per second to maximize the interaction
of analytes with the cartridge sorbents.

4. Wash the unwanted and weakly bound compounds by adding
2 mL of 2% NH4OH, followed by 2 mL of 20 mM formic acid.
Dry the cartridges by increasing air flow for at least 5 min to
remove all water content (see Note 9).

5. Elute all lipid analytes by passing through 2 mL of n-hexane
and twice with 2 mL of elution solvent into a clean 20 mL glass
vial. Dry with nitrogen gas to approximately 1 mL of volume
before transferring to the autosampler vial.

6. Continue drying the SPE extracts in the autosampler vials until
complete dryness and reconstitute with 200 μL of acetonitrile
(see Note 10).

7. Allow at least 5 min of incubation on bench in the dark before
transferring to autosampler spring insert (see Note 11). Firmly
screw the cap and store at 4 �C until ready for analysis within
the day.

3.3 LC-ESI-MS/MS 1. Prepare solvent A (0.1% formic acid in ultrapure water) and B
(0.1% formic acid in acetonitrile), filtered and degassed and
store at room temperature.

2. Clean the LC C18 RP column by flushing 98% solvent B at
0.2 mL/min until the bin pump pressure is stabilized. Then,
equilibrate the column for at least 30 min with 20% solvent A
immediately before the start of the analysis.
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3. The elution gradient program begins with 20% solvent B for
2 min and ramp to 98% solvent B over an 8min period and hold
for 5 min. Then reduce solvent B to 20% for another 5 min to
equilibrate for the next run. Set the flow rate to 0.3 mL/min
and the injection volume to 10 μL. Fit the C18 column in the
column oven and maintain at 30 �C.

4. QTRAP 3200 hybrid triple quadrupole-linear ion trap mass
spectrometry is equipped with a Turbo V ESI source operated
in negative (�) mode with the following settings: curtain gas
(CUR) ¼ 10 psi, ion spray voltage (IS) ¼ �4500 V,
CAD ¼ HIGH, temperature (TEM) ¼ 500 �C, ion source
gas 1 (GS1, nebulizer) ¼ 30 psi (nitrogen), GS2
(heater) ¼ 30 psi (nitrogen), interface heater (ihe) ¼ on,
CEP ¼ �10 V, and CXP ¼ �10 V.

5. To achieve maximum selectivity, QTRAP 3200 MS is operated
in scheduledmultiple reaction monitoring mode (MRM) with a
retention time window of 1min. The transitions of each analyte
are chosen by infusing their pure standards into MS and gener-
ate MS/MS spectra from which the values are selected and
optimized. Optimal declustering potential (DP) and collision
energy (CE) of each transition are listed in Table 1. For illus-
tration, only F2-dihomo-IsoPs and dihomo-IsoFs that were
first characterized by our laboratory are shown (Fig. 1).

6. The amount of endogenous autoxidation products is then
calculated from normalized response using relative response
factors (RFFs) with respect to internal standards. The RFFs
are usually predetermined using peak areas and masses of deut-
erated standards versus analyte standards. This is often deter-
mined by the construction of a calibration line with at least five
varying analyte concentrations (typically 0.01–1 ng/μL), each
having a fixed concentration of internal standard (seeNote 12).
The calibration line slope plotting Areaanalyte/AreaIS against
Massanalyte/MassIS represents the RRF.

7. The final concentration of an autoxidized product from the
sample is then calculated as (Areaanalyte � MassIS)/
(AreaIS � RRF) (see Note 13).

4 Notes

1. Blood drawn into the syringe must be accompanied with
appropriate needle size to minimize rupturing of the red
blood cells that can cause hemolysis. Plasma contaminated
with hemolyzed red blood cells will lead to IsoPs artifacts
[13]. Similarly, the needle must be removed before the transfer
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Table 1
The availability of some isomeric autoxidized products currently in the market

Autoxidized products
Transition
(m/z) DP (eV) CE (eV) ISTD Supplier

Arachidonic acid

5-F2t-IsoP 353 ! 115 �50 �25 5-F2t-IsoP-d4 Cayman

8-F2t-IsoP 353 ! 127 �50 �25 15-F2t-IsoP-d4 Cayman

12-F2t-IsoP 353 ! 151 �50 �25 15-F2t-IsoP-d4 NA

15-F2t-IsoP 353 ! 193 �50 �25 15-F2t-IsoP-d4 Cayman

Isofurans 369 ! 115 �45 �20 15-F2t-IsoP-d4 Na

Adrenic acid

7-F2t-Dihomo-IsoP 381 ! 143 �35 �34 15-F2t-IsoP-d4 Durand

17-F2t-Dihomo-IsoP 381 ! 237 �65 �22 15-F2t-IsoP-d4 Durand

7(RS)-ST-Δ8-11-Dihomo-IsoF 397 ! 201 �60 �32 15-F2t-IsoP-d4 Durand

17(RS)-10-epi-SC-Δ15-
11-Dihomo-IsoF

397 ! 155 �70 �30 15-F2t-IsoP-d4 Durand

Eicosapentaenoic acid

5-F3t-IsoP 351 ! 115 �50 �25 15-F2t-IsoP-d4 Durand

8-F3t-IsoP 351 ! 127 �55 �35 15-F2t-IsoP-d4 Durand

11-F3t-IsoP 351 ! 167 �50 �25 15-F2t-IsoP-d4 NA

12-F3t-IsoP 351 ! 151 �50 �25 15-F2t-IsoP-d4 NA

15-F3t-IsoP 351 ! 193 �50 �25 15-F2t-IsoP-d4 Cayman

18-F3t-IsoP 351 ! 233 �50 �25 15-F2t-IsoP-d4 NA

Docosahexaenoic acid

4-F4t-NeuroP 377 ! 101 �60 �30 4-F4t-NeuroP-d4 Durand

7-F4t-NeuroP 377 ! 141 �60 �30 4-F4t-NeuroP-d4 NA

10-F4t-NeuroP 377 ! 153 �55 �40 10-F4t-NeuroP-d4 Durand

11-F4t-NeuroP 377 ! 178 �60 �30 4-F4t-NeuroP-d4 NA

13-F4t-NeuroP 377 ! 221 �60 �30 4-F4t-NeuroP-d4 NA

14-F4t-NeuroP 377 ! 138 �60 �30 4-F4t-NeuroP-d4 Durand

17-F4t-NeuroP 377 ! 98 �60 �30 4-F4t-NeuroP-d4 NA

20-F4t-NeuroP 377 ! 58 �60 �30 4-F4t-NeuroP-d4 NA

4(RS)-ST-Δ5-8-NeuroF 393 ! 325 �55 �32 4-F4t-NeuroP-d4 Durand

Neurofurans 393 ! 193 �35 �20 4-F4t-NeuroP-d4 NA

(continued)
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of the blood into the 15 mL Falcon™ tube as failure to remove
the needle may induce severe hemolysis.

2. It is known that improper handling of blood and tissue samples
can lead to artificial increase of IsoPs and IsoFs; therefore, it is
important to treat the samples appropriately using anti-
cyclooxygenase (indomethacin) and antioxidants (BHT)
before storing away.

Table 1
(continued)

Autoxidized products
Transition
(m/z) DP (eV) CE (eV) ISTD Supplier

ISTD

5-F2t-IsoP-d4 357 ! 115 �50 �25 – Cayman

15-F2t-IsoP-d4 357 ! 197 �50 �25 – Cayman

4-F4t-IsoP-d4 381 ! 101 �60 �30 – Durand

10-F4t-IsoP-d4 381 ! 157 �55 �40 – Durand

DP declustering potential, CE collision energy, ISTD internal standard, NA not available, Cayman Chemicals, USA,

IBMM Dr. Thierry Durand, Institut des Biomolécules Max Mousseron, Montpellier, France
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3. For long-term storage, samples are recommended to be kept at
�80 �C as higher temperature, like �20 �C, has shown to
induce significant lipid autoxidation.

4. Wear personal protective equipment when handling liquid
nitrogen. To avoid the tissue powder from building up mois-
ture, carefully add in more liquid nitrogen and grind until dry.

5. Sample matrices filtered through PTFE membranes eliminate
the inclusion of sample tissues and allow easier sample cleanups
at later stages of sample preparation.

6. Adding heat to the glass vial while drying enhances the rate of
solvent volatility. A higher temperature, e.g., 40 �C, may be
applied to the glass vial when large volume of solvent is present.
It is essential to make sure that the vial is completely dry before
further processing.

7. Hydrolysis of lipid compounds is achievable by placing the vials
at 50–60 �C for a period of 30 min to 2 h. It is found that the
best hydrolyzing method for tissues is to incubate the sample
overnight at room temperature to allow longer time for the
release of the products embedded in the tissue matrix.

8. Acidification of sample is essential to unionize the analytes to
maximize the reversed-phase retention of the MAX SPE car-
tridge. Also, note that it is necessary to perform centrifugation
prior to loading onto the SPE cartridge to prevent clots.

9. It is advisable to remove all remaining small amount of water
after washes as failure to do so may lead to the elution of
contaminants in the subsequent steps.

10. Complete dryness of the lipid extracts is critical, or the final
analyte concentrations may be affected.

11. In some instances, precipitates may form during mobile phase
resuspension. Passing through a small diameter PTFE mem-
brane (low holdup volume) can help to resolve this problem
and prevent clotting of HPLC needle and column.

12. It is advisable to use the deuterated form of the exact analyte as
the respective internal standard, i.e., 4-F4-NeuroP-d4 as the IS
for 4-F4-NeuroP detection and quantitation. However, the
availability of deuterated IS is lacking in the commercial market
for many compounds; therefore, it is common to use the most
available one, 15-F2t-IsoP-d4, as the IS.

13. The calculated concentration represents only single injection
and is subjected to technical repeats (n ¼ 3). Also, the calcu-
lated concentration requires normalization to the total volume
of lipid extract and the weight of tissue samples used when
expressing the amount of analyte per gram of tissue.
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Chapter 7

Serum Testosterone by Liquid Chromatography Tandem
Mass Spectrometry for Routine Clinical Diagnostics

Lennart J. van Winden, Olaf van Tellingen, and Huub H. van Rossum

Abstract

In clinical diagnostics, samples containing low testosterone cannot be analyzed by random access immu-
noassays normally available at clinical laboratories. For these samples, sensitive and specific LC-MS/MS-
based testosterone methods are required. An LC-MS/MS-based testosterone assay is described that was
developed and validated for routine clinical application.

Key words Testosterone, LC-MS/MS, Steroids, Hormone

1 Introduction

Testosterone is the most important male sex hormone (androgen)
in terms of potency and amounts secreted [1]. In clinical diagnos-
tics, circulating testosterone concentrations are used for the diag-
nosis and follow-up of various diseases such as hypogonadism,
polycystic ovary syndrome, and precocious or delayed puberty
[2]. Furthermore, androgen deprivation therapy aimed at suppres-
sing testosterone is the most successful first-line treatment for
advanced prostate cancer [3]. Monitoring proper androgen sup-
pression and identification of resistance to androgen deprivation
therapy requires measurement of circulating testosterone
concentrations.

In clinical laboratories, analysis of testosterone is performed
mainly by automated, random access immunoassays. The advan-
tages of these routine assays are their high throughput and low
turnaround time properties. Furthermore, they do not require
specialized machinery (HPLC and mass spectrometer systems)
and expertise [3]. However, for low concentrations of testosterone
as observed in pediatric, female and castrated male samples, these
immunoassays lack sensitivity and specificity [3]. For such samples,
application of liquid chromatography-tandem mass spectrometry

Martin Giera (ed.), Clinical Metabolomics: Methods and Protocols, Methods in Molecular Biology, vol. 1730,
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(LC-MS/MS)-based testosterone assays is required for accurate
testosterone analysis. In addition, recognizing the limitations of
the testosterone immunoassays, leading journals now require tes-
tosterone analysis by LC-MS when testosterone is used as a major
end point in studies [4].

Our hospital serves a relatively large population of prostate
cancer patients. For routine application of testosterone analysis by
LC-MS/MS in clinical diagnostics, we developed and validated a
liquid chromatography-tandemmass spectrometry-based testoster-
one assay. Besides the analytical characteristics, the practical aspects
of minimization of the hands-on time and minimization of poten-
tial errors were taken into account when the assay was designed.

2 Materials

2.1 Stock Solutions

and Calibration Curve

1. Preparation of testosterone stock solution: dissolve 10 mg tes-
tosterone (Sigma-Aldrich, St. Louis, MO, USA) in 3.473 mL
DMSO to a concentration of approximately 10 mmol/L.

2. Preparation of internal standard (IS) working solution: dissolve
10 mg testosterone-d5 (CDN isotopes, Pointe-Claire, QC,
Canada) in 3.473 mL DMSO to a concentration of approxi-
mately 10 mmol/L.

3. For a concentration of 10 μmol/L, 10 μL stock solution is
mixed with 9990 μL methanol. Subsequently, final testoster-
one concentrations of 1, 3.3, 10, 33, 100, 333, and
1000 nmol/L are established by serial dilution in methanol
(see Notes 1 and 2).

4. The calibration curve is standardized against the NIST stan-
dard reference material (SRM) 971 (see Note 3).

2.2 Other Reagents

and Materials

All solutions prepared in this method are of analytical grade or
better, and ultrapure water (purified deionized water, with a sensi-
tivity of 15 MΩ/cm at 25 �C) is used.

1. In total, three serum-based control levels are used. The quality
control (QC) samples are made from leftover patient materials,
and pools are aimed at levels representing (1) (chemically)
castrated men, (2) female normal range, and (3) adult male
concentrations.

2. Storage: patient serum samples are stored for up to 1 week at
4 �C before analysis. QC samples are stored long term at
�20 �C (see Note 4).

3. Preparation of system suitability test (SST) working solution:
for a concentration of 10 μmol/L, 10 μL stock solution is
mixed with 9990 μL methanol. Subsequently, a final testoster-
one concentration of 5 nmol/L is established by dilution.
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4. Extraction solvent: methyl tert-butyl ether (MTBE) is used to
extract steroids from human serum.

5. Injection solution: methanol and water are mixed to a 7:3 ratio
(see Note 5).

2.3 Liquid

Chromatography-

Tandem Mass

Spectrometry System

1. HPLC system: liquid chromatography is performed on a Dio-
nex Ultimate 3000 HPLC system consisting of a vacuum
degasser, pump, and an autosampler or equivalent. The auto-
sampler needle can pierce the cap of plastic microvials (seeNote
6) and has an injection volume range of 1–100 μL.

2. Mobile phase: the mobile phase is composed of water (contain-
ing 0.1% formic acid) (hereafter referred to as mobile phase A)
and methanol (hereafter referred to as mobile phase B).

3. Separation column: reversed-phase C-18 column (5 μm parti-
cle size, 2.1� 100 m internal diameter, Agilent Zorbax Extend
C-18) (see Note 7).

4. Ion source: Turbo V electrospray ionization (ESI).

5. Mass spectrometer: API4000 (AB Sciex, Concord, ON,
Canada) triple quadrupole mass spectrometer or equivalent or
higher-end MS should be used.

3 Methods

3.1 Preparation

of Samples

and Controls

1. Add 250 μL human serum to a 2 mL Safe-Lock microvial (see
Notes 8 and 9).

2. Add 25 μL calibration standard (seeNote 10) in 1.5 mL tubes.

3. Add 100 μL SST working solution in 1.5 mL tubes.

4. Add 10 μL IS working solution to calibrators, blanks, and
serum samples. The SST, calibrator, blank, and double blank
samples are excluded from steps 4–8 (see Note 11).

5. Add 1 mL of extraction solvent, MTBE, to the serum (see
Notes 12 and 13).

6. Mix for 15 min on an orbital shaker (see Note 14 and 15).

7. Centrifuge at 3000 � g for 5 min at room temperature (RT).

8. Snap freeze the human serum using dry ice and ethanol (see
Notes 13 and 16).

9. Decant the extraction solvent into a 1.5 mL soft cap micro-
tube (see Note 6).

10. Dry all samples in a SpeedVac concentrator in combination
with a vapor trap (see Note 17).

11. Reconstitute the sample extract in 100 μL injection solution.
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12. Mix (400 rpm) for 10 min at RT (see Note 18).

13. Centrifuge the samples at 18,213 � g for 5 min at RT (see
Note 19).

3.2 Liquid

Chromatography

1. Purge the system with 50% mobile phase A and 50% mobile
phase B at 1 mL/min (see Note 20).

2. Equilibrate the column at least 10 min prior to run with 20%
mobile phase A and 80% mobile phase B (see Note 21).

3. Apply a run time of 5 min with an isocratic mobile phase flow.

4. Set the injection volume to 50 μL.
5. Program an autosampler wash cycle between each sample to

minimize cross-contamination.

3.3 Tandem Mass

Spectrometry Settings

1. Set ESI settings according to the values listed in Table 1.

2. Measure in multiple reaction monitoring (MRM) mode. Select
the quantifier and qualifier transitions for testosterone and
testosterone-d5 (Table 2).

3. Tune for optimal MRM settings. The obtained optimal MRM
settings for the collision energy (CE), declustering potential
(DP), entrance potential (EP), and cell exit potential (CXP) for
both the mass transitions of our system are listed in Table 2 (see
Note 22).

4. Set the dwell time to 100 ms.

Table 1
General settings of the electrospray ionization (ESI) source

General settings

Nebulizer gas (psi) 50

Curtain gas (psi) 20

Ion spray (V) 5500

ESI temp. (�C) 500

Table 2
Multiple reaction monitoring (MRM) settings

MRM transition (m/z)

Q1 Q3 CE (V) DP (V) EP (V) CXP (V) Dwell time (ms)

Quantifier Testosterone 289.5 109.1 35 90 10 7 100
Testosterone-d5 294.5 113.1 35 90 10 7 100

Qualifier Testosterone 289.5 97.1 35 110 10 7 100
Testosterone-d5 294.5 100.1 35 110 10 7 100
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3.4 LC-MS Run

and Batch Design

1. The analytical run starts with three system suitability tests
(SST) containing 2 nmol/L testosterone standard and IS (see
Note 23).

2. Next, eight calibrators including a blank are measured in
duplicate.

3. Double blank samples in duplicate are introduced after the
calibrators (see Note 24).

4. Two sets of QC samples (three levels, singular samples) are
used: one set placed before and one set placed after the patient
samples (see Notes 25 and 26).

5. Patient samples are scheduled in between the sets of QC sam-
ples and run in duplicate (see Note 27).

3.5 Data Analysis 1. Starting data analysis, chromatography of the quantifier and
qualifier transitions are checked for their similarity. Aberrant
peak shapes between quantifier and qualifier transitions, such as
shouldering or twin peaks, are an indicator of interference (see
Note 28).

2. Next, in quantification mode, integration of peaks is automati-
cally performed and manually reviewed and corrected when
inaccurate automated integration was observed. Integration
of the analyte should match integration of the corresponding
IS (see Note 29).

3. For calibration, the testosterone/IS ratio is calculated using the
quantifier transition.

4. A calibration curve is generated using a linear regression, and a
1/x2 weighting is applied (see Notes 3 and 30).

5. Patient and QC results are individually calculated using the
calibration curve.

6. QCs are individually reviewed and a 2SD control rule is applied
for every control.

7. For patient samples, the duplicate results obtained are aver-
aged, and the average concentrations are reported as testoster-
one concentration.

8. The difference between the duplicate sample results relative to
the mean concentration was calculated and used to control for
sample handling errors (see Note 31).

4 Notes

1. The calibration curve range is 0.1–100 nmol/L. By using a
concentrated calibrator stock, the standard volumes added to
the calibrator samples can be decreased accordingly. This
method prolongs the usage of one set of standard stock.
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2. Generally, a calibration curve is made in the same matrix as the
QC and patient samples. However, a human serum pool with
undetectable levels of testosterone is difficult to obtain in the
required volumes. For this reason, we verified whether the
methanol calibration matrix was suitable as an alternative to
the serum matrix and chose to use methanol as calibration
matrix.

3. The assay was standardized against the serum-based NIST
(National Institute of Standards and Technology) reference
material SRM 971. The two reference material samples were
analyzed in four independent runs, and both SRM 971 stan-
dards were diluted in various concentrations to confirm true-
ness throughout the measuring range.

4. Serum testosterone stability was tested as part of the method
validation. Testosterone stability in collected serum was at least
1 week when stored at room temperature, at least 2 weeks when
stored at 4 �C, and at least 2 months when stored at �20 �C.
Furthermore, when serum was not separated from the separa-
tor gel containing collection tube after centrifugation, testos-
terone was stable for at least 1 week when stored at 4 �C
[5, 6]. Stability was defined as a � �6% bias from the fresh
testosterone sample.

5. Injection solution can be stored at RT. However, to avoid
contamination we prepared the injection solution on a weekly
basis.

6. Specifically, we used Brand soft cap micro-tubes (Wertheim,
Germany) in combination with the cap piercing of the auto-
sampler. Therefore, no certified glass sample vials are needed.

7. Our assay was validated with an Agilent Zorbax Extend C-18
column, since this column is also used for other applications
run on the LC-MS/MS system.

8. A 250 μL sample size was chosen as this offers a sufficiently low
lower limit of quantification (LLOQ) of 0.17 nmol/L with
acceptable sample consumption. At this level, a total CV of
5.88% and a mean signal-to-noise ratio (S/N) of 14 are
obtained. The application of higher-end mass spectrometers
[2, 7] or incorporation of derivatization methods [8, 9] allows
higher assay sensitivity, although derivatization processes are
often more time-consuming and therefore not preferred for
routine clinical diagnostics.

9. For this step, we used 2 mL Safe-Lock Eppendorf tubes (Ham-
burg, Germany) that provide additional protection against
spilling during the mixing step. We find that normal tubes
often lack cap security, resulting in sample loss.
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10. Note that by reconstitution of sample extract of 250 μL serum
in 100 μL injection solution, the samples are concentrated 2.5
times. This is accounted for by adding a volume of 25 μL
standard working solution into the calibrator samples.

11. SST, calibrator, blank, and double blank samples do not con-
tain serum. Therefore, no extraction is needed for these
samples.

12. MTBE is highly volatile: this results in inaccurate pipetting
when using air displacement pipettes. We find that using a
repeater pipette significantly increases the accuracy of distribut-
ing equal volumes.

13. Precautionary measures are accounted for by working in a
fume hood.

14. As a reference, we performed sample mixing with an IKA KS
130 basic orbital shaker (IKA, Staufen im Breisgau, Germany).

15. We find that by placing the sample vials sideways in the shaker,
the mixing is performed with improved efficiency. By increas-
ing the surface area, the immiscible liquids distribute more
equally inside the tube.

16. For snap freezing a Styrofoam container is used. First, a per-
meable micro-tube rack is placed in the container. Subse-
quently, dry ice is placed around the rack. Ethanol is then
poured into the container. Importantly, the ethanol should
cover the aqueous phase in the micro-tubes. Freezing the
aqueous phase usually takes 20–40 s, depending on the volume
of ethanol and the amount of dry ice. A good indicator is the
formation of a projection on the surface of the frozen serum.

17. As a reference, we used a Savant SC210A SpeedVac concentra-
tor (Thermo Fisher Scientific, Waltham, MA, USA) in combi-
nation with refrigerated vapor trap RVT4104 (Thermo Fisher
Scientific, Waltham, MA, USA) to dry the organic phase after
extraction.

18. The samples should not be mixed sideways as this step focuses
on reconstitution of the dried sample, which is mainly posi-
tioned at the bottom of the tube.

19. By briefly centrifuging the samples, droplets of dissolved sam-
ple located in the upper part of the tube are repositioned at the
bottom of the tube. Additionally, in the case of increased
turbidity in the samples, which is often present in human
serum, this step acts as purification of the sample. After inten-
sive centrifugation, the turbidity extract is pelleted at the bot-
tom of the tube. As a result, the turbidity extract remains in the
tube during injection of the sample.
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20. Generally, the system is purged for at least 1 min. This results in
clearance of any air bubbles present in the tubing leading to the
pumps.

21. Testosterone and the corresponding IS have a tested retention
time around 2.1 min using a 80:20 mobile phase B:A ratio in
our system setup (Fig. 1).

22. Details on the general settings and MRM settings of testoster-
one and testosterone-d5 used in our method are given in
Tables 1 and 2, respectively. Note that the parameters of the
IS corresponding to the analyte are identical. Firstly, variations
in parameter values between analyte and IS could result in
signal differences troubling quantification. Secondly, replace-
ment of hydrogens by deuterium yields a molecule that has
virtually identical chemical-physical properties. Therefore, tun-
ing both molecules should result in similar values for all
parameters.

23. An SST is performed in triplicate, prior to the analytical run, to
confirm proper system functioning before starting an
analytical run.
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Fig. 1 Testosterone chromatogram. Chromatogram of a calibrator sample containing 25.4 nmol/L testoster-
one. The sample is spiked with 2 nmol/L internal standard (IS). Blue represents the quantifier testosterone
transition, red represents the qualifier testosterone transition, green represents the quantifier testosterone IS
transition, and gray represents the qualifier testosterone IS transition
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24. Normally, double blank samples are used to check the matrix
and LC-MS/MS system for contaminants and interferences. In
this case, however, the calibration curve is generated in metha-
nol, and double blank samples are introduced to identify a
possible contamination in the IS working solution or the injec-
tion solution.

25. The QC samples serve as a measure of the quality for each run.
When a significant aberration of QC concentration is detected
(exceeding a 2SD rule), the run and obtained results require
additional evaluation before the obtained results can be
released.

26. Assay precision was tested by measuring three QC levels in
quadruplicate for ten individual runs. Total coefficient of vari-
ation (CV) was 4.7, 4.1, and 3.3% for testosterone concentra-
tions of 0.4, 3.1, and 7.6 nmol/L, respectively.

27. We find that increasing the number of samples reduces the
practicality of the sample pretreatment. Therefore, we recom-
mend to divide large patient serum sample sets (i.e.,> 40 patient
serum samples) over multiple runs.

28. No interference was detected from DHT, androstenedione,
DHEA, 17-OHP, cortisol, hemolysate, bilirubin, and Intrali-
pid. Only epitestosterone tested positive for interference.
However, to date, no epitestosterone interference (i.e., a peak
at a retention time of 2.4 min) has been observed in any patient
sample analyzed.

29. Generally, the Analyst® software package (Version 1.6.2) inte-
grates peaks automatically based on predetermined settings. In
general, these settings should provide correct integration in
more than 90% of samples, but at low concentrations (smaller
peaks), fluctuation may result in poor automatic recognition of
peak start and ending. Correct where needed, and ascertain
that the peaks of the analyte and the corresponding IS are
integrated similarly.

30. The applied 1/x2 weighting was selected based on overall
trueness and linearity results obtained during assay validation.
We determined that a 1/x2 weighting outperformed a 1/x
weighting assay performance, especially for lower testosterone
concentrations that we considered most relevant. A similar
observation has recently been reported [2].

31. Patient serum samples are measured in duplicate to detect
laboratory handling errors. In the case of inconsistent results
(difference of duplicate results > 15%), the sample should be
considered for reanalysis.
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Chapter 8

LC-MS/MS Analysis of Bile Acids

Sabrina Krautbauer and Gerhard Liebisch

Abstract

Besides their role as lipid solubilizers, bile acids (BAs) are increasingly appreciated as bioactive molecules.
They bind to G-protein-coupled receptors and nuclear hormone receptors. So they control their own
metabolism and act on lipid and energy metabolism. Here we describe a simple, accurate, and fast liquid
chromatography-tandem mass spectrometry (LC-MS/MS) method for the quantification of BAs in human
plasma/serum.

Key words Tandem mass spectrometry, Electrospray ionization, Bile acids, Quantification, Internal
standards, Method, Liquid chromatography, Isomer separation

1 Introduction

Bile acids (BAs) are primarily synthesized from cholesterol in the
liver. Cholesterol is catabolized by oxidation, shortening of the side
chain to form BAs. The free BAs are finally conjugated by glycine
and taurine, respectively [1, 2]. Amphiphatic BAs are essential to
solubilize dietary lipids and vitamins to promote their absorption.
In humans most abundant BAs comprise the primary BAs cholic
acid (CA) and chenodeoxycholic acid (CDCA) and the secondary
BAs deoxycholic acid (DCA), lithocholic acid (LCA), and urso-
deoxycholic acid (UDCA) generated by deconjugation and dehy-
droxylation by intestinal bacteria. BAs are effectively reabsorbed
and transported back to the liver to again enter enterohepatic
circulation [3].

Besides their role as lipid solubilizers, BAs are increasingly
studied due to their signaling functions. They can bind to G-
protein-coupled receptors and nuclear hormone receptors to con-
trol their own metabolism and to influence lipid and energy metab-
olism [4]. To study BA function in detail, it is necessary to use
methods for their quantification covering the structural diversity of
this group. For quantification of BAs including also their
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conjugates, liquid chromatography-tandem mass spectrometry
(LC-MS/MS) is considered as the method of choice.

In this chapter we describe a simple, accurate, and fast LC-MS/
MS method for the analysis of the main BAs in human plasma/
serum. This approach uses protein precipitation as simple sample
preparation. For accurate quantification stable isotope-labeled stan-
dards are included for the major species. The method provides
baseline separation of isomeric BAs within a run time of 6 min
due to application of core-shell material at basic pH of the mobile
phase [5, 6].

2 Materials

Only highest purity solvents and standards should be used. Milli-Q
water purified to a specific resistance of 18.2 MΩ is used.

2.1 Standards Dissolve the following BA standards (Table 1) at a concentration of
20 mg/mL (deuterated standards at 1 mg/mL) in methanol in
10 mL screw cap glass vessels. Store standards at �80 �C.

2.2 Reagents 1. 1 M hydrochloric acid: Fill 100 mL water into a screw cap
bottle and add 6.35 mL of concentrated hydrochloric acid
(37%) and store in 100 mL reagent bottle (see Note 1).

2. Mobile phase A: Dissolve 771 mg ammonium acetate in
900 mL water and 100 mL methanol (measure volume in
appropriate graduated cylinder), add 1000 μL ammonium
hydroxide (25%), and store in 1 L reagent bottle.

3. Mobile phase B: Dissolve 771 mg ammonium acetate in
1000 mL methanol (measure volume in appropriate graduated
cylinder), add 1000 μL ammonium hydroxide (25%), and store
in 1 L reagent bottle.

4. Combined solution of internal standards: Pipette the following
volume of 1 mg/mL standard solutions in a 10 mL volumetric
flask, and add methanol to a volume of 10 mL. Store standards
below �18 �C when used within 6 months (for long-term
storage �80 �C). 15 μL each of D4-LCA, D4-GUDCA, and
D5-TLCA, 20 μL each of D4-GDCA and D5-TDCA, 50 μL
each of D4-CA and D4-DCA, 75 μL each of D4-CDCA and
D4-UDCA, and 200 μL each of D4-GCA, D4-GCDCA,
D4-GLCA, D5-TCA, D5-TCDCA, and D5-TUDCA.

5. Matrix calibrator: Human serum double charcoal-stripped,
delipidized Golden West Biologicals (Temecula, CA, USA) is
used as level 0, and pooled serum of healthy donors is used as
level 1. Levels 2–5 are spiked up to the following concentra-
tions (level 5 concentration; see Notes 2 and 3): 30 μM TCA,
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30 μM TUDCA, 20 μM THDCA, 40 μM TCDCA, 16 μM
TDCA, 4 μM TLCA, 70 μM GCA, 100 μM GUDCA, 70 μM
GHDCA, 40 μM GCDCA, 16 μM GDCA, 4 μM GLCA,
16 μM CA, 22 μM UDCA, 8 μM HDCA, 8 μM CDCA,
6 μM DCA, 2 μM LCA. Store in 5 mL aliquots at �80 �C.

6. Working aliquots of 0.5 mL are kept at �18 �C for up to
6 months.

7. Serum quality controls (QCs): As low control, pooled serum of
healthy donors; as high control, pooled serum of healthy

Table 1
Analytical standards

Analyte Abbreviation
Internal
standard Possible supplier

Cholic acid CA Sigma-Aldrich (Taufkirchen,
Germany)Chenodeoxycholic acid CDCA

Deoxycholic acid DCA
Lithocholic acid LCA
Ursodeoxycholic acid UDCA
Hyodeoxycholic acid HDCA
Glycocholic acid GCA
Glycochenodeoxycholic acid GCDCA
Glycodeoxycholic acid GDCA
Taurocholic acid TCA
Taurochenodeoxycholic acid TCDCA
Taurodeoxycholic acid TDCA
Taurolithocholic acid TLCA
Tauroursodeoxycholic acid TUDCA
Taurohyodeoxycholic acid THDCA
D4-CDCA x
D4-LCA x
D4-CA x
D4-DCA x

Glycolithocholic acid GLCA Steraloids (Newport, USA)
Glycoursodeoxycholic acid GUDCA
Glycohyodeoxycholic acid GHDCA
D4-UDCA x
D4-GCDCA x
D4-GCA x

D4-GLCA x CDN Isotopes (Pointe-Claire,
QC, Canada)D4-GUDCA x

D4-GDCA x

D5-TCA x Toronto Research Chemicals
(Toronto, Canada)D5-TUDCA x

D5-TCDCA x
D5-TDCA x
D5-TLCA x
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donors spiked with 1/10 of the highest calibrator level. Store
in 5 mL aliquots at �80 �C. Working aliquots of 0.5 mL are
kept at �18 �C for up to 6 months.

2.3 Liquid

Chromatography-

Tandem Mass

Spectrometry

(LC-MS/MS)

1. MS/MS: Hybrid triple quadrupole/linear ion trap mass spec-
trometer, 4000 QTRAP® (Concord, Ontario, Canada)
equipped with Turbo V ion spray source (see Note 4).

2. LC: Autosampler, HTC PAL autosampler (CTC Analytics,
Zwingen, Switzerland) with additional 6-port valve, Agilent
1200 binary pump, 1200 isocratic pump, degasser (Wald-
bronn, Germany).

3. LC column: Core-shell column NUCLEOSHELL RP18,
50 � 2 mm, 2.7 μm (Macherey-Nagel, D€uren, Germany)
equipped with a 0.5 μm prefilter (Upchurch Scientific, Oak
Harbor, WA, USA).

4. Glass autosampler vials (1.5 mL) with 200 μL glass insert.

3 Methods

3.1 Sample

Preparation

1. Place 100 μL sample (patient material, QCs, calibrators, inter-
nal standard blank ¼ water) in 1.5 mL Eppendorf tube.

2. Add 20 μL of internal standard mix.

3. Mix briefly.

4. Add 30 μL 1 M HCl.

5. Add 1 mL acetonitrile.

6. Mix thoroughly about 1 min.

7. Centrifuge 15 min at 14,000 � g.

8. Transfer 1 mL supernatant into 1.5 mL Eppendorf tube.

9. Remove solvent in a vacuum concentrator.

10. Reconstitute in 100 μL (3/7; v/v) methanol/water.

11. Mix thoroughly about 1 min.

12. Place for 10 min into ultrasonic bath.

13. Centrifuge 15 min at 14,000 � g.

14. Transfer clear supernatant into autosampler vial (1.5 mL) with
200 μL glass insert (see Note 5).

3.2 Liquid

Chromatography-

Tandem Mass

Spectrometry

(LC-MS/MS)

Samples are analyzed by LC-MS/MS together with calibrators,
QCs including double blank ((3/7; v/v) methanol/water), and
internal standard blank (see Subheading 3.1) in each batch.

1. LC settings: Purge gradient pump with mobile phases A and
B. Wash solvent 1: 50/50 (v/v) methanol/2-propanol. Wash
solvent 2: 50/50 (v/v) methanol/water.
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2. Install core-shell column NUCLEOSHELL RP18,
50 � 2 mm, 2.7 μm (see Note 6).

3. Set column oven temperature: 50 �C.

4. The following gradient is used: 80% A for 0.05 min, a stepwise
linear decrease to 53% A at 0.1 min, to 49% A at 2.0 min and to
28% A at 4.5 min. The flow rate was set to 0.5 mL/min. A
column wash at 100% B for 0.5 min and re-equilibration at
100% A for 0.6 min were performed at a flow rate of 0.8 mL/
min.

5. Isocratic pump delivers methanol at a flow rate of 250 μL/min.

6. Divert valve directs column flow only from 65 to 290 s into the
mass spectrometer.

7. Inject volume: 5 μL.
8. Mass spectrometer settings (for 4000 QTRAP): Ensure the

following parameters are set: ion source, Turbo V ion spray
source; ionization mode, negative; ion spray voltage,�4500 V;
ion source heater temperature, 450 �C; source gas 1, 40 psi;
source gas 2, 35 psi; curtain gas, 20 psi; collision gas, 6 psi;
entrance potential, �10 V; dwell time, 30 msec; operate both
Q1 and Q3 at unit resolution; analysis mode, MRM (for mass
transitions, see Table 2).

Table 2
Mass transitions and retentions times of the individual BAs including their internal standards

BA species RT [min] Q1 [m/z] Q3 [m/z] DP [V] CE [V] CXP [V] IS

CA 2.63 407.3 407.3 �135 �30 �11 D4-CA

UDCA 1.96 391.3 391.3 �135 �30 �11 D4-UDCA

HDCA 2.19 391.3 391.3 �135 �30 �11 –

CDCA 3.64 391.3 391.3 �135 �30 �11 D4-CDCA

DCA 3.83 391.3 391.3 �135 �30 �11 D4-DCA

LCA 4.55 375.3 375.3 �135 �30 �11 D4-LCA

GCA 2.57 464.3 74 �105 �72 �1 D4-GCA

GUDCA 1.87 448.3 74 �115 �70 �1 D4-GUDCA

GHDCA 2.11 448.3 74 �115 �70 �1 –

GCDCA 3.57 448.3 74 �115 �70 �1 D4-GCDCA

GDCA 3.78 448.3 74 �115 �70 �1 D4-GDCA

GLCA 4.45 432.3 74 �105 �64 �1 D4-GLCA

TCA 2.54 514.3 80 �185 �116 �1 D5-TCA

(continued)
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9. Data analysis: Integrate peaks by instrument software (here
Analyst Software 1.4.2.; Applied Biosystems, Darmstadt, Ger-
many) (see Fig. 1). Quantification is based on ratio of area
counts of analyte to internal standard (see Table 2). Calibration
lines were generated by linear regression with 1/x weighting
(see Notes 7 and 8).

10. Quality check: Check for baseline separation of isomeric BA
species, e.g., CDCA and DCA including their conjugates (see
Fig. 1). Check purity of the deuterated BAs: When interference
on the analyte transitions is present, quantification needs to
consider that. For calibration lines the coefficient of determi-
nation R2 should be above 0.99, and individual calibrator

Table 2
(continued)

BA species RT [min] Q1 [m/z] Q3 [m/z] DP [V] CE [V] CXP [V] IS

TUDCA 1.86 498.3 80 �185 �116 �1 D5-TUDCA

THDCA 2.10 498.3 80 �185 �116 �1 –

TCDCA 3.52 498.3 80 �185 �116 �1 D5-TCDCA

TDCA 3.73 498.3 80 �185 �116 �1 D5-TDCA

TLCA 4.41 482.3 80 �165 �108 �1 D5-TLCA

D4-CA 2.61 411.3 411.3 �135 �30 �11

D4-CDCA 3.62 395.3 395.3 �135 �30 �11

D4-DCA 3.81 395.3 395.3 �135 �30 �11

D4-LCA 4.53 379.3 379.3 �135 �30 �11

D4-UDCA 1.94 395.3 395.3 �135 �30 �11

D4-GCA 2.55 468.3 74 �105 �72 �1

D4-GCDCA 3.55 452.3 74 �115 �70 �1

D4-GDCA 3.76 452.3 74 �115 �70 �1

D4-GUDCA 1.85 452.3 74 �115 �70 �1

D4-GLCA 4.43 436.3 74 �105 �64 �1

D5-TCA 2.52 519.3 80 �185 �116 �1

D5-TUDCA 1.84 503.3 80 �185 �116 �1

D5-TCDCA 3.50 503.3 80 �185 �116 �1

D5-TDCA 3.71 503.3 80 �185 �116 �1

D5-TLCA 4.39 487.3 80 �165 �108 �1

108 Sabrina Krautbauer and Gerhard Liebisch



levels should not deviate more than 15% (more than 20% at
LOQ) from the target value. Concentrations of QCs BA levels
have to be in a defined range (recommendedmaximal deviation
<15% from the target value; <20% at the LOQ).

Fig. 1 Chromatogram of bile acid species. The chromatograms show unconjugated (a) glyco- (b) and tauro-
conjugates (c). Displayed are chromatograms from a matrix calibrator after normalization to the highest peak
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4 Notes

1. Always add the acid slowly to the water not the other way
round.

2. High calibrator concentrations for UDCA and its conjugates
are needed for cholestatic patients treated with UDCA. Lower
calibrator levels of all BAs may be used when only control
subjects are analyzed.

3. Concentrations of endogenous BAs are calculated from the
spiked calibrators. BA concentrations of level 0 are
below LOD.

4. The method needs a sensitive triple-quadrupole mass spec-
trometer equipped with electrospray ion source.

5. Check for air bubbles in the glass insert and remove these if
present.

6. Clean the column before storage with acetonitrile/water (3/1,
v/v) because basic solvent will decrease column lifetime.

7. For HDCA and its conjugates, stable isotope-labeled standards
are not available. Due to low levels in our patients, we do not
report these values.

8. For BA species without matching stable isotope-labeled inter-
nal standard, analytical performance of internal standards
should be tested with matrix QCs as described in [6].

Acknowledgments

This work was supported by the “Stiftung f€ur Pathobiochemie und
Molekulare Diagnostik” and by the European Union’s FP7
Programme MyNewGut (Grant Agreement Number 613979).

References

1. Hofmann AF, Hagey LR (2008) Bile acids:
chemistry, pathochemistry, biology, pathobiol-
ogy, and therapeutics. Cell Mol Life Sci 65
(16):2461–2483

2. Thomas C, Pellicciari R, Pruzanski M, Auwerx J,
Schoonjans K (2008) Targeting bile-acid signal-
ling for metabolic diseases. Nat Rev Drug Dis-
cov 7(8):678–693. https://doi.org/10.1038/
nrd2619

3. Dawson PA, Karpen SJ (2015) Intestinal trans-
port and metabolism of bile acids. J Lipid Res 56
(6):1085–1099. https://doi.org/10.1194/jlr.
R054114

4. Kuipers F, Bloks VW, Groen AK (2014) Beyond
intestinal soap—bile acids in metabolic control.

Nat Rev Endocrinol 10(8):488–498. https://
doi.org/10.1038/nrendo.2014.60

5. Scherer M, Gnewuch C, Schmitz G, Liebisch G
(2009) Rapid quantification of bile acids and
their conjugates in serum by liquid
chromatography-tandem mass spectrometry. J
Chromatogr B Analyt Technol Biomed Life Sci
877(30):3920–3925. https://doi.org/10.
1016/j.jchromb.2009.09.038

6. Krautbauer S, Buechler C, Liebisch G (2016)
Relevance in the use of appropriate internal stan-
dards for accurate quantification using LC-MS/
MS: tauro-conjugated bile acids as an example.
Anal Chem 88(22):10957–10961. https://doi.
org/10.1021/acs.analchem.6b02596

110 Sabrina Krautbauer and Gerhard Liebisch

https://doi.org/10.1038/nrd2619
https://doi.org/10.1038/nrd2619
https://doi.org/10.1194/jlr.R054114
https://doi.org/10.1194/jlr.R054114
https://doi.org/10.1038/nrendo.2014.60
https://doi.org/10.1038/nrendo.2014.60
https://doi.org/10.1016/j.jchromb.2009.09.038
https://doi.org/10.1016/j.jchromb.2009.09.038
https://doi.org/10.1021/acs.analchem.6b02596
https://doi.org/10.1021/acs.analchem.6b02596


Chapter 9

LC-MS/MS Analysis of Triglycerides in Blood-Derived
Samples

Madlen Reinicke, Susen Becker, and Uta Ceglarek

Abstract

The increasing interest in the analysis of triglyceride (TG) species and the individual fatty acid
(FA) composition requires expeditious and reliable quantification strategies. The utilization of flow injec-
tion analysis (FIA) coupled to quadrupole tandem mass spectrometry (MS/MS) for the simultaneous
quantitation of TG and identification of FA composition facilitates the multiplexed verification of various
biomarkers from small sample quantities. Enzymatic methods based on saponification and glycerol analysis
are not suited for the determination of the FA distribution in TGs. This protocol proposes a procedure for
the establishment of a relative quantitation method for middle- to high-abundance plasma TGs and the
corresponding FA composition. Essential topics as FIA-MS/MS method development as well as sample
preparation and validation strategies are described in detail.

Key words Triglyceride species, Fatty acid distribution, Neutral loss experiments, Relative quantifica-
tion, Biomarker validation

1 Introduction

Reliable quantitation of triglyceride (TG) species and the
corresponding fatty acid (FA) distribution is a basic requirement
for biomarker verification studies in human body fluids. Routine
diagnostic quantification methods of TGs are based on hydrolysis
and spectrophotometric determination of total glycerol concentra-
tion. Thus, a differentiation of the TG molecular species and infor-
mation about the FA distribution are not available. Due to the
association of FAs with the development of cardiovascular diseases
and diabetes, detailed information about the kind of FAs bound
within the TG is required [1, 2]. The identification of TG molecu-
lar species in human body fluids is challenging because of the great
variability of the FAs relating to the degree of saturation, the chain
length, and the various combination possibilities of FAs at the
glycerol backbone. The close resemblance of the TG species
requires laborious chromatographic separation [3, 4]. We describe
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a flow injection analysis (FIA) coupled to quadrupole tandem mass
spectrometry (MS/MS) method without chromatography benefit-
ting from the advantages of fast measurement and mass separation
analysis performed in neutral loss (NL) scan mode using a triple
quadrupole mass spectrometer. In the first dimension, a defined
range of mass-to-charge ratios (m/z) is scanned. The scan range of
the second dimension is defined by a m/z offset corresponding to
the FA of interest. Signals for TG species are detected for a limited
number of NL-specific ions occurring in both scan dimensions.
Combining and monitoring of such FA-specific mass transitions
provide the basis for the high specificity in complex sample matrices
[5–9].Thereby, quantification is dependent on the implementation
of internal standards to compensate for sample losses during sample
preparation and matrix effects in the ionization process. For this
purpose, mostly deuterated analogs of the TG species are used.
Important for the deuterated analogs is a structurally stable posi-
tion of the deuterium atoms to ensure stable labeled fragments
during electrospray ionization.

The presented protocol for TG quantification by FIA-MS/MS
can be easily implemented for middle- to high-abundance plasma
TGs requiring only small sample quantities [10].

2 Materials

2.1 Reagents

and Consumables

1. Solvents: only use high purity solvents, ideally of MS grade.
For example, ULC-MS grade methanol, ULC-MS grade
2-propanol, and Rotisolv® HPLC grade toluene can be used.

2. Protein precipitation: use 200 μL glass micro-inserts with
spring, 1.5 mL polypropylene microtube for centrifugation,
and 10 mM ammonium acetate in (50/50, v/v) toluene/
methanol.

3. LC-MS/MS analysis: use 200 μL glass micro-inserts in combi-
nation with 2.0 mL short thread autosampler vials with
slotted cap.

2.2 HPLC and Mobile

Phases

1. The HPLC instrument consists of an autosampler and a binary
micro-pump system.

2. Isocratic conditions with a flow gradient of (10–500 μL/min)
are used.

3. The mobile phase consists of (90/10, v/v) 2-propanol/
methanol.

2.3 Mass

Spectrometer

1. The employed mass spectrometer is triple quadrupole (e.g.,
API 4000, SCIEX).

2. Ionization source: electrospray ionization in the positive mode.

3. An analysis software Analyst (SCIEX) can be used.
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2.4 Standards,

Internal Standards,

and Human Specimen

Standards and internal standards are given in Table 1. For method
development, human serum or EDTA plasma is required.

3 Methods

The following protocol summarizes basic steps in the method
development of a quantitative assay. Starting from the identification
of characteristic mass transitions, all mandatory requirements for
a relative quantification of middle- to high-abundance plasma
TGs and the FA composition by MS/MS are described (see Notes
1 and 2).

Table 1
Standards and internal standards with abbreviations for total carbon/number of double bonds
and the FA composition

Standard
Total carbon/number
of double bonds FA composition

Standards

Trimyristin glyceride TG 42:0 TG (14:0/14:0/14:0)

Tripalmitin glyceride TG 48:0 TG (16:0/16:0/16:0)

1,3-palmitin-2-stearin glyceride TG 50:0 TG (16:0/18:0/16:0)

Tristearin glyceride TG 54:0 TG (18:0/18:0/18:0)

Triolein glyceride TG 54:3 TG (18:1/18:1/18:1)

Triarachidonin glyceride TG 60:12 TG (20:4/20:4/20:4)

(1,1,2,3,3)-deuterium-labeled (d5) internal standards

1,3-myristin-2-palmitolein glyceride d5-TG 44:1 d5-TG (14:0/16:1/14:0)

1,3-pentadecanoin-2-olein glyceride d5-TG 48:1 d5-TG (15:0/18:1/15:0)

1,3-palmitin-2-stearin glyceride d5-TG 50:0 d5-TG (16:0/18:0/16:0)

1,3-nonadecanoin-2-laurin glyceride d5-TG 50:0 d5-TG (19:0/12:0/19:0)

1,3-heptadecanoin-2-heptadecenoin glyceride d5-TG 51:1 d5-TG (17:0/17:1/17:0)

1,3-eicosadienoin-2-linolenin glyceride d5-TG 58:7 d5-TG (20:2/18:3/20:2)

1,3-linolein-2-linolein glyceride d5-TG 58:10 d5-TG (20:4/18:2/20:4)

1,3-arachidin-2-eicosenoin glyceride d5-TG 60:1 d5-TG (20:0/20:1/20:0)

1,3-eicosapentaenoin-2-docosahexaenoin glyceride d5-TG 62:16 d5-TG (20:5/22:6/20:5)
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3.1 Selection

of Mass Transitions

and HPLC Optimization

In the presence of ammonium ions (10 mM ammonium acetate),
TGs form the molecular ions [MþNH4]

+ in positive mode ESI.
The ammonium adducts were detected by neutral loss scans, char-
acterized by the loss of the FA and ammonia (NH3) as neutral
molecules during the fragmentation process, leaving a positively
charged molecule with the mass difference of the FA of interest.
The respective NL transitions can be calculated by its monoisotopic
mass in addition to the loss of NH3, e.g., myristic acid C14:0,
which has a monoisotopic mass of 228.21 Da and 17.03 Da for
the loss of NH3, yielding in a respective NL of 245.24 Da (see
Notes 2 and 3). An example of possible NL transitions with the
corresponding FA is given in Table 2.

After MS tuning and selection of the neutral loss transitions,
the HPLC part of the method has to be optimized. Below a
detailed procedure applying a triple quadrupole instrument is
described:

1. Calculate potential NL fragments of the fatty acid residues in
the TG species of interest.

2. Dissolve TG standards in toluene, to yield stock solutions of
1–5 mg/mL, and apply ultrasound if standards are less soluble
(see Note 4).

3. Prepare working standards in (50/50, v/v) toluene/methanol.

4. Prepare tuning solutions of 250 ng/mL or lower in (50/50,
v/v) toluene/methanol containing 10mMammonium acetate.

5. Activate the tune mode and directly infuse the tuning solution
at 10 μL/min using the following parameters: curtain gas,
10 psi; collision gas, high; nebulizer gas, 20 psi; heater gas,
0 psi; ion spray voltage, 5500 V; source temperature, 20 �C;
and polarity, positive.

Table 2
Possible NL transitions with the corresponding FA

Neutral loss [Da] Corresponding FA

245.24 Myristic acid C14:0

259.25 Pentadecylic acid C15:0

273.27 Palmitic acid C16:0

271.25 Palmitoleic acid C16:1

301.30 Stearic acid C18:0

299.28 Oleic acid C18:1

297.27 Linoleic acid C18:2

295.25 Linolenic acid C18:3

321.27 Arachidonic acid C20:4
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6. Perform a Q1 scan to identify the precursor ion, e.g., m/z
350–1000.

7. Tune the declustering potential in a Q1 multiple ion scan, e.g.,
0–200 V.

8. Identify fragment ions in a product ion scan performed with
ramped collision energy in multichannel analysis (MCA) mode.
Compare detected ions with the expected fragment ions iden-
tified before by the calculated neutral loss.

9. Tune the collision energy and the collision cell entrance and
exit potential in a multiple reaction monitoring (MRM) scan by
applying the ramped mode for each potential.

10. Optimize curtain gas, nebulizer gas, heater gas, ion spray volt-
age, source temperature, and collision gas by infusion of the
TG standard solution in a constant flow of eluent operated
under FIA conditions via a tee. Choose a flow rate which will
be applied in the final method. If necessary, repeat this step
during FIA optimization.

11. Create an analyzing method containing the optimized neutral
loss and MS parameters. An optimized flow gradient and stan-
dard gas and temperature settings are given below.
The injection volume was 40 μL, and the mobile phase was
2-propanol/methanol (90/10, v/v) with a flow gradient of
10 μL/min (0–3.5 min) followed by 500 μL/min (3.5–5 min).
The mass range was set fromm/z 700 tom/z 1000 with a scan
rate of 1.5 s. Experimental conditions for electrospray ioniza-
tion of TGs in positive-ion mode with collisional activation by
nitrogen gas were as follows: curtain gas, 20 psi; collision gas,
high; declustering potential, 70 V; collision cell entrance
potential, 10 V; collision energy, 35 V; collision cell exit poten-
tial, 7 V; nebulizer gas, 30 psi; heater gas, 50 psi; ion spray
voltage, 5500 V; source temperature. 300 �C.

12. Optimize HPLC parameters and settings including analytical
eluents, modifier, gradient, flow rate, column temperature, and
sample volume. Refer to the basic literature on HPLC method
development for guidance [11].

3.2 Internal

Standardization

and Quality Controls

One of the simplest approaches for the relative quantification of TG
species by means of MS/MS is the FIA combined with internal
standardization. Search the literature for reference values or pub-
lished concentration levels of the target analyte in human plasma or
serum, e.g., [10, 12, 13].

1. Internal standard mix
Prepare an internal standard mix in (50/50, v/v) toluene/

methanol containing 10 mM ammonium acetate with concen-
trations similar to expected concentrations in human
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specimens. Note that signal intensity and peak area of the
internal standard should be comparable to the ones of the
monitored analyte.

2. Quality controls
For quality assessment and guarantee of batch comparabil-

ity, quality controls should be carried along in the analytical
process. Preferably, two to three concentration levels should be
investigated (low, middle, high), and blank matrix should be
preferred. TG standards can be used for the preparation of
quality controls. Human specimens, which should be stored
as aliquots to avoid freeze-thaw cycles, can be used as quality
control. Ring trial materials or the like with known target
values can also be used. Avoid multiple freeze-thaw cycles and
store internal standard mix and quality controls aliquoted,
ready for use.

3.3 Sample

Pretreatment

of Human Specimens

and Control Material

1. Protein precipitation carried out in a glass micro-insert with
spring which is placed in a 1.5 mL polypropylene microtube for
later centrifugation.

2. Place 245 μL of precipitation solvent containing 150 ng/mL
internal standard d5-TG mixture and 10 mM ammonium
acetate in the glass micro-insert with spring.

3. Add 5 μL of plasma/serum or standard or control material and
close the tube tightly.

4. After mixing for 30 s, spin down the precipitate at 13,000 � g
for 10 min.

5. Transfer the clear supernatant in a new glass micro-insert
placed in an autosampler vial.

3.4 Sample Analysis 1. Run the developed MS/MS method (Subheading 3.1).

2. For quality assessment of the analysis, several aliquots of a
quality control should be carried along in the sample prepara-
tion procedure and be measured accordingly (see Note 5).

3.5 Data Analysis

and Relative

Quantification

TG species were relatively quantified using the intensity ratio of the
summed NL intensities of each ion peak with that of the internal
standard, e.g., TG d5–50:0 (16:0/18:0/16:0), after correction for
two 13C isotope effects and the different fragmentation behavior of
the cleaved neutral acyl residues in the positive-ion mode as the
following [5, 10]:

1. Select a representative time window in the total ion current
spectrum, e.g., 2 min.

2. Select “show spectrum” to get a NL spectrum of every neutral
loss experiment included in the method.

3. To get the overall intensity of the TG species, the data of every
single NL scan needs to be summed up. Use, e.g., the Analyst
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(SCIEX) options “overlay” and “sum overlays” to sum all NL
experiments. Use, e.g., “List data,” and select the peak list to
save the m/z and the corresponding peak intensity, e.g., as txt.
file (see Note 6).

4. The m/z for each ion peak corresponds to a TG species. The
peak list can be reduced to the m/z for the TG species of
interest including the internal standards and the peak intensity
of the corresponding [M-2]-peak for isotopic correction. An
example peak list with TG species, ion peak, and corresponding
[M-2]-peak is given in Table 3.

Table 3
Possible peak list with the m/z of the ion peak and corresponding
[M-2]-peak for 19 TG species and 4 internal standards

Triglyceride m/z [M+NH4]
+ m/z [M-2]+

TG 46:1 794.7 792.7

TG 46:0 796.7 794.7

TG 48:2 820.7 818.7

TG 48:1 822.7 820.7

TG 48:0 824.7 822.7

TG 50:3 846.8 844.8

TG 50:2 848.8 846.8

TG 50:1 850.8 848.8

TG 50:0 852.8 850.8

TG 52:5 870.8 868.8

TG 52:4 872.8 870.8

TG 52:3 874.8 872.8

TG 52:2 876.8 874.8

TG 52:1 878.8 876.8

TG 54:6 896.8 894.8

TG 54:5 898.8 896.8

TG 54:4 900.8 898.8

TG 54:3 902.8 900.8

TG 54:2 904.8 902.8

d5-TG 44:1 771.7 769.7

d5-TG 48:1 827.7 825.7

d5-TG 50:0 857.8 855.8

d5-TG 58:10 949.8 947.8
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5. For further calculations, the summedNL intensities of each ion
peak are corrected through multiplication by the following
correction factors [5] (see Note 7): Z1 is the first 13C isotope
correction factor, where the difference between the carbon
number of a given TG species and the internal standard is
considered with the total acyl carbon number n in the TG
species of interest and the total acyl carbon number s of the
internal standard, which is, e.g., 50 for d5-TG16:0/18:0/16:0:

Z 1 ¼ 1þ 0:011n þ 0:0112n n�1ð Þ
2

1þ 0:011s þ 0:0112s s�1ð Þ
2

Z2 is the second
13C isotope correction factor and results from

the effect caused by the overlapping of the [Mþ2] isotope peak
with the molecular ion peak of a species, which has a 2-Da
higher mass. The general correction factor for this type of 13C
isotope effect is as follows:

Z 2 ¼ 1� IM�2

IM
� 0:0112 �m m � 1ð Þ

2

wherem is the total acyl carbon number in the TG species with
lower molecular mass and IM-2 and IM are peak intensities of
ions at molecular weight (M-2) and M, respectively. The signal
intensity of the cleaved neutral acyl residue is influenced by the
chain length and the degree of unsaturation. It has been shown
that the longer the acyl chain lengths and the lower the unsa-
turation index, the lower the intensity of TG species in
positive-ion ESI-MS. This effect is considered in the third
correction factor (Z3):

Z 3 ¼ 4:4979þ 0:3441p � 0:1269q � 4:845� 10�3p � q

þ 9:9� 10�4q2

where p is the total double bondnumber in theTGspecies and q is
the total acyl carbon number in the three acyl chains of the TG.

6. The m/z for each ion peak corresponds to a TG species. The
relative amount of the TG species can now be calculated using
the intensity ratio of the corrected summed NL intensities of
each ion peak and the corrected intensity of the internal stan-
dard, e.g., d5-TG 50:0 (16:0/18:0/16:0) with known concen-
tration (see Note 8).

7. The relative FA composition for a specific TG species charac-
terized by a correspondingm/z can be determined via the ratio
of the relative ion peak intensity of each NL for a certain m/z
and the corresponding summed NL intensity.
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3.6 Validation

of the Analytical

Process

Assess the validity of the complete method including sample prepa-
ration with the following experiments:

1. Determine the limit of detection (LOD) and lower limit of
quantification (LLOQ) in a serial dilution or more appropri-
ately by spiking blank matrix according to concentration levels.
By the use of a serial dilution, the method’s linearity and the
linear dynamic concentration range can be assessed simulta-
neously. A signal-to-noise ratio of 3 is commonly accepted for
LOD estimation. LLOQ is defined as the analyte concentration
which can be measured with a coefficient of variation<20% (see
Note 9).

2. Assess within-day and between-day precision at two to three
concentration levels to test the reliability of the entire method.
Within-day precision: Prepare ten replicates per sample and
measure them in one run. Between-day precision: Prepare
and measure one replicate per sample in a single run on 10 con-
secutive working days.

3. Determine the recovery rate by spiking specified amounts of
TG standard in blank matrix or human material. Analyze these
samples as well as the starting material. Compare the difference
in calculated concentration of spiked sample and concentration
of starting material with the amount of analyte added.

4 Notes

1. The described method is a screening method with relative
quantification of the TG species containing the FAs implemen-
ted in the method, independent of the frequency and position
of the FA residue at the glyceride backbone. An absolute quan-
tification for a limited selection of TGs with a distinct FA
composition is possible if using an external calibration and
setting up a different MS/MS experiment, e.g., multiple reac-
tion monitoring.

2. An extension of the number of neutral loss experiments is
possible according to the monoisotopic mass of the FA of
interest, limited by the total scan time and the peak width.

3. All MS experiments can be performed in a modified way on
other MS platforms, e.g., linear ion trap mass spectrometers or
quadrupole time-of-flight mass spectrometers. However, spe-
cific experiments like enhanced product ion scans using the ion
trap function for ion accumulation can only be performed by
the use of hybrid triple quadrupole/linear ion trap mass
spectrometers.

4. Toluene and toluene/methanol had been used for standard
dilution and sample preparation due to the better solubility of
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TGs and higher ionization efficiency during the ESI process
than chloroform. The high vapor pressure of chloroform sup-
ports the evaporation process and negatively affects, e.g., the
sample preparation, solvent handling, and eluent storage.
Using tetrahydrofuran and n-hexane, we observed good TG
solubility but worse ionization on account of its lacking protic
properties.

5. If the quantification is performed via an external standard
calibration set, run the calibration standards including a blank
at the very beginning of each batch. The measurement of the
external standard calibration set should be repeated at the end
of each batch for quality assessment of the analysis.

6. For later calculations of the relative amount of each FA in a
specific TG species, save every single NL experiment with the
m/z and the peak intensity as txt.file, use, e.g., “List data,” and
select the peak list.

7. The selection of m/z for each ion peak including the
[M-2]-peak and calculation of the correction factors can be
done either manually using a common calculation program,
e.g., Microsoft Office Excel, or program a software, e.g.,
RStudio.

8. Several internal standards for different mass ranges could
be used.

9. Alternatively, a signal-to-noise ratio of 10 is commonly
accepted for LLOQ estimation.
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Chapter 10

LC-MS/MS Analysis of the Epoxides and Diols Derived
from the Endocannabinoid Arachidonoyl Ethanolamide

Amy A. Rand, Patrick O. Helmer, Bora Inceoglu, Bruce D. Hammock,
and Christophe Morisseau

Abstract

Liquid chromatography-tandem mass spectrometry (LC-MS/MS) is a useful tool to characterize the
behavior of natural lipids within biological matrices. We report a LC-MS/MSmethod developed specifically
to analyze CYP products of the arachidonoyl ethanolamide (anandamide, AEA), the epoxyeicosatrienoic
acid ethanolamides (EET-EAs) and their hydrolyzed metabolites, and the dihydroxyeicosatrienoic acid
ethanolamides (DHET-EAs). This method was used to measure EET-EA biotransformation to DHET-EAs
by two human epoxide hydrolases: the soluble EH (sEH) and the microsomal EH (mEH). In general, sEH
andmEH substrate preference was similar, based on kcat/KM. The 14,15-EET-EA and 11,12-EET-EAwere
the most efficiently hydrolyzed, followed by 8,9-EET-EA and 5,6-EET-EA. The method was also used to
detect endogenous levels of these lipids in mouse tissues, although levels were below the instrumental
detection limit (0.1–3.4 nM). Because both AEA and EETs are biologically active, the method described
herein will be invaluable in revealing the role(s) of EET-EAs in vivo.

Key words Liquid chromatography mass spectrometry, Anandamide, CYP450, Epoxide hydrolase,
EET-EAs, DHET-EAs, Limit of -detection, Enzyme kinetics, Bioactivity

1 Introduction

The endocannabinoid arachidonoyl ethanolamide (anandamide,
AEA) is a natural lipid-signaling molecule found in most tissues
that mediates neurological, immune, and cardiovascular functions
by primarily targeting cannabinoid receptors [1]. While it is primar-
ily metabolized by fatty acid amide hydrolase (FAAH) to arachido-
nic acid, it is also metabolized through several cytochrome P450s
(CYP450), including CYP3A4, CYP2B6, CYP2D6, CYP4F2,
CYP2J2, and CYP4X1 [2–4]. AEA is converted to monooxyge-
nated products in mouse liver and brain microsomes [5]. These
products include the epoxyeicosatrienoic acid ethanolamides
(EET-EAs), which were detected, upon incubation with AEA, in
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human liver microsomes and brain mitochondrial fractions [6], as
well as in bovine and porcine heart microsomes [4].

While the biological function of EET-EAs needs to be further
explored, it is anticipated that they have important physiological
roles due to their structural similarity to the epoxyeicosatrienoic
acids (EETs) [7]. EETs are formed from CYP oxidation of arachi-
donic acid and have far-reaching physiological effects involved in
pain, inflammation, and kidney and cardiovascular diseases
[8, 9]. The 5,6-EET-EA is a potent agonist for the cannabinoid
receptor 2 [10], which may mediate brain and liver pathological
outcomes such as neurodegeneration and fibrosis, respectively, by
triggering anti-inflammatory responses [2]. While endogenous
levels of EET-EAs are uncertain and may be produced in an
activity-dependent manner, they are transformed by epoxide
hydrolases (EHs) to their corresponding dihydroxyeicosatrienoic
acid ethanolamides (DHET-EAs) [6, 10]. The biological activity of
DHET-EAs has not yet been reported but might be similar to the
less bioactive diols from EETs [11]. sEH inhibitors, which enhance
levels of EETs and other epoxy fatty acids, have similar activities to
cannabinoid receptor 2 agonists [12].

Analysis of EET-EAs and DHET-EAs is important to further
our understanding of their biological activity, metabolic fate, and
distribution within tissues. Here, we use two sample preparation
methods for analysis of EET-EAs and DHET-EAs by LC-MS/MS.
We report a sample dilution LC-MS/MS method to examine the
hydrolysis of EET-EAs to DHET-EAs by two human epoxide
hydrolases: the soluble EH (sEH) and the microsomal EH
(mEH). While the EET-EAs had similar turnover with both sEH
and mEH (Table 1), enzyme efficiency for each substrate (kcat/KM)
varied; the 14,15-EET-EA and 11,12-EET-EA were the most effi-
ciently hydrolyzed followed by 8,9-EET-EA and 5,6-EET-EA

Table 1
Kinetic constants of recombinant purified human sEH and mEH for the hydrolysis of all the
regioisomers of 14,15-EET-EAs

Enzyme Substrate KM (μM) r2 kcat (s
�1) kcat/KM (s�1 μM�1)

Human sEH 14,15-EET-EA 16 � 1 0.99 3.32 � 0.02 0.20 � 0.01
11,12-EET-EA 19 � 6 0.92 6.0 � 0.8 0.31 � 0.07
8,9-EET-EA 28 � 3 0.99 1.9 � 0.1 0.068 � 0.009
5,6-EET-EA 22 � 4 0.96 0.22 � 0.02 0.010 � 0.002

Human mEH 14,15-EET-EA 3.8 � 0.4 0.99 0.61 � 0.02 0.16 � 0.02
11,12-EET-EA 1.2 � 0.3 0.99 0.17 � 0.01 0.15 � 0.04
8,9-EET-EA 6.2 � 0.6 0.99 0.10 � 0.01 0.016 � 0.002
5,6-EET-EA 10.2 � 1.4 0.99 0.11 � 0.01 0.010 � 0.002

Constants (KM and kcat) were calculated by nonlinear fitting of the Michaelis-Menten equation using the enzyme kinetic
module of SigmaPlot version 11. Results are value � error
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(Fig. 1 and Table 1). We also use solid-phase extraction (SPE),
paired with the reported LC-MS/MS method, to detect endoge-
nous levels of EET-EAs and DHET-EAs in mouse liver, kidney,
spleen, and brain tissue. Although levels of the EET-EAs and
DHET-EAs were below the instrumental limits of detection, the
method can be applied to further work using enzymatic inhibitors
and/or transgenic mice to raise levels of EET-EAs and DHET-EAs
and to understand EET-EA and DHET-EA endogenous distribu-
tion and biological function in endocannabinoid signaling.

2 Materials

All solvents used should be Optima grade or 18 MΩ ultrapure
water, unless otherwise indicated.

2.1 Standards

for Liquid

Chromatography-

Tandem Mass

Spectrometry

(LC-MS/MS)

1. 5,6-; 8,9-; 11,12-; and 14,15-EET-EA and standard solutions
(Cayman Chemical, Ann Arbor, MI, USA): Make up as 5 μM
solution in methanol and store at �20 �C under nitrogen gas
until use (see Note 1).

2. AEA standard solution (Cayman Chemical, Ann Arbor, MI,
USA): Make up as 5 μM solution in methanol and store at
�20 �C under nitrogen gas until use.

Fig. 1 Determination of the kinetic constants for 5,6-EET-EA; 8,9-EET-EA; 11,12-
EET-EA; and 14,15-EET-EA, with the human sEH ([HsEH]final ¼ 4 nM) in NaPO4
buffer (0.1 M pH 7.4 containing 0.1 mg/mL of BSA) at 37 �C. Values were
obtained from sextuplicate analysis (average � standard deviation)
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3. 5,6-; 8,9-; 11,12-; and 14,15-DHET-EA standards were
prepared by enzymatic hydrolysis from their respective
EET-EAs. In 10 � 75 mm glass tube, to 100 μL of purified
recombinant mouse sEH [13] ([MsEH]final ¼ 0.6 μM,
0.04 mg/mL) in sodium phosphate buffer (0.1 M pH 7.4)
containing 0.1 mg/mL of BSA, 1 μL of solutions of individual
EET-EAs in DMSO was added ([S]final ¼ 0–2.5 μM). The
tubes were sealed and incubated at 37 �C for 2 h. The reaction
was then stopped by adding 100 μL of chilled methanol con-
taining 0.5 μM of AEA as internal standard. The mixture was
then centrifuged (3000 � g � 5 min) to remove any precipi-
tated salt. The supernatant was transferred to vials, which were
kept at �20 �C until LC-MS/MS analysis.

2.2 Tissue Collection 1. Liver, spleen, brain, and kidney tissues from saline-perfused
Swiss Webster mice were collected just after sacrifice of the
animals and immediately stored at �80 �C until analysis. All
procedures and animal care adhered to the National Institutes
of Health Guide for the Care and Use of Laboratory Animals
(NIH Publications 8th Edition 2011) and were performed in
accordance with the protocols approved by the International
Animal Use and Care Committee (IACUC) of the University
of California, Davis.

2. The whole liver, spleen, brain, and kidney were used from mice
(n ¼ 3). Frozen tissues were cut into small pieces with a clean
razor blade. Tissues were weighted (100–260 mg) and allo-
cated to 2 mL polypropylene microtubes. Tissues were sus-
pended in 400 μL ice-cold methanol containing 0.1%
concentrated acetic acid.

3. Antioxidant solution was prepared by combining 0.6 mg/mL
butylated hydroxytoluene (BHT), 0.6 mg/mL triphenylpho-
sphine (TPP), and 0.6 mg/mL ethylenediaminetetraacetic acid
(EDTA) in DMSO to give a final concentration of 0.2 mg/mL
in methanol. A 10 μL aliquot was added to each tissue sample
to prevent autoxidation.

2.3 Solid-Phase

Extraction (SPE)

1. Oasis HLB 3 mL 60 mg cartridges (Waters Corporation, Mil-
ford, MA, USA).

2. Water/methanol (8:2) with 0.1% acetic acid: Fill a 1 L
graduated cylinder with 800 mL pure water, 200 mL metha-
nol, and 1 mL concentrated acetic acid and store in a 1 L
reagent bottle.

3. 30% glycerol solution: Measure 6 mL glycerol and 14 mL
methanol in a 25 mL graduated cylinder and store in a 20 mL
glass screw-cap vial.
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4. Methanol: Store methanol in a 500 mL reagent bottle.

5. Ethyl acetate: Store ethyl acetate in a 500 mL reagent bottle.

6. SPE vacuum manifold processing station.

2.4 Liquid

Chromatography-

Tandem Mass

Spectrometry

(LC-MS/MS)

1. LC-MS/MS: We used a Waters Acquity Ultra Performance
Liquid Chromatograph coupled to a Waters Xevo TQ-S Mass
Spectrometer (Waters Corporation, Milford, MA, USA).

2. Liquid chromatography column: Kinetex 1.7 μm XB-C18
(100 Å,150 � 2.1 mm) with a SecurityGuard ULTRA car-
tridge for C18 UPLC, sub-2 μm with 2.1 mm internal dia-
meters (Phenomenex, Torrance, CA, USA).

3. Water with 0.1% acetic acid and 1 mM ammonium acetate: Fill
a 1 L graduated cylinder with 999 mL LC-MS grade water,
1 mL acetic acid, and 77 mg ammonium acetate and store in a
1 L LC glass solvent bottle.

4. Methanol with 0.1% acetic acid and 1 mM ammonium acetate:
Fill a 1 L graduated cylinder with 999 mL LC-MS grade
methanol, 1 mL acetic acid, and 77 mg ammonium acetate
and store in a 1 L LC glass solvent bottle.

5. Glass screw top vials: 2 mL, 32 � 12 mm, and 9 mm Amber
Glass Screw Thread Vials are used.

6. Glass inserts for screw top vials: Use a 0.150 mL glass insert
with attached plastic spring purchased.

7. Caps for screw top vials: Use 9 mm thread cap with bonded
plastic PTFE/silicone septa with pre-slit.

3 Methods

3.1 Processing

of Enzyme Kinetic

Samples

1. Kinetic parameters for the 5,6-EET-EA; 8,9-EET-EA; 11,12-
EET-EA; and 14,15-EET-EA were determined under steady-
state conditions using partially purified recombinant human
sEH (95% pure) and human mEH (80% pure) [14, 15]. Just
before usage, the human sEH was diluted in chilled sodium
phosphate buffer (0.1 M pH 7.4) containing 0.1 mg/mL BSA
to a final concentration of 4 nM (0.25 μg/mL). Whereas, the
human mEH was diluted in chilled Tris/HCl buffer (0.1 M,
pH 9.0) containing 0.1 mg/mL of BSA to a final concentration
of 200 nM (10 μg/mL). Enzyme solutions were kept on ice
until usage.

2. A series of substrate (individual EET-EA) stock solutions were
prepared in DMSO. In general, 50–100 μL of eight substrate
concentrations ranging from 0 to 5 mM were prepared.

3. In 10 � 75 mm glass tubes, to 100 μL of enzyme solution or
buffer for control samples, 1 μL of solutions of individual
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EET-EAs in DMSO was added ([S]final ¼ 0–50 μM). The
mixture was sealed and incubated at 37 �C for 15–120 min
depending on substrate and enzyme. Incubation time was
optimized to ensure the enzymatic reaction is in steady-state
conditions, with less than 5% of the initial substrate metabo-
lized during the whole course of the hydrolysis. The reaction
was then stopped by adding 100 μL of chilled methanol con-
taining 0.5 μM of AEA as internal standard.

4. The mixture was then centrifuged (3000 � g � 5 min) to
remove any precipitated salt. The supernatant was transferred
to a vial, which was kept at �20 �C until LC-MS/MS analysis.

5. The quantity of product (DHET-EA) formed was determined
by LC-MS/MS analysis (Subheading 3.3). The kinetic con-
stants (KM and kcat) were calculated by nonlinear fitting of the
Michaelis-Menten equation (v ¼ (kcat.[E].[S])/(KM + [S]))
using the enzyme kinetic module of SigmaPlot 11.0. Reactions
were done in hexaplicate (n ¼ 6).

3.2 Tissue Extraction

of EET-EAs and

DHET-EAs

1. Between 100 and 260 mg of tissues are weighted in 2 mL
plastic vials. Then, 10 μL of the BHT, TPP, and EDTA antioxi-
dant solution was added as well as 400 μL ice-cold methanol
containing 0.1% acetic acid. To correct for possible analyte loss
throughout the extraction, 5 μL of 1 μM AEA was added as an
internal standard (see Note 2) just prior to tissue
homogenization.

2. Tissue samples are homogenized by placing two steel beads
into each vial and shaken using a bead beater operating at
30 Hz for 10 min (see Note 3). The resulting homogenate
solution was centrifuged at 13,200 � g � 10 min.

3. The supernatant is collected into 2 mL polypropylene vials, and
the remaining tissue pellet is washed with 100 μL ice-cold
methanol containing 0.1% acetic acid by vortexing for 1 min
to break up and resuspend the pellet (see Note 4). Samples are
centrifuged again at 13, 200 � g � 10 min. This supernatant
was combined with the first to give a total volume approximat-
ing 0.5 mL. Samples are diluted with 1.5 mL ice-cold water
and stored on ice before loading onto the SPE cartridges (see
Note 5).

4. Oasis HLB cartridges (3 mL, 60mg) are mounted on a vacuum
manifold processing station under vacuum (~5 bar). Cartridges
are preconditioned to remove impurities with 3 mL ethyl ace-
tate and 6 mL methanol [16].

5. Cartridges are equilibrated by loading 6 mL of water/metha-
nol (8:2) with 0.1% acetic acid under atmospheric pressure (see
Note 6).
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6. Samples are loaded onto the cartridge and left to filter at
atmospheric pressure through the cartridge. The approximate
flow rate is approximately 1 drop/3 s, monitored by watching
the drip rate at the bottom of the cartridge. If the rate is less
than this, light vacuum can be applied (see Note 7).

7. Polar substances from the tissue extracts are eluted through the
column using 6 mL of water/methanol (8:2) with 0.1%
acetic acid.

8. Apply approximately 10 bar vacuum to the manifold to dry the
cartridges (20 min).

9. While cartridges are drying, prepare 2 mL polypropylene
Eppendorf vials for the sample eluent, by adding 6 μL 30%
glycerol solution in methanol. Label each vial with their respec-
tive sample name and place in the vacuum manifold, just below
each sample cartridge.

10. EET-EAs, DHET-EAs, and AEA are eluted with 0.5 mLmeth-
anol followed by 1.5 mL ethyl acetate into the 2 mL Eppendorf
vials at atmospheric pressure. Apply a 10 bar vacuum to elute
the remaining solvent from the cartridge.

11. Samples are evaporated under vacuum using a ScanVac Speed-
Vac (Neutec Group Inc., Farmingdale, NY) for approximately
2 h (see Note 8).

12. Samples are reconstituted in 50 μL methanol in a 2 mL poly-
propylene Eppendorf tube, filtered using Durapore PVDF
0.1 μm filter units (Millipore, Cork, Ireland), and centrifuged
at 13,200 � g � 10 min (see Note 9).

13. Filtrates are transferred to 0.15 mL glass inserts in a 2 mL
screw top vial and cap. Samples are stored at �20 �C until
LC-MS/MS analysis.

14. Analyte recovery was validated by performing a spike-and-
recovery test, the values of which are given in Table 2 (see
Note 10).

3.3 LC-MS/MS

Analysis

1. Samples are analyzed on a Waters Acquity Ultra Performance
Liquid Chromatograph coupled to a Waters Xevo TQ-S Mass
Spectrometer in positive electrospray ionizationmode. Samples
are injected (5 μL) and separated using a Phenomenex Kinetex
column (150 � 2.1 mm; 1.7 μm) at 40 �C using the following
mobile phase gradient, consisting of LC-MS grade water
(A) and optima LC-MS grade methanol (B) each containing
0.1% acid and 0.1 mM ammonium acetate: initial conditions of
70:30 A/B for 2.9 min (t ¼ 2.9 min), changing to 45:55 at
3 min (t ¼ 3 min) and decreasing to 35:65 over 5.5 min
(t ¼ 8.5 min), decreasing to 28:72 over 4 min (t ¼ 12.5 min),
decreasing to 18:82 over 2.5 min (t ¼ 15 min), decreasing to
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5:95 over 1.5 min (t ¼ 16.5 min), holding at 5:95 for 1.5 min
(t¼ 18 min), reverting to initial conditions of 70:30 in 0.1 min
(t ¼ 18.1 min), and re-equilibrating for 2.9 min (t ¼ 21 min).
Mass spectral analysis was accomplished using a capillary volt-
age of 3 kV, a desolvation temperature of 200 �C, a desolvation
gas (nitrogen 99.99%) flow of 800 L/h, a cone gas flow of
150 L/h, nebulizer pressure of 6 bar, and collision gas flow of
0.15 mL/min. LC-MS/MS parameters MRM transitions for
each analyte are shown in Table 2, with analyte dwell times of
25 ms. A representative spectrum of the separated EET-EAs
and DHET-EAs is shown in Fig. 2.

2. EET-EAs and DHET-EAs are detected by retention time and
mass transitions, values of which are given in Table 2.

3. Analyte concentration was calculated using a matrix-matched
and non-matrix-matched standard curve with known concen-
trations (2.5–60 nM) (see Notes 10 and 11). The area of all
analytes was achieved through peak integration and dividing its
value by the area of the AEA internal standard.

Table 2
LC-MS/MS parameters, instrumental limits of detection and quantification, and analyte recovery
from mouse liver tissue

Analyte

Retention

time (min) MRM transition

Cone

voltage

(V)

Collision

energy

(V)

Limit of

detection

(nM)

Limit of

quantification

(nM)

Analyte

recovery

(%)

14,15-DHET-EA 12.56 383.0 > 285.0 (165.0) 16 12 (32) 3.4 11 163 � 35

11,12-DHET-EA 13.22 383.0 > 285.0 (165.0) 16 12 (32) 1.7 5.7 117 � 15

8,9-DHET-EA 14.13 383.0 > 285.0 (165.0) 16 12 (32) 2.9 9.8 88 � 8

5,6-DHET-EA 15.13 383.0 > 285.0 (165.0) 16 12 (32) 5.4 18 167 � 18

14,15-EET-EA 15.77 346.3 > 62.2 (285.2) 56 16 (16) 0.11 0.38 93 � 11

11,12-EET-EA 16.17 346.3 > 62.2 (285.2) 56 16 (16) 1.6 5.4 82 � 11

8,9-EET-EA 16.40 346.3 > 62.2 (285.2) 56 16 (16) 0.42 1.4 77 � 14

5,6-EET-EA 16.74 346.3 > 62.2 (285.2) 56 16 (16) 0.79 2.6 11 � 3

AEA 17.79 348.1 > 62.2 15 25

Analytes measured were all the regioisomers of DHET-EAs and EET-EAs, extracted from tissues using AEA as an internal

standard. Mass spectra were collected in multiple reaction monitoring (MRM) mode, with two analyte transitions used
for quantification and qualification (shown in brackets). Limits of detection and quantification were obtained from linear

regression by calculating the concentration at which the signal is three and ten times greater than the noise, respectively.

Recoveries were calculated after spiking a known concentration (25 nM) of analytes into mouse liver tissue and extracted

using solid-phase extraction (SPE) prior to LC-MS/MS analysis. Values were obtained from triplicates and are given as
average � standard error
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4 Notes

1. Store lipid standards under nitrogen at �20 �C to minimize
oxidation.

2. Deuterated standards are not commercially available for
EET-EAs and DHET-EAs; therefore, we used AEA (Cayman
Chemical, Ann Arbor, MI, USA) as an internal standard for
quantifying EET-EAs and DHET-EAs, due to its similar size
and structure. We used non-labeled AEA since endogenous
levels of AEA were not detected in any tissue. Alternatively,
the d4-AEA (Cayman Chemical, Ann Arbor, MI, USA) can be
used as an internal standard for extracting EET-EAs and
DHET-EAs, especially if there are levels of endogenous AEA
in the tissue samples.

3. Ensure vials are tightly capped; otherwise, the sample mixture
will be lost during homogenization.

Fig. 2 LC-MS/MS total ion chromatograph of a 60 nM standard mixture contain-
ing all the regioisomers of DHET-EAs and EET-EAs
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4. Extracting the pellet twice with methanol increases the analyte
recovery from the tissue matrix.

5. Dilute samples with water before loading onto the SPE col-
umns. This will make the sample more polar and facilitate
nonpolar analyte adsorption onto the cartridge stationary
phase.

6. Upon equilibration, it is important that the solvent does not go
below the column frit at the top of the stationary phase. Doing
so will leave the top of the stationary phase dryer than the rest,
changing its physical composition and thus the sorption behav-
ior of the analytes, leading to variations in analyte recovery.

7. Generally, extracting the sample at a flow rate of 1 drop/3 s is
acceptable. However, samples may be eluted through the col-
umn at slower rates depending on the matrix and cartridge
composition. If this is the case, light vacuum can be applied
to maintain the desired flow rate.

8. Ensure all solvents are removed prior to reconstitution.

9. Filtering removes any particulates from the samples to maintain
LC column integrity.

10. Analyte recovery and matrix-matched calibration: To deter-
mine the extraction efficiency of the method described above,
we performed a spike-and-recovery test. The EET-EA and
DHET-EA stock solutions were diluted and combined to
form a solution having a final concentration of 500 nM. The
liver (approximately 600 mg) was cut and homogenized in
methanol. 100 μL of the homogenate was spiked with 2.5 μL
of the 500 nM EET-EA and DHET-EA solution in triplicate.
5 μL of the 500 nM AEA internal standardwas also added to
the spiked tissue samples. The rest of the unspiked liver
homogenate was divided and extracted to create a matrix-
matched calibration curve. All tissue samples (spiked and
unspiked) were extracted and analyzed using the SPE-LC-
MS/MS- method described above. Samples were reconstituted
in 50 μL methanol. Matrix-matched standards were made by
adding 0–6 μL of the 500 nM EET-EA and DHET-EA stock
solution to generate a concentration range from 0 to 60 nM, as
well as 5 μL of the 500 nM AEA. The final volume for each
standard was brought to 50 μL with methanol. A non-matrix-
matched calibration curve was produced in methanol (rather
than reconstituted matrix) using the same concentrations
(0–60 nM with 50 nM AEA).

11. Matrix-matched calibration curves are used to correct for
matrix effects within the samples. In our case, there was no
significant matrix suppression or enhancement when compared
to the non-matrix-matched calibration curve; therefore, either
curve can be used for quantification.
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Chapter 11

Sphingolipid Analysis in Clinical Research

Bo Burla, Sneha Muralidharan, Markus R. Wenk, and Federico Torta

Abstract

Sphingolipids are the most diverse class of lipids due to the numerous variations in their structural
components. This diversity is also reflected in their extremely different functions. Sphingolipids are not
only constituents of cell membranes but have also emerged as key signaling molecules involved in a variety
of cellular functions, such as cell growth and differentiation, proliferation, and apoptotic cell death.
Lipidomic analyses in clinical research have identified pathways and products of sphingolipid metabolism
that are altered in several human pathologies. In this article, we describe how to properly design a lipidomic
experiment in clinical research, how to handle plasma and serum samples for this purpose, and how to
measure sphingolipids using liquid chromatography-mass spectrometry.

Key words Sphingolipids, Mass spectrometry, Lipidomics, Sphingolipidomics, Ceramide, Sphingo-
myelin, Glucosylceramide, Sphingosine-1-phosphate, Clinical mass spectrometry, Quality control

1 Introduction

Sphingolipids (SL) represent a diverse class of molecules that
includes lipids with both structural (e.g., sphingomyelins) and
signaling functions (e.g., sphingosine-1-phosphate). They can be
found in cell membranes and lipoproteins in the blood [1].

The first step in the de novo synthesis of SL takes place in
the endoplasmic reticulum, involves the condensation of a
serine residue with a fatty acyl-CoA, and is catalyzed by serine
palmitoyltransferase (SPT). The product of this reaction is
3-ketodihydrosphingosine. A subsequent enzymatic reaction gen-
erates the long-chain base (LCB) dihydrosphingosine that then can
be N-acylated with fatty acids of various lengths to give dihydrocer-
amides and, after desaturation, ceramides, the precursors of com-
plex SL (such as sphingomyelins, glycosphingolipids, and
ceramide-1-phosphate). The final irreversible step for SL degrada-
tion, and recycling to glycerolipids, is catalyzed by the enzyme S1P
lyase that degrades sphingosine-1-phosphate (S1P) into a fatty
aldehyde (hexadecenal) and phosphoethanolamine [1].

Martin Giera (ed.), Clinical Metabolomics: Methods and Protocols, Methods in Molecular Biology, vol. 1730,
https://doi.org/10.1007/978-1-4939-7592-1_11, © Springer Science+Business Media, LLC 2018

135



Since numerous LCBs, with different carbon chain length,
position, and number of double bonds and hydroxylations, are
acylated with different fatty acids (between C14 and C26), SL
include extremely diverse molecules (>300 molecular species iden-
tified). This heterogeneity is even increased by the different mod-
ifications on the headgroup (glycosylation). SL are lower in
abundance (<20%) when compared to their glycerolipid counter-
parts, but they are very active and play key roles in the regulation of
cell and tissue functions.

Many sphingolipid and phospholipid functions have been
linked to pathological processes. In particular, genetic disorders
linked to the sphingolipid pathway are associated with cardiovascu-
lar and metabolic diseases [2]. Advances in mass spectrometry-
based lipidomics have greatly expanded our understanding of the
extent and complexity of lipid dysregulation in disease conditions.
This technology enables the measurement of several hundred indi-
vidual lipid species in thousands of samples for each study
[3, 4]. Lipidomics in population-based studies has helped to clarify
that concentrations of specific SL are altered in several metabolic
disorders and may serve as prognostic and diagnostic markers
[5]. Ceramides have been implicated in mediating or regulating
numerous central cellular processes such as proliferation, differen-
tiation and senescence, stress responses, apoptosis, and inflamma-
tion [6]. Harmful stimuli can activate these bioactive signaling
lipids leading to numerous pathophysiological states, including
inflammatory diseases such as obesity [7].

More specifically, four molecular ceramides have been found to
be closely linked to cardiovascular conditions [8] and can be used as
markers in stratifying a patient’s risk for fatal outcome of coronary
artery disease (CAD).

Alanine and glycine can also be used, instead of serine, as
substrates by SPT and condensed with fatty acyl-CoA to produce
deoxysphingolipids. Mutations in SPT can alter its preference for
the substrate, and, as a consequence, elevated levels of these lipids
can be present in plasma. This is the case of hereditary sensory and
autonomic neuropathy type 1, in which increased plasma levels of
deoxysphingolipids characterize this rare genetic disease [9]. Deox-
ysphingolipid levels are also elevated in type 2 diabetes mellitus.
Thus targeting deoxysphingolipid synthesis could complement the
currently available therapies for this pathology [10].

Altered glycosphingolipid metabolism is associated with com-
mon diseases of the kidney, in particular diabetic nephropathy,
polycystic kidney disease, and renal cell carcinoma. Patients with
these diseases show high levels of glucosylceramide, lactosylcera-
mide, and gangliosides in the kidneys. More importantly from a
therapeutic point of view, inhibition of glucosylceramide synthase
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with the use of small molecules reverses the abnormal renal phe-
notypes [11]. An important sphingolipid that has been involved in
many clinical research studies and functions as a regulator of pro-
cesses such as immune cell trafficking, angiogenesis, and vascular
permeability is S1P [12]. Our group has recently published a new
very sensitive method for its detection that expanded the number
of S1P molecular species usually detected in biological
samples [13].

In MS-based lipidomics, the two most common approaches
include analysis of lipids either by direct infusion (shotgun MS) or
after chromatographic separation (LC-MS/MS). Both approaches
have their limitations and advantages [14]. As the purpose of this
manuscript is to guide users in the analysis of specific molecules
(sphingolipids) that are present at low levels in plasma and serum,
we will describe here an approach based on LC-MS/MS, the most
commonly used technique for sensitive targeted studies. Several
specific methods for sphingolipid extraction have been published
in the last few years and have improved the detection of the low
abundant species [15, 16]. In this manuscript, we limit our
approach to a simple and fast single-phase extraction protocol
that is effective for many lipid classes. We think that when dealing
with high number of samples, as is often the case in clinical studies,
a fast extraction procedure might be the best choice [17].

Blood serum and plasma are the sample types most com-
monly used in clinical research studies, and for this reason we
will focus our method description on this kind of samples. Please
notice that plasma and serum are different matrices that have
different sphingolipid concentrations. One should be aware that
they are not comparable, and a choice driven by the scope of the
study should be made before starting the sample collection. As in
any clinical research study, the selection of the subjects should be
balanced, knowing that age, gender, and ethnicity have an impact
on the SL profiles [18, 19]. The level of specific lipids can also be
affected by diet, medications, circadian rhythm, and other factors
that should be documented as metadata to improve the final
analysis. All these considerations have been described and care-
fully considered in previous reports, as the use of lipidomics (and
metabolomics) in clinical research studies has been the focus of
many publications in the last few years [3, 20, 21].We describe
here a recommended approach for sphingolipidomics studies in
clinical research samples, including suggestions about sampling,
storage, analytical design, use of quality controls, and data analy-
sis. Two different analytical methods, one for extraction/analysis
of the most common sphingolipid species and one specific for
S1P (for which higher sensitivity is required), are described [13].
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2 Materials

2.1 Blood Collection 1. Plasma: Blood collection container (e.g., BD Vacutainer and
Sarstedt S-Monovette®) with spray-dried K2EDTA (violet cap)
or buffered sodium citrate solution (0.109 M/3.2%, light
blue cap). Heparin is not recommended as anticoagulant.

2. Serum: Blood collection container (e.g., BD Vacutainer and
Sarstedt S-Monovette®) with or without spray-coated silica as
clot activator.

3. Biosafety cabinet.

4. Centrifuges for blood collection tubes.

2.2 Sample

Extraction

and Derivatization

1. Chemical fume hood.

2. Eppendorf® Safe-Lock 2 mL polypropylene tubes.

3. Ultrasonic bath.

4. Eppendorf ThermoMixer® or equivalent.

5. Microcentrifuge.

2.3 Liquid

Chromatography-

Mass Spectrometry

Systems

1. UHPLC system: Agilent 1290 Infinity LC (Agilent Technolo-
gies, Santa Clara, USA).

2. Triple-quadrupole mass spectrometer: Agilent 6490 or
6495 QQQ.

3. Chemically inert autosampler vials (glass or polypropylene)
with airtight PTFE-sealed screw septum caps.

4. Agilent ZORBAX RRHD Eclipse Plus C18, 95 Å, 2.1 �
100 mm, 1.8 μmUPLC column.

5. Waters ACQUITY UPLC BEH C18 HILIC 130 Å, 2.1 �
100 mm, 1.7 μm UPLC column.

6. Schott Duran® glass bottles for preparation and storage of
mobile phases.

2.4 Reagents

and Solutions

All compounds should be of analytical or better grade quality.
Solvents (acetonitrile, methanol, 2-propanol, formic acid) must
be of LC-MS grade. Ultrapure water should be of LC-MS grade
or Milli-Q water (18 MΩ cm).

Internal standards (ISTDs)

1. S1P-13C2D2 solution: Dissolve vial content (1 mg) of D-ery-
thro-Sphingosine-1-phosphate-13C2,D2 (# S681502, Tor-
onto Research Chemicals, Toronto, Canada) in 10 mL
methanol by vortexing and sonication until solution is clear.
Store at �20�C.
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2. Cer/Sph mixture II: Ceramide/Sphingoid Internal Standard
Mixture II (#LM-6005, Avanti Polar Lipids, USA). Store at
�20�C.

Sample processing and lipid extraction

3. BHT solution 100 mM: Dissolve 220.4 mg of 3,5-di-tert-4-
butylhydroxytoluene in 10 mL ethanol. Store in aliquots in
microtubes at �20�C.

4. BUME:Mix 1 volume 1-butanol (HPLC grade) with 1 volume
methanol and add 5 mM (315.3 mg/L) ammonium formate
(LC-MS grade). Store at room temperature in a glass bottle.

5. BUME + ISTDs: Add 100 μL Cer/Sph mixture II and 2 μL
S1P-13C2D2 solution to 9.9 mL BUME (see Table 1).

6. TMS-diazomethane solution: (Trimethylsilyl)diazomethane,
2 M solution in hexanes (e.g., #AC385330250, ACROS
Organics). Store at room temperature in the original bottle in
a safety cabinet or ventilated solvent cupboard.

7. Acetic acid, glacial (>99%).

8. Acetic acid 10% in methanol (for inactivation of excess TMS
solution).

Mobile phases for sphingolipid LC-MS analyses

9. Mobile phase A for sphingolipid analysis: Mix 600 mL metha-
nol with 400 mL ultrapure water and 2 mL formic acid
(98–100%) in a glass bottle, and then add 1.33 mL 7.5 M

Table 1
Composition of the BUME + ISTD mix

Internal standards (IS) Monoisotopic mass Chemical formula
Concentration in
BUME + ISTDs (nM)

Sph d17:1 285.2668 C17H35NO2 250

Sph d17:0 287.2824 C17H37NO2 250

S1P d17:1 365.2331 C17H36NO5P 250

S1P d17:0 367.2488 C17H38NO5P 250

LacCer d18:1/12:0 805.5551 C45H79NO3 250

SM d18:1/12:0 646.5050 C35H71N2O6P 250

GluCer d18:1/12:0 643.5023 C36H69NO8 250

Cer d18:1/12:0 481.4495 C30H59NO3 250

C1P d18:1/12:0 561.4158 C30H60NO6P 250

S1P d18:1 13C2D2 383.2487 C16
13C2H36D2NO5P 52.1
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ammonium acetate solution (e.g., #A2706, Sigma-Aldrich).
Mix well and sonicate for 10 min.

10. Mobile phase B for sphingolipid analysis: Mix 600 mL meth-
anol with 400 mL of 2-propanol and 2 mL formic acid in a
glass bottle, and then add 1.33 mL 7.5 M ammonium acetate
solution. Mix well and sonicate for 10 min.

Mobile phases for S1P LC-MS analyses

11. Ammonium formate buffer 25 mM pH 4.6: Dissolve
1575 mg ammonium formate (LC-MS grade) in approxi-
mately 800 mL ultrapure water. Adjust the pH to 4.6 by
adding formic acid 100% (approximately 100 μL). Adjust
volume to 1 L with ultrapure water and store in a glass bottle
at 4�C in dark.

12. Mobile phase A for S1P analysis: Mix 500 mL acetonitrile and
500 mL of ammonium formate buffer 25 mM pH 4.6 in a
glass bottle. Sonicate for 10 min.

13. Mobile phase B for S1P analysis: Mix 950 mL acetonitrile and
50 mL of ammonium formate buffer 25 mM pH 4.6 in a glass
bottle. Sonicate for 10 min.

3 Methods

3.1 Experimental

Study Design

The study design is a crucial part of the study that affects its
outcome and the interpretation of the results. To ensure reliable
results, the study must be carefully designed, taking into consider-
ation different aspects, such as composition of the cohorts, sample
collection, storage, and analysis order.

1. Age, gender, ethnicity, BMI, diet, medications, and other pos-
sible confounding factors should be recorded and considered
when designing the analytical workflow and analyzing the final
data to reliably establish associations between sphingolipid
levels and clinical parameters.

2. A consistent sampling procedure during the whole study is
essential since different collecting procedures for plasma or
serum have been shown to result in different metabolite isola-
tions (see below and notes). For this reason, a strict and well-
documented protocol must be followed, and eventual varia-
tions should be recorded.

3. Samples should be stored preferably at �80�C to minimize
metabolite degradation. Freeze-thaw cycles may affect the con-
centration of specific molecules so the number of these cycles
must be the same for all the samples and well documented.
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4. In case of large studies, it is recommended to divide them into
smaller batches, to facilitate experimental procedures and allow
for instrument cleaning between batches when necessary. Each
batch should represent the study population. This is achieved
by using a stratified randomization procedure, to exclude the
risk of bias or correlation between metabolite levels and analysis
order [20].

3.2 Blood Collection

and Preparation

of Plasma and Serum

The choice between plasma and serum depends on the aims and
practical aspects of the study (see Notes 1 and 2). Blood collection
and subsequent processing of drawn blood must be performed
uniformly to minimize variability in measured analytes caused by
preanalytical effects (see Notes 3–5) [22]. Blood should be treated
as potentially infectious and handled with appropriate safety mea-
sures (see Note 1).

1. Collect fresh blood by venipuncture into collection tubes
without (for serum) or with (for plasma) anticoagulants (see
Notes 6–8).

2. For plasma preparation: Place tubes with anticoagulated whole
blood on ice immediately after collection (see Note 9).

3. For serum preparation: Allow collected blood to clot undis-
turbed at room temperature for 60 min in collection tubes
without clot activator and 30 min for tubes with silica clot
activator (see Note 10).

4. Centrifuge as soon as possible at 2000 � g (4�C) for 15 min
(plasma) or 10min (serum), respectively (seeNotes 11 and 12).

5. Transfer supernatants into new polypropylene tubes without
disturbing the cellular fraction.

6. Add 1 μL 100 mM BHT solution in ethanol per 1 mL plasma
to prevent oxidation [17], proceed with sample preparation, or
store at �80�C until further processing.

3.3 Preparation

of Plasma/Serum

and BQC Samples

Preparation of samples in large studies represents a nontrivial chal-
lenge. Here below are some suggestions for sample preparation.

1. Thaw plasma/serum samples (study samples) at room temper-
ature, making sure samples are transferred to ice just before
they are completely thawed.

2. Vortex all study samples to remove concentration gradients
that may have resulted from the thawing process and to ensure
sample is completely thawed.

3. Centrifuge study samples at 12,000 � g for 10 min (4�C) to
sediment precipitated material.

4. Stock BQC: Pool aliquots from the supernatant of each study
sample (or just a stratified representative subset of all the study
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samples) to generate a stock BQC. Prepare a sufficient volume
of stock BQC, calculated based on the total estimated number
of BQC samples that will be analyzed.

5. Study and BQC samples: Transfer 20 μL supernatant from each
centrifuged study sample to a new 2 mL Eppendorf Safe-Lock
tubes. Transfer 20 μL supernatant from the stock BQC to a
new tube every five or ten samples. Two or more BQCs should
be added in the beginning and at the end of each batch.

6. Proceed directly with lipid extraction or store aliquots at
�80�C until extraction.

3.4 Lipid Extraction Once aliquots with the required amount of all the samples have
been prepared, two general strategies can be considered: (1) extract
lipids from all the samples at the same time, divide them in batches
(according to rules mentioned in the previous paragraph), freeze all
of them, and analyze each batch separately, i.e., at different days, or
(2) divide the samples in several batches (according to rules men-
tioned in the previous paragraph), and extract lipids from them
every day prior to analysis [21].

The lipid extraction procedure described below is based on the
method described by Alshehry et al. [17].

1. Study and BQC samples: Add 200 μL BUME + ISTDs to all
aliquots (20 μL, see Notes 13–15).

2. Blanks: 200 μL BUME + ISTDs (for the blank + ISTD sam-
ples) and 200 μL BUME (for blank� ISTD samples) are added
into empty tubes of the same type used for the study samples.
Blanks can be added to the sample sequence (e.g., one
blank + ISTD after each BQC) to monitor contamination
from the extraction solvent, ISTDmixes, extraction procedure,
and carry-over.

3. Vortex all samples (including blank� ISTD and blank + ISTD)
for 30 s, and sonicate them for 30 min ensuring that the
temperature of the water bath does not exceed 20�C.

4. After sonication, samples are centrifuged for 10 min at
14,000 � g (20�C) to precipitate proteins and salts, and then
the supernatant containing the sphingolipids is transferred into
new tubes or autosampler vials.

5. TQCSL samples: Pool aliquots of equal volumes from all
extracted BQCs to prepare the stock TQCSL. Estimate the
required volume based on injection sequence. Aliquot stock
TQCSL into two vials, one used as TQCSL for the LC-MS
analysis and the other for the initial conditioning of the
LC-MS system.
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6. TQCSL dilution series: A serial dilution series, e.g., 1:2, 1:4,
and 1:8 with BUME, is prepared from the stock TQCSL.

7. Extracts may be directly transferred to autosampler vials for
LC-MS analysis or stored at �80�C until needed (seeNotes 16
and 17). The samples can also be dried with nitrogen or in
centrifugal concentrator and reconstituted with a desired vol-
ume of mobile phase A before analysis.

3.5 Derivatization This procedure is based on the method described in (Narayanas-
wamy et al. [13]). Consult safety information detailed in Notes 18
and 19 before performing this procedure.

1. 90 μL lipid extract from study samples, BQCs, and blanks is
transferred to 2 mL Eppendorf Safe-Lock polypropylene tubes
in the same sequence as performed for the lipid extraction.

2. 30 μL of TMS-diazomethane 2 M solution in hexanes is added
for derivatization of S1P (see Notes 18 and 19).

3. This mixture is incubated for 20 min at 750 rpm at 22�C using
a thermal shaker.

4. The derivatization reaction is stopped after 20 min by adding
1 μL of acetic acid 100% (see Note 19).

5. Samples are vortexed for 5 s and centrifuged for 10 min at
14,000 � g (20 �C) and the supernatant transferred to new
vials/tubes.

6. TQCS1P samples: Pool aliquots of equal volume from all deri-
vatized BQCs to prepare the stock TQCS1P. Estimate the
required volume based on the sample sequence. Aliquot stock
TQCS1P into two vials, one used as TQCS1P for the LC-MS
analysis and the other one for the initial conditioning of the
LC-MS system.

7. TQCS1P dilution series: A serial dilution series, e.g., 1:2, 1:4,
and 1:8 with BUME, is prepared from the stock TQCS1P.

8. Extracts may be directly transferred to vials for LC-MS analysis
or stored at�80�C until needed. The samples can also be dried
with nitrogen or in centrifugal concentrator and reconstituted
with a desired volume of the starting mobile phase before
analysis.

3.6 Liquid

Chromatography-

Mass Spectrometry

Analysis

3.6.1 LC-MS Setup

for Sphingolipid Analysis

The protocol described below is based on a modified previously
described method by Wang et al. [23].

1. Samples are analyzed by reversed-phase liquid chromatography-
electrospray ionization (ESI) MS. Agilent 1290 UHPLC system
equipped with an Agilent ZORBAX RRHD Eclipse Plus C18,
95 Å, 2.1 � 100 mm, 1.8 μm, set at 40 �C, is used as a
chromatographic system to separate the sphingolipid species.
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The flow rate is 0.4 mL/min. Mobile phases A and B are mixed
according to the following gradient: 0% B to 10% B from 0 to
3 min, 10 to 40% B from 3 to 5 min, 40 to 55% B from 5 to
5.3 min, 55 to 60% B from 5.3 to 8 min, 60 to 80% B from 8 to
8.5 min, 80% B from 8.5 to 10.5 min, 80 to 90% B from 10.5 to
16 min, 90% B from 10.5 to 19 min, and 90 to 100% B from
19 to 22 min, and re-equilibrate at 0% B from 22.1 to 25.0 min.
The total run time is 25.0 min.

2. AJS ESI source parameters: Sheath gas temperature and flow
are set to 200�C and 12 L/min, respectively; nebulizer pres-
sure, 25 psi; capillary voltage and nozzle voltage, 3500 V and
500 V, respectively; dry gas temperature and flow, 200�C and
15 L/min, respectively; and the delta EMV, 200 V. Positive
high-/low-pressure RF of the iFunnel is set to 210/110.

3. For this analysis, the triple-quadrupole mass spectrometer is
operated in positive ionization dynamic multiple reaction mon-
itoring (dMRM)mode. For ceramides (Cer), hexosylceramides
(HexCer), and dihexosylceramides (Hex2Cer), the long-chain
base product ions generated from intact precursors and from
precursors after in-source water loss are monitored. For sphin-
gomyelins (SM) only the product ion ofm/z 184 is monitored.
MRM transitions, collision energies, and expected dMRM
retention time are listed in Table 2. Retention time windows
are set to 1.5; cycle time is set to 1000 ms, keeping a minimum
dwell time of �10 ms.

4. Injection volume for all injected samples is 2 μL (seeNote 20).

3.6.2 LC-MS Setup

for S1P Analysis

The protocol described below is a modified version of a previously
described method by Narayanaswamy et al. [13].

1. S1P analysis is performed using hydrophilic interaction liquid
chromatography (HILIC)-ESI MS on Agilent 1290 UHPLC
connected to an Agilent 6495 mass spectrometer. A Waters
ACQUITY BEH HILIC 130 Å, 1.7 μm, 2.1 � 100 mm, col-
umn maintained at 60�C is used for the analysis. The flow rate
is 0.4 mL/min. Mobile phases A and B are mixed according to
the following gradient: 99.9% B to 40% B from 0 to 5 min,
40 to 10% B from 5 to 5.5 min,10% B from 5.5 to 6.5 min, and
re-equilibrate at 99.9% B from 6.6 to 9.6 min. The total run
time is 9.6 min.

2. AJS ESI source parameters: The sheath gas temperature and
flow are set at 400�C and 12 L/min, respectively; nebulizer
pressure, 25 psi; capillary voltage, 3500 V; nozzle voltage,
500 V; dry gas temperature and flow, 200�C and 12 L/min,
respectively; delta EMV, 200; positive high-/low-pressure RF,
200/110.
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Table 2
Parameters defined in the MS dMRM method for sphingolipid analysis

Compound name Precursor ion Product ion
Ret time
(min)

Collision
energy

C1P d18:1/12:0 (ISTD) 562.4 264.1 9.8 25

C1P d18:1/12:0 (ISTD) 544.4 264.1 9.8 25

C1P d18:1/12:0 (ISTD) 562.4 464.2 9.8 10

C1P d18:1/16:0 618.5 264.2 11.9 25

C1P d18:1/16:0 600.5 264.2 11.9 25

C1P d18:1/18:0 646.5 264.2 12.9 25

C1P d18:1/18:0 628.5 264.2 12.9 25

C1P d18:1/26:0 758.6 264.2 16.9 25

C1P d18:1/26:0 740.6 264.2 16.9 25

Cer d18:1/12:0 (ISTD) 482.4 264.2 10.6 25

Cer d18:1/12:0 (ISTD)(-H2O) 464.4 264.2 10.6 25

Cer d18:0/14:0 512.5 266.2 13.4 25

Cer d18:0/14:0(-H2O) 494.5 266.2 13.4 25

Cer d18:1/14:0 510.5 264.2 11.8 25

Cer d18:1/14:0(-H2O) 492.5 264.2 11.8 25

Cer d18:1/14:1 508.5 264.2 10.6 25

Cer d18:1/14:1(-H2O) 490.5 264.2 10.6 25

Cer d18:2/14:0 508.5 262.2 10.6 25

Cer d18:2/14:0(-H2O) 490.5 262.2 10.6 25

Cer d18:0/15:0 526.5 266.2 14 25

Cer d18:0/15:0(-H2O) 508.5 266.2 14 25

Cer d18:0/16:0 540.5 266.2 14.6 25

Cer d18:0/16:0(-H2O) 522.5 266.2 14.6 25

Cer d18:1/16:0 538.5 264.2 12.5 25

Cer d18:1/16:0(-H2O) 520.5 264.2 12.5 25

Cer d18:1/16:1 536.5 264.2 11.5 25

Cer d18:1/16:1(-H2O) 518.5 264.2 11.5 25

Cer d18:2/16:0 536.5 262.2 11.8 25

Cer d18:2/16:0(-H2O) 518.5 262.2 11.8 25

Cer d18:0/17:0 554.5 266.2 15.2 25

(continued)
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Table 2
(continued)

Compound name Precursor ion Product ion
Ret time
(min)

Collision
energy

Cer d18:0/17:0(-H2O) 536.5 266.2 15.2 25

Cer d18:0/18:0 568.5 266.2 15.8 25

Cer d18:0/18:0(-H2O) 550.5 266.2 15.8 25

Cer d18:0/18:1 566.5 266.2 14.6 25

Cer d18:0/18:1(-H2O) 548.5 266.2 14.6 25

Cer d18:1/18:0 566.5 264.2 14 25

Cer d18:1/18:0(-H2O) 548.5 264.2 14 25

Cer d18:1/18:1 564.5 264.2 12.7 25

Cer d18:1/18:1(-H2O) 546.5 264.2 12.7 25

Cer d18:2/18:0 564.5 262.2 13 25

Cer d18:2/18:0(-H2O) 546.5 262.2 13 25

Cer d18:2/18:1 562.5 262.2 11.8 25

Cer d18:2/18:1(-H2O) 544.5 262.2 11.8 25

Cer d18:0/20:0 596.5 266.2 17 25

Cer d18:0/20:0(-H2O) 578.5 266.2 17 25

Cer d18:1/20:0 594.5 264.2 15.2 25

Cer d18:1/20:0(-H2O) 576.5 264.2 15.2 25

Cer d18:1/20:1 592.5 264.2 14 25

Cer d18:1/20:1(-H2O) 574.5 264.2 14 25

Cer d18:2/20:0 592.5 262.2 14.2 25

Cer d18:2/20:0(-H2O) 574.5 262.2 14.2 25

Cer d18:2/20:1 590.5 262.2 13 25

Cer d18:2/20:1(-H2O) 572.5 262.2 13 25

Cer d18:0/22:0 624.6 266.2 18.2 25

Cer d18:0/22:0(-H2O) 606.6 266.2 18.2 25

Cer d18:0/22:1 622.5 266.2 17 25

Cer d18:0/22:1(-H2O) 604.5 266.2 17 25

Cer d18:1/22:0 622.6 264.2 16.5 25

Cer d18:1/22:0(-H2O) 604.6 264.2 16.5 25

Cer d18:1/22:1 620.6 264.2 15.37 25

(continued)
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Table 2
(continued)

Compound name Precursor ion Product ion
Ret time
(min)

Collision
energy

Cer d18:1/22:1(-H2O) 602.6 264.2 15.37 25

Cer d18:2/22:0 620.6 262.2 15.6 25

Cer d18:2/22:0(-H2O) 602.6 262.2 15.6 25

Cer d18:2/22:1 618.6 262.2 14.4 25

Cer d18:2/22:1(-H2O) 600.6 262.2 14.4 25

Cer d18:0/23:0 638.6 266.2 18.8 25

Cer d18:0/23:0(-H2O) 620.6 266.2 18.8 25

Cer d18:0/23:1 636.6 266.2 17.6 25

Cer d18:0/23:1(-H2O) 618.6 266.2 17.6 25

Cer d18:1/23:0 636.6 264.2 17.2 25

Cer d18:1/23:0(-H2O) 618.6 264.2 17.2 25

Cer d18:1/23:1 634.6 264.2 16 25

Cer d18:1/23:1(-H2O) 616.6 264.2 16 25

Cer d18:2/23:0 634.6 262.2 16.2 25

Cer d18:2/23:0(-H2O) 616.6 262.2 16.2 25

Cer d18:2/23:1 632.6 262.2 15 25

Cer d18:2/23:1(-H2O) 614.6 262.2 15 25

Cer d18:0/24:0 652.6 266.2 19.4 25

Cer d18:0/24:0(-H2O) 634.6 266.2 19.4 25

Cer d18:0/24:1 650.6 266.2 18.2 25

Cer d18:0/24:1(-H2O) 632.6 266.2 18.2 25

Cer d18:1/24:0 650.6 264.2 17.9 25

Cer d18:1/24:0(-H2O) 632.6 264.2 17.9 25

Cer d18:1/24:1 648.6 264.2 16.7 25

Cer d18:1/24:1(-H2O) 630.6 264.2 16.7 25

Cer d18:2/24:0 648.6 262.2 16.9 25

Cer d18:2/24:0(-H2O) 630.6 262.2 16.9 25

Cer d18:2/24:1 646.6 262.2 15.6 25

Cer d18:2/24:1(-H2O) 628.6 262.2 15.6 25

Cer d18:0/25:0 666.6 266.2 20 25

(continued)
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Table 2
(continued)

Compound name Precursor ion Product ion
Ret time
(min)

Collision
energy

Cer d18:0/25:0(-H2O) 648.6 266.2 20 25

Cer d18:0/25:1 664.6 266.2 18.8 25

Cer d18:0/25:1(-H2O) 646.6 266.2 18.8 25

Cer d18:1/25:0 (ISTD) 646.4 264.2 18.5 25

Cer d18:1/25:0 (ISTD)(-H2O) 664.4 264.2 18.5 25

Cer d18:0/26:0 680.6 266.2 19.4 25

Cer d18:0/26:0(-H2O) 662.6 266.2 19.4 25

Cer d18:0/26:1 678.6 266.2 18.2 25

Cer d18:0/26:1(-H2O) 660.6 266.2 18.2 25

Cer d18:1/26:0 678.6 264.2 19.6 25

Cer d18:1/26:0(-H2O) 660.6 264.2 19.6 25

Cer d18:1/26:1 676.6 264.2 18.9 25

Cer d18:1/26:1(-H2O) 658.6 264.2 18.9 25

Cer d18:2/26:0 676.6 262.2 18.1 25

Cer d18:2/26:0(-H2O) 658.6 262.2 18.1 25

Cer d18:2/26:1 674.6 262.2 16.9 25

Cer d18:2/26:1(-H2O) 656.6 262.2 16.9 25

Hex2Cer d18:1/12:0 (ISTD) 788.5 264.2 9.9 45

Hex2Cer d18:1/12:0 (ISTD)(-H2O) 806.5 264.2 9.9 45

Hex2Cer d18:1/16:0 862.7 264.2 11.2 45

Hex2Cer d18:1/16:0(-H2O) 844.7 264.2 11.2 45

Hex2Cer d18:1/18:0 890.7 264.2 12.4 45

Hex2Cer d18:1/18:0(-H2O) 872.7 264.2 12.4 45

Hex2Cer d18:1/18:1 888.7 264.2 11.4 45

Hex2Cer d18:1/18:1(-H2O) 870.7 264.2 11.4 45

Hex2Cer d18:1/20:0 918.7 264.2 13.6 45

Hex2Cer d18:1/20:0(-H2O) 900.7 264.2 13.6 45

Hex2Cer d18:1/22:0 946.7 264.2 14.6 45

Hex2Cer d18:1/22:0(-H2O) 928.7 264.2 14.6 45

Hex2Cer d18:1/22:1 944.7 264.2 13.5 45

(continued)
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Table 2
(continued)

Compound name Precursor ion Product ion
Ret time
(min)

Collision
energy

Hex2Cer d18:1/22:1(-H2O) 926.7 264.2 13.5 45

Hex2Cer d18:1/23:0 960.7 264.2 15.2 45

Hex2Cer d18:1/23:0(-H2O) 942.7 264.2 15.2 45

Hex2Cer d18:1/24:0 974.7 264.2 15.7 45

Hex2Cer d18:1/24:0(-H2O) 956.7 264.2 15.7 45

Hex2Cer d18:1/24:1 972.7 264.2 14.6 45

Hex2Cer d18:1/24:1(-H2O) 954.7 264.2 14.6 45

HexCer 30:1 d18:1/12:0 (ISTD) 644.5 264.2 10 45

HexCer 30:1 d18:1/12:0 (ISTD)(-H2O) 626.5 264.2 10 45

HexCer 32:1 d18:1/14:0 672.6 264.2 10.5 45

HexCer 32:1 d18:1/14:0(-H2O) 654.6 264.2 10.5 45

HexCer d18:0/16:0 702.6 266.2 14 45

HexCer d18:0/16:0(-H2O) 684.6 266.2 14 45

HexCer d18:0/16:1 700.6 266.2 12.9 45

HexCer d18:0/16:1(-H2O) 682.6 266.2 12.9 45

HexCer d18:1/16:0 700.6 264.2 11.52 45

HexCer d18:1/16:0(-H2O) 682.6 264.2 11.52 45

HexCer d18:1/16:1 698.6 264.2 10.5 45

HexCer d18:1/16:1(-H2O) 680.6 264.2 10.5 45

HexCer d18:2/16:0 698.6 262.2 10.5 45

HexCer d18:2/16:0(-H2O) 680.6 262.2 10.5 45

HexCer d18:1/18:0 728.6 264.2 12.9 45

HexCer d18:1/18:0(-H2O) 710.6 264.2 12.9 45

HexCer d18:1/18:1 726.6 264.2 11.7 45

HexCer d18:1/18:1(-H2O) 708.6 264.2 11.7 45

HexCer d18:0/20:0 758.6 266.2 15.1 45

HexCer d18:0/20:0(-H2O) 740.6 266.2 15.1 45

HexCer d18:1/20:0 756.6 264.2 14.1 45

HexCer d18:1/20:0(-H2O) 738.6 264.2 14.1 45

HexCer d18:1/20:1 754.6 264.2 13 45

(continued)
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Table 2
(continued)

Compound name Precursor ion Product ion
Ret time
(min)

Collision
energy

HexCer d18:1/20:1(-H2O) 736.6 264.2 13 45

HexCer d18:2/20:0 754.6 262.2 13 45

HexCer d18:2/20:0(-H2O) 736.6 262.2 13 45

HexCer d18:0/22:0 786.6 266.2 17.5 45

HexCer d18:0/22:0 786.6 266.2 17.5 45

HexCer d18:0/22:0(-H2O) 768.6 266.2 17.5 45

HexCer d18:0/22:0(-H2O) 768.6 266.2 17.5 45

HexCer d18:0/22:1 784.6 266.2 16.3 45

HexCer d18:0/22:1(-H2O) 766.6 266.2 16.3 45

HexCer d18:1/22:0 784.6 264.2 15.2 45

HexCer d18:1/22:0(-H2O) 766.6 264.2 15.2 45

HexCer d18:1/22:1 782.6 264.2 14 45

HexCer d18:1/22:1(-H2O) 764.6 264.2 14 45

HexCer d18:2/22:0 782.6 262.2 14 45

HexCer d18:2/22:0(-H2O) 764.6 262.2 14 45

HexCer d18:0/23:0 800.7 266.2 18.1 45

HexCer d18:0/23:0(-H2O) 782.7 266.2 18.1 45

HexCer d18:1/23:0 798.6 264.2 15.9 45

HexCer d18:1/23:0(-H2O) 780.6 264.2 15.9 45

HexCer d18:1/23:1 796.6 264.2 14.7 45

HexCer d18:1/23:1(-H2O) 778.6 264.2 14.7 45

HexCer d18:0/24:0 814.7 266.2 18.6 45

HexCer d18:0/24:0 814.7 266.2 18.6 45

HexCer d18:0/24:0(-H2O) 796.7 266.2 18.6 45

HexCer d18:0/24:0(-H2O) 796.7 266.2 18.6 45

HexCer d18:0/24:1 812.7 266.2 17.5 45

HexCer d18:0/24:1(-H2O) 794.7 266.2 17.5 45

HexCer d18:1/24:0 812.7 264.2 16.5 45

HexCer d18:1/24:0(-H2O) 794.7 264.2 16.5 45

HexCer d18:1/24:1 810.7 264.2 15.3 45

(continued)
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Table 2
(continued)

Compound name Precursor ion Product ion
Ret time
(min)

Collision
energy

HexCer d18:1/24:1(-H2O) 792.7 264.2 15.3 45

HexCer d18:1/25:0 826.7 264.2 17.1 45

HexCer d18:1/25:0(-H2O) 808.7 264.2 17.1 45

HexCer d18:1/25:1 824.7 264.2 16 45

HexCer d18:1/25:1(-H2O) 806.7 264.2 16 45

HexCer d18:0/26:0 842.7 266.2 18.7 45

HexCer d18:0/26:0(-H2O) 824.7 266.2 18.7 45

HexCer d18:0/26:1 842.7 266.2 17.7 45

HexCer d18:0/26:1(-H2O) 824.7 266.2 17.7 45

HexCer d18:1/26:0 840.7 264.2 17.7 45

HexCer d18:1/26:0(-H2O) 822.7 264.2 17.7 45

HexCer d18:1/26:1 838.7 264.2 16.5 45

HexCer d18:1/26:1(-H2O) 820.7 264.2 16.5 45

SM 32:0 677.53 184.1 11.5 25

SM 30:1 (ISTD) 647.42 184.1 10 25

SM 32:1 675.53 184.1 10.8 25

SM 32:2 673.52 184.1 10.1 25

SM 33:0 691.56 184.1 11.8 25

SM 33:1 689.56 184.1 11.2 25

SM 33:2 687.56 184.1 10.5 25

SM 34:0 705.58 184.1 12 25

SM 34:1 703.58 184.1 11.5 25

SM 34:2 701.56 184.1 10.9 25

SM 35:0 719.58 184.1 12.7 25

SM 35:1 717.59 184.1 12 25

SM 36:0 733.58 184.1 13.3 25

SM 36:1 731.61 184.1 12.6 25

SM 36:2 729.59 184.1 11.8 25

SM 37:0 747.61 184.1 14 25

SM 37:1 745.61 184.1 13.2 25

(continued)
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Table 2
(continued)

Compound name Precursor ion Product ion
Ret time
(min)

Collision
energy

SM 38:0 761.6 184.1 14.5 25

SM 38:1 759.64 184.1 13.8 25

SM 38:2 757.61 184.1 13 25

SM 39:1 773.6 184.1 14.4 25

SM 40:0 789.67 184.1 15.7 25

SM 40:1 787.67 184.1 15.1 25

SM 40:2 785.65 184.1 14.2 25

SM 40:3 783.65 184.1 13.3 25

SM 41:1 801.68 184.1 15.8 25

SM 41:2 799.67 184.1 14.8 25

SM 41:3 797.67 184.1 13.8 25

SM 42:0 817.7 184.1 16.9 25

SM 42:1 815.7 184.1 16.5 25

SM 42:2 813.68 184.1 15.5 25

SM 42:3 811.67 184.1 14.5 25

SM 43:1 829.7 184.1 17.1 25

SM 43:2 827.7 184.1 16.1 25

SM 44:1 843.7 184.1 17.9 25

SM 44:2 841.7 184.1 16.9 25

Sph d16:1 272.24 254.2 5.7 5

Sph d16:1 272.24 236.1 5.7 10

Sph d16:1 272.24 224.1 5.7 21

Sph d17:0 (ISTD) 288.32 270.3 6.4 20

Sph d17:0 (ISTD) 288.32 252.2 6.4 20

Sph d17:0 (ISTD) 288.32 240.2 6.4 20

Sph d17:1 (ISTD) 286.32 268.3 6.2 5

Sph d17:1 (ISTD) 286.32 250.2 6.2 17

Sph d17:1 (ISTD) 286.32 238.2 6.2 20

Sph d18:0 302.32 284.2 6.65 20

Sph d18:0 302.32 266.2 6.65 20

(continued)
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3. The triple-quadrupole (QQQ) mass spectrometer is operated
in positive ionization multiple reaction monitoring (MRM)
mode. Two product ions (from the tetramethylated S1P that
is formed after TMS-diazomethane derivatization) are moni-
tored at m/z 60.08 and m/z 113 (see Table 3). The fragmen-
tor, collision energy, and cell accelerator voltage are set to
380 V, 29 V, and 3 V, respectively.

4. Injection volume for all samples is 2 μL (see Note 20).

Table 2
(continued)

Compound name Precursor ion Product ion
Ret time
(min)

Collision
energy

Sph d18:0 302.32 254.2 6.65 21

Sph d18:1 300.3 282.2 6.45 5

Sph d18:1 300.3 264.2 6.45 17

Sph d18:1 300.3 252.2 6.45 21

Sph d18:2 298.25 280.2 6 5

Sph d18:2 298.25 262.2 6 17

Sph d18:2 298.25 250.2 6 21

Table 3
Parameters defined in the MS MRM method for S1P analysis

Compound name Precursor ion Product ion

S1P d18:1 13C2D2 (ISTD) 440.33 113.0

S1P d18:1 13C2D2 (ISTD) 440.33 60.08

S1P d18:0 438.34 113.0

S1P d18:0 438.34 60.08

S1P d18:1 436.31 113.0

S1P d18:1 436.31 60.08

S1P d18:2 434.29 113.0

S1P d18:2 434.29 60.08

S1P d17:0a 424.3 113.0

S1P d17:0a 424.3 60.08

S1P d17:1a 422.3 113.0

S1P d17:1a 422.3 60.08

asee Note 13
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3.6.3 LC-MS Analyses 1. LC-MS system performances have to meet established quality
criteria (see Note 21).

2. Column is well conditioned before starting the analysis (see
Note 22).

3. The LC-MS system should first be equilibrated by injecting
three extracted blanks and then injecting TQC samples until
retention times and signals are stable. Ensure that all the peaks
are well captured within the dMRM windows for the sphingo-
lipid method (see Table 2), or adjust retention time windows if
necessary.

4. Injection sequence of samples, BQC, TQC, and extracted
blanks should depend on the experimental design. We recom-
mend the following injection sequence:

(a) TQC dilution series starting with the 1:8 diluted TQC.

(b) Samples, BQCs, and blanks in the same sequence used for
extraction.

(c) Insert TQCs in the sequence to monitor instrument per-
formance (e.g., after each blank + ISTD).

3.7 Data Analysis

3.7.1 Peak Integration

of MRM Chromatograms

1. MS raw data are imported into a MRM data analysis software
for small molecules, e.g., Agilent MassHunter Quantitative
Analysis, and MRM chromatograms are extracted.

2. Determine peak areas of quantifier transitions by peak integra-
tion. Transitions with fragments from intact precursors are
used as quantifiers and transitions with fragments from precur-
sors after water loss as qualifiers. For HexCer andHex2Cer, it is
opposite; the transitions with intact precursors are used as
qualifiers, and those of precursors with water loss as qualifier.
For sphingomyelins (SM) no qualifier transitions were moni-
tored in this protocol (see Table 2). For S1P transitions, the
product ion at m/z 60.08 is used as a quantifier and the one at
m/z 113 as a qualifier. Ensure that the correct peak is picked,
that a co-eluting qualifier peak is present, and that integration
borders are determined correctly (see Notes 23–25).

3.7.2 Normalization

and Quantification

1. Normalization with internal standards is done by calculating
the peak area ratio of the lipid of interest and the corresponding
internal standard (ISTD), in a linear interval covered by previ-
ously measured calibration curves [13, 16]. Lipids are normal-
ized with the corresponding class-specific compounds:
ceramides are normalized with Cer d18:1/12:0; HexCer with
GluCer d18:1/12:0; Hex2Cer with LacCer d18:1/12:0; SM
with SM d18:1/12:0; C1P with C1P d18:1/12:0; sphingo-
sines d18:1, d18:2, and d16:1 with Sph d17:1; sphingosine
d18:0 with Sph d17:0; and all S1Ps with S1P-13C2D2 d18:1
(see Notes 13 and 26).
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2. Isotope correction of the S1P quantifier transitions (m/z
60.03) is done by using the following formulas:

RAS1P d18:0 ¼ RArawS1P d18:0 � RArawS1P d18:1 � 0:03161

RAS1P d18:1 ¼ RArawS1P d18:1 � RArawS1P d18:2 � 0:03156

RA, relative abundance (corrected for isotope interference);
RAraw, raw relative abundance (see Note 27).

Calculation of absolute S1P d18:1 concentrations in the
study sample can be done using the following formula:

cS1Pd18:1 ¼ RAS1Pd18:1 � νISTD
νSample

� �
� cISTD

RAcorrS1P d18:1, relative abundance of S1P d18:1; νISTD, vol-
ume of S1P-13C2D2 ISTD solution (BUME + ISTD); νSample,

sample volume; cISTD, molar concentration of S1P d18:1 in the
sample; cISTD, molar concentration of S1P-13C2D2 in the ISTD
(BUME + ISTD) solution (see Note 28 and Table 1).

3. SeeNote 29 for calculation of concentrations of the other lipids
measured with the sphingolipid and S1P methods.

3.7.3 Quality Control The obtained raw dataset of lipid abundances should be filtered
based on quality control (QC) parameters to exclude potential
artifacts and noisy signals in downstream data analysis. The criteria
for QC filtering and parameters depend on the aims, requirements,
and practical aspects of the study.

1. Filtering of lipids exhibiting high variations in QC samples:
The coefficient of variation (CoV) in the BQC samples yields
information on the variation caused by experimental and ana-
lytical effects. We usually tend to exclude lipids with a %CoVof
>20–25%, depending on the study. %CoV is calculated using
the following formula:

%CoVLipid X ¼ StdDev RALipid X in all BQCs

� �
Mean RALipid X in all BQCs

� � � 100

RA, relative abundance.

2. Filtering of lipids that have high background signals. The
signal-to-blank peak area ratio of a lipid between sample and
corresponding blank yields information on interfering signals
from the extraction solvent, ISTD mix, extraction procedure,
and carry-over. We usually exclude lipids that have a signal-to-
blank ratio <10.

3. Filtering of lipids that do not linearly respond to dilution:
Significantly lower or higher response to dilution of extracts
may indicate saturation effects, interfering contaminants from
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the lipid extraction or LC system, other artifacts from the
LC-MS system, or errors in data processing, i.e., peak picking
and integration. We usually exclude lipids that respond to
dilutions of TQC with a Pearson correlation coefficient < 0.8
(see also Note 20).

4. The relative abundances of lipid in BQCs can be used to
monitor, and to potentially correct, for drifts and batch effects
during analyses. We routinely plot relative abundances of each
lipid and the principal components 1–3 from a principal com-
ponent analysis (PCA) of all relative lipid abundances in all
BQCs against the analysis order to visualize and detect drifts
and batch effects.

4 Notes

1. Personal protection equipment (PPE) should be worn during
all experimental steps. Human blood, plasma, and serum sam-
ples should be treated as potentially infectious and handled in a
biosafety cabinet. All steps involving organic solvents should be
performed under a chemical hood, except when organic extrac-
tion solvent is added to the plasma samples. Concentrated
formic acid should be added into water/solvents and not in
reverse order.

2. During blood coagulation, platelets, leukocytes, and erythro-
cytes release extracellular vesicles and various compounds,
including lipids such as sphingosine-1-phosphate, and enzymes
that may change lipid profiles ex vivo. Plasma obtained from
anticoagulated blood can therefore be considered as the closest
to the blood plasma in vivo [22, 24, 25].

3. Blood should always be taken around the same time of the day
for all the samples, and fasting status (time between the last
meal and blood draw) should also be comparable between the
study subjects, to reduce diurnal variations and effect of food
intake on plasma lipids [26, 27].

4. Samples from matched reference groups should be taken for
each study and at times distributed throughout the study dura-
tion to avoid biases, if applicable. Comparisons with samples or
with lipidomic results obtained from other studies may be
difficult due to differences in the used methodologies that
may lead to incorrect conclusions.

5. Collection of capillary blood, e.g., by fingerprick, is not recom-
mended as blood may be contaminated with skin cells, tissue
fluids, and disinfectants. These procedures often result in
hemolytic samples, especially when the puncture point is
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squeezed (see Note 12), and clotting before mixing with the
anticoagulant [28].

6. Proper venipuncture protocols should be applied to prevent
hemolysis and clotting [29]. Discarding the first 1–3 mL of
blood with a dedicated discard tube may reduce the risk of
hemolysis and clots. Special care should be taken when blood
is collected via infusion catheters, in which case discarding the
first 1–3 mL blood reduces the risk of hemolysis and mixing of
infusion solution into the collected blood [30].

7. Heparin has been shown to introduce higher variability in the
measurements of certain sphingolipids [27].

8. When using blood collection containers with liquid anticoagu-
lant solution (i.e., citrate tubes), care must be taken not to
under- or overfill the tubes to avoid dilution errors and ensure
a reproducible final concentration of anticoagulant. The dilu-
tion by the anticoagulant solution must be considered in the
calculation of the lipid concentrations.

9. When collected whole blood is not kept on ice before centrifu-
gation, specific lipid levels may increase ex vivo, i.e., sphingo-
sine-1-phosphate [22].

10. Clotting time of blood from patients with disorders affecting
coagulation and/or who are under anticoagulant therapy may
considerably vary. In this case samples from all subjects should
be allowed to clot for the same time.

11. Low centrifugation forces or short centrifugation times may
lead to residual platelets in the plasma, which may affect levels
of lipids abundant in platelets, such as sphingosine-1-phos-
phate [31]. High centrifugation forces may cause hemolytic
serum preparations and alter the lipid levels as well.

12. Hemolytic samples may have altered profiles of specific lipids
that are highly abundant in erythrocytes, e.g., sphingosine-1-
phosphate, and must therefore be avoided or measured with
caution [22].

13. To analyze S1P d17:0 and S1P d17:1, the Cer/Sph mixture II
cannot be used, as it contains S1P d17:0 and S1P d17:1
standards, which will interfere with endogenous species. In
this case, a separate extraction with BUME containing only
S1P-13C2D2 as internal standard has to be prepared.

14. Before using internal standard solutions stored at �20�C or
�80�C, allow solutions to equilibrate to room temperature,
sonicate for approximately 10 min, and mix well to ensure
compounds are fully dissolved.

15. Polypropylene tubes of some other brands may not be com-
patible with the butanol/methanol extraction solvent and/or
may cause interferences in LC-MS analyses. It is recommended
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to test specific tubes by analyzing blanks extracted in these
tubes (see Subheading 3.4, step 2).

16. Note that these extracts can be used for other lipid analyses as
well, as, for example, in phospholipid and neutral lipid
analyses [17].

17. When extracts that were stored at�80�C will be analyzed, they
should be equilibrated at room temperature for 1 h, briefly
vortexed, sonicated for 10 min in a sonication bath, and vor-
texed again, before analysis.

18. (Trimethylsilyl)diazomethane (TMS-diazomethane) solution
is highly toxic by inhalation and skin contact, and all experi-
mental steps using this reagent must therefore be handled with
appropriate safety measures, i.e., working always under a fume
hood and wearing personal protection equipment. People
handling this compound should consult the safety data sheet
and should be accordingly trained. To minimize risk of larger
spills, only the estimated total volume of TMS-diazomethane
required for an experiment should be transferred from the
stock bottle to a glass or polypropylene tube using a glass
syringe. Aliquots are then taken from this tube. Excessive,
unused TMS-diazomethane should be neutralized by slowly
adding 10% acetic acid in methanol. This reaction is exother-
mic and produces nitrogen gas; therefore only little amounts of
10% acetic acid should be added at once.

19. After adding TMS-diazomethane, the solution in the tubes
turns yellow. After incubation, it may become less colored,
and after addition of acetic acid, the solution must become
colorless, indicating inactivation of TMS-diazomethane. The
amount of acetic acid added is enough to inactivate the
TMS-diazomethane in the tube. However, in case the sample
is still yellow, do not proceed with analyses, verify your proce-
dure, and add more acetic acid for full inactivation.

20. Injection volumes may change depending on the LC-MS sys-
tem used. We advise to check if signal intensities of lipid species
in the TQC dilution series follow the dilution pattern, espe-
cially when using a different LC-MS than the one described in
this article. When signals of lipids do not linearly respond to the
dilution, a signal saturation effect may be present, in which case
lowering the injection volume or diluting the samples may be
helpful (see Subheading 3.7, step 10).

21. LC-MS instrument performances may deteriorate in time,
especially during long sample sequences, due to accumulation
of contaminants in the system. We suggest using the TQC
samples to monitor the system condition and to perform
maintenance/cleaning procedures when necessary. At this
stage, it will be important to document when these procedures
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took place during the analysis, to be able to explain and correct
possible batch effects at the end of the analysis (see Subheading
3.7, step 11).

22. The column should be fully equilibrated prior to the start of
the sample analysis. The column can be equilibrated for 30 min
using the initial gradient conditions. A minimum of three
chromatographic runs using blanks prior to the start of TQC
injections is suggested.

23. Interferences from [M + 2] isotopes, in-source fragmentation
products, and unknown compounds may be present in the
chromatograms [16]. Particularly, in plasma and serum,
d18:0 sphingolipids are usually less abundant or not detectable
compared to d18:1 sphingolipids, whose M + 2 isotope can
cause interferences that may be misinterpreted as d18:0 sphin-
golipid peaks. For the sphingolipid method data, it is therefore
important to ensure that retention times of picked peaks are in
accordance with the chain length and desaturation of the lipid
species. In reversed-phase separation, lipid species with longer
chains elute later, whereas species with higher number of desa-
turations (double bonds in the acyl and sphingosine chains)
elute earlier [16]. In the S1P method all S1P species, including
the S1P-13C2D2 d18:1 internal standard, nearly co-elute in
overlapping elution profiles due to the HILIC separation
[13]. As a consequence, isotope correction has to be per-
formed for S1P d18:0 and d18:1 (see Note 27). Peaks that
do not at least partially co-elute with S1P-13C2D2 d18:1
indicate interferences and must not be considered (see
Note 23) [13].

24. Presence of corresponding co-eluting qualifier peaks should be
verified for all the integrated quantifier peaks. Compounds
without corresponding co-eluting qualifier may be interfer-
ences from unknown compounds and should not be
integrated.

25. In-source sugar loss may occur from HexCer and Hex2Cer
species and generate ceramide precursors. However, these
interferences can be identified by their shorter retention time
relative to corresponding “true” ceramide species present in
the sample.

26. Internal standards for each lipid class are used to normalize for
the differential extraction and ionization efficiencies of differ-
ent lipid classes.

27. For S1P d18:0 it is necessary to correct for the isotopic inter-
ference from M + 2 ions of S1P d18:1, which is usually higher
in abundance than S1P d18:0. For S1P d18:1 the isotopic
interference from S1P d18:2 M + 2 is usually less than 1% in
plasma and could therefore be omitted. No isotope correction
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is needed for the lipids in the sphingolipid method, as those
lipids whose M + 2 isotopes could interfere are separated by
retention time.

28. Accurate quantification can be achieved for S1P d18:1 using
the isotope-labeled S1P-13C2D2 d18:1 internal standard com-
bined with HILIC chromatography. For all other lipid species
in the sphingolipids and S1P method matrix, chromatographic
and ionization effects may affect calculated concentrations as
only one internal standard is used per lipid class. The co-elution
of S1P species due to the HILIC separation in the S1P method
based may compensate for some of these effects and may
therefore allow a more accurate quantification of different
S1P species with only one internal standard (see Note 29).

29. Hypothesizing that the analyte and the selected internal stan-
dard have identical response factors, this general equation can
be used to calculate the concentration of an analyte in the
sample:

cAnalyte ¼
AreaAnalyte
AreaISTD

� νISTD
νSample

� cISTD

AreaAnalyte, peak area of analyte; AreaAnalyte, peak area of inter-
nal standard (ISTD); VISTD, volume of ISTD solution; VSample,
sample volume; cAnalyte, molar concentration of the analyte in
the sample; cISTD, molar concentration of the ISTD in the
ISTD solution (see Table 1).
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Chapter 12

Shotgun Lipidomics Approach for Clinical Samples

Lars F. Eggers and Dominik Schwudke

Abstract

Shotgun lipidomics offers fast and reproducible identification and quantification of lipids in clinical samples.
Lipid extraction procedures based on the methyl tert-butyl protocol are well established for performing
shotgun lipidomics in biomedical research. Here, we describe a shotgun lipidomics workflow that is well suited
for the analysis of clinical samples such as tissue samples, blood plasma, andperipheral bloodmononuclear cells.

Key words Shotgun lipidomics, High-resolution mass spectrometry, Clinical samples, Lipid extrac-
tion, Lipid identification
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CE Cholesteryl ester
Cer Ceramide
DAG Diacylglycerol
FT-ICR Fourier transform ion cyclotron resonance
HexCer Hexosyl ceramide
LPC Lysophosphatidylcholine
MAG Monoacylglycerol
MFQL Molecular fragmentation query language
MS Mass spectrometry
MS2 Tandem mass spectrometry
MTBE Methyl tert-butyl ether (UPAC, tert-butyl methyl ether)
PC Phosphatidylcholine
PE Phosphatidylethanolamine
PG Phosphatidylglycerol
PI Phosphatidylinositol
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TAG Triacylglycerol
TOF Time of flight

Martin Giera (ed.), Clinical Metabolomics: Methods and Protocols, Methods in Molecular Biology, vol. 1730,
https://doi.org/10.1007/978-1-4939-7592-1_12, © Springer Science+Business Media, LLC 2018

Electronic supplementary material:The online version of this chapter (https://doi.org/10.1007/978-1-4939-
7592-1_12) contains supplementary material, which is available to authorized users.

163



1 Introduction

Shotgun lipidomics is a well-established approach for lipid analysis,
and a number of clinical applications were reported [1–3]. The
term “shotgun lipidomics” was coined by Han and Gross [4] and
refers to direct analysis of complex lipid extracts by mass spectrom-
etry [5, 6]. The shotgun approach avoids time-consuming chro-
matographic separations and takes advantage of the superior
analytical power of modern tandem mass spectrometers [7]. Appli-
cation of high-resolving mass analyzers like Orbitrap, FT-ICR, and
TOF enables unambiguous quantification of a variety of phospho-
lipids, sphingolipids, and neutral lipids. Top-down lipidomics is
based on accurate mass determination in MS1 and allows to deter-
mine chemical sum compositions. The heteroatom content is char-
acteristic for many lipid classes, and lipid species can be assigned
according to the length of aliphatic chains and number of double
bond [6, 8]. The bottom-up approach identifies lipids on the basis of
specific fragments for the lipid class-specific head groups and fatty
acids inMS2 [9–12]. With fast high-resolving tandemmass spectro-
meters, a sufficient number of MS2 spectra can be collected
together withMS1 information. These complex mass spectrometric
datasets are analyzed with the dedicated LipidXplorer software
[13, 14]. As a result, an improved coverage of the lipidome is
achieved because the aliphatic chain compositions can be deter-
mined [14, 15].

Here, we describe a shotgun lipidomics workflow suitable for
clinical analyses. We describe in detail the sample preparation pro-
cedures for tissue homogenization and lipid extraction using the
methyl tert-butyl ether (MTBE) protocol [16]. We provide detailed
information for lipid profiling based on high-resolution MS instru-
mentation and provide a data analysis strategy for lipid identifica-
tion and quantitation based on LipidXplorer.

2 Materials

All solvents and chemicals should be of LC-MS grade or otherwise
with the highest purity grade available. All glass vials and Pasteur
pipets have to be washed three times with each solvent with increas-
ing hydrophobicity, (1) water, (2) methanol, and (3)MTBE, before
use (see Note 1).
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2.1 Tissue

Homogenization

1. Homogenization buffer: Weigh 1.86 g KCl (74.55 g/mol) in a
500 mL volumetric flask and fill it to the mark with water. Store
the solution at 4 �C.

2. Homogenization instrument with sample tubes (20 mL) con-
taining stainless steel beads for tissue amounts below 200 mg;
otherwise tubes with rotor-stator element (see Note 2).

3. Prepare solution of butylhydroxytoluene (BHT, M ¼
220.35 g/mol) in methanol: Solve 10 mg BHT in 10 mL
methanol and store the solution at 4 �C (see Note 3).

2.2 Lipid Extraction 1. Prepare Pasteur pipets, at least two per sample, and Eppendorf
tubes (Eppendorf Safe-Lock tubes). Per sample is needed: two
tubes, size 2 mL, and three tubes, size 0.5 mL (see Note 4).

2. Centrifuge and vacuum centrifuge (SpeedVac).

3. Shaker (e.g., Eppendorf MixMate).

4. Methanol solution (containing 3% acetic acid): Mix 20 mL
methanol and 600 μL acetic acid in a 50 mL glass bottle.
Store the solution at room temperature (see Note 5).

5. Re-extraction solvent: Mix 20 mLMTBE with 6 mL methanol
(with 3% acetic acid) and 5 mL water. From the resulting
biphasic system, the upper phase is used for the second extrac-
tion step (see Note 6).

6. Internal standard solution: We use SPLASH LipidoMix mass
spectrometry standard from Avanti Polar Lipids (No. 330707)
and mix it with ceramide (d18:1/25:0) quantitative mass spec-
trometry standard (Avanti Polar Lipids No. LM-2225). Pur-
chased vials of SPLASH and ceramide (d18:1/25:0) contain
1 mL standard solution. This solution is quantitatively trans-
ferred into a 10mL volumetric flask and filled with methanol to
the ring mark. From this stock, aliquots of 500 μL volume were
prepared and stored at �20 �C (see Note 7) (Table 1).

7. Storage solution: Mix 30 mL of chloroform with 15 mL meth-
anol and 2.25 mL water.

8. For adding internal standard solution, use precision glass capil-
laries with calibrated volumes (Fig. 1).

2.3 Shotgun

Lipidomics

1. 96-well plate or 384-well plate (e.g., Eppendorf Twin Tec).

2. Spray solution: Mix 5 mL chloroform with 10 mL methanol
(containing 0.1% w/v ¼ 1 g/L ammonium acetate,
M ¼ 77.08 g/mol) and 20 mL 2-propanol. The resulting
ammonium acetate concentration is 3.7 mM (see Note 8).

3. Mass spectrometer with high-resolving power (Rmin@700 ¼
100,000); this protocol refers to usage of a Q Exactive Plus
(Thermo, Bremen, Germany).
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4. Nano-electrospray ion source: This protocol refers to the Tri-
Versa NanoMate (Advion, Ithaca, USA). Flow injection strate-
gies are another possibility to automatize shotgun
lipidomics [12].

Fig. 1 Workflow of MTBE-based lipid extraction. MeOH methanol, ISD internal standard, RT room temperature
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3 Methods

3.1 Homogenization

of Tissue Samples

1. Tissue samples, stored at �80 �C and thawed on ice, are
weighted and transferred to the homogenization tubes.

2. Homogenization buffer is added in 20-fold volumetric excess
to the weight of the tissue sample.

3. Add BHT solution (1 mg/mL) to the tissue samples: 200 μL
per 1 g tissue.

4. Homogenize tissues for 2 min at 6000 rpm and reverse rota-
tion every 30 s. Repeat this step two to five times until the
tissue is sufficiently disintegrated.

5. Collect aliquots of 20 μL in collection tubes. Take one aliquot
for lipid extraction, and store remaining homogenates at
�80 �C as reserve samples.

3.2 Lipid Extraction

of Tissue

Homogenates

1. Thaw tissue homogenates on ice and keep them cold until
methanol is added. Add 20 μL homogenization buffer to the
homogenate aliquots.

2. Add 290 μLmethanol (3% acetic acid) and 10 μL of the internal
standard mix. Keep samples at room temperature.

3. Add 1 mL MTBE and incubate for 1 h at room temperature
under continuous shaking (600 rpm).

4. After 1 h, add 250 μL of water to the samples and incubate for
another 10 min at 1300 rpm.

5. Centrifuge samples for 10 min at 15,000 � g (see Note 9).

6. Transfer 900 μL of the upper phase into a separate 2 mL
collection tube (see Notes 10 and 11).

7. Add 400 μL of the re-extraction solvent to the remaining water
phases.

8. Incubate samples for 20 min at room temperature under con-
tinuous shaking (1300 rpm).

9. Centrifuge samples for 10 min at 15,000 � g.

10. Transfer 450 μL of the upper phase into the collection tube.

11. Dry samples in the vacuum centrifuge (see Note 12).

12. Resolve dried lipid extracts in 50 μL storage solution (seeNote
13).

13. Pipet three to four aliquots with 10 μL in 500 μL sample tubes.

3.3 Lipid Extraction

of Blood Plasma

1. Dilute EDTA plasma tenfold with water.

2. 50 μL are transferred to a new tube.

3. 20 μL of the internal standard mix are added and the mixture is
well mixed.
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4. Add 250 μL methanol (3% acetic acid) and agitate the
suspension.

5. Add 1 mL MTBE and incubate the mixture for 1 h with
constant stirring.

6. For induction of phase separation, add 250 μL water. Incubate
the extraction mixture for another 5 min on a shaker.

7. Afterward, the extraction mixture is centrifuged at 15,000 � g
for 2 min to improve phase separation.

8. 800 μL of the upper organic phase are collected into a new
sample tube. Optional, the remaining phase is extracted a
second time as described above (Subheading 3.2). The organic
phase should be clear and free of any residual aqueous phase
and insoluble material.

9. The organic phase is dried down with the help of a vacuum
concentrator. Optional, the aqueous phase can be stored for
further determination of the protein content (Subheading
3.4).

10. The dried phase is taken up in 100 μL storage solution and can
be stored until mass spectrometric analysis.

3.4 Lipid Extraction

of Peripheral Blood

Mononuclear Cells

(PBMCs)

1. Cell pellets of 1E06 PBMCs are carefully resuspended in 50 μL
water.

2. Add 4 μL of the internal standard mix.

3. Add 270 μL methanol (3% acetic acid) and mix the
suspension well.

4. Add 1 mL MTBE and incubate the mixture for 1 h with
constant stirring.

5. Add 250 μL water to induce phase separation and incubate the
suspension for another 5 min.

6. Centrifuge the extraction mixture at 15,000 � g to improve
phase separation.

7. Collect 800 μL of the upper organic phase and transfer it to a
new sample tube. Optional, the remaining phase is extracted a
second time as described above (Subheading 3.2). The organic
phase should be clear and free of any residual aqueous phase
and insoluble material.

8. The combined organic phases are dried down and dissolved in
50 μL storage solution.

3.5 Shotgun

Lipidomics

1. Add 190 μL of the spray solution to the 10 μL sample aliquots
directly before MS analysis.

2. Vortex each sample and centrifuge for at least 5 min at
15,000 � g to prevent that particles clog nanoESI nozzles.
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3. Pipet 20 μL of each sample onto a 96-well or 384-well plate.
We recommend analyzing each sample twice. Consecutively,
two wells are needed per sample (see Note 14).

4. Set spray voltage to 1.1 kVand back pressure (only for TriVersa
NanoMate) at 1.1 psi.

5. Whole analysis duration is 10 min. Ion source switches polarity
at 5 min.

6. Instrument acquires MS1 spectra in a range of m/z 350–1000
in both ion modes.

7. MS2 spectra are acquired in data-independent acquisitions
(DIA). An MS2 spectra are acquired every m/z 1.001 starting
atm/z 350.2 in the positive ion mode and atm/z 350.1 in the
negative ion mode.

8. When a Q Exactive Plus is utilized, set resolving power of MS1

scans to 270,000 and of MS2 scans to 70,000.

3.6 Data Analysis

with LipidXplorer

1. Install LipidXplorer Version 1.2.7 according to the documenta-
tion available on https://wiki.mpi-cbg.de/lipidx/Main_Page.

2. Convert raw data files into *.mzML file by MS convert from
ProteoWizard [17]: http://proteowizard.sourceforge.net/
downloads.shtml

3. Data files are imported into LipidXplorer using the import
settings lpdxImportSettings_LE4.ini as available in the online
supplement (see Note 15).

4. In the online supplement, we provide MFQL (molecular frag-
mentation query language) scripts for lipid identification based
on data acquired on a Q Exactive Plus using both positive and
negative ion mode. Detailed information about LipidXplorer
and MFQL can be found in the tutorial by Herzog et al. [14]
(see Note 16). Specific MFQLs for SPLASH lipid standard
components are also provided.

5. After import of the data and lipid identification with MFQL
scripts for each ion mode separately, *.csv files are written
providing intensities for each lipid species as well as for the
internal standards. In consecutive steps, quantities can be cal-
culated based on this data.

6. We recommend eliminating background ions from the dataset
by deleting all identified lipids whose average abundance is
lower than ten times their abundance in blank extracts.
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4 Notes

1. Industrial cleaned glass surfaces are in our experience not suffi-
ciently cleaned for lipid analysis. To avoid ionization suppres-
sion of lipids, we employ for all utilized glassware the described
cleaning procedure with LC-MS grade solvents.

2. The selection of the homogenization device depends on the
tissue amounts that should be homogenized. We recommend,
if available, to use higher tissue amounts about 500mg to cover
the inhomogeneity within the tissue. As described in Subhead-
ing 3, a 20-fold excess of buffer is given to the tissue samples
during homogenization. When used tissues amount below
200 mg, the volume of buffer is too low to yield sufficient
homogenization in rotor-stator system. In this case, use of
steel beads is beneficial.

3. Always prepare a fresh BHT solution.

4. The polypropylene of Eppendorf Safe-Lock tubes has a well-
defined chemical background [18]. We recommend to deter-
mine the chemical background pattern in conjunction of any
mass spectrometric lipid analysis, especially when changing the
manufacturer of the extraction tubes. Some of the known
background signals can be used for mass recalibration.

5. The acidified methanol solution has to be prepared freshly.
Acetic acid reacts with methanol to form methyl acetate. We
observed impaired extraction efficiency and reproducibility if
acidified methanol was not freshly prepared.

6. This biphasic system has an overall composition of 10:3:2.5
(MTBE, methanol, water; v/v/v), which is exact the same
composition in the first extraction step. The goal is to keep
the volumetric ratios of MTBE, water, and methanol constant
during the second extraction step. If only MTBE is added, the
volumetric ratios shift and the extraction efficiency could be
affected.

7. The choice of internal standards has to be customized for the
applied screening experiment. Lipids with dialkyl-bound side
chains, for example, are commercially available and do not
naturally occur in clinical samples. They form the same adducts
than natural lipids of the same class, although ionization effi-
ciencies differ from diacyl species. Unfortunately, these species
undergo different fragmentation mechanisms than diacyl lipids
which makes them only suitable for top-down lipidomics screen.
Another strategy would be to choose lipids with odd numbers
of carbon atoms in their fatty acid residues (e.g., 17:0). These
lipids are not available by mammalian biosynthetic pathways.
From our experience, “odd-chain” lipid species are detected
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with low abundance in human lipidomes. Potentially, these
lipids were taken up by nutrition. The SPLASH mix contains
lipids with deuterated acyl chains (d7 18:1) making this mix-
ture ideal for top-down as well as bottom-up strategies. Addi-
tional lipid standards might be required depending on the
experimental question. Here, we added a ceramide standard.

8. To yield higher sensitivities for anionic phospholipids in nega-
tive ion mode, 0.05 mM ammonium chloride in the spray
solution can be used.

9. The sample tube contains a biphasic system: The upper phase is
composed mainly by MTBE and contains extracted lipids. The
lower phase is aqueous and contains small polar molecules
(metabolites). On the bottom of the tube, precipitated proteins
and biomacromolecules are located.

10. This step has to be carried out with care. Make sure that only
the organic phase is collected.

11. To save time to dry down samples, the extracts in the collection
tubes can be concentrated in a SpeedVac.

12. This step could be time-consuming. Dry sample at first at room
temperature until the pressure notably drops in the SpeedVac
(~45 min). Then MTBE is completely evaporated, and the
remaining sample contains predominantly water. At this point
methanol can be added to the samples to speed up drying. One
can increase the temperature to 45 �C. It takes about 1.5 h
until complete dryness. As long as there is water in the tube,
the samples stay cooled. Make sure that dried samples do not
remain an unnecessary long time in the heated vacuum
chamber.

13. Care has to be taken when dried samples are resolved in the
storage solution. Vortex the samples carefully and extensively.

14. We recommend to keep the temperature of the autosampler
between 15 and 18 �C for long sequences.

15. The LipidXplorer import settings were written for data
acquired on a Q Exactive Plus instrument and acquisitions as
described under Subheading 3.3.

16. The MFQL scripts report quantifier ions in columns with
prefixes “INT.” The quantifiers were chosen to be specific for
each individual lipid species. In negative ion mode, we quantify
based on the sum intensity of both fatty acid fragments in MS2.
The bases for quantification are signals of the deuterated fatty
acids of the SPLASH internal standard mix. Cardiolipin is
quantified as doubly charged precursor ion in negative ion
mode based on the first isotope signal as proposed by Han
et al. [19]. No internal standard for cardiolipin was utilized; we
utilize the response of the PG internal standard as reference.
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Quantification of cholesterol esters is based on the fragment
ion at m/z 369.35. For ceramides the C18 long-chain base
signal at m/z 264.26 is used. For DAG and TAG species, the
specific neutral loss of fatty acids is used for quantitation. MAG
species are exclusively identified and quantified by their accu-
rate mass in MS1. SM species are also quantified based on their
precursor ion.We recommend to use the negative ion mode for
PE and PC quantitation.

All provided MFQL scripts contain empirical determined
rules for filtering initial identification results. Intensity ratios of
precursor ions and fragment ions were determined from
internal standards and are used as quality check to avoid false
assignment due to in-source fragmentation and adducts.
These ratios are dependent on the instrument platform.
MFQL script for all glycerophospholipids contains “(avg(PR.
intensity) / (avg(FA1.intensity) þ avg(FA2.intensity)) &gt;¼
X AND avg(PR.intensity) / (avg(FA1.intensity) þ avg(FA2.
intensity)) &lt;¼ Y)” where X represent the lower and Y
higher limit for this ratio for each class.
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Chapter 13

Establishing and Performing Targeted Multi-residue
Analysis for Lipid Mediators and Fatty Acids in Small
Clinical Plasma Samples

Theresa L. Pedersen and John W. Newman

Abstract

LC-MS/MS- and GC-MS-based targeted metabolomics is typically conducted by analyzing and quantify-
ing a cascade of metabolites with methods specifically developed for the metabolite class. Here we describe
an approach for the development of multi-residue analytical profiles, calibration standards, and internal
standard solutions in support of a fast, simple, and low-cost plasma sample preparation that captures and
quantitates a range of metabolite cascades.

Key words Oxylipins, Endocannabinoids, Bile acids, Nonesterified fatty acids, Targeted metabolo-
mics, LC-MS/MS, Metabolic profiling

1 Introduction

Targeted metabolomics provides sensitive, quantitative data sets
that can be used to investigate the metabolic consequences of
disease, drug treatment effects, and outcomes of interventions, as
well as establishing clinical reference ranges and reference materials
for determining accuracy andmethod validation [1, 2]. The manual
optimization of analyte ionization and fragmentation parameters
for large multi-residue methods is an overwhelming prospect, espe-
cially when transferring a method to a new hardware platform. Over
the past 10 years, we have developed an approach that has allowed
us to successfully transfer complex multi-residue analyses to labora-
tories around the world [3–6]. Here we describe a semiautomated
alternative chromatographic “gradient optimization” approach to
transfer large profiles between LC-MS/MS platforms, where the
acquisition method is used to optimize all analytes simultaneously
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and provide a record of the optimization, in a timely manner. This
includes establishing global MS parameters, determining analyte
retention times, and making a series of acquisition methods to
simultaneously optimize analyte-specific parameters under the
LC-MS/MS acquisition method conditions.

Additionally, increased dynamic linear ranges of 5–6 orders of
magnitude allow for the simultaneous observation and quantifica-
tion of many metabolites in one analysis, and we have taken advan-
tage of this to fuse the analysis of multiple lipid classes [7, 8]. Here
we share an approach for quantifying oxygenated lipids, endocan-
nabinoids and like compounds, bile acids, and free fatty acids,
captured in two LC-MS/MS and one GC-MS acquisition methods
from a single small plasma extract. Included are detailed instruc-
tions for the systematic development of the multi-residue calibra-
tion standards for these assays. This includes a worksheet for en
masse calculations to make up analyte mixtures and calibration
standard solutions, which can be expanded to include additional
metabolic cascades of interest.

Classical sample preparation and cleanup methods for multi-
residue quantitative analysis are labor intensive and expensive.
Increased sensitivity in modern MS/MS allows for substantial
reductions in sample volume, eliminating the need for extensive
cleanup procedures, reducing matrix effects, and resulting in more
robust methods. We present a small-volume protein precipitation
with filtration as the plasma sample preparation procedure prior to
LC-MS/MS and GC-MS analysis. Included is a summary instruc-
tion for quality control procedures to assess method robustness.

2 Materials

The Materials section includes procedures needed to perform the
described extraction and quantitative analysis. All LC-MS assay
solvents are Fisher LC-MS grade, 0.2 μm filtered. GC-MS assay
solvents are Fisher Optima grade or equivalent. All liquid chroma-
tography mobile phases are maintained in glass Pyrex bottles, and
the phases and solutions containing organic solvents are stored with
Teflon-lined caps. Aqueous phase solutions are stored at 4 �C until
use and not longer than 2 weeks (seeNote 1). Prior to use, prerinse
all volumetric flasks, vials, tubes, plates, and glassware with metha-
nol (MeOH), followed by hexane for GC glassware, and allow to
dry in a glass beaker loosely covered with foil, in a dust-free chemi-
cal exhaust hood. Use analytical volumetric glass barrel syringes and
flasks to prepare all solutions containing analytical standards. Glass
barrel syringes should be cleaned in MeOH and dried by house
vacuum (use a funnel on top of a sidearm flask) between measure-
ments. Standard stock solutions, optimization solutions, and work-
ing solutions are stored in amber vials topped with nitrogen gas,
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with Teflon-lined caps. Use thin ½ in. Teflon tape to seal the
outside of caps to prevent solvent evaporation, and mark the menis-
cus to assess volume stability during storage. It is recommended
that all analyte mixtures, calibration standards, surrogate spike
solutions, and internal standard sample reconstitution solutions
are ampouled under nitrogen gas and stored at �20 �C. Analyte
stock solutions are stored at �80 �C. Use a calibrated analytical
balance with accuracy to 0.1 mg to weigh neat materials.

2.1 Materials

for Calibration

Standard Preparation

1. Volumetric flasks: A minimum of two 1.0 mL, nine 5 mL, two
10 mL, two 25 mL, and one 100 mL volumetric flasks are
needed.

2. Glass syringes: Each of the following volumes 10, 50, 100, 250,
and 500 μL of gastight syringes with Teflon-tipped plungers
and blunt-tipped needles is needed.

3. Analytes: Purchase analytes for oxylipin (Table 1), endocanna-
binoid (Table 2), bile acid (Table 3), and fatty acid (Tables 4
and 5) assays. Be sure to purchase fatty acid methyl esters for
GC-MS calibration standard preparation (see Note 2).

4. 900 Pasteur pipettes and bulbs are used for non-volumetric solu-
tion and extract transfer.

5. Calibrated pipettors are used for sample transfer.

2.2 Liquid

Chromatography-

Tandem Mass

Spectrometry

1. LC: Use an ultra-performance liquid chromatograph capable of
a running pressure of >8000 psi.

2. MS/MS: An atmospheric pressure ionization triple-quadrupole
mass spectrometer with an electrospray probe with positive-
negative mode switching capabilities and fast scanning is pre-
ferred. Otherwise, the profiles can be developed as indepen-
dent positive and negative mode methods, without ESI
switching.

3. Inserts, caps, and vials: Waters Corp autosampler-compatible
2 mL amber vials, slit-top caps, and 150 μL glass polyspring
autosampler inserts are used for analysis.

2.3 LC-MS/MS

of Oxylipin/

Endocannabinoid

Profile

1. Liquid chromatography column: 150 mm � 2.1 mm i.d.,
1.7 μm Acquity C18 BEH column, and a 0.2 μm stainless
steel frit as a guard column (Waters Corp, Inc. Milford, MA).

2. Solvent A (0.1% acetic acid): 1 L of water, 1.0 mL of glacial
acetic acid. Measure 1 L of 0.2 μm filtered LC-MS grade water
in a 1 L graduated cylinder, and add 1 mL of LC-MS grade
glacial acetic using a 1 mL pipette. Transfer to a 1 L LC solvent
bottle.

3. Solvent B (10:90 isopropanol/acetonitrile): 900 mL of acetoni-
trile (ACN), 100 mL of LC-MS grade isopropanol (IPA).
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Table 1
Oxylipin assay chemical identifiers and quality

# Abbreviation InChIKey Class Quality

1 CUDA HPTJABJPZMULFH-UHFFFAOYSA-N LC ISTD +++

2 PUHA VUPFPVOJLPTJQS-UHFFFAOYSA-N LC ISTD +++

3 6-Keto PGF1a-d4 OXY SSTD +++

4 TXB2-d4 OXY SSTD +++

5 PGF2a-d4 OXY SSTD +++

6 PGD2-d4 OXY SSTD +++

7 LTB4-d4 OXY SSTD +++

8 14,15-DiHETrE-d11 OXY SSTD +++

9 9-HODE-d4 OXY SSTD +++

10 20-HETE-d6 OXY SSTD +++

11 12-HETE-d8 OXY SSTD +++

12 5-HETE-d8 OXY SSTD +++

13 12(13)-EpOME-d4 OXY SSTD +++

14 10-Nitrooleate-d17 OXY SSTD ++

15 AA-d8 OXY SSTD +++

16 6-keto-PGF1a KFGOFTHODYBSGM-ZUNNJUQCSA-N PG +++

17 PGF3a SAKGBZWJAIABSY-SAMSIYEGSA-N PG +++

18 PGE3 CBOMORHDRONZRN-QLOYDKTKSA-N PG +++

19 TXB2 XNRNNGPBEPRNAR-JQBLCGNGSA-N TX +++

20 9,12,13-TriHOME MDIUMSLCYIJBQC-MVFSOIOZSA-N Triol +++

21 PGF2a PXGPLTODNUVGFL-UAAPODJFSA-N PG +++

22 PGE2 XEYBRNLFEZDVAW-ARSRFYASSA-N PG +++

23 PGE1 GMVPRGQOIOIIMI-DWKJAMRDSA-N PG +++

24 PGD2 BHMBVRSPMRCCGG-OUTUXVNYSA-N PG +++

25 15-keto-PGE2 YRTJDWROBKPZNV-KMXMBPPJSA-N PG +++

26 RvD1 OIWTWACQMDFHJG-NJIQAZPPSA-N Triol +++

27 Lipoxin A4 IXAQOQZEOGMIQS-SSQFXEBMSA-N Diol +++

28 LTB5 BISQPGCQOHLHQK-HDNPQISLSA-N LT +++

29 15,16-DiHODE LKLLJYJTYPVCID-OHPMOLHNSA-N Diol +++

30 8,15-DiHETE NNPWRKSGORGTIM-RCDCWWQHSA-N Diol +++

31 12,13-DiHODE RGRKFKRAFZJQMS-OOHFSOINSA-N Diol +++

(continued)
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Table 1
(continued)

# Abbreviation InChIKey Class Quality

32 9,10-DiHODE QRHSEDZBZMZPOA-ZJSQCTGTSA-N Diol +++

33 17,18-DiHETE XYDVGNAQQFWZEF-JPURVOHMSA-N Diol +++

34 5,15-DiHETE UXGXCGPWGSUMNI-BVHTXILBSA-N Diol +++

35 6-trans-LTB4 VNYSSYRCGWBHLG-UKNWISKWSA-N Diol +++

36 14,15-DiHETE BLWCDFIELVFRJY-QXBXTPPVSA-N Diol +++

37 LTB4 KFGOFTHODYBSGM-ZUNNJUQCSA-N Diol +++

38 12,13-DiHOME CQSLTKIXAJTQGA-FLIBITNWSA-N Diol +++

39 9,10-DiHOME XEBKSQSGNGRGDW-YFHOEESVSA-N Diol +++

40 19,20-DiHDoPE FFXKPSNQCPNORO-MBYQGORISA-N Diol +++

41 14,15-DiHETrE SYAWGTIVOGUZMM-ILYOTBPNSA-N Diol +++

42 11,12-DiHETrE LRPPQRCHCPFBPE-KROJNAHFSA-N Diol +++

43 9,10-e-DiHO VACHUYIREGFMSP-SJORKVTESA-N Diol +++

44 9-HOTE YUPHIKSLGBATJK-OBKPXJAFSA-N R-OH +++

45 12(13)Ep-9-KODE RCMABBHQYMBYKV-BUHFOSPRSA-N Epox,R ¼ O ++

46 13-HOTE KLLGGGQNRTVBSU-JDTPQGGVSA-N R-OH +++

47 8,9-DiHETrE DCJBINATHQHPKO-TYAUOURKSA-N Diol +++

48 15-Deoxy PGJ2 VHRUMKCAEVRUBK-GODQJPCRSA-N PG +++

49 15-HEPE UDXLGBLAJBYLSZ-XBCQTNLFSA-N R-OH +++

50 20-HETE NNDIXBJHNLFJJP-DTLRTWKJSA-N R-OH +++

51 12-HEPE MCRJLMXYVFDXLS-QGQBRVLBSA-N R-OH +++

52 5,6-DiHETrE GFNYAPAJUNPMGH-QNEBEIHSSA-N Diol +++

53 9-HEPE OXOPDAZWPWFJEW-FPRWAWDYSA-N R-OH +++

54 13-HODE HNICUWMFWZBIFP-IRQZEAMPSA-N R-OH +++

55 5-HEPE FTAGQROYQYQRHF-FCWZHQICSA-N R-OH +++

56 9-HODE NPDSHTNEKLQQIJ-SIGMCMEVSA-N R-OH +++

57 15(16)-EpODE HKSDVVJONLXYKL-OHPMOLHNSA-N Epox +++

58 17(18)-EpETE GPQVVJQEBXAKBJ-JPURVOHMSA-N Epox +++

59 15-HETE JSFATNQSLKRBCI-VAEKSGALSA-N R-OH +++

60 13-KODE JHXAZBBVQSRKJR-BSZOFBHHSA-N R ¼ O ++

61 9(10)-EpODE JTEGNNHWOIJBJZ-ZJSQCTGTSA-N Epox +++

62 17-HDoHE SWTYBBUBEPPYCX-VIIQGJSXSA-N R-OH +++

(continued)
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Measure 900 mL of 0.2 μm filtered LC-MS grade ACN in a 1 L
graduated cylinder, and bring to a 1 L final volume with
100 mL of IPA. Transfer to a 1 L LC solvent bottle with a
Teflon-lined cap.

2.4 LC-MS/MS of Bile

Acid Profile

1. Liquid chromatography column: 100 mm � 2.1 mm i.d.,
1.7 μm Acquity C18 BEH column, and a 0.2 μm stainless
steel frit as a guard column (Waters Corp, Inc., Milford, MA).

Table 1
(continued)

# Abbreviation InChIKey Class Quality

63 12(13)-EpODE BKKGUKSHPCTUGE-OOHFSOINSA-N Epox +++

64 15-KETE YGJTUEISKATQSM-USWFWKISSA-N R ¼ O ++

65 14-HDoHE ZNEBXONKCYFJAF-BGKMTWLOSA-N R-OH +++

66 11-HETE GCZRCCHPLVMMJE-RSPKXIRXSA-N R-OH +++

67 14(15)-EpETE RGZIXZYRGZWDMI-QXBXTPPVSA-N Epox +++

68 9-KODE LUZSWWYKKLTDHU-ZJHFMPGASA-N R ¼ O ++

69 11(12)-EpETE QHOKDYBJJBDJGY-BVILWSOJSA-N Epox +++

70 12-HETE ZNHVWPKMFKADKW-FYMOKONMSA-N R-OH +++

71 8-HETE NLUNAYAEIJYXRB-VYOQERLCSA-N R-OH +++

72 9-HETE KATOYYZUTNAWSA-DLJQHUEDSA-N R-OH +++

73 19(20)-EpDoPE OSXOPUBJJDUAOJ-MBYQGORISA-N Epox +++

74 5-HETE KGIJOOYOSFUGPC-JGKLHWIESA-N R-OH +++

75 12(13)-EpOME CCPPLLJZDQAOHD-FLIBITNWSA-N Epox +++

76 14(15)-EpETrE WLMZMBKVRPUYIG-LTCHCNGXSA-N Epox +++

77 4-HDoHE IFRKCNPQVIJFAQ-JGDWKEERSA-N R-OH +++

78 16(17)-EpDoPE BCTXZWCPBLWCRV-ZYADFMMDSA-N Epox +++

79 9(10)-EpOME XEBKSQSGNGRGDW-YFHOEESVSA-N Epox +++

80 5-KETE MEASLHGILYBXFO-XTDASVJISA-N R ¼ O ++

81 11(12)-EpETrE DXOYQVHGIODESM-IQCOFVSKSA-N Epox +++

82 8(9)-EpETrE DBWQSCSXHFNTMO-TYAUOURKSA-N Epox +++

83 10-Nitrolinoleate LELVHAQTWXTCLY-XYWKCAQWSA-N Nitrolipid ++

84 9(10)-EpO IMYZYCNQZDBZBQ-UHFFFAOYSA-N Epox +++

85 10-Nitrooleate WRADPCFZZWXOTI-UHFFFAOYSA-N Nitrolipid ++

86 9-Nitrooleate CQOAKBVRRVHWKV-UHFFFAOYSA-M Nitrolipid ++

Quality: poor (�); fair (þ); good (þþ); excellent (þþþ)
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Table 2
Endocannabinoid target identifiers and assay quality

# Abbreviation InChIKey Class Quality

1 CUDA HPTJABJPZMULFH-UHFFFAOYSA-N LC ISTD +++

2 PUHA VUPFPVOJLPTJQS-UHFFFAOYSA-N LC ISTD +++

3 NA-Gly-d8 Endo SSTD +++

4 2-AG-d5 Endo SSTD ++

5 PGF2a EA-d4 Endo SSTD +++

6 P-EA-d4 Endo SSTD +++

7 A-EA-d8 Endo SSTD +++

8 PGF2a-EA XCVCLIRZZCGEMU-FPLRWIMGSA-N Acyl-amides +++

9 PGE2-EA GKKWUSPPIQURFM-IGDGGSTLSA-N Acyl-amides +++

10 PGD2-EA KEYDJKSQFDUAGF-YIRKRNQHSA-N Acyl-amides +++

11 15-HETE-EA XZQKRCUYLKDPEK-BPVVGZHASA-N Acyl-amides +++

12 11(12)-EET TYRRSRADDAROSO-KROJNAHFSA-N Acyl-amides +++

13 aL-EA HBJXRRXWHSHZPU-PDBXOOCHSA-N Acyl-amides +++

14 DH-EA CXWASNUDKUTFPQ-KUBAVDMBSA-N Acyl-amides +++

15 A-EA LGEQQWMQCRIYKG-DOFZRALJSA-N Acyl-amides +++

16 L-EA KQXDGUVSAAQARU-HZJYTTRNSA-N Acyl-amides +++

17 NA-Gly YLEARPUNMCCKMP-DOFZRALJSA-N Acyl-amides +++

18 DGL-EA ULQWKETUACYZLI-QNEBEIHSSA-N Acyl-amides +++

19 P-EA HXYVTAGFYLMHSO-UHFFFAOYSA-N Acyl-amides +++

20 NO-Gly HPFXACZRFJDURI-KTKRTIGZSA-N Acyl-amides +++

21 O-EA BOWVQLFMWHZBEF-KTKRTIGZSA-N Acyl-amides +++

22 D-EA FMVHVRYFQIXOAF-DOFZRALJSA-N Acyl-amides +++

23 S-EA OTGQIQQTPXJQRG-UHFFFAOYSA-N Acyl-amides +++

24 PGF2a-1G NWKPOVHSHWJQNI-OMVDPNNKSA-N Glyceryl ester ++

25 PGE2-1G RJXVYMMSQBYEHN-SDTVLRMPSA-N Glyceryl ester ++

26 2-AG RCRCTBLIHCHWDZ-DOFZRALJSA-N Glyceryl ester ++

27 2-LG IEPGNWMPIFDNSD-HZJYTTRNSA-N Glyceryl ester ++

28 1-AG DCPCOKIYJYGMDN-HUDVFFLJSA-N Glyceryl ester ++

29 1-LG WECGLUPZRHILCT-GSNKCQISSA-N Glyceryl ester ++

31 2-OG UPWGQKDVAURUGE-KTKRTIGZSA-N Glyceryl ester ++

32 1-OG RZRNAYUHWVFMIP-QJRAZLAKSA-N Glyceryl ester ++

Quality: poor (�); fair (þ); good (þþ); excellent (þþþ)
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Table 3
Bile acid target identifiers and assay quality

# Abbreviation InChIKey Class Quality

1 CUDA HPTJABJPZMULFH-UHFFFAOYSA-N LC ISTD +++

2 PUHA VUPFPVOJLPTJQS-UHFFFAOYSA-N LC ISTD +++

3 CA-d6 BA SSTD +++

4 CDCA-d4 BA SSTD +++

5 DCA-d4 BA SSTD +++

6 GCA-d4 BA SSTD +++

7 GCDCA-d4 BA SSTD +++

8 LCA-d4 BA SSTD +++

9 TCDCA-d4 BA SSTD +++

10 TDHCA UBDJSBRKNHQFPD-PYGYYAGESA-N 2� BA Conj +++

11 T-ω-MCA m-BA Conj +++

12 T-α-MCA XSOLDPYUICCHJX-QQXJNSDFSA-N m-BA Conj +++

13 T-β-MCA XSOLDPYUICCHJX-UZUDEGBHSA-N m-BA Conj +++

14 TUDCA HMXPOCDLAFAFNT-BHYUGXBJSA-N 2� BA Conj +++

15 TCA WBWWGRHZICKQGZ-HZAMXZRMSA-N 1� BA Conj +++

16 ω-MCA DKPMWHFRUGMUKF-NTPBNISXSA-N m-BA +++

17 GUDCA GHCZAUBVMUEKKP-XROMFQGDSA-N 2� BA Conj +++

18 α-MCA DKPMWHFRUGMUKF-JDDNAIEOSA-N m-BA +++

19 GHDCA SPOIYSFQOFYOFZ-BRDORRHWSA-N 2� BA Conj +++

20 GCA RFDAIACWWDREDC-FRVQLJSFSA-N 1� BA Conj +++

21 β-MCA DKPMWHFRUGMUKF-CRKPLTDNSA-N m-BA +++

22 TCDCA BHTRKEVKTKCXOH-BJLOMENOSA-N 1� BA Conj +++

23 TDCA AWDRATDZQPNJFN-VAYUFCLWSA-N 2� BA Conj +++

24 CA BHQCQFFYRZLCQQ-OELDTZBJSA-N 1� BA +++

25 UDCA RUDATBOHQWOJDD-UZVSRGJWSA-N 2� BA +++

26 GCDCA GHCZAUBVMUEKKP-GYPHWSFCSA-N 1� BA Conj +++

27 GDCA WVULKSPCQVQLCU-BUXLTGKBSA-N 2� BA Conj +++

28 TLCA QBYUNVOYXHFVKC-GBURMNQMSA-N 2� BA Conj +++

29 CDCA RUDATBOHQWOJDD-BSWAIDMHSA-N 1� BA +++

30 DCA KXGVEGMKQFWNSR-LLQZFEROSA-N 2� BA +++

31 GLCA XBSQTYHEGZTYJE-OETIFKLTSA-N 2� BA Conj +++

32 LCA SMEROWZSTRWXGI-HVATVPOCSA-N 2� BA ++

Quality: poor (�); fair (þ); good (þþ); excellent (þþþ)
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Table 4
Fatty acid target identifiers and assay quality

# Abbreviation InChIKey (fatty acids) Class Quality

1 C23:0-me VORKGRIRMPBCCZ-UHFFFAOYSA-N GC ISTD +++

2 C6:0-me FUZZWVXGSFPDMH-UHFFFAOYSA-N SFA �
3 C8:0-me WWZKQHOCKIZLMA-UHFFFAOYSA-N SFA �
4 C10:0-me GHVNFZFCNZKVNT-UHFFFAOYSA-N SFA +

5 C12:0-me POULHZVOKOAJMA-UHFFFAOYSA-N SFA ++

6 C14:0-me TUNFSRHWOTWDNC-UHFFFAOYSA-N SFA +++

7 C14:1n5-me YWWVWXASSLXJHU-WAYWQWQTSA-N MUFA +

8 C15:0-me WQEPLUUGTLDZJY-UHFFFAOYSA-N SFA +++

9 C15:1n5-me ISTD +++

10 C16:0-d31-me MQOCIYICOGDBSG-HXKBIXQXSA-M SSTD +++

11 C16:0-me IPCSVZSSVZVIGE-UHFFFAOYSA-N SFA +++

12 C16:1n7t-me SECPZKHBENQXJG-BQYQJAHWSA-N Trans-fat +++

13 C16:1n7-me SECPZKHBENQXJG-FPLPWBNLSA-N MUFA +++

14 C17:0-me KEMQGTRYUADPNZ-UHFFFAOYSA-N SFA +++

15 C17:1n7-me MUFA +++

16 C18:0-d35-me QIQXTHQIDYTFRH-KNAXIHRDSA-N SSTD +++

17 C18:0-me QIQXTHQIDYTFRH-UHFFFAOYSA-N SFA +++

18 C18:1n9-me ZQPPMHVWECSIRJ-KTKRTIGZSA-N MUFA +++

19 C18:1n7-me UWHZIFQPPBDJPM-FPLPWBNLSA-N MUFA +++

20 C18:2n6-me OYHQOLUKZRVURQ-HZJYTTRNSA-N PUFA-n6 +++

21 C18:3n6-me VZCCETWTMQHEPK-QNEBEIHSSA-N PUFA-n6 +++

22 C18:3n3-me DTOSIQBPPRVQHS-PDBXOOCHSA-N PUFA-n3 +++

23 C18:4n3-me JIWBIWFOSCKQMA-LTKCOYKYSA-N PUFA-n3 +++

24 C19:0-me ISYWECDDZWTKFF-UHFFFAOYSA-N SFA +++

25 C19:1n9-me BBOWBNGUEWHNQZ-KTKRTIGZSA-N MUFA +++

26 9c,11 t–CLA-me JBYXPOFIGCOSSB-GOJKSUSPSA-N Trans-fat +++

27 10 t,12c–CLA-me GKJZMAHZJGSBKD-BLHCBFLLSA-N Trans-fat +++

28 C20:0-me VKOBVWXKNCXXDE-UHFFFAOYSA-N SFA +++

29 C20:1n9-me BITHHVVYSMSWAG-KTKRTIGZSA-N MUFA +++

30 C20:2n6-me XSXIVVZCUAHUJO-HZJYTTRNSA-N PUFA-n6 +++

31 C20:3n6-me HOBAELRKJCKHQD-QNEBEIHSSA-N PUFA-n6 +++

(continued)
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2. Solvent A (0.1% formic acid): 1 L of water, 1.0 mL of formic
acid. Measure 1 L of water in a 1 L graduated cylinder, and add
1 mL of LC-MS grade formic acid using a 1 mL pipette.
Transfer to a 1 L LC solvent bottle.

3. Solvent B (0.1% formic acid in ACN): 1 L of ACN, 1 mL formic
acid. Measure 1 L of ACN in a 1 L graduated cylinder, and add
1 mL of LC-MS grade formic acid using a 1 mL pipette.
Transfer to a 1 L LC solvent bottle with a Teflon-lined cap.

Table 4
(continued)

# Abbreviation InChIKey (fatty acids) Class Quality

32 C20:4n6-me YZXBAPSDXZZRGB-DOFZRALJSA-N PUFA-n6 +++

33 C20:3n3-me AHANXAKGNAKFSK-PDBXOOCHSA-N PUFA-n3 +++

34 C21:0-me CKDDRHZIAZRDBW-UHFFFAOYSA-N SFA +++

35 C20:4n3-me YNVYKJQCWARJFA-ZKWNWVNESA-N PUFA-n3 +++

36 C20:5n3-me JAZBEHYOTPTENJ-JLNKQSITSA-N PUFA-n3 +++

37 C22:0-me UKMSUNONTOPOIO-UHFFFAOYSA-N SFA +++

38 C22:1n9-me DPUOLQHDNGRHBS-KTKRTIGZSA-M SSTD +++

39 C22:2n6-me HVGRZDASOHMCSK-HZJYTTRNSA-N PUFA-n6 +++

40 C22:4n6-me TWSWSIQAPQLDBP-DOFZRALJSA-N PUFA-n6 +++

41 C22:5n6-me AVKOENOBFIYBSA-WMPRHZDHSA-N PUFA-n6 +++

42 C22:3n3-me WBBQTNCISCKUMU-PDBXOOCHSA-N SSTD +++

43 C22:5n3-me YUFFSWGQGVEMMI-RCHUDCCISA-N PUFA-n3 +++

44 C22:6n3-me MBMBGCFOFBJSGT-KUBAVDMBSA-N PUFA-n3 +++

45 C24:0-me QZZGJDVWLFXDLK-UHFFFAOYSA-N SFA +++

46 C24:1n9-me GWHCXVQVJPWHRF-KTKRTIGZSA-M MUFA +++

Quality: poor (�); fair (þ); good (þþ); excellent (þþþ)

Table 5
Internal standards, lipid class surrogates, and FAME derivatization controls

# Abbreviation InChIKey Class Use

1 TAG-tri(16:0)-d93 PVNIQBQSYATKKL-JGBASCRPSA-N TG TG SSTD

2 PC-di(18:0)-d70) NRJAVPSFFCBXDT-MNVUKWGGSA-N PL PL SSTD

3 CE-C22:1n9 SQHUGNAFKZZXOT-QXAJUEOOSA-N CE CE SSTD

4 C22:3n3 WBBQTNCISCKUMU-PDBXOOCHSA-N NEFA FAME SSTD

5 C15:1n5 NEFA FAME ISTD

184 Theresa L. Pedersen and John W. Newman



2.5 Preparing

LC-MS/MS Analyte

Stocks

and Optimization

Solutions

Prepare the individual analyte optimization solutions and the “all
analyte” optimization solution described below at the same time
while the stock solutions are being handled. Clean one 2 mL amber
vial for each analyte optimization solution and one vial for the all
analyte optimization solution being prepared for each assay.

1. Vials: Per assay, ~200 2 mL and ~50 5 mL amber borosilicate
vials with solid Teflon-lined caps for solution storage.

2. LC-MS analyte stock solutions: 0.10–10.0 mg/mL of analyte in
MeOH. One mg/mL is ideal for the volumetric transfers used
to make the LC-MS/MS calibration solutions. Stock solutions
of each analyte are prepared or purchased in a concentration
range from 0.10 to 10.0 mg/mL. For neat compounds, weigh
materials, record weight, transfer to an appropriate volumetric
flask, and solubilize with nitrogen or argon purged MeOH. If
necessary, dilute concentrated solutions by transferring the
appropriate volume with an analytical syringe to an appropriate
volumetric flask and bring to volume in purged MeOH. Vortex
each new solution 2 s to mix and transfer to a glass vial with a
Pasteur pipette. Top the analyte stock solutions with nitrogen
gas, cap, seal, mark the meniscus, and label vial. Store analyte
stocks at �80 �C.

3. LC-MS analyte optimization solutions: 0.10–10.0 μg/mL of
analyte in MeOH. Using one vial per analyte, transfer 1.0 μL
of each analyte stock solution into a 2 mL amber glass vial
containing 1 mL purged 1:1 MeOH/ACN (v/v). Label the
vial with the analyte name, seal, and store at �20 �C.

4. LC-MS all analyte optimization solution: 0.10–10.0 μg/mL of
all analytes in MeOH. Transfer 1 μL of each analyte stock
solution into a 2 mL amber vial containing 1 mL purged 1:1
MeOH/ACN (v/v). Label as “All Analyte Opt” and store at
�20 �C.

2.6 Calibration

Standard Preparation

Worksheet

Generating a spreadsheet containing target weights with all volu-
metric deliveries (and volumetric constraints) provides an excellent
format for both projecting approximate target concentrations,
recording actual weights and volumes, and developing the volu-
metrics for making a complex suite of analytes (see Note 3). Sup-
plementary File 1 provides an organized approach for making the
complex mixtures needed for this protocol. Simple mathematical
functions are embedded in the sheet, where the adjustment of
delivery and final volumes will change the solution and standard
concentrations, en masse. This worksheet can be expanded with the
positive mode endocannabinoids (Table 6) and/or used to build
other multi-residue profiles, such as the bile acids (Table 7) and
fatty acids (Table 8). If your mass spectrometer software quantifies
internal standards on a curve, you will need to adjust your internal
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Table 6
Representative oxy/endo fusion calibrations for the 6500 QTRAP (nM)

# Mixture Compound Mix target (μM) Range (nM)

1 IS PHAU 50 100

2 IS CUDA 50 100

3 Oxy SSTD 14,15-DiHETrE-d11 13 25

4 Oxy SSTD 6-keto PGF1a-d4 12 25

5 Oxy SSTD TXB2-d4 12 25

6 Oxy SSTD PGD2-d4 13 25

7 Oxy SSTD LTB4-d4 13 25

8 Oxy SSTD 12-HETE-d8 12 25

9 Oxy SSTD 9-HODE-d4 12 25

10 Oxy SSTD 5-HETE-d8 13 25

11 Oxy SSTD 20-HETE-d6 12 25

12 Oxy SSTD AA-d8 13 25

13 Oxy SSTD 10-Nitrooleate-d17 13 25

14 Oxy SSTD PGF2a-d4 13 25

15 Oxy SSTD 12(13)-EpOME-d4 12 25

16 Endo SSTD NA-Gly-d8 6.2 22

17 Endo SSTD 2-AG-d5 6.3 22

18 Endo SSTD PGF2a EA-d4 6.2 22

19 Endo SSTD P-EA-d4 6.3 22

20 Endo SSTD A-EA-d8 6.2 22

21 Oxy mix 1 9,12,13-TriHOME 15 [0.0116–1210]

22 Oxy mix 1 12,13-DiHOME 16 [0.0122–1270]

23 Oxy mix 1 9,10-DiHOME 16 [0.0122–1270]

24 Oxy mix 1 EKODE 16 [0.0123–1280]

25 Oxy mix 1 13-HODE 16 [0.0124–1300]

26 Oxy mix 1 9-HODE 16 [0.0124–1300]

27 Oxy mix 1 13 KODE 17 [0.013–1360]

28 Oxy mix 1 9-KODE 17 [0.013–1360]

29 Oxy mix 1 12(13)-EpOME 17 [0.013–1350]

30 Oxy mix 1 9(10)-EpOME 17 [0.013–1350]

31 Oxy mix 1 9,10-DiHODE 16 [0.0123–1280]

(continued)
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Table 6
(continued)

# Mixture Compound Mix target (μM) Range (nM)

32 Oxy mix 1 12,13-DiHODE 15 [0.0118–1230]

33 Oxy mix 1 15,16-DiHODE 16 [0.0123–1280]

34 Oxy mix 1 13-HOTE 16 [0.0125–1300]

35 Oxy mix 1 9-HOTE 16 [0.0125–1300]

36 Oxy mix 1 9(10)-EpODE 16 [0.0123–1280]

37 Oxy mix 1 12(13)-EpODE 16 [0.0125–1300]

38 Oxy mix 1 15(16)-EpODE 16 [0.0123–1280]

39 Oxy mix 1 6-keto-PGF1a 15 [0.0116–1210]

40 Oxy mix 1 TXB2 15 [0.0116–1210]

41 Oxy mix 1 PGF2a 16 [0.0121–1260]

42 Oxy mix 1 PGE1 16 [0.0121–1260]

43 Oxy mix 1 PGE2 16 [0.0122–1270]

44 Oxy mix 1 PGE3 16 [0.0123–1280]

45 Oxy mix 1 PGD2 16 [0.0122–1270]

46 Oxy mix 1 PGJ2 15 [0.0115–1200]

47 Oxy mix 1 15-deoxy PGJ2 16 [0.0121–1260]

48 Oxy mix 1 LTB5 6.0 [0.00482–502]

49 Oxy mix 1 6-trans-LTB4 15 [0.0114–1190]

50 Oxy mix 1 LTB4 15 [0.0114–1190]

51 Oxy mix 1 Lipoxin a4 14 [0.0109–1130]

52 Oxy mix 1 LTE4 11 [0.00874–910]

53 Oxy mix 2 14,15-DiHETrE 15 [0.0113–1180]

54 Oxy mix 2 11,12-DiHETrE 15 [0.0113–1180]

55 Oxy mix 2 8,9-DiHETrE 15 [0.0113–1180]

56 Oxy mix 2 5,6-DiHETrE 15 [0.0113–1180]

57 Oxy mix 2 20-HETE 16 [0.012–1250]

58 Oxy mix 2 15-HETE 16 [0.012–1250]

59 Oxy mix 2 12-HETE 16 [0.012–1250]

60 Oxy mix 2 11-HETE 16 [0.012–1250]

61 Oxy mix 2 9-HETE 16 [0.0121–1260]

62 Oxy mix 2 8-HETE 16 [0.012–1250]

(continued)
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Table 6
(continued)

# Mixture Compound Mix target (μM) Range (nM)

63 Oxy mix 2 5-HETE 16 [0.012–1250]

64 Oxy mix 2 15-KETE 16 [0.0121–1260]

65 Oxy mix 2 5-KETE 16 [0.0121–1260]

66 Oxy mix 2 14(15)-EpETrE 16 [0.012–1250]

67 Oxy mix 2 11(12)-EpETrE 16 [0.012–1250]

68 Oxy mix 2 8(9)-EpETrE 16 [0.012–1250]

69 Oxy mix 2 5(6)-EpETrE 16 [0.012–1250]

70 Oxy mix 3 14,15-DiHETE 15 [0.0114–1190]

71 Oxy mix 3 17,18-DiHETE 15 [0.0114–1190]

72 Oxy mix 3 5,15-DiHETE 15 [0.0114–1190]

69 Oxy mix 3 8,15-DiHETE 15 [0.0114–1190]

73 Oxy mix 3 15(S)-HEPE 16 [0.0121–1260]

74 Oxy mix 3 12(S)-HEPE 16 [0.0121–1260]

75 Oxy mix 3 5(S)-HEPE 16 [0.0121–1260]

76 Oxy mix 3 17(R)-HDoHE 15 [0.0111–1160]

77 Oxy mix 3 14(15)-EpETE 16 [0.0121–1260]

78 Oxy mix 3 17(18)-EpETE 16 [0.0121–1260]

79 Oxy mix 3 16(17)-EpDoPE 15 [0.0111–1160]

80 Oxy mix 3 19(20)-EpDoPE 15 [0.0111–1160]

81 Oxy mix 3 19,20-DiHDoPE 14 [0.0106–1100]

82 Oxy mix 3 Resolvin D1 13 [0.0102–1060]

83 Oxy mix 3 11(12)-EpETE 16 [0.0121–1260]

84 Oxy mix 3 9-HEPE 16 [0.0121–1260]

85 Oxy mix 3 4-HDoHE 15 [0.0111–1160]

86 Oxy mix 3 14-HDoHE 15 [0.0111–1160]

87 Oxy mix 3 PGF3a 14 [0.0109–1130]

88 Oxy mix 3 10-Nitrolinoleate 15 [0.0118–1230]

89 Oxy mix 3 10-Nitrooleate 15 [0.0117–1220]

90 Oxy mix 3 9-Nitrooleate 15 [0.0117–1220]

91 Oxy mix 3 9,10-EpO 13 [0.0103–1070]

92 Oxy mix 3 9,10-e-DiHO 15 [0.0116–1200]
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standard volumetric deliveries accordingly to create appropriate
concentrations for your standards. The worksheet will guide the
following steps: (1) record analyte stock information, (2) establish
volumetric transfers, (3) prepare internal standard (ISTD) and
surrogate (SSTD) reconstitution solution used to make calibration
standards, (4) prepare calibration solutions, (5) prepare sample
ISTD reconstitution solution, and (6) prepare the surrogate spike
solution.

Table 6
(continued)

# Mixture Compound Mix target (μM) Range (nM)

98 Oxy mix 3 9,10-t-DiHHex 17 [0.0128–1330]

99 Oxy mix 3 15-keto PGE2 16 [0.0123–1280]

100 Endo mix P-EA 13 [0.0128–1340]

101 Endo mix S-EA 12 [0.0117–1220]

102 Endo mix O-EA 15 [0.0147–1540]

103 Endo mix L-EA 15 [0.0148–1550]

104 Endo mix aL-EA 16 [0.0149–1560]

105 Endo mix DGL- EA 14 [0.0137–1430]

106 Endo mix A-EA 14 [0.0138–1440]

107 Endo mix D-EA 13 [0.0128–1330]

108 Endo mix DH-EA 13 [0.0129–1350]

109 Endo mix NA-Gly 14 [0.0133–1380]

110 Endo mix NO-Gly 12 [0.0113–1180]

111 Endo mix 1-LG 23 [0.0217–2260]

112 Endo mix 2-LG 42 [0.0406–4230]

113 Endo mix 1-AG 21 [0.0203–2110]

114 Endo mix 2-AG 21 [0.0203–2110]

115 Endo mix 1-OG 42 [0.0404–4210]

113 Endo mix 2-OG 42 [0.0404–4210]

114 Endo mix 15-HETE-EA 3.0 [0.00264–275]

115 Endo mix PGE2-EA 10 [0.00971–1010]

116 Endo mix PGD2-EA 13 [0.0121–1260]

117 Endo mix PGF2a-EA 13 [0.0121–1260]

118 Endo mix PGE2 1G 12 [0.0113–1170]

119 Endo mix PGF2a 1G 12 [0.0112–1170]

120 Endo mix 11(12)-EpETrE-EA 3.0 [0.00264–275]
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Table 7
Representative bile acid calibration ranges (nM) for the 4000 QTRAP

# Mixture Compound Mix target (μM) Range (nM)

1 ISTD PUHA 10 100

2 ISTD CUDA 10 100

3 BA-SSTD CA-d6 10 100

4 BA-SSTD CDCA-d4 10 100

5 BA-SSTD DCA-d4 10 100

6 BA-SSTD GCA-d4 10 100

7 BA-SSTD GCDCA-d4 10 100

8 BA-SSTD LCA-d4 10 100

9 BA-SSTD TCDCA-d4 10 100

10 BA mix 1 CA 10 [0.245–5510]

11 BA mix 1 CDCA 10 [0.201–4520]

12 BA mix 1 DCA 10 [0.183–4120]

13 BA mix 1 GCA 10 [0.214–4810]

14 BA mix 1 GCDCA 10 [0.212–4770]

15 BA mix 1 GUDCA 10 [0.149–3360]

16 BA mix 1 TCA 10 [0.209–4710]

17 BA mix 2 GDCA 10 [0.176–1320]

18 BA mix 2 GHDCA 10 [0.159–1190]

19 BA mix 2 GLCA 10 [0.188–1410]

20 BA mix 2 HDCA 10 [0.168–1260]

21 BA mix 2 LCA 10 [0.18–1350]

22 BA mix 2 TCDCA 10 [0.194–1460]

23 BA mix 2 TDCA 10 [0.176–1320]

24 BA mix 2 TDHCA 10 [0.188–1410]

25 BA mix 2 TLCA 10 [0.165–1240]

26 BA mix 2 TUDCA 10 [0.229–1720]

27 BA mix 2 UDCA 10 [0.298–2240]

28 BA mix 3 α-MCA 10 [0.245–1840]

29 BA mix 3 β-MCA 10 [0.245–1840]

30 BA mix 3 ω-MCA 10 [0.196–1470]

31 BA mix 3 T-α-MCA 10 [0.186–1390]

32 BA mix 3 T-β-MCA 10 [0.186–1390]

33 BA mix 3 T-ω-MCA 10 [0.186–1390]
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2.7 Gas

Chromatography Mass

Spectrometry

The gas chromatography mass spectrometry hardware specification
described below is for the analysis of fatty acid methyl esters
(FAMEs) on an Agilent 6890 with the second electronic-controlled
inlet configured as a backflush unit to facilitate the removal of high-
boiling components (e.g., cholesterol) and shorten run times from
46 to 25 min. A modern GC with factory-implemented backflush
capabilities can replace this configuration.

1. GC-MS: Agilent 6890 Gas Chromatograph with dual split/
splitless injection ports under electronic pressure control, cou-
pled to an Agilent 5975N Mass Selective Detector with simul-
taneous selected ion monitoring/full-scan spectral acquisition
capabilities; Agilent 7683B Series Injector Autosampler (Agi-
lent Technologies, Santa Clara, CA, USA).

2. Gas chromatography column: 30 m � 0.25 mm, 0.25 μm
DB-225 ms (Agilent Technologies, Santa Clara, CA, USA).

3. Pre-column, backflush column, and post-column transfer line:
5 m � 0.25 mm deactivated fused silica (Agilent Technologies,
Santa Clara, CA, USA).

4. Column connections: Columns are connected using straight
(pre-column) or T- (post-column and backflush) unions.

5. Inserts, caps, and vials: Agilent autosampler-compatible 2 mL
vials, caps, and 150 μL glass polyspring autosampler inserts
are used.

6. Carrier gas: High purity 99.9990% helium is used as the chro-
matography carrier gas.

7. Syringe rinse solvents: Optima grade n-hexane and isooctane (see
Note 4).

2.8 Gas

Chromatography Stock

Mixtures

1. FAME stocks and mixes: Using a standard preparation work-
sheet as described in Subheading 2.7, prepare the fatty acid
methyl ester (FAME) mixes defined in Table 8. Weigh each of
the materials into the appropriate volumetric flask and dissolve
in Fisher Optima grade or equivalent n-hexane to achieve the
final solutions (see Note 5).

2. FAME ISTD stock: Target concentration ~1.5 mM C23:0
methyl ester in hexane.

3. FAME ISTD reconstitution solution: Target concentration
4 μM C23:0 methyl ester in hexane.

4. 100 μM FAME SSTD spike solution: 100 μMC22:3n3, 100 μM
CE-22:1n9, 100 μM PC-18:0-d70, TAG-16:0-d93, in 1:1
MeOH/toluene. Using the standard preparation worksheet
described in Subheading 2.7, prepare a 100 μM solution in
1:1 MeOH/toluene (v/v) of deuterated tri-palmitoyl-
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Table 8
Representative FAME calibration concentrations (μM)

# Mixture Compound Mix target (μM) Range (μM)

1 FAME ISTD stock C23:0-me 1400 4

2 FAME mix 1 C6:0-me 200 [0.0154–51.2]

3 FAME mix 1 C8:0-me 300 [0.0253–84.3]

4 FAME mix 1 C10:0-me 400 [0.0429–143]

5 FAME mix 1 C12:0-me 400 [0.0373–124]

6 FAME mix 1 C14:0-me 500 [0.0495–165]

7 FAME mix 1 C14:1n5-me 80 [0.00832–27.7]

8 FAME mix 1 C15:0-me 80 [0.00781–26]

9 FAME mix 1 C16:0-me 600 [0.0592–197]

10 FAME mix 1 C16:1n7-me 70 [0.00745–24.8]

11 FAME mix 1 C17:0-me 70 [0.00703–23.4]

12 FAME mix 1 C17:1n7-me 70 [0.00708–23.6]

13 FAME mix 1 C18:0-me 400 [0.0402–134]

14 FAME mix 1 C18:1n9-me 300 [0.027–89.9]

15 FAME mix 1 C18:2n6-me 200 [0.0204–67.9]

16 FAME mix 1 C18:3n3-me 100 [0.0109–36.2]

17 FAME mix 1 C19:0-me 60 [0.0064–21.3]

18 FAME mix 1 C20:0-me 60 [0.00613–20.4]

19 FAME mix 1 C20:1n9-me 100 [0.0123–41.1]

20 FAME mix 1 C22:0-me 60 [0.00564–18.8]

21 FAME mix 1 C24:0-me 50 [0.00523–17.4]

22 FAME mix 2 C18:4n3-me 10 [0.00124–4.12]

23 FAME mix 2 C20:3n6-me 40 [0.00359–12]

24 FAME mix 2 C20:4n6-me 300 [0.0344–115]

25 FAME mix 2 C20:4n3-me 30 [0.00299–9.95]

26 FAME mix 2 C22:2n6-me 70 [0.00698–23.3]

27 FAME mix 2 C22:5n6-me 80 [0.0078–26]

28 FAME mix 3 C16:1n7t-me 80 [0.00837–27.9]

29 FAME mix 3 C19:1n9-me 90 [0.00941–31.4]

30 FAME mix 3 9c,11 t–CLA-me 70 [0.00735–24.5]

31 FAME mix 3 C20:2n6-me 70 [0.00703–23.4]
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glycerides (TAG-tri(16:0)-d93), deuterated di-stearoyl-phos-
phatidylcholine (PC-di(18:0)-d70), the rare cholesteryl ester
(CE-22:1n9), and the rare NEFA (C22:3n3) (see Note 6).

2.9 Sample

Preparation Materials

1. Tubes (or plates): 2.0 mL Eppendorf Safe-Lock micro-centri-
fuge tube, natural, round bottom.

2. Plates: Thermo Fisher Scientific Nunc™ 96-well, 500 μL
U-bottom plate, natural, non-treated, mfr. No. 267245.

3. Non-slit 96-well cap mats: Thermo Fisher Scientific Nunc™
96-well non-slit cap mats, natural, mfr. No. 276002.

4. Spin filters: Ultrafree-MC VV Centrifugal Filters Durapore
(R) PVDF 0.1 μm EMD Millipore Corporation #
UFC30VV00.

5. Extraction antioxidant solution: 0.2 mg/mL butylated hydro-
xytoluene, 0.2 mg/mL EDTA in MeOH. Dissolve 10 mg
butylated hydroxytoluene (BHT) in 10 mL of Optima grade
MeOH. Dissolve 10 mg ethylenediaminetetraacetic acid
(EDTA) in 10 mL of LC-MS grade water. Mix solutions 1:1
to prepare a 0.2 mg/mL BHT/EDTA solution. Sub-aliquot
1 mL proportions into clean vials, seal, and store at �20 �C.

Table 8
(continued)

# Mixture Compound Mix target (μM) Range (μM)

32 FAME mix 3 C21:0-me 30 [0.00309–10.3]

33 FAME mix 3 C20:3n3-me 60 [0.0055–18.3]

34 FAME mix 3 C20:5n3-me 50 [0.0051–17]

35 FAME mix 3 C22:4n6-me 80 [0.0081–27]

36 FAME mix 3 C22:6n3-me 200 [0.0188–62.7]

37 FAME mix 4 C18:1n7-me 30 [0.00295–9.85]

38 FAME mix 4 C18:3n6-me 40 [0.00403–13.4]

39 FAME mix 4 10 t,12c–CLA-me 30 [0.00336–11.2]

40 FAME mix 4 C22:5n3-me 70 [0.00681–22.7]

41 FAME mix 4 C24:1n9-me 80 [0.00836–27.9]

42 FAME mix 5 C15:1n5-me 70 [0.00659–22]

43 FAME mix 5 C16:0-d31-me 100 [0.0108–36]

44 FAME mix 5 C18:0-d35-me 100 [0.00227–7.56]

45 FAME mix 5 C22:1n9-me 80 [0.00753–25.1]

46 FAME mix 5 C22:3n3-me 40 [0.00397–13.2]
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6. Centrifugal evaporator: Genevac EZ-2 (SP Scientific, Warmin-
ster, PA, USA).

7. Centrifuge: A refrigerated centrifuge capable of holding 2 mL
Eppendorf tubes and maintaining 6 �C (e.g., Eppendorf
5430 R, model # 5428).

8. Plasma reference material: Prepare or purchase a large homo-
geneous volume of plasma, and sub-aliquot into 110 μL
volumes in polypropylene Eppendorf tubes and store at
�80 �C (see Note 7).

9. NEFA extraction solvents: LC-MS grade water, Optima grade
cyclohexane, and 1 M ultrahigh purity ammonium acetate.

2.10 FAME

Derivatization

Reagents

Free fatty acids are derivatized to produce methyl ester for GC-MS
analysis. To control for derivatization efficiency, a fatty acid deriva-
tization surrogate control is introduced after sample extraction and
prior to derivatization.

1. Methylation regent: (Trimethylsilyl)diazomethane solution
2.0 M in hexane.

2. Derivatization SSTD: 62.5 μM pentadecenoic acid (15:1n5) in
MeOH. In a 10 mL volumetric flask, dissolve 15 mg (15:1n5
Nu-Chek Prep #U-38-A) in MeOH to yield a 6.25 mM solu-
tion. In a second 10 mL volumetric flask, dilute 100 μL of the
6.25 mM solution with 10 mL MeOH to the
derivatization SSTD.

3 Methods

The Methods section contains instruction for building the
LC-MS/MS and GC-MS instrument acquisition methods for anal-
ysis of plasma sample extracts, developing the multi-residue calibra-
tion standards, the plasma sample preparation protocol, and a
review of post-acquisition QC.

3.1 Building

the Multi-residue

LC-MS/MS Instrument

Acquisition Method

Using the Gradient

Optimization Approach

1. Establishing global MS/MS parameters: The analyte optimiza-
tion solutions (see Subheading 2.6) are required to build the
LC-MS/MS acquisition method(s). To optimize the �ESI
oxylipin MRM global ion source parameters and collision gas
pressures (Table 9), infuse the 14,15-DiHETrE-d11 optimiza-
tion solution while collecting data for its defined precursor to
product ion (i.e., Q1 > Q3) mass transition listed in Table 10
(seeNote 8). Transfer the optimized global parameters into the
table of global parameters (Table 9). Establish the þESI endo-
cannabinoid MRM experiment by repeating the global optimi-
zation steps by infusing the A-EA-d8 optimization solution,
while collecting data for its defined Q1 > Q3 mass transition
listed in Table 11. TheþESI and�ESI source and collision gas
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Table 9
Sciex QTRAP global MS parameters for oxylipin, endocannabinoid, and bile acid assays

Assay Mode IS (V) TEM (�C) CUR (L/min) GS1 (L/min) GS2 (L/min) CAD (pressure)

Oxylipin �ESI �4500 525 35 60 50 Med

Endo þESI 5500 525 35 60 50 Med

Bile acid �ESI �4500 600 35 60 50 Med

CUR curtain gas flow,CAD collision gas pressure setting, IS ion source voltage, TEM source temperature,GS1 nebulizer
gas, GS2 heater gas

Table 10
Oxy/endo �ESI analyte-specific parameters for Sciex 6500 QTRAP

# Analyte tR Q1 Q3 DCP EP CE CXP SSTD

1 PUHA �esi 3.06 249 130 �30 �10 �18 �13 –

2 6-Keto PGF1α-d4 3.54 373 167 �70 �10 �36 �13 6-Keto PGF1α-d4

3 6-Keto PGF1α 3.51 369 163 �70 �10 �33 �13 6-Keto PGF1α-d4

4 PGF3α 4.12 351 307 �60 �10 �24 �13 PGF2α-d4

5 PGE3 4.25 349 269 �35 �10 �21 �13 PGD2-d4

6 TXB2-d4 4.55 373 173 �50 �10 �45 �13 PUHA �esi

7 TXB2 4.61 369 169 �50 �10 �21 �13 TXB2-d4

8 9_12_13-TriHOME 4.82 329 211 �60 �10 �30 �13 PGF2α-d4

9 PGF2α-d4 4.87 357 197 �70 �10 �33 �13 CUDA �esi

10 PGF2α 4.89 353 193 �70 �10 �33 �13 PGF2α-d4

11 PGE2 4.99 351 271 �40 �10 �21 �13 PGD2-d4

12 PGE1 5.15 353 317 �40 �10 �18 �13 PGD2-d4

13 PGD2-d4 5.16 355 275 �40 �10 �27 �13 CUDA �esi

14 PGD2 5.26 351 271 �40 �10 �24 �13 PGD2-d4

15 15-Keto PGE2 5.3 349 331 �50 �10 �15 �13 PGD2-d4

16 Resolvin D1 5.78 375 121 �60 �10 �39 �13 PGD2-d4

17 Lipoxin A4 5.89 351 217 �45 �10 �27 �13 PGD2-d4

18 LTB5 6.99 333 195 �50 �10 �21 �13 LTB4-d4

19 15_16-DiHODE 7.49 311 235 �55 �10 �27 �13 14_15-DiHETrE-d11

20 8_15-DiHETE 7.58 335 235 �65 �10 �21 �13 14_15-DiHETrE-d11

21 12_13-DiHODE 7.59 311 183 �60 �10 �27 �13 14_15-DiHETrE-d11

22 9_10-DiHODE 7.64 311 201 �65 �10 �27 �13 14_15-DiHETrE-d11

(continued)
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Table 10
(continued)

# Analyte tR Q1 Q3 DCP EP CE CXP SSTD

23 17_18-DiHETE 7.8 335 247 �70 �10 �24 �13 14_15-DiHETrE-d11

24 5_15-DiHETE 7.81 335 173 �40 �10 �18 �13 14_15-DiHETrE-d11

25 6-trans-LTB4 7.86 335 195 �85 �10 �21 �13 LTB4-d4

26 CUDA �esi 8.7 339 214 �70 �10 �30 �13 –

27 LTB4-d4 8.48 339 163 �70 �10 �33 �13 CUDA �esi

28 14_15-DiHETE 8.51 335 207 �40 �10 �24 �13 14_15-DiHETrE-d11

29 LTB4 8.58 335 195 �50 �10 �24 �13 LTB4-d4

30 12_13-DiHOME 8.9 313 183 �70 �10 �30 �13 14_15-DiHETrE-d11

31 9_10-DiHOME 9.34 313 201 �65 �10 �27 �13 14_15-DiHETrE-d11

32 14_15-DiHETrE-d11 9.5 348 207 �65 �10 �24 �13 CUDA �esi

33 19_20-DiHDoPE 9.55 361 273 �80 �10 �24 �13 14_15-DiHETrE-d11

34 14_15-DiHETrE 9.6 337 207 �60 �10 �24 �13 14_15-DiHETrE-d11

35 11_12-DiHETrE 10.2 337 167 �55 �10 �27 �13 14_15-DiHETrE-d11

36 9_10-e-DiHO 10.4 315 297 �110 �10 �30 �13 14_15-DiHETrE-d11

37 12(13)-Ep-9-KODE 10.4 309 291 �90 �10 �21 �13 9-HODE-d4

38 13-HOTrE 10.6 293 195 �70 �10 �24 �13 9-HODE-d4

39 8_9-DiHETrE 10.8 337 127 �65 �10 �27 �13 14_15-DiHETrE-d11

40 15-Deoxy PGJ2 10.8 315 271 �50 �10 �21 �13 PGD2-d4

41 20-HETE-d6 11 325 281 �80 �10 �21 �13 CUDA �esi

42 15-HEPE 11 317 219 �55 �10 �18 �13 12-HETE-d8

43 20-HETE 11 319 275 �95 �10 �24 �13 20-HETE-d6

44 12-HEPE 11.4 317 179 �45 �10 �18 �13 12-HETE-d8

45 5,6-DiHETrE 11.5 337 145 �55 �10 �24 �13 14_15-DiHETrE-d11

46 9-HEPE 11.6 317 167 �45 �10 �18 �13 12-HETE-d8

47 13-HODE 11.9 295 195 �90 �10 �24 �13 9-HODE-d4

48 5-HEPE 12 317 115 �40 �10 �21 �13 5—HETE-d8

49 9-HODE-d4 12 299 172 �85 �10 �27 �13 CUDA �esi

50 9-HODE 12.1 295 171 �70 �10 �24 �13 9-HODE-d4

51 15(16)-EpODE 12.2 293 275 �75 �10 �18 �13 12(13)-EpOME-d4

52 17(18)-EpETE 12.3 317 259 �55 �10 �15 �13 12(13)-EpOME-d4

53 15-HETE 12.3 319 219 �55 �10 �18 �13 12-HETE-d8
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Table 10
(continued)

# Analyte tR Q1 Q3 DCP EP CE CXP SSTD

54 13-KODE 12.3 293 179 �80 �10 �27 �13 9-HODE-d4

55 9(10)-EpODE 12.4 293 275 �65 �10 �18 �13 12(13)-EpOME-d4

56 9-HOTrE 10.4 293 171 �60 �10 �21 �13 9-HODE-d4

57 17-HDoHE 12.4 343 281 �55 �10 �18 �13 12-HETE-d8

58 12(13)-EpODE 12.5 293 183 �50 �10 �24 �13 12(13)-EpOME-d4

59 15-KETE 12.6 317 273 �60 �10 �18 �13 12-HETE-d8

60 14-HDoHE 12.7 343 281 �60 �10 �18 �13 12-HETE-d8

61 11-HETE 12.7 319 167 �45 �10 �21 �13 12-HETE-d8

62 14(15)-EpETE 12.7 317 247 �35 �10 �18 �13 12(13)-EpOME-d4

63 9-KODE 12.8 293 185 �100 �10 �27 �13 9-HODE-d4

64 12-HETE-d8 12.8 327 184 �60 �10 �21 �13 CUDA �esi

65 11(12)-EpETE 12.8 317 167 �40 �10 �18 �13 12(13)-EpOME-d4

66 12-HETE 12.9 319 179 �60 �10 �21 �13 12-HETE-d8

67 8-HETE 13.1 319 155 �45 �10 �21 �13 12-HETE-d8

68 9-HETE 13.2 319 167 �60 �10 �18 �13 12-HETE-d8

69 5-HETE-d8 13.5 327 116 �70 �10 �18 �13 CUDA �esi

70 19(20)-EpDoPE 13.5 343 281 �60 �10 �18 �13 12(13)-EpOME-d4

71 5-HETE 13.5 319 115 �50 �10 �18 �13 5-HETE-d8

72 12(13)-EpOME-d4 13.6 299 198 �90 �10 �24 �13 CUDA �esi

73 12(13)-EpOME 13.7 295 195 �85 �10 �21 �13 12(13)-EpOME-d4

74 14(15)-EpETrE 13.8 319 219 �50 �10 �18 �13 12(13)-EpOME-d4

75 4-HDoHE 13.8 343 281 �60 �10 �18 �13 12-HETE-d8

76 16(17)-EpDoPE 13.9 343 274 �45 �10 �15 �13 12(13)-EpOME-d4

77 9(10)-EpOME 13.9 295 171 �75 �10 �21 �13 12(13)-EpOME-d4

78 5-KETE 14.2 317 203 �75 �10 �27 �13 5-HETE-d8

79 11(12)-EpETrE 14.2 319 167 �40 �10 �21 �13 12(13)-EpOME-d4

80 8(9)-EpETrE 14.4 319 155 �40 �10 �18 �13 12(13)-EpOME-d4

81 10-Nitrolinoleate 14.6 324 277 �40 �10 �18 �13 10-Nitrooleate-d17

82 9_10-EpO 15.1 297 279 �105 �10 �27 �13 12(13)-EpOME-d4

83 10-Nitrooleate-d17 15.3 343 308 �65 �10 �18 �13 CUDA �esi

84 10-Nitrooleate 15.4 326 280 �40 �10 �24 �13 10-Nitrooleate-d17

(continued)
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Table 10
(continued)

# Analyte tR Q1 Q3 DCP EP CE CXP SSTD

85 9-Nitrooleate 15.5 326 308 �50 �10 �18 �13 10-Nitrooleate-d17

86 C20:5n3 15.5 301 257 �60 �10 �15 �13 C20:4n6-d8

87 C18:3n3 15.6 277 259 �115 �10 �24 �13 C20:4n6-d8

88 C22:6n3 16.2 327 283 �45 �10 �15 �13 C20:4n6-d8

89 C20:4n6-d8 16.5 311 267 �60 �10 �18 �13 C20:4n6-d8

90 C20:4n6 16.6 303 259 �40 �10 �18 �13 C20:4n6-d8

91 C18:2n6 16.9 279 261 �185 �10 �38 �13 C20:4n6-d8

CUR curtain gas flow,CAD collision gas pressure setting, IS ion source voltage, TEM source temperature,GS1 nebulizer
gas, GS2 heater gas

Table 11
Oxy/endo þESI analyte-specific parameters for Sciex 6500 QTRAP

# Analyte tR Q1 Q3 DCP EP CE CXP SSTD

1 PUHA þesi 3.06 251.2 114.1 65 10 21 12 –

2 PGF2α-EA-d4 3.62 384.3 62.1 50 10 42 12 PUHA þesi

3 PGF2a-EA 3.63 380.3 62.1 45 10 39 12 PGF2α-EA-d4

4 PGE2-EA 3.65 378.301 62.1 65 10 39 12 PGF2α-EA-d4

5 PGD2-EA 3.92 378.302 62.1 65 10 42 12 PGF2α-EA-d4

6 PGF2a 1G 4.29 411.3 301.2 40 10 21 12 PGF2α-EA-d4

7 PGE2 1G 4.33 409.3 317.2 75 10 21 12 PGF2α-EA-d4

8 CUDA þesi 8.7 341.3 216.2 50 10 24 12 –

9 15-HETE-EA 9.62 346.3 62.1 75 10 21 12 A-EA-d8

10 11(12)-EpETre-EA 11.73 364.3 62.1 75 10 45 12 A-EA-d8

11 aL-EA 13.46 322.2 62.1 60 10 21 12 A-EA-d8

12 DH-EA 14.61 372.3 62.1 55 10 45 12 A-EA-d8

13 A-EA-d8 14.72 356.3 63.1 50 10 45 12 CUDA þesi

14 A-EA 14.78 348.3 62.1 70 10 39 12 A-EA-d8

15 L-EA 14.81 324.2 62.1 70 10 21 12 A-EA-d8

16 NA-Gly-d8 14.86 370.3 76.1 45 10 21 12 CUDA þesi

17 NA-Gly 14.91 362.3 76.1 65 10 21 12 NA-Gly-d8

18 2-AG-d5 15.41 384.3 287.2 60 10 21 12 CUDA þesi

(continued)
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flows and temperatures must be kept constant due to the
inability to adjust with the speed of þESI/�ESI switching
(see Note 9).

2. Creation of single MRM methods to establish retention times:
Using the following instructions, build a series of methods,
each with ~20 analytes. (1) Create a method for the first
20 analytes by importing, pasting, or manually programing
the analyte names and values for precursor (Q1) and product
(Q3) ions from Table 10; (2) set analyte source voltage and
collision energy (CE) at the midrange, based on your mass
spectrometer user manual; (3) enter the �ESI global para-
meters from the infusions in Subheading 3.1, step 1; (4) pro-
gram the liquid chromatography parameters from Table 12;
(5) name and save the method.

Repeat these five steps for all oxylipin analytes, being sure
to save as new files for each set of ~20 analytes. Repeat for the
þESI endocannabinoid targets. For bile and acids, refer to
Tables 13 and 14.

3. Establishing retention times and creating the “all analyte”
method: Inject 5 μL of the “all analyte” solution for each of
the methods to establish analyte retention times for each of the
groups of 20 analytes (see Notes 10 and 11). Update Table 10

Table 11
(continued)

# Analyte tR Q1 Q3 DCP EP CE CXP SSTD

19 2-AG 15.43 379.3 287.2 110 10 24 12 2-AG-d5

20 DGL-EA 15.45 350.3 62.1 35 10 36 12 A-EA-d8

21 2-LG 15.57 355.3 263.2 25 10 12 12 2-AG-d5

22 P-EA-d4 15.62 304.2 62.1 90 10 18 12 CUDA þesi

23 1-AG 15.64 379.3 287.2 95 10 21 12 2-AG-d5

24 P-EA 15.64 300.2 62.1 70 10 18 12 P-EA-d4

25 1-LG 15.82 355.3 263.2 40 10 12 12 2-AG-d5

26 O-EA 16.1 326.2 62.1 105 10 21 12 A-EA-d8

27 D-EA 16.12 376.3 62.1 105 10 45 12 A-EA-d8

28 NO-Gly 16 340.2 76.2 60 10 21 12 NA-Gly-d8

29 2-OG 16.97 357.3 265.2 50 10 15 12 2-AG-d5

30 1-OG 17.31 357.3 265.2 55 10 15 12 2-AG-d5

31 S-EA 17.79 328.2 62.1 100 10 21 12 P-EA-d4

CUR curtain gas flow,CAD collision gas pressure setting, IS ion source voltage, TEM source temperature,GS1 nebulizer
gas, GS2 heater gas

Targeted Analysis of Lipid Mediators and Fatty Acids in Plasma 199



Table 12
Oxy/endo UPLC solvent gradient

Time % B

0.01 25

1.00 40

2.50 42

4.50 50

10.50 65

12.50 75

13.25 80

17.25 85

18.25 95

18.75 100

19.00 100

19.10 25

20.00 Stop

Solvent A: 0.1% acetic acid in water

Solvent B: 10:90 isopropanol/acetonitrile

Flow: 250 μL/min

Table 13
Bile acid positive mode analyte-specific parameters for Sciex 4000 QTRAP

# Analyte tR Q1 Q3 DCP EP CE CXP SSTD

1 PHAU 2.6 249.2 130 �65 �10 �20 �5 –

2 TDHCA 2.82 508.2 80 �155 �10 �110 �7 TCDCA-d4

3 T-ω-MCA 3.33 514.3 80 �155 �10 �110 �2 TCDCA-d4

4 T-α-MCA 3.47 514.3 80 �155 �10 �110 �4 TCDCA-d4

5 T-β-MCA 3.56 514.3 80 �155 �10 �110 �4 TCDCA-d4

6 TUDCA 5.48 498.3 80 �155 �10 �110 �9 TCDCA-d4

7 TCA 5.91 514.3 80 �185 �10 �115 �9 TCDCA-d4

8 ω-MCA 6.96 407.3 407 �115 �10 �30 �10 CA-d4

9 GUDCA 7.12 448.3 74 �115 �10 �70 �4 GCA-d4

10 α-MCA 7.3 407.3 407 �115 �10 �30 �4 CA-d4

11 GHDCA 7.32 448.3 74 �120 �10 �70 �4 GCA-d4

12 GCA-d4 7.4 468.3 74 �125 �10 �70 �4 PHAU

(continued)
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with your retention times and import or paste into your MS
method, as a scheduled MRM method or as defined MRM
periods. Scheduled MRM allows for more scans across peaks
and higher sensitivity. For a scheduled MRM method, use a
60-s retention time window for all analytes, or define in
advanced settings. For defined MRM period methods, set
dwell times at ~10–20 ms as appropriate for your instrument.
Import the updated �ESI and þESI MRM experiments into a
single method, and save method as the “all analyte Tr” method
(see Note 12).

4. Regio-isomeric purity check for analyte solutions: Before con-
ducting analyte-specific source and collision energy

Table 13
(continued)

# Analyte tR Q1 Q3 DCP EP CE CXP SSTD

13 GCA 7.41 464.3 74 �125 �10 �70 �4 GCA-d4

14 β-MCA 7.71 407.3 407 �115 �10 �30 �9 CA-d4

15 TCDCA-d4 8.63 502.3 80 �175 �10 �110 �9 PHAU

16 TCDCA 8.66 498.3 80 �145 �10 �110 �9 TCDCA-d4

17 TDCA 9.4 498.3 80 �140 �10 �110 �9 TCDCA-d4

18 CA-d4 10.1 411.3 411 �120 �10 �30 �4 CUDA

19 CA 10.2 407.3 407 �125 �10 �30 �4 CA-d4

20 UDCA 10.3 391.3 391 �125 �10 �30 �4 DCA-d4

21 GCDCA-d4 10.8 452.3 74 �120 �10 �65 �9 CUDA

22 GCDCA 10.8 448.3 74 �125 �10 �65 �4 GCDCA-d4

23 GDCA 11.5 448.3 74 �125 �10 �65 �3 GCDCA-d4

24 CUDA 12.1 339.3 214 �65 �10 �35 �9 –

25 TLCA 12.3 482.3 80 �150 �10 �110 �9 LCA-d4

26 CDCA-d4 12.4 395.3 395 �125 �10 �25 �9 CUDA

27 CDCA 12.4 391.3 391 �130 �10 �30 �9 CDCA-d4

28 DCA-d4 12.5 395.3 395 �125 �10 �30 �4 CUDA

29 DCA 12.5 391.3 391 �130 �10 �30 �4 DCA-d4

30 GLCA 12.6 432.3 74 �120 �10 �65 �10 GCDCA-d4

31 LCA-d5 13 380.3 380 �135 �10 �30 �8 CUDA

32 LCA 13 375.3 375 �130 �10 �35 �10 LCA-d5

CUR curtain gas flow,CAD collision gas pressure setting, IS ion source voltage, TEM source temperature,GS1 nebulizer
gas, GS2 heater gas
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optimizations or making the calibration solutions, each analyte
optimization solution should be analyzed by retention time for
regio-isomeric purity to allow for adjusting calibration concen-
trations. Inject each individual analyte optimization solution
using your all analyte Tr method. Export area responses to
check for substantial contamination and lack of analyte signal.
Occasionally (sometimes often), the contents of manufacturer
stock can contain substantial amounts of other regio-isomers
or analytes. We have observed up to 99% impurity
(or mislabeled manufacturers stock)! In this case the analyte
should be returned to the manufacturer and purchased from an
alternative source, if possible.

5. “Gradient optimization” of analyte-specific source and collision
energies: Check the user manual for your instrument’s range of
source voltages and collision energies. In your all analyte Tr
method, adjust the source voltage in both þESI and �ESI
MRM to the lowest voltage in the range (e.g., �15/15). This
can be set as a global parameter or analyte-specific parameter.
Table 10 can be updated and imported or pasted into the MS
method, for this purpose. Save this method (e.g., Oxy SV15).
Now adjust the source voltage to �20/20 and save as Oxy
SV20. Repeat for the entire range in increments of 5. Collect
data in a series of 5 μL injections of your all analyte optimiza-
tion solution (or the dilution) using each method. Export
integrated area responses to Excel, and using the MAX func-
tion, determine the voltage producing the maximum response
for each analyte (see Note 13). Replace the estimated source
voltages with these optimized values in Table 10. Import the

Table 14
Bile acid UPLC solvent gradient

Time % B

1.01 10

0.50 10

1.00 25

11.00 40

12.50 95

14.00 95

14.50 10

16.00 Stop

Solvent A: 0.1% formic acid in water
Solvent B: 0.1% formic acid in acetonitrile

Flow: 250 μL/min
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updated Table 10 into the acquisition method and save (e.g.,
Oxy SV-OPT). Using the Oxy SV-Opt method, repeat this
process for collision energies in increments of 3. You now
have an optimized method! Fine-tuning of global mass spec-
trometer parameters can be done to boost specific analyte
responses.

3.2 Preparing

Calibration Standards,

Surrogate Spike,

and Internal Standard

Solutions

for the Analytical

Assay

Before making the analyte standard mixtures described below, build
your acquisition method, run each optimization solution for iso-
meric purity, and note concentration adjustments to your stock
solutions. Refer to the worksheet in Supplementary File 1. The
procedures described below can be followed to prepare all solutions
and calibration standards for the assay, using your analyte stock
mixture concentrations and the concentration range defined in
Tables 6–8. These concentration ranges are for general guidance
and can be updated to suit the linear range of your instrument.

1. In the worksheet, record analyte stock information (refer to work-
sheet, step 1): Use the Name Box pulldown in the top left
corner of the Excel worksheet to locate each of the following
steps. Record the amount (mg) of analyte and the μL volume of
solution in your analyte stock solutions.

2. Establish desired calibration standard range (refer to step 2): In
the sheet, there are four adjustments that can be made to
obtain your desired Cal Standard concentration values: the
volume of analyte stock solution delivered to make the mix-
tures, the final volume of the mixtures, the volume of mixture
used to make the Cal Standard, and the final volume of the Cal
Standard (see Note 14). Adjust these values to assure reason-
able volumetric deliveries of stock solutions and mixtures to
reach your targets. For example, as shown in the Supplemen-
tary File 1 worksheet, our internal standard mixture (ISTD
Mix) contains 50 μM of each of the two internal standards,
with a target of 100 nM in the calibration standards. To make
this mixture, use a glass barrel analytical syringe to deliver the
following volumes into a 10 mL volumetric flask: 170 μL of a
1 mg/mL solution of cyclohexyl ureido dodecanoic acid
(CUDA) and 25 μL of 5 mg/mL phenyl ureido hexanoic
acid (PUHA). Bring to volume in purged MeOH. Make the
remaining mixtures with the analyte stock solutions in your
sheet.

3. Prepare an IS SSTD dilution solution for Cal Standards that are
serial diluted (refer to step 3): Make sure the concentration of
your IS SSTD dilution solution matches the concentrations of
the calculated values for the higher-concentration Cal Stan-
dards that are not serial diluted; see Cal 5–9 in the oxy sheet.
Special Instructions: If you quantify surrogates (SSTDs) on a
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standard curve (e.g., using Micromass MassLynx or Agilent
MassHunter software), calculate their delivery volumes like
the analytes, and do not include SSTD in the dilution solution!
Instead, use purged MeOH to bring all Cal Standards to final
volume. Adjust the worksheet accordingly.

4. Prepare calibration standards (refer to step 4): Make calibra-
tion standards (5–9) by delivering volumes of the analyte mix-
tures to the indicated Cal Standard volumetric flasks. Assure
you do not add more than the volume of the flask! Bring to
final volume in purged MeOH. If you are maintaining constant
internal standard and surrogate concentrations across your
calibration standards, make Cal Standards (1–4) as a serial
dilution, by delivering the indicated volume of Cal Standard
6 to the Cal 1–4 volumetric flasks, and bring to final volume
with the IS SSTD dilution solution for Cal Standards. Cal
Standard 0 contains no analytes, is comprised of the remaining
IS SSTD dilution solution for Cal Standards, and allows real-
time corrections for the addition of non-isotopically labeled
impurities into samples at extraction.

5. Prepare LC ISTD sample reconstitution solution (refer to step
5): Refer to worksheet, for example, deliver 200 μL of the LC
ISTDmixture into a 100 mL volumetric flask. Bring to volume
in purged 1:1 MeOH/ACN for a final concentration of
100 nM. If you are maintaining constant concentration of
LC-ISTD across all Cal Standards, the concentration of this
solution should be the same concentration of your Cal
Standards.

6. Prepare surrogate spike solution (refer to step 6): As shown on
the sheet, we make surrogate spike solution by delivering 2 mL
of the SSTDmixture into a 25mL volumetric flask and bring to
a final volume in purged MeOH. Use the sample spike calcula-
tor to assure that the final concentration of SSTD spike solu-
tion in samples corresponds to the final concentration in Cal
Standards.

3.3 The Shake

and Shoot Sample

Prep Protocol

This protocol captures the free oxylipins, endocannabinoids, bile
acids, and free fatty acids listed in Tables 6–8.

1. Sample extraction: Label prerinsed 2 mL Eppendorf tubes or
map out a rinsed 1 mL polypropylene plate. Thaw plasma
samples on wet ice (see Note 15). Per ~44 samples, include a
sample replicate, a plasma reference material, and a blank
(50 μL LC-MS grade water). If you do not have enough sample
to make a replicate, then use two aliquots of the plasma refer-
ence material. For small studies include one replicate and one
blank. Centrifuge plasma samples at 15,000 rcf (relative cen-
trifugal force, g force), at 4 �C for 5 min to concentrate solids
on the bottom of the tube. Spike newly labeled clean tubes or
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wells with 5 μL of extraction antioxidant solution, 5 μL of
1000 nM oxy/endo surrogate spike solution (SSTD), 5 μL of
1000 nM bile acid SSTD, and 5 μL 100 μM FAME SSTD (see
Note 16). Transfer a 50 μL aliquot of either plasma superna-
tant or water blank into the labeled tubes/plate, cap, and
gently vortex 2 s to mix. Add 200 μL LC internal standard
solution (LC ISTD). The total sample volume at this stage
equals 270 μL of an 81% alcohol solution. Cap and vortex at
medium speed for 30 s to mix-denature-extract the samples.
Centrifuge plasma extracts at 15,000 rcf, at 4 �C for 5 min to
concentrate solids on the bottom of the tube.

2. Preparation for NEFA analysis: Aliquot 150 μL of sample
extract to a 2 mL amber vial, add 289 μL of isopropanol to
bring the total alcohol amount in the extract to 410 μL, and
mix for 30 s. Add 520 μL cyclohexane and mix for 2 min. Add
484 μL of LC-MS grade water followed by 57 μL of ultrahigh
purity 1 M ammonium acetate, and mix for 2 min (see Note
17). The total water content of the extract, including water
from the sample itself, must equal a total of 570 μL at this
point. Centrifuge for 5 min at 15,000 rcf to break emulsion,
and transfer approximately 400 μL of upper organic phase to a
second labeled 2mL glass vial being careful not to collect any of
the aqueous phase. Add 520 μL of cyclohexane to the remain-
ing aqueous sample, vortex 2 min to mix, and transfer ~600 μL
of the upper phase and combine with the first extract. Again, it
is critical not to collect water at this step! Centrifuge extracts
for 5 min at 15,000 rcf. Inspect for the appearance of any water
droplets, and if observed, remove with a pasture pipette.
Remove solvent by centrifugal evaporation in a speed vac. If
using a Genevac system, use the low boiling point (i.e., low BP)
setting with no heat for ~30 min. It is critical that the dry
extract is absolutely free from water to prevent hydrolysis of
esterified fatty acids during derivatization. Confirm complete
solvent removal and reconstitute dry residues in 100 μL tolu-
ene and vortex 30 s to dissolve residues. Create a derivatization
blank by placing 100 μL of toluene into a separate vial. Dilute
samples and blanks with 100 μL of MeOH and 20 μL of
derivatization SSTD (62.5 μM 15:1n5). Add 45 μL of (tri-
methylsilyl)diazomethane, cap, and vortex to mix for 10 s.
React for 30 min at room temperature, and then, evaporate
to dryness on a centrifugal vacuum evaporator, at low BP
setting. Reconstitute the sample in 100 μL of FAME ISTD
reconstitution solution. Vortex 10 s to mix. Store at �20 �C
until GC-MS analysis.

3. Preparation for oxy/endo and bile acid analysis: Maintain sam-
ple extract on wet ice for 15 min. In batches of 8, aliquot
100 μL of extract to a Millipore Durapore PVDF 0.1 μm
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centrifugal filter, and centrifuge at 7400 rcf for 3 min, at 4 �C
(see Note 18). Transfer filtrate with a Pasteur pipette to an
autosampler insert, cap, and vortex 2 (s) to remove bubbles.
Store at�20 �C until analysis. Use slit-top caps for analysis, and
analyze 5 μL injections by LC-MS/MS. Build your sample list
starting with two MeOH shots, followed by a set of concentra-
tion standards, two MeOH (see Note 19), 20–30 samples, a
methanol, three calibration standards, a methanol, 20–30 sam-
ples, etc. End your acquisition with a set of calibration stan-
dards (see Note 20).

3.4 Gas

Chromatography Mass

Spectrometry Analysis

of Fatty Acid Methyl

Esters

Fatty acid methyl esters are quantified in 1 μL splitless injections
against an eight-point calibration curve of authentic standards.

1. FAMEGC instrument configuration: The injector is configured
for fast injection of 1 μL aliquots after three sample pumps, and
post-injection syringe cleaning is conducted with three rinses of
hexane and isooctane. The front injection port, which receives
the sample, has a temperature of 230 �C and is operated in
splitless mode with an initial pressure of 14.75 psi and a 1-min
purge delay and 18.8 mL total flow. The rear injection port has
a 2 psi initial pressure, 0 min purge delay, and a 35 mL/min
total flow. The initial column temperature of 64 �C is held for
1 min, then increased at 32 �C/min to 224 �C, held for 8 min,
increased at 16 �C/min to 240 �C, and held for 8 min. The
chromatographic column carrier gas is regulated in a ramped
flow mode. Initial flow is 1.1 mL/min held for 12 min,
increased at 0.2 mL/min/min to 2.1 mL/min, held for
4 min, ramped at 2 mL/min to 0.1 mL/min, and held for
8.00 min, with outlet pressure 2 psi. In contrast, the rear
backflush column is operated in a ramped pressure mode.
Initial pressure is 2 psi, held for 21 min, ramped at 30 psi/
min to 32 psi, held for 8.00 min, and then ramped at 30 mL/
min to 2.0 psi, outlet pressure ambient (see Note 21).

2. FAME MS instrument configuration: FAMEs are detected with
a 5973N mass spectral detector with simultaneous selected ion
monitoring/full-scan (SIM/SCAN) spectral acquisition cap-
abilities. Zone temperatures are transfer line: 240 �C, source:
230 �C, quadrupole: 180 �C. Mass spectrometer parameters:
filament delay of 3.00 min; scan parameters (50–400 m/z);
selected ion monitoring parameters are m/z 55.10, 67.10,
69.10, 74.10, 77.10, 79.10, and 368.40. Analytes are quanti-
fied using the SIM ion data and identified based on retention
time and characteristic mass fragmentation as described in
Table 15.

3.5 Quantitation Use internal standard methodologies with ratio response to quan-
titate surrogate recoveries and analyte concentrations. With this in
mind, organize your quantitation method to fit the constraints of
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Table 15
FAME GC-MS quantitation and identification parameters

Analyte tR (min) Target ion (m/z) Q1 ion (m/z) Q2 ion (m/z)

C23:0 17.55 368.4 74.1 79.1

C6:0 4.30 74.1 55.1

C8:0 4.70 74.1 55.1

C10:0 5.20 74.1 55.1

C12:0 6.06 74.1 55.1

C14:0 7.12 74.1 55.1

C14:1n5 7.33 74.1 67.1 55.1

C15:0 7.79 74.1 55.1

C15:1n5 8.05 74.1 67.1 55.1

C16:0-d31 8.32 77.1 74.1 79.1

C16:0 8.59 74.1 55.1

C16:1n7t 8.74 74.1 67.1 55.1

C16:1n7 8.80 74.1 67.1 55.1

C17:0 9.51 74.1 55.1

C17:1n7 9.76 74.1 67.1 55.1

C18:0-d35 10.17 77.1 74.1 79.1

C18:0 10.58 74.1 55.1

C18:1n9 10.79 74.1 67.1 55.1

C18:1n7 10.86 74.1 67.1 55.1

C18:2n6 11.22 67.1 55.1 79.1

C18:3n6 11.45 79.1 67.1 55.1

C18:3n3 11.76 79.1 67.1 55.1

C19:0 11.81 74.1 55.1

C19:1n9 11.99 74.1 55.1 55.1

C18:4n3 12.05 79.1 67.1 55.1

9c,11t–CLA 12.22 67.1 55.1 79.1

10 t,12c–CLA 12.36 67.1 55.1 79.1

C20:0 13.02 74.1 55.1

C20:1n9 13.26 74.1 67.1 55.1

C20:2n6 13.76 67.1 55.1 79.1

C20:3n6 14.02 79.1 67.1 55.1

(continued)
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your quantitation software. Use the ratio of ISTD/SSTD to deter-
mine surrogate recoveries. If possible use the SSTDs as internal
standards for the analytes to correct for losses directly in your
quantitation software. Otherwise, treat your analytical surrogates
as analytes, determine the percentage recovered, and apply these
corrections to your measured target analyte concentrations. Surro-
gate to analyte assignments are indicated for LC-MS analyses in the
analyte-specific parameter tables (Tables 10, 11, and 13). Calibra-
tion curves should be weighted 1/x, and linear by default, but
should be inspected, and modest quadratic fits can be used (see
Note 22). Review all integrations, modify integration parameters
to maximize integration quality, and manually adjust integrations if
needed.

3.6 Assessing

Quality Controls

There are five basic quality controls used for these quantitative
assays.

1. Internal standard response (ISTD): The internal standard area
response can be graphed chronologically, shot to shot, over the
entire acquisition. This display can be used to determine if any
injections were not successful, as shown by a severe lack of
signal. Common causes are from not removing air bubbles

Table 15
(continued)

Analyte tR (min) Target ion (m/z) Q1 ion (m/z) Q2 ion (m/z)

C20:4n6 14.15 79.1 67.1 55.1

C21:0 14.33 74.1 55.1

C20:3n3 14.43 79.1 67.1 55.1

C20:4n3 14.70 79.1 67.1 55.1

C20:5n3 14.84 79.1 67.1 55.1

C22:0 15.82 74.1 55.1

C22:1n9 16.14 74.1 67.1 55.1

C22:2n6 16.82 67.1 55.1 79.1

C22:4n6 17.44 79.1 67.1 55.1

C22:5n6 17.59 79.1 67.1 55.1

C22:3n3 17.74 108.1 67.1 79.1

C22:5n3 18.43 79.1 67.1 55.1

C22:6n3 18.61 79.1 67.1 55.1

C24:0 19.74 74.1 55.1

C24:1n9 20.26 74.1 67.1 55.1
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from inserts prior to injection (LC-MS) or a lack of extract in
the insert due to evaporation or multiple injections (LC-MS
and GC-MS). The sample should be reshot as soon as possible.
The ISTD response will also show if there has been substantial
instrumental drift, displayed as an increase or decrease in signal
over time. This is typically due to progressive ion source con-
tamination (LC-MS and GC-MS) or post-cleaning system sta-
bilization (GC-MS), but increases can also be due to sample
concentration in the vial. Replace slit-top caps between assays.
The CUDA and PUHA LC ISTDs are observed in positive and
negative mode (see Note 23).

2. Relative retention time: Plot analyte/ISTD relative retention
times, by analyte over the course of the run to assure correct
peak picking and integration.

3. Surrogate recoveries: The surrogates can be compared as a ratio
response against theoretical and measured values to determine
performance (% recovery) of the sample preparation.

4. Replicate analysis: Replicates can be compared to determine
overall method variance for the analytes. Variance (%RSD) can
be plotted against sample concentration. Variance will increase
as concentration decreases, and this plot provides a simple
means to determine the concentration at which your variance
is no longer constant. For ESI-LC-MS applications, replicate
precision of analytes above the concentration providing con-
stant variance is generally considered acceptable if less than
30%. For GC-MS applications, this cutoff is generally less
than 20%.

5. Method blank: Use to determine if the reagents are contami-
nated (see Note 24).

4 Notes

1. There is a risk of bacterial growth in solutions with <10%
organic, and these solutions should be discarded regularly.
Bacterial overgrowth in an idle LC can cause serious problems
with the hardware. Maintain idle solvent lines in organic sol-
vent to avoid growth.

2. We have successfully obtained these compounds using a variety
of vendors including Avanti Polar Lipids (Birmingham, AL,
USA), Cayman Chemical (Ann Arbor Michigan, USA), Laro-
dan Fine Chemicals (Malmo, Sweden), and Sigma-Aldrich
(Saint Louis, MO, USA). Due to inconsistent naming of chem-
ical structures, the compound International Chemical Identi-
fier (InChI) keys are provided to aid in compound searches.
However, a complete set of InChIKeys for the fatty acid methyl
esters (FAMEs) were not available while preparing this
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protocol, and we provide the free fatty acid structures to locate
these methyl esters, use the InChIKey to locate the compound
in PubChem, find a chemical name for the acid, append this
name with methyl ester, and search the worldwide web.

3. We have found this worksheet a necessary tool to assure rea-
sonable volumetric deliveries and final volumes for the concen-
tration targets of the analytes in the assay. It also functions as a
complete record of the analyte stock solutions, mixtures, cali-
bration standards, spike solutions, and the internal standard
reconstitution solutions. See Supplementary File 1 for a work-
ing example of this spreadsheet as a Microsoft Excel workbook.

4. High-boiling solvent as second rinse prevents syringe from
drying while over hot GC injection port.

5. Preparing separate mixtures allows for the confirmation of
spectral purity for chromatographically co-eluting analytes.
When weighing viscous oils into a mixture, we have found it
easiest to deliver materials sequentially to volumetric flask using
a pasture pipette, depositing the material below the volumetric
demarcation line, and accepting measured weights within 20%
of the targeted weight. To accomplish this, it is critical that you
confirm and document that your analytical balance can make
accuratemeasures of 1mg in the 10mg range. To test this, place
a volumetric flask of appropriate size on the balance, tare, and
measure the accuracy of weighing a certified 10mgweight and a
10 mg þ 1 mg weight. Repeat this measure no less than three
times and allow time for drift betweenmeasures of at least 5min.

6. Prior to extraction, samples are spiked with the FAME SSTD
which contains a suite of complex lipid esters. If we observe the
fatty acid products from the SSTD triglycerides, glyceropho-
spholipid, and cholesteryl ester, it indicates hydrolysis during
the NEFA derivatization, likely due to water, and the assay has
failed. In addition, with the increased availability of isotopically
labeled fatty acids, the authors would encourage replacement
of the rare compounds used here with deuterated compounds.
In particular, the C22:3n3 can have problematic resolution
from the C22:5n6 on some DB-225ms and replacement with
d8 C20:4n6 should enhance method robustness.

7. We have found that Cryovials designed for �80 �C storage
often have high fatty acid backgrounds and should not be used.

8. If youhave anABSciex 6500QTRAP, theDCPandCEvoltages
of the oxylipin/endocannabinoid analytes from Table 1 and the
global parameters fromTable 2 can be used to build the acquisi-
tion method. These values also approximate the AB Sciex 4000
and can be used to capture signal for determining analyte reten-
tion time prior to analyte-specific optimization; see Subheading
3.2, step 5. Bile acid tables are for the Sciex 4000 QTRAP.

9. After the method is built, choose the parameter values that
have the least effect on overall signal.
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10. The analytes in Table 10 are in retention time order for the
Waters Corp. 150 mm C18 BEH Acquity column, as described
in Subheading 2. Some analytes are regio-isomers and have
identical precursor and product ions, so the retention time
order is very important to maintain, so as to not switch their
identities.

11. If an analyte signal is not observed, a manual optimization by
infusion of the analyte’s optimization solution should be con-
ducted, according to the MS user manual. Optimize source
voltage by MS scan and collision energy by MS/MS or MRM
scan. The optimized analyte source voltage and collision
energy parameters can now be entered into the appropriate
20 analyte method. Rerun the method with the “all analyte”
solution to determine the analyte retention times.

12. If any of your peaks are above 1e6, dilute a portion of the all
analyte optimization solution, inject, and check peak. Assure
other analyte peaks are observed, if not consider conducting a
manual optimization to observe.

13. Use the value at the highest source voltage setting, where there
is typically less background noise.

14. In this sheet, the Cal Standard range reflects in general, the
dynamic linear range of our instrument.

15. Transfer samples from �80 to �20 �C overnight to reduce
time to thaw.

16. Please use the spike calculator from step 6 to develop your
spiking solution.

17. Developing this protocol around a 1 M ammonium acetate
addition with a separate addition of water allows flexibility to
increase or decrease the amount of sample delivered to the
assay, such that the final molar concentration in the extract
can be maintained at 0.1 M. If such adjustments are made, be
sure to maintain the alcohol/cyclohexane/0.1 M ammonium
acetate ratio at 8:10:11 v/v/v.

18. If anybody can find a solvent-compatible hydrophilic polypro-
pylene filter plate, at 0.2 μm, please contact the corresponding
author:)

19. Determine if there is carryover from your high standards to a
methanol injection.

20. It is critical to track the response of the ISTD over the run to
assure there is no substantial loss of signal.

21. For calibration solutions, methods should be created that stop
rather than execute the backflush routine, thus reducing the
time required to calibrate the instrument.

22. Level zero should only be used in the calibration curves when a
significant background is detected to avoid inaccuracies in the
curves.
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23. The chromatographic behavior of both CUDA and PUHA is
sensitive to pH, and therefore shifts in this behavior are good
indications of changes in mobile phase pH. These can be
included in a broad array of assays as a measure to check
instrument sensitivity.

24. Surrogate behavior in method blanks generally does not track
those observed in biological samples, particularly in LC-MS
applications. Therefore, the quantitated values are often inap-
propriate to directly correct for any observed contamination
and should only be used to qualify data that may be affected.
When present, contamination associated with derivatization
steps in the GC-MS applications should be removed from
reported values.
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Chapter 14

Chemical Isotope Labeling LC-MS for Human Blood
Metabolome Analysis

Wei Han and Liang Li

Abstract

Blood is a widely used biofluid in discovery metabolomic research to search for clinical metabolite
biomarkers of diseases. Analyzing the entire human blood metabolome is a major analytical challenge, as
blood, after being processed into serum or plasma, contains thousands of metabolites with diverse chemical
and physical properties as well as a wide range of concentrations. We describe an enabling method based on
high-performance chemical isotope labeling (CIL) liquid chromatography-mass spectrometry (LC-MS) for
in-depth quantification of the metabolomic differences in comparative blood samples with high accuracy
and precision.

Key words Chemical isotope labeling, Dansylation, DmPA, LC-MS, Metabolomics, Blood

1 Introduction

Blood samples are being extensively used for discovery metabolo-
mics with the goal of finding sensitive and specific biomarkers that
are indicative of healthy and diseased states. Despite great advances
in blood metabolomic profiling techniques in the past decades,
in-depth quantitative analysis of the blood metabolome is still a
major analytical challenge. Because of diverse chemical and physical
properties of blood metabolites, a conventional strategy of increas-
ing the metabolomic coverage is to use several analytical tools with
different metabolite detectability to analyze the same sample. For
example, a widely used metabolomic profiling platform includes the
use of reversed-phase (RP) liquid chromatography-mass spectrom-
etry (LC-MS) to analyze the hydrophobic metabolites and hydro-
philic interaction (HILIC) LC-MS to analyze the relatively polar
metabolites. For each separation, positive and negative ion modes
of MS detection are separately carried out in order to ionize as
many metabolites as possible. This platform is relatively easy to
implement. However, the overall metabolomic coverage from the
combined LC-MS analyses is still limited. In addition, untargeted
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metabolomic analysis using LC-MS without standards provides
limited quantification accuracy and precision due to matrix and
ion suppression effects.

An alternative strategy of performing metabolomic analysis is
to classify the metabolites into several subgroups based on the
presence of common functional moieties and then perform
in-depth analysis of the individual chemical-group-submetabo-
lomes [1]. The combined data from the submetabolomes would
allow the analysis of the entire metabolome with high coverage.
This divide-and-conquer strategy does not require many analytical
measurements of the same sample. For example, when we examined
the chemical structures of the endogenous human metabolites in
the Human Metabolome Database (HMDB), we found that more
than 95% of these metabolites contain one or more of the four
functional groups: amine, carboxyl, hydroxyl, and carbonyl. Thus,
in principle, if we could analyze all the metabolites within these four
submetabolomes, a near-complete metabolomic profile could be
generated.

Our laboratory has been developing a high-performance chem-
ical isotope labeling (CIL) LC-MS approach to analyze the individ-
ual chemical-group-submetabolomes with very high coverage
[1–3]. The idea is to use a rationally designed chemical labeling
reagent to react with a common functional group within a subme-
tabolome (e.g., amines) to formmetabolite derivatives, followed by
MS detection. The properties of the labeled metabolites are altered,
compared to the original unlabeled metabolites, to such an extent
that all the labeled metabolites can be retained on RPLC for effi-
cient separation without the need of switching to another mode of
separation column, ionized with high efficiency to improve overall
detection sensitivity, and detected in positive ion mode only to
avoid the need of running negative ion mode. For accurate relative
quantification, a differential isotope labeling strategy using heavy
and light isotope reagents is used. To this end, we have reported the
use of 12C-/13C-dansyl chloride (DnsCl) for profiling the amine/
phenol submetabolome [1], 12C-/13C-dimethylaminophenacyl
(DmPA) bromide for profiling the carboxylic acid submetabolome
[2], base-activated 12C-/13C-dansyl chloride (b-DnsCl) labeling
for profiling the hydroxyl submetabolome [3], and 12C-/13C-dan-
syl hydrazine labeling for profiling the ketone/aldehyde submeta-
bolome including many sugars [4]. Each labeling method generates
a submetabolome profile with very high metabolic coverage. For
example, dansyl labeling of the amine/phenol submetabolome
detects over 2000 metabolites routinely from a plasma sample.

Figure 1 shows the high-performance CIL LC-MS workflow
for quantitative metabolomics. A control sample is prepared by
mixing small aliquots of individual samples to form a pool, followed
by heavy (e.g., 13C-dansyl) labeling. This 13C-labeled control is
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spiked into all the light or 12C-labeled individual samples and thus
serves as a global internal standard [5]. The 12C-labeled metabolite
and its corresponding 13C-labeled counterpart in a 12C-/13C-mix-
ture are detected as a peak pair in MS, and their peak area ratio
reflects the concentration difference of the metabolite in an indi-
vidual sample vs. the control. Since the same 13C-labeled control is
used for preparing all individual 12C-/13C-mixtures, the peak ratio
values can be used for relative quantification of individual metabo-
lites in different samples. We have developed the required data
processing software for analyzing the CIL LC-MS data [6]. In
addition, over 650 metabolite standards have been individually
labeled with the proper labeling reagents for positive metabolite
identification [7]. In the library of standards, each labeled

Individual blood samples Pooled sample

LC-UV quantification and pre-
acquisition sample normalization

…

12C-chemical isotope 
labeling

13C-chemical isotope 
labeling

Mixing equal amounts of 12C-
individual/13C-pooled samples

…

Mixed samples

LC-MS Analysis

Data processing and statistical studies

Protein precipitation

Fig. 1 CIL LC-MS workflow
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metabolite contains triplet parameters: molecular mass, LC reten-
tion time, and MS/MS spectrum. Library search program has been
developed for fully automated search for rapid metabolite identifi-
cation [7]. For putative metabolite identification or structure
match, accurate mass search is used to match the detected labeled
metabolite masses to the metabolites in metabolome databases.

In this chapter, we describe the updated protocols for
performing dansyl and DmPA labeling of metabolites and LC-MS
analysis of labeled metabolites for human blood metabolomics.

2 Materials

All chemicals and reagents were purchased from Sigma-Aldrich
Canada (Markham, ON, Canada) unless otherwise noted. The
chemical isotope labeling reagents, including 12C- and 13C-dansyl
chloride and 12C- and 13C-DmPA bromide, are available on http://
mcid.chem.ualberta.ca. All solutions and LC mobile phases were
prepared using LC-MS grade solvents (see Note 1), and the solu-
tions were stored at room temperature. Blood samples were col-
lected from participants with standard operating procedures after
they reviewed and signed the informed consents. All human sam-
ples were processed in a Containment Level II laboratory and
stored in a Level I or regular chemistry laboratory after being
processed. The waste was disposed following the waste disposal
regulations. All the studies involving human subject have been
reviewed and approved by the University of Alberta Health
Research Ethics Board.

2.1 Human Blood

Sample Collection

1. We recommend BD Vacutainer 10 mL serum collection tubes
(see Note 2).

2. We recommend VACUETTE 5 mL plasma collection tubes.

2.2 Dansylation

Labeling

1. 250 mM NaHCO3/Na2CO3 buffer solution: Weigh 26.5 g of
anhydrous Na2CO3 and 21.0 g of anhydrous NaHCO3 in a
clean 1 L glass bottle. Measure 1 L of water in a 1 L volumetric
flask, and transfer the water to the glass bottle to dissolve the
solid (see Note 3).

2. 250 mMNaOH solution: Weigh 1.0 g of NaOH and transfer it
to a Nalgene lab quality bottle. Measure 100 mL of water in
100 mL volumetric flask, and transfer the water to the plastic
bottle. Dissolve the NaOH.

3. 425mM formic acid solution: Dilute 1.60 mL of formic acid to
100 mL with (50/50, v/v) acetonitrile/water.

4. 20 mg/mL dansyl chloride solution: Before the chemical iso-
tope labeling experiment, 20 mg/mL 12C-dansyl chloride

216 Wei Han and Liang Li

http://mcid.chem.ualberta.ca
http://mcid.chem.ualberta.ca


(12C-DnsCl) solution is prepared by dissolving 20 mg of 12C-
DnsCl in 1 mL of acetonitrile, and 20 mg/mL 13C-dansyl
chloride (13C-DnsCl) solution is prepared by dissolving
20 mg of 13C-DnsCl in 1 mL of acetonitrile.

2.3 DmPA Labeling 1. 0.5 M triethanolamine solution: Dissolve 7.46 g of triethano-
lamine in 100 mL of acetonitrile.

2. 10 mg/mL DmPA bromide solution: Before the chemical
isotope labeling experiment, 10 mg/mL 12C-DmPA bromide
(12C-DmPABr) solution is prepared by dissolving 10 mg of
12C-DmPABr in 1 mL of acetonitrile, and 10 mg/mL 13C-
DmPA bromide (13C-DmPABr) solution is prepared by dissol-
ving 10 mg of 13C-DmPABr in 1 mL of acetonitrile.

2.4 LC-MS Analysis 1. Mobile phase A: 1 mL of formic acid and 50 mL of acetonitrile
are transferred into a 1 L volumetric flask and then diluted to
1 L with water.

2. Mobile phase B: 1 mL of formic acid is transferred into a 1 L
volumetric flask and then diluted to 1 L with acetonitrile.

3. HPLC column: Agilent reversed-phase Eclipse plus C18 col-
umn (2.1 mm � 100 mm, 1.8 μm particle size, 95 Å pore size)
for LC-MS analysis.

3 Methods

3.1 Human Serum

Samples

Ten milliliters of venipuncture blood are collected into a BD Vacu-
tainer 10 mL serum collection tube. An individual sample is
allowed to clot spontaneously at room temperature for 1 h and
then centrifuged at 1,500 � g for 15 min to separate serum and
cells. The supernatant (serum) is divided into multiple 250 μL
aliquots in 1.5 mL microcentrifuge tubes for analysis or storage in
a �80 �C freezer. Also, a pooled serum sample is prepared by
mixing equal volumes of individual serum samples. This pooled
sample is processed with 13C-labeling reagents to serve as the
internal standard during the quantitative analyses (see Note 4).

3.2 Human Plasma

Samples

Blood should be collected by venipuncture into a VACUETTE
5 mL plasma collection tube with lithium heparin (see Note 5).
The tube is then inverted for ten times to ensure blood mixing with
the inner tube coating material. The sample is left on the bench for
30 min and then centrifuged at 2,100 � g for 30 min at 4 �C. The
plasma sample is divided into multiple 250 μL aliquots in 1.5 mL
microcentrifuge tubes for analysis or storage in a �80 �C freezer.
Also, a pooled plasma sample is prepared by mixing equal volumes
of individual plasma samples.
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3.3 Dansylation

Labeling Reaction

The workflow of dansylation labeling is shown in Fig. 2.

1. Frozen serum or plasma samples are thawed (see Note 6) in an
ice bath and then centrifuged at 15,000 � g for 15 min.

2. Thirty microliters of supernatant are transferred into a micro-
centrifuge tube and mixed with 90 μL of methanol.

3. Store the mixture at �20 �C for 2 h to precipitate the proteins.
After this, the mixture is centrifuged at 15,000 � g for 15 min.

4. Take 90 μL of supernatant and dry using a Speed-Vac centrifu-
gal evaporator.

5. Redissolve to 75 μL with 2:1 water/ACN. Then add 25 μL of
250 mM sodium carbonate/sodium bicarbonate buffer to the
sample to generate a basic environment for the dansylation
reaction.

6. Vortex, spin down, andmix with 50 μL of freshly prepared 12C-
DnsCl solution (20 mg/mL) (for light labeling) or 13C-DnsCl
solution (20 mg/mL) (for heavy labeling).

30 mL of blood sample

Mix with 90 mL of methanol
Centrifuge

90 mL of supernatant

Dry down

Dried sample

Redissolve with 75 mL of 2:1 water/acetonitrile 
Add 25 mL of 250 mM HCO3

-/CO3
2- buffer

Add 50 mL of 20 mg/mL 12C- or 13C-DnsCl
Incubate at 40 °C for 45 min.

Add 15 mL of 250 mM NaOH solution
Incubate at 40 °C for 10 min.

Cool down in an ice bath.
Add 50 mL of 425 mM formic acid solution

Labeled sample for LC-MS 
analysis

Fig. 2 Dansylation labeling scheme
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7. After 45 min incubation at 40 �C, 10 μL of 250 mMNaOH are
added to the reaction mixture to quench the excess dansyl
chloride. The solution is then incubated at 40 �C for another
10 min.

8. Finally, add formic acid (425 mM) in 1:1 ACN/H2O to con-
sume excess NaOH and to make the solution acidic. The
labeled samples are now ready for LC-MS analysis or stored at
a –80 �C freezer (see Note 7).

3.4 DmPA Labeling

Reaction

The workflow is shown in Fig. 3.

1. Frozen serum or plasma samples are thawed in an ice bath and
then centrifuged at 15,000 � g for 15 min.

2. Transfer 30 μL of supernatant into a microcentrifuge tube and
mix with 90 μL of acetonitrile.

3. Store the mixture at �20 �C for 2 h to precipitate the proteins.
After this, the mixture is centrifuged at 15,000 � g for 15 min.

4. Take 90 μL of supernatant, and mix with 20 μL of 0.5 M
triethanolamine and 50 μL of freshly prepared 12C-DmPA
bromide solution (10 mg/mL) (for light labeling) or 13C-
DmPA bromide solution (10 mg/mL) (for heavy labeling).

5. Incubate the mixture at 85 �C for 1 h (see Note 8).

6. Finally, the samples are cooled down in an ice bath and are
ready for LC-MS analysis. The labeled samples can also be
stored in a –80 �C freezer for future use.

30 L of blood sample
Mix with 90 L of acetonitrile

Centrifuge

90 L of supernatant

Add 20 L of 0.5 M triethanolamine
Add 50 L of 10 mg/mL 12C- or 13C-DmPABr

Labeled sample for LC-MS 
analysis

Incubate at 85 °C for 1 hour
Cool down in an ice bath.

m

m

m

m
m

Fig. 3 DmPA labeling scheme
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3.5 LC-UV

Quantification

and Pre-acquisition

Sample Normalization

Variations in total sample amount in different samples must be
minimized in order to detect the concentration differences of
individual metabolites caused by the biological or clinical factors
being studied. An LC-UV method [8] can be applied to determine
the total concentration of dansylated amine/phenol submetabo-
lome based on the UVabsorption of the dansyl group (seeNote 9).

1. For the LC-UV setup, a Waters ACQUITY UPLC system with
a photodiode array (PDA) detector can be used for the quanti-
fication of dansyl-labeled metabolites for sample amount
normalization.

2. Four microliters of the labeled serum or plasma are injected
onto a Phenomenex Kinetex C18 column (2.1 mm � 5 cm,
1.7 μm particle size) for a fast step-gradient run.

3. Solvent A is 0.1% (v/v) formic acid in 5% (v/v) ACN/H2O, and
solvent B is 0.1% (v/v) formic acid in ACN. The gradient starts
with 0% B for 1 min and is increased to 95% B within 0.01 min
and held at 95% B for 1 min to ensure complete elution of all
labeled metabolites. The flow rate used is 0.45 mL/min.

4. The peak area, which can represent the total labeled metabolite
concentration in the sample, is integrated using the Empower
software (6.00.2154.003).

5. Based on the quantification results, the 12C- and 13C-labeled
samples are mixed in equal mole amounts for LC-MS analysis.
When a 12C-labeled individual sample is mixed with the 13C-
labeled pooled sample, each peak pair ratio in the LC-MS result
represents the relative concentration of one specific metabolite
in the individual sample, with respect to the average concentra-
tion of the sample set.

3.6 LC-FTICR-MS 1. The LC-Fourier transform ion cyclotron resonance (FTICR)-
MS analysis is performed using an Agilent 1100 series binary
system (Agilent, Palo Alto, CA) connected to a 9.4 T Apex-Qe
FTICR-MS (Bruker, Billerica, MA). The MS data are acquired
in the positive ion mode with an electrospray ionization (ESI)
source. An Agilent reversed-phase Eclipse plus C18 column
(2.1 mm � 100 mm, 1.8 μm particle size, 95 Å pore size) is
used for chromatographic separation (see Note 10). The
mobile phase A is 0.1% formic acid in ACN/H2O (5/95,
v/v), and the mobile phase B is 0.1% formic acid in ACN.

2. All dansyl-labeled samples are analyzed with a 32-min gradient:
0 min (20% B), 0–3.5 min (20–35% B), 3.5–18 min (45–65%
B), 18–21 min (65–95% B), 21–24 min (95–99% B), and
24–32 min (99% B). The column is re-equilibrated with the
initial mobile phase conditions for 15 min before injecting the
next sample. The flow rate is 180 μL/min, and the injection
volume is 5.0 μL.
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3. The 40-min gradient for all DmPA-labeled samples is 0 min
(20% B), 0–9 min (20–50% B), 9–22 min (50–65% B),
22–26 min (65–80% B), 26–28 min (80–98% B), and
28–40 min (98% B). The column is re-equilibrated with the
initial mobile phase conditions for 15 min before injecting the
next sample. The flow rate is 180 μL/min, and the injection
volume is 2.5 μL.

4. The MS conditions used for FTICR-MS are as follows: nitro-
gen nebulizer gas, 2.3 L/min; dry gas flow, 7.0 L/min; dry
temperature, 190 �C; capillary voltage, 4,200 V; spray shield,
3,700 V; acquisition size, 256 k; scan range, 200–1100; and
ion accumulation time, 1 s.

5. Figure 4 shows the representative base peak chromatograms of
(A) a dansyl-labeled serum, (B) a dansyl-labeled plasma, (C) a
DmPA-labeled serum, and (D) a DmPA-labeled plasma. In
Fig. 5, the peak pair of dansyl-serine is given as an example
for a representative mass spectrum. The peak with m/z of
339.0957 is the 12C-dansyl-labeled serine from the individual
sample, and the peak with m/z of 341.1032 is the 13C-dansyl-
labeled serine from the pooled sample.

3.7 LC-QTOF-MS 1. For LC-quadrupole time-of-flight (QTOF)-MS, an Agilent
1100 series binary system (Agilent, PaloAlto,CA) and anAgilent
reversed-phase Eclipse plus C18 column (2.1 mm � 100 mm,
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Fig. 4 Representative LC-MS chromatograms from (a) a dansyl-labeled human serum sample, (b) a dansyl-
labeled human plasma sample, (c) a DmPA-labeled human serum sample, and (d) a DmPA-labeled human
plasma sample (acquired by LC-FTICR-MS)
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1.8 μm particle size, 95 Å pore size) are used. The flow is loaded
to the electrospray ionization (ESI) source of a Bruker maXis
impact high-resolution QTOF mass spectrometer (Bruker, Bill-
erica, MA). All MS spectra are obtained in the positive ionmode.

2. LC solvent A is 0.1% (v/v) formic acid in 5% (v/v) ACN/H2O,
and solvent B is 0.1% (v/v) formic acid in ACN. The gradient
elution profile for dansyl-labeled samples is as follows: 0 min
(20% B), 0–3.5 min (20–35% B), 3.5–18 min (45–65% B),
18–21 min (65–95% B), 21–24 min (95–99% B), and
24–32 min (99% B). The column is re-equilibrated with the
initial mobile phase conditions for 15 min before injecting the
next sample. The flow rate is 180 μL/min and the injection
volume is 10.0 μL.

3. The 40-min gradient for running the DmPA-labeled samples
is: 0 min (20% B), 0–9 min (20–50% B), 9–22 min (50–65% B),
22–26 min (65–80% B), 26–28 min (80–98% B), and
28–40 min (98% B). The column is re-equilibrated with the
initial mobile phase conditions for 15 min before injecting the
next sample. The flow rate is 180 μL/min and the injection
volume is 5.0 μL.

4. The MS conditions used for QTOF-MS are as follows: end
plate offset, 500 V; capillary voltage, 4,500 V; nebulizer,
1.0 bar; dry gas, 8.0 L/min; dry temperature, 230 �C; transfer
time, 40 μs; and prepulse storage, 10 μs.

3.8 Data Processing

and Statistical

Analysis

The data processing workflow is shown in Fig. 6 (see Note 11). A
software tool, IsoMS, is used to process the raw data generated
from multiple LC-MS runs by peak picking, peak pairing, peak-pair
filtering, and peak-pair intensity ratio calculation [6].

1. Align peak pairs detected from multiple samples using IsoMS-
Align.

2. Fill missing ratio values using the zero-fill program [9].
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Fig. 5 Molecular ion region of a peak pair (labeled serine)
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3. Finally, use IsoMS-Quant to determine the chromatography-
peak-intensity ratio of a 12C-/13C-pair [10]. The final metabo-
lite relative concentration file can be exported to SIMCA-Pþ
12.0 software (Umetrics, Umeå, Sweden) for multivariate sta-
tistical analysis (see Note 12).

3.9 Metabolite

Identification

Positive metabolite identification is performed based on mass and
retention timematching to a labeled standard library [3, 7]. Putative
identification is done based on accurate mass matches to the meta-
bolites in the Human Metabolome Database (HMDB) (8,021
known human endogenous metabolites) and in the evidence-
based metabolome library (EML) (375,809 predicted human
metabolites with 1 reaction) using MyCompoundID (www.
MyCompoundID.org) [11]. The mass accuracy tolerance window
is set at 10 ppm for database search.

4 Notes

1. HPLC grade organic solvents or purified deionized water are
found to be adequate for preparing solutions for dansylation.

Fig. 6 IsoMS data processing workflow
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2. Serum tubes without clot activators are recommended for bet-
ter reproducibility of the analysis results.

3. Ultra-sonication may be needed to dissolve the solid.

4. Normally the pooled sample is made by mixing equal
mole amounts of all the individual samples from the sample
set being studied. However, if some of the samples are in very
limited amount, they can be skipped from contributing to the
pooled sample; the pooled sample works as an internal refer-
ence for relative quantification, and thus not including a few
samples within a group in the pooled sample does not affect the
results. In addition, a preprepared universal serum/plasma
sample can also be used as the internal standard, which enables
inter-study comparisons.

5. EDTA plasma and citrate plasma can also be used for the CIL
LC-MS analysis without significant matrix effect.

6. Samples used in one study should experience the same number
of freeze-thaw cycles. This rule also applies to the samples after
labeling.

7. The labeled samples can be stored at 4 �C for 1 week without
significant degradation. However, �80 �C freezer is recom-
mended for long-term storage.

8. The leftover amount of unreacted DmPA is very small, and thus
it does not affect the metabolomic profiling of blood. If it
interferes with the detection of a specific compound with simi-
lar retention time, triphenylacetic acid can be used to quench
the excess amount of DmPA.

9. To reduce the effect of real samples on the lifetime of a C18
column, all samples should be centrifuged at 15,000 � g for
10 min before analysis. A pre-column filter should also be
helpful, particularly for running blood samples.

10. Generally, the standard deviation of the distribution of total
amine-/phenol-containing metabolite amounts among human
blood samples is less than 15%. If a variance of as large as 50% is
allowed in a specific study, post-acquisition normalization
methods can be used, instead of the pre-acquisition normaliza-
tion. Nevertheless, the LC-UV quantification is recommended
for profiling blood samples for increased accuracy.

11. The data processing packages, as well as metabolite identifica-
tion libraries, are available on the MyCompoundID website:
http://www.mycompoundid.org.

12. Other metabolomic statistical tools, such as MetaboAnalyst,
can also be used for the analysis.
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Chapter 15

Direct Infusion-Tandem Mass Spectrometry (DI-MS/MS)
Analysis of Complex Lipids in Human Plasma and Serum
Using the Lipidyzer™ Platform

Baljit K. Ubhi

Abstract

Lipids play a key role in the signaling pathways of cancer, cardiovascular, diabetic, and inflammatory
diseases. A major challenge in the analysis of lipids is the many isobaric interferences present in highly
complex samples that confound identification and accurate quantitation. After obtaining the total lipid
extract from a sample, differential mobility separation has proven to be a powerful tool for gas-phase
fractionation of lipid classes. When combined with mass spectrometry, this allows the unambiguous
identification and thus quantification of lipid molecular species. These components, sample extraction,
gas-phase separation, and mass spectrometry, form the basis of a novel integrated quantitative lipid analysis
platform.

Key words DI-MS/MS, Lipidyzer, Lipidomics, Plasma, Serum

1 Introduction

The metabolome is an important class of molecules to study as it
can lend insight into the health and well-being of an organism and
the causative elements associated with disease. It integrates the
effects of our genes with the impact of our environment by being
the product of both internal factors (our genome and proteome)
and external factors (our lifestyle and our environment). In addi-
tion, the metabolome is extremely dynamic and always changing.
By identifying and quantifying changes in specific metabolites, any
changes that are observed can be mapped back to specific pathways
for detailed interpretation. Thus, quantitative analysis of the meta-
bolome can provide important information that can help predict
the onset of a disease or disorder or characterize its progression.

Lipids are a key part of the metabolome and are involved in the
formation of important biological elements such as membranes,
lipid droplets, and lipoproteins. The study of lipids as a class of
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molecules within the metabolome is important as they act as signal-
ing and inflammatory molecules and are known to be significant
players in a number of metabolic disorders, cardiovascular disease,
oncology, and other disease areas. However, lipids are an extremely
complex and diverse group of compounds. Lipid molecules are
polymers that are formed by combining metabolites from different
metabolic pathways and result from the combinatorial products of
fatty acids and head groups that can often have the same mass.
Thus, using phosphatidylcholines (a phospholipid class) as an
example, for 40 different fatty acids and five main head groups,
these 45 components could account for 8000 unique molecular
species.

In order to simplify their analysis and improve the accuracy of
identification and quantification, the first step in analyzing lipids by
mass spectrometry is efficient extraction of the entire class of lipid
compounds from the biological sample. There are several methods
which allow the extraction and recovery of total lipid from any kind
of organism or matrix. For isolating lipids from a biological sample,
there are really only three methods that are readily employed in the
field of lipidomics: Folch [1], Bligh and Dyer [2], and the methyl
tert-butyl ether (MTBE) method [3].

While extraction creates a clean sample of virtually only lipid
compounds, the remaining lipid fraction is highly complex. The
extracted lipids exhibit tremendous isobaric overlap with many
lipids per class, all within a narrow mass range. Separation prior to
analysis is essential. Liquid chromatography (LC) has traditionally
been used to separate and simplify compounds prior to mass spec-
trometry. However, because of the extreme complexity of the lipid
fraction, one LC method alone doesn’t supply the necessary sepa-
ration power to efficiently resolve all of the lipid compounds for
accurate quantification. Traditionally, several methods must be
used or a sub-fractionation technique must be added in order to
resolve each lipid class and achieve accurate qualitative and quanti-
tative data on the molecular species. This can be done by using
solid-phase extraction and separating the polar from the neutral
lipid components; however, it is time- and labor-intensive.

Differential mobility spectrometry (DMS) has been used as an
effective separation tool to couple to mass spectrometry, used most
often to reduce interferences and improve signal-to-noise ratio and
therefore sensitivity of detection. For lipid analysis, it has proven
very successful as an orthogonal separation technique by allowing
lipids to be fractioned in the gas phase by the dipole moment on
their head groups. As the device is located at the front of the mass
spectrometer, it helps eliminate isobaric overlap often encountered
during any lipid analysis, whether applying accurate mass or nomi-
nal mass spectrometry. In DMS, an ionized sample enters a mobility
cell that is located at atmospheric pressure in front of the mass
spectrometer orifice. An RF voltage is applied across the cell that
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is cycled between high and low fields. As the ions transit the cell,
they are separated based on the difference in their mobility between
high and low field, which is impacted by numerous molecular
properties. A second voltage (a compensation voltage known as
COV) is applied to steer analytes through the cell into the mass
spectrometer. Now mass isolation, fragmentation, and analysis can
be performed on the separated classes yielding simplified, more
reliable data for qualitative and quantitative analysis. The DMS is
a small planar cell that is added between the source region and the
high vacuum region of the instrument.

When DMS is used for lipid analysis, each lipid class will have a
different COV that can be used to separate each individual class by
head group and allow them to enter into the MS, one class at a time
(Fig. 1). This is because each lipid class possesses a different head
group with differing dipole moments that are affected by the
voltages they encounter within the mobility cell. In a paper by
Lintonen et al. [4], a linear relationship between the dipole
moment of each lipid class and the COV value was found. By
applying a specific COV, each lipid class could be directed through
the mobility cell into the MS, and all other classes (and species) will
not be transmitted. Alternatively, by ramping the COV, different
classes of lipids could, in turn, become stable and transit success-
fully through the cell, thereby allowing sequential analysis of all
lipid classes and respective molecular species. In Fig. 1, the separa-
tion of the lipids by class is demonstrated by analyzing the lysopho-
sphatidylcholine/lysophosphatidylethanolamine/phosphatidyl-
choline/phosphatidylethanolamine (LPC/LPE/PC/PE) classes in
the negative ion mode and sphingomyelin (SM) class in the positive
ion mode.

Separating lipid classes by DMS allows us to overcome the
confounding factor of isobaric overlap of these molecules. When
coupled with targeted multiple reaction monitoring (MRM) on a
triple quadrupole or QTRAP® mass spectrometer, this simple sepa-
ration of lipid classes eliminates the need for any up-front liquid
chromatography (LC), greatly simplifying the workflow. By select-
ing specific COV values for lipid class transmission that provide the
least amount of lipid class overlap, isobaric interference, inherent in
lipid analysis, is significantly reduced.

A new LC-MS/MS solution (Lipidyzer™ Platform, SCIEX)
simplifies and automates the high-throughput analysis of lipids by
infusion, leveraging the optimized sample preparation procedure
and DMS separation power described above. Using flow injection
sample introduction, the platform can analyze up to 45 samples per
day in a fully automated fashion, including system optimization and
data processing. This platform allows for the quantitation of over
1100 lipid molecular species across 13 lipid classes from complex
lipid metabolism readily found in human plasma and serum.
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The platform employs the Bligh and Dyer extraction protocol
(modified to use dichloromethane) because of the acceptance in the
field and its simplicity. It had readily been shown to extract the
larger proportion (~98%) of lipids and is more efficient in its
recoveries. The full extraction can be completed in one test tube
without any complicated filtration steps. The optimized protocols
are included with the platform. Finally, a novel internal standard
strategy has been developed for the Lipidyzer Platform that enables
more accurate quantification with reduced bias [5]. The chemical
kits include over 50 labeled internal standards that cover 13 lipid
classes across complex lipid metabolism.

In this chapter, we describe the methods for identification and
quantification of complex lipids in plasma and serum using
the direct infusion-tandem mass spectrometric (DI-MS/MS)
approach employed by the Lipidyzer Platform.

2 Materials

Please be sure to use proper PPE (personal protective equipment).
Only HPLC or LC-MS grade solvents should be used.

Fig. 1 A differential mobility spectrometry (DMS) ionogram. A compensation voltage (COV) ramp of a mixture of
standards infused into the DMS cell. COV ramped from �25 to 10 V separates lipid classes by their head
groups in the gas phase. This figure highlights the specificity of the DMS cell to separate lipid classes from
complex mixtures. The COV per class is added to the MRM tables in the acquisition method and at any 1 V
across the DMS, only that specific lipid class is selected and allowed and passed through to Q1 for subsequent
MRM analysis. In this figure, the COV tuning mixture is infused at 7 μL/min, and the Lipidomics Workflow
Manager (LWM) software automatically tunes the COV value per class by collecting lysophosphatidylcholine
(LPC)/lysophosphatidylethanolamine (LPE)/phosphatidylcholine (PC)/phosphatidylethanolamine (PE) MRMs in
the negative ion mode and sphingomyelin (SM) MRMs in the positive ion mode
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2.1 Standards 1. SelexION tuning mixture (Part Number 5040141, SCIEX,
MA, USA): Aliquot 0.1 mL of the SelexION tuning mixture
into a vial. Add 0.9 mL of the 10 mM ammonium acetate in
dichloromethane/methanol (50:50) to the vial. Cap the mix-
ture and vortex gently for 5 s.

2. QC Spike Kit (Part Number 5040408, SCIEX, MA, USA).

3. QC control plasma (SCIEX, MA, USA).

4. Lipidyzer internal standards (Part Number 5040156, SCIEX,
MA, USA).

2.2 Sample

Extraction

1. 10 mM ammonium acetate solution in (50:50) dichloro-
methane/methanol: Dissolve 770 mg ammonium acetate in
1 L of methanol, and mix 500 mL of this solution with 500 mL
dichloromethane.

2. Extraction solvents: 100% methanol, 100% water, and 100%
dichloromethane (HPLC grade).

3. For the Bligh and Dyer extraction, borosilicate glass culture
test tubes (16 � 125 mm, 10 mL) are used.

2.3 DI-MS/MS 1. All tubing used for the FIA setup is PEEKsil which allows for
minimal carry-over between injections (< 0.5%).

2. 10 mM ammonium acetate solution in (50:50) dichloro-
methane/methanol; see Subheading 2.1, item 4 for
preparation.

3. Rinse solvents for lines R0 and R1: (50:50) dichloromethane/
methanol; see Subheading 2.1, item 1 for preparation.

4. Rinse solvents for lines R2 and R3: 100% 2-propanol
(isopropanol).

5. SelexION chemical modifier: 100% 1-propanol.

6. For sample analysis, 12� 32 mm 2 mL glass vials are used with
250 μL pulled conical point glass inserts and 9 mm vial caps
with pre-slit septa.

3 Methods

3.1 SelexION®

Tuning

1. Prepare the SelexION tuning standard by warming one vial
from the SelexION Tuning Kit to ambient temperature before
opening. If lipids precipitate out of solution during storage,
gentle warming followed by vortexing will redissolve lipids.

2. Fill a 1 mL syringe with the SelexION tuning mixture.

3. Prepare a “blank” sample by filling a 2 mL vial with 10 mM
ammonium acetate in (50:50) dichloromethane/methanol
and cap.
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4. Place in the autosampler according to the tray layout
(as detailed by the Lipidomics Workflow Manager (LWM)
software).

5. Attach the syringe to the PEEK adaptor and set in the MS
syringe holder.

6. Attach the tubing from the probe to the PEEK adaptor.

7. In the LWM software, in SelexION tuning step 2, click Next.

8. Click Start Run.

9. A window, “Purge Modifier,” will automatically pop up. Click
on the Purge button. Purging will automatically start and will
finish after 4 min. A 30 min equilibration will automatically
start after the purging.

10. While the system is purging/equilibrating, press the MS
syringe button to start infusing the standard.

11. Complete tuning and save the updated compensation voltages
to the MRM tables.

3.2 System

Suitability Testing

(SST)

For a Quick Test, the following steps are necessary:

1. Preparation of the SST LOD sample for the SST Quick Test.

2. Warm one vial from the System Suitability Test Kit to ambient
temperature before opening. If lipids precipitate out of solu-
tion during storage, gentle warming followed by vortexing will
redissolve lipids.

3. Aliquot 0.01 mL of the System Suitability Mixture into a vial.

4. Add 0.99 mL of 10 mM ammonium acetate (50:50) dichlor-
omethane/methanol to the vial.

5. Cap the mixture and vortex gently for 5 s.

6. Transfer 0.25 mL of the mixture into an insert.

7. Place the insert in a vial and cap.

8. Place in the autosampler according to the tray layout
(as detailed by the LWM software).

9. The remaining SST LOD mixture can be stored in the �20 �C
freezer for future use.

10. Preparation of a “blank” sample.

11. Fill a 2 mL vial with the 10 mM ammonium acetate (50:50)
dichloromethane/methanol and cap.

12. Place in the autosampler according to the tray layout (in LWM
software).

For a Comprehensive Test, the following steps are necessary:

1. Purge the LC system.
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2. Preparation of the SST LOD sample for the SST
Comprehensive Test.

3. Warm one vial of System Suitability Test Kit to ambient tem-
perature before opening. If lipids precipitate out of solution
during storage, gentle warming followed by vortexing will
redissolve lipids.

4. Aliquot 0.01 mL of the system suitability standard into a vial.

5. Add 0.99 mL of the 10 mM ammonium acetate dichloro-
methane/methanol (50:50) to the vial.

6. Cap the mixture and vortex gently for 5 s.

7. Transfer 0.25 mL of the mixture into an insert.

8. Place the insert in a vial and cap.

9. Place in the autosampler according to the tray layout (in LWM
software).

10. The remaining SST LOD mixture can be stored in the �20 �C
freezer for future use.

11. Preparation of the two SST RSD samples for the SST
Comprehensive Test.

12. Warm a vial of the System Suitability Test Kit to ambient
temperature before opening, if not done so already. If lipids
precipitate out of solution during storage, gentle warming
followed by vortexing will redissolve lipids.

13. Place two inserts into two separate vials.

14. Aliquot 0.05 mL of the System Suitability Mixture into each
insert.

15. Add 0.2 mL of the 10 mM ammonium acetate dichloro-
methane/methanol (50:50) to each insert.

16. Cap both vials and vortex gently for 5 s.

17. Place in the autosampler according to the tray layout.

18. Preparation of a “blank” sample.

19. Fill a 2 mL vial with the 10 mM ammonium acetate dichlor-
omethane/methanol (50:50) and cap.

20. Place in the autosampler according to the tray layout.

3.3 Internal Standard

Mixture Preparation

1. Warm each of the internal standard vials to ambient tempera-
ture prior to opening. If lipids precipitate out of solution
during storage, gentle warming followed by vortexing will
redissolve lipids.

2. Before using each syringe, rinse the syringe three times with
methanol and then three times with dichloromethane.
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3. Vortex the first internal standard lot vial and uncap the vial.
Add the appropriate amount of volume according to the Inter-
nal Standard Mixture Page in step 4 in the LWM software.

4. Cap the internal standard lot vial.

5. Repeat steps 2–4 for each internal standard class you wish to
analyze.

6. Concentrate the internal standard mixture solution under
nitrogen.

7. Add the calculated final volume (mL) of (50:50) dichloro-
methane/methanol from the Internal Standard Mixture Page
in step 4 (LWM software) to the vial. Cap the vial.

8. Portion the internal standard mixture into separate vials as
needed according to the Internal Standard Mixture Page in
step 4 (in LWM software). Cap the vials.

9. If the mixture will not be used immediately, wrap the capped
vial with Teflon tape, and store in a �20 �C freezer.

10. Store the internal standard lot vial(s) in a �20 �C freezer.

3.4 Sample

Extraction

1. Thaw frozen serum or plasma experimental samples and QC
control plasma for 30 min at room temperature.

2. Thaw the internal standard mixture (made in the previous
section) and a vial of the QC Spike Kit for 30 min at ambient
temperature.

3. Aliquot 0.1 mL of the serum or plasma samples to glass culture
tubes.

4. To make the QC samples, aliquot 0.1 mL of the QC control
plasma to glass culture tubes.

5. To make the QC Spike samples, aliquot 0.1 mL of the QC
control plasma to glass culture tubes. Add 0.05 mL of the QC
Spike mixture to each QC Spike sample.

6. To all samples, add 0.9 mL of water, 2 mL of methanol, and
0.9 mL of dichloromethane.

7. The extracts are gently vortexed for 5 s.

8. Add 0.1 mL of the internal standards mixture to the extracts.

9. The extracts are then set on the benchtop at room temperature
for 30 min.

10. An additional 1 mL of water and 0.9 mL of dichloromethane
are added to the extracts.

11. The extracts are gently vortexed for 5 s and then centrifuged on
high speed for 10 min or until the extracts are separated into a
bilayer. Note: Over-vortexing samples at this stage will lead to
poor-phase partitioning.
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12. The bottom organic layer is transferred to a new test tube for
each extract.

13. Another 1.8 mL of dichloromethane is added to the original
extract test tubes.

14. The original extracts are gently vortexed for 5 s and centrifuged
on high speed for 10min or until the extracts are separated into
a bilayer. Note: Over-vortexing samples at this stage will lead to
poor-phase partitioning.

15. The bottom layers are taken again and added to the previous
aliquots.

16. The combined bottom layers for each sample are concentrated
under nitrogen and reconstituted in 0.25 mL of 10 mM
ammonium acetate in (50:50) dichloromethane/methanol.

17. The extracts are transferred to inserts and placed in vials for
analysis on the Lipidyzer Platform.

3.5 DI-MS/MS

Analysis

1. A QTRAP® system with SelexION Technology (SCIEX) is
used for targeted profiling (SCIEX, MA, USA).

2. Two methods are used covering 13 lipid classes using a flow
injection analysis (FIA): one injection with the SelexION vol-
tages turned ON and another with the SelexION voltages
turned OFF.

3. The lipid molecular species are measured using multiple reac-
tion monitoring (MRM) and positive/negative switching. Pos-
itive ion mode detected the following lipid classes: SM/DAG/
CE/CER/TAG. Negative ion mode detected the following
lipid classes: LPE/LPC/PC/PE/FFA.

4. A flow injection analysis (FIA) setup is employed by using the
LC to flow at an isocratic rate of 7 μL/min with a ramp up to
30 μL/min for the last 2 min of the experiment to allow for
washing.

5. Data acquisition is around 20 min per sample, and 50 μL of the
reconstituted sample is infused and the area under the flat
infusion line reported and corrected to the appropriate internal
standard.

6. Samples are quantified using the LWM software which reports
all the detected lipids in nmol/g.

4 Notes

1. Proper storage of lipid standards is crucial to accurate lipid
quantitation. It is recommended to store lipid standards at
�20 �C.
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2. All Lipidyzer kits and standards are stored in (50:50) dichlor-
omethane/methanol which is a highly volatile solvent.
Extreme caution should be used to prevent any evaporation
during storage. Evaporation will cause the internal standards to
degrade. Best practice is to store the standards after opened in
amber glass vials wrapped with Teflon tape preferably under
argon/nitrogen.

3. Standards should never be stored in plastic or polymer material
containers as this will leach impurities from the container.

4. If lipids precipitate out during storage, then gentle warming at
ambient temperature followed by mixing on a vortex mixer will
redissolve them.

5. Ammonium acetate is hygroscopic, meaning it absorbs water
over time. This can lead to insufficient acetate adduct ions
being formed and thus impacting accurate quantitation. Store
ammonium acetate in a desiccator.

6. The PEEKsil tubing can become blocked; make sure to care-
fully extract the organic (bottom) layer free from any protein
precipitate. Also spinning of the reconstituted sample (in the
LC-MS vial) eliminates any particulates in the sample to the
bottom of the insert, thus eliminating this problem.
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Chapter 16

Exploratory GC/MS-Based Metabolomics of Body Fluids

Carole Migné, Stéphanie Durand, and Estelle Pujos-Guillot

Abstract

GC/MS-based metabolomics is a powerful tool for metabolic phenotyping and biomarker discovery from
body biofluids. In this chapter, we describe an untargeted metabolomic approach for plasma/serum and
fecal water sample profiling. It describes a multistep procedure, from sample preparation, oximation/
silylation derivatization, and data acquisition using GC/QToF to data processing consisting in data
extraction and identification of metabolites.

Key words Untargeted metabolomics, Gas chromatography, Mass spectrometry, Data processing

1 Introduction

Mass spectrometry (MS) coupled with advanced chromatographic
techniques, such as liquid and gas chromatography (GC), has
become a powerful metabolomic tool to identify subtle changes
in metabolite profiles in biological systems. In particular, GC/MS is
a widely used analytical platform in discovery-phase studies for
metabolic profiling of various physiological biofluids, such as
urine, blood, as well as fecal water samples [1–4]. It has very high
separation efficiency, reproducibility, and high sensitivity. More-
over, it provides characteristic, reproducible, and standardized
mass spectra, which allow identification when searching against
databases. The major disadvantages of GC/MS are a limited ana-
lytical coverage (to a set of small volatile biological molecules,
thermally stable, or to those that can be derivatized) and a long
sample preparation requirement. In fact, in order to provide
non-biased data, representative of sample metabolic complexity,
GC/MS profiling requires adequate extraction of metabolites
from the biological matrix and derivatization for nonvolatile com-
pounds, often necessary to reduce polarity, to increase thermal
stability and volatility [5], as well as to improve compound ioniza-
tion. Because of its ability to derivatize a wide range of metabolites,
the most commonly used derivatization method is based on a
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two-step protocol involving a methoximation reaction followed by
a silylation [6], but it requires a nonaqueous environment for the
reaction and thereby leads to a more complex sample pretreatment.
In most applications, 0.5–2 μL of TMS-derivatized samples are
introduced into a heated injector (200–250 �C), and separation
of metabolites is typically performed using a fused silica capillary
column with a 5% diphenyl cross-linked 95% dimethylpolysiloxane
stationary phase (0.25 μmfilm thickness) using helium as carrier gas
[2]. Metabolomics for high-throughput experiments requires fast
acquisition rates, which are now available, thanks to recent prog-
ress. GC is often coupled to single-quadrupole analyzers, which
offer high sensitivity and good dynamic range but operate with
slower scan rates and lower resolution compared to time-of-flight
(ToF) systems. GC coupled with ToF mass spectrometry is increas-
ingly used for metabolic profiling [7] because of fast acquisition
rates, particularly useful for an accurate deconvolution of overlap-
ping peaks obtained from complex mixtures.

The nontargeted approach is based on both annotated and
unannotated peak information and therefore requires an important
data processing step to handle the large amount of data. In partic-
ular, it consists in the alignment of chromatographic peaks along
large sample sets, the annotation to keep only one entry for each
metabolite [8], and finally metabolite identification. Highly diverse
and specialized software solutions for GC/MS data processing have
been published. Both automated peak extraction and automated
deconvolution of mass spectra are necessary for the comprehensive
analysis of GC/MS experiments [9]. The conventional approach in
GC/MS is based on mass spectral deconvolution by processing the
information present within single chromatograms. One of the most
widely used tools is the automated mass spectral deconvolution and
identification system (AMDIS; http://chemdata.nist.gov/mass-
spc/amdis/overview.html). For GC-ToF data, commercial pro-
grams are also commonly used. However, to be able to compare
large numbers of samples and to improve data processing through-
put, software projects, based on the comprehensive extraction of
mass selective peak apex intensities, were initiated by academia, for
example, XCMS [10].

Finally, metabolite identification is performed by retention
time comparison with pure standard compounds and/or compari-
son with mass spectral library databases (i.e., NIST). Although
these libraries are extensive, they do not yet contain a large number
of metabolites that are found in biological metabolic pathways.
Public repositories of mass spectra of metabolites (i.e., MassBank
[11]) are also used as complementary tools.

In this chapter, we focused on two important human biofluids,
plasma/serum and fecal water. The objective is to provide a full
description of untargeted metabolomics for biomarker discovery,
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from sample treatment and analysis to data processing and metab-
olite identification.

2 Materials

Prepare all solutions using ultrapure water (prepared by purifying
deionized water to 18 MΩ-cm at 25 �C) and analytical grade
reagents. All solvents should be analytical grade. Prepare and
store all reagents and solvents at room temperature (unless indi-
cated otherwise).

2.1 Standards

and Preservatives

1. [13C1]-L-valine (99%), a stable isotope-labeled internal stan-
dard (IS), is obtained from Cambridge Isotope Laboratories
(Andover, MA). Two solutions in ultrapure water are prepared
at 100 μg/mL for fecal water extraction and 200 μg/mL for
plasma or serum extraction. Dissolve 2 mg of [13C1]-L-valine
in 1 mL of ultrapure water. Dilute this solution by 10 or
20 according to the biofluid extracted.

2. Sodium azide (NaN3 � 99.0%) 100 mg/mL in ultrapure
water: dissolve 0.5 g of NaN3 in 5 mL of ultrapure water
(see Note 1).

2.2 Extraction 1. Heptane and methanol (HPLC Grade) are used for liquid
extraction.

2. An aliquot of 200 mL of methanol is Stored at �20 �C during
24 h.

2.3 Derivatization

Reagents for Gas

Chromatography Mass

Spectrometry

1. N,O-bis(trimethylsilyl)trifluoroacetamide (BSTFA) with 1%
trimethylchlorosilane (TMCS) is purchased from Thermo
Fisher Scientific and stored at 4 �C.

2. Pyridine is stored in a fume hood in amber glass vials in
the dark.

3. Methoxylamine solution (15 mg/mL) in pyridine: dissolve
15 mg of methoxylamine in 1 mL of pyridine (see Note 2).

2.4 Gas

Chromatography Mass

Spectrometry

1. GC-QToF: use an Agilent 7890BGas Chromatograph coupled
to an Agilent Accurate Mass QTOF 7200, 7693A Injector
(SSL) auto-sampler (Agilent Technologies, Inc.).

2. Gas chromatography column: HP-5MS UI 30 m � 0.25 mm i.
d.� 0.25 μmfilm thickness (Agilent J&WScientific, Folsom,CA,
USA) with a deactivated fused silica precolumn 5 m � 0.32 mm
i.d. (Agilent J&W Scientific, Folsom, CA, USA).

3. Use N11 crimp caps natural rubber/TEF 1.0 mm (Macherey-
Nagel) andmicro-vials with crimp neckN11, amber, conical with
a round pedestal glass plate 1.1 mL, 32 � 11.6 mm (Macherey-
Nagel).
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3 Methods

3.1 Fecal Water,

Plasma, and Serum

Sample Collection

and Storage

1. For fecal water samples, homogenized stool samples (5–8 g)
are ultracentrifuged at 4 �C and 171,500 � g using a Beckman
Ti 70.1 rotor for 2 h. 2 μL of NaN3 as an antimicrobial agent
per gram of fecal water is added, and supernatants are aliquoted
as 1 mL samples and kept at �80 �C for a maximum period of
6 months.

2. Plasma is either collected on EDTA, heparin, or citrate. Then,
250 μL aliquots of collected plasma or serum are stored at
�80 �C until analysis.

3.2 Processing

of Fecal Water

Samples

1. Thaw fecal water samples at room temperature.

2. Add 100 μL ice-cold methanol and subsequently 50 μL fecal
water to an Eppendorf centrifuge tube (1.5 mL or smaller),
vortex, keep at �20 �C for 30 min, and centrifuge (Sigma
3-16PK, Fischer Bioblok Scientific) at 15,493 � g at 4 �C for
10 min.

3. Transfer 90 μL supernatant to high recovery vial with
crimp cap.

4. Spike 10 μL of 100 μg/mL IS (13C1-L-valine) to each vial and
close. Store the sample vial (in a suitable container) at�� 20 �C
for more than 30 min.

5. Remove the screw cap, and transfer vial to a freeze drier (pre-
cooling) for lyophilization (see Note 3).

6. Ensure rapid transfer into a drying oven and keep at 50 �C
(about 1 min) to avoid absorbing moisture and close
sample vial.

7. At the same time, a derivatization control sample (fecal water
substituted by Milli-Q water) is prepared in order to determine
the background noise produced during sample preparation,
derivatization, and GC/MS analysis.

3.3 Processing

of Plasma/Serum

Samples

Extraction

1. Thaw blood samples at 4 �C overnight.

2. Add 200 μL of ice-cold methanol (�20 �C) to 100 μL plasma
sample in an Eppendorf tube and vortex, or add 400 μL of
ice-cold methanol (�20 �C) to 100 μL serum sample in an
Eppendorf tube and vortex.

3. After precipitation of the proteins, store at �20 �C for 30 min.

4. Centrifuge the mixture at 15,493 � g for 10 min at 4 �C.

5. Transfer 200 μL supernatant in a brown glass vial of 2 mL, add
10 μL of [13C1]-L-valine (200 μg/mL), and evaporate to
dryness using a SpeedVac.
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6. At the same time, a derivatization control sample (plasma/
serum is substituted by Milli-Q water) is prepared in order to
determine the background noise produced during sample
preparation, derivatization, and GC/MS analysis.

3.4 Derivatization Process to the derivatization step straight away after the extraction.

1. Dissolve the dry residue by adding 80 μL of methoxylamine
solution to each vial.

2. Vortex vigorously for 1 min and incubate at 37 �C for 24 h
(in order to inhibit the cyclization of reducing sugars and the
decarboxylation of α-keto acids).

3. Add 80 μL of BSTFA (1%TMCS) to the mixture and derivatize
at 70 �C for 60 min.

4. Cool down to room temperature, and transfer 50 μL of deri-
vatized mixture to a glass vial containing 100 μL of heptane,
prior to injection.

5. In the same way, a pool sample is prepared from each extracted
sample and derivatized in order to monitor the drift of the
spectrometer during GC/MS analysis (see Note 4).

6. Transfer 50 μL of sample pool in a glass vial containing 100 μL
of heptane prior to injection; repeat this step eight times (pre-
processing analysis) (see Note 5).

3.5 Gas

Chromatography Mass

Spectrometry Analysis

1. Analytical sequence: to avoid possible differences between sam-
ple batches, randomize the analytical sequence using a Latin
square.

2. Four heptane blanks are injected at the beginning of each
sequence, followed by four pool samples, and then one pool
sample (seeNote 4) and one derivatization control sample after
each set of 10 samples.

3. Chromatography method.

Use an Agilent HP-5MS column with helium as the carrier
gas at a flow rate of 1 mL/min (ultrahigh purity helium gas
(99.9990%) with the following conditions: injector tempera-
ture, 250 �C; transfer line heater, 280 �C; and injection vol-
ume, 0.5–2 μL in splitless mode (see Note 6).

The initial oven temperature is 60 �C for 2 min, ramped to
140 �C at a rate of 10 �C/min, to 240 �C at a rate of 4 �C/min,
and to 300 �C at a rate of 10 �C/min and finally held at 300 �C
for 8 min. The total run time is 49 min. The solvent delay is
5.5 min (see Note 7).

Agilent “retention time locking” (RTL) is applied to control
the reproducibility of retention times (RT). [13C1]-L-valine
(IS) is used to lock the GC method.
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4. MS method.

Initially tune and calibrate the system using PFTBA. Subse-
quently, in the analytical sequence, a calibration is done
between each sample.

Use the following conditions: electron ionization source
temperature, 230 �C; quadrupole temperature, 150 �C; elec-
tron energy, 70 eV; ToF settings, acquisition 2GHzEDR with
N2 (1.5 mL/min); mass range, m/z 50–800; acquisition rate,
5 spectra/s; acquisition time, 200 ms/spectrum; limits for
average PPM error, 3.0, and maximum error, 8.0; and resolu-
tion, 8500 (fwhm) at m/z 501.9706.

Raw data files are transformed to mzData files in MassHun-
ter B.07.01 software (Agilent).

3.6 Data Processing:

Extraction

and Alignment

1. Process the mzData files using XCMS [10, 12] to yield a data
matrix containing retention times, accurate masses, and nor-
malized peak intensities. Set XCMS settings (matchfilter algo-
rithm) as follows: fwmh 10–12, step 0.01, Snthreshold 5, bw
10, and mzwid 0.1 (see Note 8).

2. Import the obtained peak list under the Galaxy web-based
platform Worflow4metabolomics [13] (W4M), for quality
checks and signal drift correction according to the algorithm
described by Van der Kloet et al. [14], to correct for batch
effects.

3.7 Metabolite

Identification

1. Perform database queries, using the resulting peak list and
W4M. If pure compounds (standards) are previously analyzed
on the same instrument, use the “bank in-house” tool with a
mass error of 0.005 Da and a retention time difference of
0.1 min. If not, tentative identifications can be obtained from
comparison of exact masses to those registered in MassBank
(https://metlin.scripps.edu).

2. Deconvolute the raw data files using Agilent MassHunter soft-
ware package (Unknowns Analysis and Qualitative Analysis
B.07.01) (or AMDIS, see Note 9) and compare the mass
spectral data against a personal compound database library
(Agilent MassHunter PCDL version B.07.00) containing spec-
tra of pure compounds (standards) previously analyzed on the
same instrument. If not compare to NIST library.

3. In the last step, integrate the results from both approaches.

4 Notes

1. NaN3 is toxic and should be handled with caution. NaN3 is
fatal if swallowed or in contact with the skin: wear protective
gloves, protective clothing, and eye protection to prepare this
solution.
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2. Use BSTFA with 1% TMS and pyridine in a fume hood.

3. Alternatively, it is possible to evaporate the sample to dryness
using a SpeedVac.

4. A minimum of 400 μL of pool sample has to be prepared to be
able to aliquot it in 8 vials to be analyzed for batch correction.
If more pool samples or backup samples are needed, adjust the
volume consequently.

5. Heptane should be used in a fume hood to avoid vapors. Care
should be taken to avoid contact with the skin.

6. Adjust the injection volume to obtain a good signal-to-noise
ratio.

7. Adjust the solvent delay to detect small volatile compounds if
necessary.

8. Adjust the XCMS parameters to have a good detection of
chromatographic peaks without duplicates.

9. In case of low-resolution data (from GC/MS simple quadru-
pole), AMDIS can be used alternatively for deconvolution.
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Chapter 17

GC-MS Analysis of Short-Chain Fatty Acids in Feces, Cecum
Content, and Blood Samples

Lisa R. Hoving, Marieke Heijink, Vanessa van Harmelen,
Ko Willems van Dijk, and Martin Giera

Abstract

Short-chain fatty acids, the end products of fermentation of dietary fibers by the gut microbiota, have been
shown to exert multiple effects on mammalian metabolism. For the analysis of short-chain fatty acids, gas
chromatography–mass spectrometry is a very powerful and reliable method. Here, we describe a fast,
reliable, and reproducible method for the separation and quantification of short-chain fatty acids in
mouse feces, cecum content, and blood samples (i.e., plasma or serum) using gas chromatography–mass
spectrometry. The short-chain fatty acids analyzed include acetic acid, propionic acid, butyric acid, valeric
acid, hexanoic acid, and heptanoic acid.

Key words Short-chain fatty acids, Gas chromatography–mass spectrometry, GC-MS, Targeted
metabolomics, PFBBr

1 Introduction

Lipids and fatty acids (FAs) are essential molecules in the regulation
and control of various biological functions and play a role in the
onset and progression of disease [1]. FAs with less than 8 carbon
atoms are considered short-chain fatty acids (SCFAs) [2]. SCFAs
(predominantly acetic acid, propionic acid, and butyric acid with
respectively 2, 3, and 4 carbon atoms) are mainly produced in the
colonic lumen after anaerobic fermentation of indigestible carbo-
hydrates by saccharolytic gut bacteria [3]. The link between diet,
the gut microbiota, the production of SCFAs and their role in
human health and disease is an active area of research [4]. This
requires suitable analytical techniques for sensitive and accurate
quantification of SCFAs. One technique traditionally used for the
analysis of small, volatile molecules is gas chromatography–mass
spectrometry (GC-MS). Here, were describe step by step the quan-
titative analysis of the SCFAs acetic acid, propionic acid, butyric
acid, valeric acid, hexanoic acid, and heptanoic acid using GC-MS
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in feces, cecum content, as well as in blood samples (i.e., plasma or
serum).

GC-MS is an analytical technique, well suited for the analysis of
SCFAs and other (longer) FAs [5]. However, one critical step in the
GC-MS analysis of FAs is their conversion into suitable volatile
derivatives by derivatization (e.g., by alkylation or silylation)
[6]. Traditionally, FAs are being transformed into their methyl
ester, or trimethylsilyl ester derivatives in GC-MS analysis
[7]. While both approaches work well for longer chain FAs, the
intrinsically low boiling point of the SCFA methyl ester or tri-
methylsilyl ester derivatives results in some issues with their
GC-MS based analysis. For example, the trimethylsilyl ester of
acetic acid roughly presents the same boiling point as the com-
monly used derivatization reagents, leading to severe signal overlap.

Alternatively, for SCFA analysis FAs can be derivatized by the
alkylation reagent pentafluorobenzyl bromide (PFBBr) [8, 9]. The
benzyl bromide group reacts with the carboxylic acid group to form
an ester, allowing analysis as pentafluorobenzyl ester. Additionally,
this so-formed ester presents ideal properties for electron-capture
negative ionization (ECNI), which is a highly selective and sensitive
ionization technique. ECNI allows analysis of the negatively
charged molecular ions, usually detected in the single ion monitor-
ing mode (SIM) on quadrupole based mass spectrometers.

For targeted analysis of SCFAs, ideally isotopically labeled
internal standards (IS) should be used. The use of IS enables
quantitative analysis of biological samples and greatly improves
specificity [7, 9].

Apart from GC-MS, Nuclear magnetic resonance (NMR) spec-
troscopy can be used to analyze SCFAs in feces or cecum content.
An interplatform comparison performed in our lab, comparing
GC-MS and NMR spectroscopy, showed good correlations for
the measurements of SCFA concentrations. However, the advan-
tage of GC-MS over NMR is its higher sensitivity, which is essential
for the analysis of SCFAs at low concentrations such as SCFAs
present in blood.

2 Materials

Use only high purity solvents (preferably LC-MS grade) in order to
prevent elevated background signals (see Note 1). An overview of
the amounts of materials and chemicals is provided in Table 1. If
vendors of different materials are specifically mentioned in this
section, the use of these materials are recommended based on our
previous experiences.
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2.1 Materials

for Sample Preparation

1. Glass autosampler vials, inserts, and caps. It is important to use
the highest quality glass ware. We recommend to use the
following items: Agilent certified 2 mL vials with screw top;
Agilent certified 250 μL inserts with polymer feet; Agilent
screw caps with PTFE/red silicone septum.

2. 1 μg/mL IS solution in ethanol (EtOH) (see Note 2): mix
acetic acid-d4, propionic acid-d6 and butyric acid-d8 and dis-
solve in EtOH to a final concentration of 1 μg/mL. Store at
�80 �C. Apart from butyric acid, butyric acid-d8 is also used as
the IS for valeric acid, hexanoic acid, and heptanoic acid.

3. Concentration series of SCFA standards in EtOH: use the
SCFA standard mixture (Sigma-Aldrich) and dilute with
EtOH. Prepare concentrations ranging from the lower limit
of quantification (LLOQ) (see Table 2) to 1000 μM. Store at
�80 �C.

4. 172 mM PFBBr in acetone: add 26.8 μL PFBBr to 1 mL
acetone. Prepare fresh daily.

Table 1
Chemicals and materials required per sample for the quantification of SCFAs. For every type of
biological matrix, take along three blank samples. Blank samples should be processed in exactly the
same way as biological samples

Chemical/material Calibration series sample

Biological sample

Feces Cecum content Plasma/serum

Biological sample – �50 mg �10 mg 10 μL

Water 250 μL 550 μL 690 μL 250 μL

Acetone 250 μL 250 μL 250 μL 250 μL

1 μg/mL IS solution 10 μL 10 μL 10 μL 10 μL

Standards in EtOH 10 μLa – – –

EtOH – 10 μL 10 μL 10 μL

172 mM PFBBr 100 μL 100 μL 100 μL 100 μL

n-hexane 500 μL 500 μL 500 μL 500 μL

1.5 mL plastic tubes – 2 3 –

Clean steel beads – 2 2 –

Glass autosampler vials 2 2 2 2

Glass autosampler inserts 1 1 1 1

Glass autosampler caps 2 2 2 2

aFor every individual sample of the calibration series, a specific concentration of standards in EtOH is used
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5. Clean steel beads (only for fibrous biological matrices): rinse
3.2 mm stainless steel beads with methanol and dry at room
temperature.

2.2 Materials for GC-

MS

1. GC with split/splitless injector, coupled to a quadrupole mass
spectrometer with chemical ionization source.

2. Injection: autosampler (recommended).

3. GC column: use an Agilent VF-5 ms column (5% phenyl-
methyl; 25 m � 0.25 mm internal diameter; 0.25 μm film
thickness).

4. Pure helium (99.9990%) and methane (99.9995%) should be
used as carrier and as chemical ionization gas, respectively.

3 Methods

SCFAs are ubiquitous. Hence, extra care has to be taken to prevent
sample contamination. Possible sources of contamination include
environmental air, pipettes, pipette tips, low quality plastics, and
(low purity) solvents (seeNote 1). Interday and intraday repeatabil-
ity of the method, validated in fetal calf serum (FCS), is provided in
Table 3.

Table 2
Overview of FAs. For each SCFA, an indication of the retention time (RT), the m/z-value, an indication
of the LLOQ, and the IS to be used are shown

FA Name RT (min) Monitored m/z (M�) LLOQ (μM)a IS

FA 2:0-d4 Acetic acid-d4 7.19 62 N/A N/A

FA 2:0 Acetic acid 7.22 59 20 FA 2:0-d4

FA 3:0-d6 Propionic acid-d6 7.86 78 N/A N/A

FA 3:0 Propionic acid 7.89 73 5 FA 3:0-d6

FA 4:0-d8 Butyric acid-d8 8.41 94 N/A N/A

FA 4:0 Butyric acid 8.44 87 2 FA 4:0-d8

FA 5:0 Valeric acid 8.99 101 1 FA 4:0-d8

FA 6:0 Hexanoic acid 9.51 115 5 FA 4:0-d8

FA 7:0 Heptanoic acid 9.99 129 1 FA 4:0-d8

aAn indication of the lowest concentration to be included in the calibration series. This LLOQ is determined for every

individual experiment. The calibration series samples are measured twice. A specific concentration is included if signal/

noise >10 and if the accuracy based on the calibration obtained �80 and �120% for both measurements
N/A not applicable
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3.1 Sample

Preparation of Feces,

Cecum Content,

and Blood

1. Facilitate rapid sampling. Store the samples at �80 �C upon
collection if the samples are not prepared immediately (see
Note 3).

2. Matrix dependent preprocessing of feces:

Prepare an aqueous extract of feces. Weigh feces (approxi-
mately 50 mg mouse feces) (see Note 4) in a 1.5 mL plastic
tube with 0.1 mg accuracy and add 300 μL water. Homogenize
the sample using a bullet blender: add two clean 3.2 mm steel
beads and blend the sample for 5 min. Centrifuge at 1400 � g
for 10 min. Transfer the supernatant to a fresh 1.5 mL plastic
tube.

3. Matrix dependent preprocessing of cecum content:

Weigh cecum content (approximately 10 mg mouse cecum
content) (see Note 4) in a 1.5 mL plastic tube with 0.1 mg
accuracy and add 400 μL water. Homogenize by vortexing.
Use a bullet blender if the material is fibrous: add two clean
3.2 mm steel beads and blend the sample for 5 min. Centrifuge
at 1400 � g for 10 min. Transfer the supernatant to a fresh
1.5 mL plastic tube. Dilute the supernatant 1:5 with water in a
total volume of 50 μL using a fresh 1.5 mL plastic tube.

Table 3
Interday and intraday repeatability data in FCS. FCS was spiked with 5 μM and 100 μM SCFA. Acetic
acid, propionic acid and butyric acid in these samples were quantified in triplicate on three different
days using the described method

FA Day

FCS FCS þ 5 μM SCFA FCS þ 100 μM SCFA

Mean (μM) RSD Mean (μM) RSD Mean (μM) RSD REa

Acetic acid Intraday 1 108.5 12% 113.4 12% 204.4 3% �4%
Intraday 2 126.5 5% 120.8 4% 180.2 3% �46%
Intraday 3 117.8 11% 121.4 6% 192.5 6% �25%
Interday 117.6 8% 118.5 4% 192.4 6% �25%

Propionic acid Intraday 1 <LLOQ N/A 10.5 18% 101.3 2% �4%
Intraday 2 <LLOQ N/A 9.3 8% 89.4 4% �16%
Intraday 3 8.1 24% 13.5 8% 96.5 2% �13%
Interday N/A N/A 11.1 19% 95.7 6% �11%

Butyric acid Intraday 1 <LLOQ N/A 7.3 24% 96.7 5% �6%
Intraday 2 <LLOQ N/A 5.7 9% 87.9 7% �14%
Intraday 3 <LLOQ N/A 6.7 6% 80.8 10% �22%
Interday <LLOQ N/A 6.6 12% 88.5 9% �14%

aRE, based on the difference in the determined concentrations. For acetic acid, the RE is determined based on the
difference between the FCS and FCSþ 100 μM SCFA sample. For propionic acid and butyric acid, the RE is determined

based on the difference between the FCS þ 5 μM SCFA and FCS þ 100 μM SCFA sample

N/A not applicable, RE relative error, RSD relative standard deviation
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4. Matrix dependent preprocessing of blood:

Obtain plasma and/or serum. No further preprocessing is
needed.

5. Prepare a glass autosampler vial for every sample:

6. For calibration samples, add 250 μL acetone, 10 μL 1 μg/mL
IS solution, and 10 μL of the calibration series SCFA standards
at the desired concentration. In case of feces or cecum content
analysis, add 10 μL water which is preprocessed exactly the
same as the biological samples. This includes bullet blending
if necessary.

7. For biological samples, add 250 μL acetone (seeNote 5), 10 μL
1 μg/mL IS solution in EtOH (see Note 2), 10 μL EtOH (see
Note 6), and 10 μL aqueous feces, 10 μL cecum content
extract, or 10 μL plasma/serum into a glass autosampler vial.

8. For blank samples, add 250 μL acetone, 10 μL 1 μg/mL IS
solution, and 10 μL EtOH into a glass autosampler vial. In case
of feces or cecum content analysis, 10 μL water should be
added which is preprocessed in exact the same way as the
biological samples. This includes bullet blending if necessary.
For every type of biological matrix used in an experiment, three
blank samples should be included.

9. Vortex all samples.

10. Add 100 μL 172 mMPFBBr in acetone (seeNote 7). Vortex all
samples.

11. Heat the samples at 60 �C for 30 min in a laboratory stove. Let
the samples cool down to room temperature (approximately
15 min) (see Note 8).

12. Add 500 μL n-hexane and 250 μL water to the samples. Shake
the vial in vertical direction for approximately 10 s. Let the
samples rest for 1 min at room temperature.

13. Prepare a new empty glass autosampler vial with a glass insert
for every sample. Transfer 250 μL of the n-hexane (upper layer)
into the glass insert.

3.2 GC-MS Analysis 1. Inject 1 μL in the GC-MS, splitless at 280 �C.

2. Use helium as carrier gas at a constant flow rate of 1.20 mL/
min.

3. Use the following temperature gradient: 1 min at 40 �C, linear
increase at 40 �C/min to 60 �C, held for 3 min at 60 �C, linear
increase at 25 �C/min to 210 �C, linear increase at 40 �C/min
to 315 �C, and held for 3 min at 315 �C.

4. Set the transfer line temperature at 280 �C.
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5. Keep the ionization source temperature at 280 �C.

6. Use methane as chemical ionization gas at approximately
15 psi.

7. Detect ions obtained in the negative mode using SIM (see
Notes 9 and 10). Table 2 provides the m/z-values to be moni-
tored and an indication of retention times (RT). As a conse-
quence of small chromatographic differences (e.g., GC column
length), the exact RT varies between various GC systems.
Hence, calibration using external standards is mandatory.

3.3 Data Analysis 1. Integrate the obtained signal (see Note 11).

2. Calculate the relative retention time (RRT) and area ratios
using the respective IS (see Table 2) (see Notes 12 and 13).

3. Determine the slope and LLOQ for every SCFA by performing
linear regression. It is recommended to use a weighing factor of
1/x2 [10].

4. Calculate the SCFA concentrations by using the area ratios
obtained from the biological samples, average signal of the
blank samples as intercept (see Note 14), and the slopes
obtained from the analysis of the calibration series samples.
Take into account the sample dilution for feces and cecum
content.

4 Notes

1. SCFAs (especially acetic acid and propionic acid) usually show
high background signals, resulting in a relatively high LLOQ
(see Fig. 1). SCFA background signals can be diminished by
using high purity solvents (preferably LC-MS grade). Addi-
tionally, use glass vials for organic solvents. For plastic tubes,
we strongly recommend to use Eppendorf polypropylene
tubes.

2. The IS signal should be present in every sample. The IS is used
to correct for differences in sample preparation between the
samples. Use exactly the same batch of 1 μg/mL IS solution in
EtOH for the entire experiment, as minor differences in IS
composition potentially translate into systematic under- or
overestimation of SCFAs in samples.

3. Collect the biological samples as quick as possible and store the
samples at �80 �C. Levels of SCFAs within biological samples
are vulnerable for change, especially when the collection is
performed slowly or when samples are improperly stored.
SCFAs can evaporate from the samples or SCFAs from the air
can contaminate the samples.
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4. The amount of sample that is required for the analysis of SCFAs
might vary between biological samples from different species.

5. Acetone facilitates the precipitation of proteins.

6. The addition of 10 μL EtOH to the samples ensures that the
solvents of the biological samples are matched to the solvents in
the calibration samples.

7. Within this protocol no base is added to catalyze the derivati-
zation reaction, since the addition of base can severely increase
SCFA background signal [8].

8. n-Hexane is added after the samples have been cooled down in
order to prevent evaporation and spilling.

9. Sensitivity is higher when the MS is operated in SIM mode as
compared to the full scan mode. However, the full scan mode
can be useful to detect FAs that are not incorporated in the SIM
method, or to determine the RT of a specific SCFA. If one
decides to operate in full scan mode, anm/z-range of 50–150 is
recommended to be used.

10. For isotopolog analysis, either m/z-values corresponding to
isotopologs can be added to the SIM method (e.g., M0, M1,
M2, etc. for every SCFA) [8], or the MS can be operated in
scheduled scan mode (e.g., scan window including m/z-values
corresponding to M0, M1, M2, etc., for every SCFA).

11. Pyruvic acid has the same mass and almost the same RT as
butyric acid and both acids are derivatized by PFBBr. Consec-
utively, care has to be taken when both analytes are simulta-
neously present in the sample (see Fig. 2). Particularly in plasma

Fig. 1 Background signal of SCFAs. Several SCFAs usually show a high
background signal. As a consequence, the LLOQ for these SCFAs is dependent
on the background obtained. In our experience, the background signal of acetic
acid is higher than that of propionic acid, which in turn is higher than the
background signal of butyric acid. The dashed lines in the graph show the
extent of the background signals
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and serum samples, pyruvic acid and butyric acid are simulta-
neously present. In feces and cecum content, pyruvic acid is
usually not detected.

12. RRT ¼ retention time analyte

retention time IS

13. Area ratio ¼ area analyte

area IS

14. The blank samples reflect the background signal of the
biological samples more accurately than the intercept obtained
from the linear regression of the calibration series samples.
Therefore, use the average area ratio of the blank samples as
background signal/intercept to calculate the concentrations of
the biological samples. Use the following formula:

Concentration ¼ area ratio� average area ratio blank samples

slope
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Chapter 18

GC-MS Analysis of Medium- and Long-Chain Fatty Acids
in Blood Samples

Lisa R. Hoving, Marieke Heijink, Vanessa van Harmelen,
Ko Willems van Dijk, and Martin Giera

Abstract

Our body contains a wide variety of fatty acids that differ in chain length, the degree of unsaturation, and
location of the double bonds. As the various fatty acids play distinct roles in health and disease, methods
that can specifically determine the fatty acid profile are needed for fundamental and clinical studies. Here we
describe a method for the separation and quantification of fatty acids ranging from 8 to 24 carbon chain
lengths in blood samples using gas chromatography-mass spectrometry following derivatization using
pentafluorobenzyl bromide. This method quantitatively monitors fatty acid composition in a manner that
satisfies the requirements for comprehensiveness, sensitivity, and accuracy.

Key words Medium-chain fatty acids, Long-chain fatty acids, Gas chromatography-mass spectrome-
try (GC-MS), Targeted metabolomics, PFBBr

1 Introduction

Lipids and fatty acids (FAs) are present in all organisms and consti-
tute essential structural elements of biological membranes, regulate
and control cellular function, and are involved in the onset and
progression of various diseases [1]. The majority of FAs are present
as esters in lipids, such as triacylglycerols, sterol esters, and phos-
pholipids. Only a small fraction is nonesterified, generally termed
free FAs (FFAs) [2]. The role of FAs in health and disease has
gained extensive interest. FAs differ in chain length, the degree of
unsaturation, and location of the double bond(s). As various types
of FAs have different associations with disease outcomes, the assess-
ment of the FA composition in biological samples may provide
suitable information. Therefore, great effort has been put in the
development of comprehensive, sensitive, and reliable methodolo-
gies to quantify the FA composition. Here we describe step-by-step
the quantitative analysis of the FA profile in plasma using GC-MS,
measuring FAs with a chain length ranging from 8 to 24 carbons.

Martin Giera (ed.), Clinical Metabolomics: Methods and Protocols, Methods in Molecular Biology, vol. 1730,
https://doi.org/10.1007/978-1-4939-7592-1_18, © Springer Science+Business Media, LLC 2018
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GC-MS is an analytical technique that is well-suited for the
analysis of the total amount of FAs as well as the FA composition
within a sample [3]. As blood contains both esterified FAs and
FFAs, a separate hydrolysis step is required during sample prepara-
tion to determine the total FA composition. For the analysis of FAs
by GC-MS, it is of importance to convert FAs into suitable volatile
derivatives by derivatization (e.g., alkylation or silylation) [4]. Tra-
ditionally in GC-MS analysis, FAs were being transformed into
their methyl ester or trimethylsilyl ester derivatives [5]. Alterna-
tively, pentafluorobenzyl bromide (PFBBr) can be used to deriva-
tize FAs. It has been successfully applied for the analysis of FAs with
different chain lengths [6–9]. The benzyl bromide group reacts
with the carboxylic acid group to form a pentafluorobenzyl ester. In
addition, this pentafluorobenzyl ester contains ideal properties for
electron capture negative ionization (ECNI), a highly selective and
sensitive ionization technique. The combination of PFBBr deriva-
tization and ECNI ionization allows for the analysis of negatively
charged molecular ions. These ions are usually detected in the
single ion monitoring (SIM) mode on quadrupole-based mass
spectrometers. Isotopically labeled internal standards (IS) have to
be used for quantitative analysis of FAs by GC-MS. The addition of
IS in GC-MS analysis enables quantitative analysis of biological
samples and greatly improves detection specificity [10].

2 Materials

Use only high-purity solvents (preferably LC-MS grade) in order to
prevent increased background signals (seeNote 1). If vendors from
different materials are mentioned in this method section, the use of
these chemicals is recommended based on our previous experi-
ences. The use of 10 M NaOH forms an exception. In order for
the method to succeed, it is urged to use the specific items men-
tioned in the Materials section. An overview of the amounts of
materials and chemicals is provided in Table 1.

2.1 Materials

for Sample Preparation

1. Glass autosampler vials, inserts, and caps. It is recommended to
use Agilent certified 2 mL vials with screw top; Agilent certified
250 μL inserts with polymer feet; and Agilent screw caps with
PTFE/red silicone septum.

2. 1 μg/mL IS solution in ethanol (EtOH) (seeNote 2): accurately
weigh decanoic acid-d19, palmitic acid-d31, and arachidonic
acid-d8, and dissolve in EtOH to a final concentration of
1 μg/mL. Store at �80 �C.

3. Concentration series of FA standards in EtOH: use GLC refer-
ence standard 85 mix (Nu-Chek Prep), eicosapentaenoic acid
(Cayman), docosapentaenoic acid (Cayman), and docosahexae-
noic acid (Cayman), and serially dilute using EtOH. Prepare
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concentrations ranging from the lower limit of quantification
(LLOQ) (see Table 2) to 50 μg/mL. Store at �80 �C.

4. 172 mM PFBBr in acetone: add 26.8 μL PFBBr to 1 mL ace-
tone. Prepare fresh daily.

5. 10 M NaOH in water. In order for the method to succeed, it is
urged to use a prepared solution from Sigma-Aldrich (Art.
No. 72068) (see Note 3).

2.2 Materials

for GC-MS

1. GC with split/splitless injector, coupled to a quadrupole mass
spectrometer with chemical ionization source.

2. Injection: autosampler (recommended).

3. GC column: use an Agilent VF-5 ms column (5% phenylmethyl;
25 m � 0.25 mm internal diameter; 0.25 μm film thickness).

4. Pure helium (99.9990%) and methane (99.9995%) are used as
carrier and chemical ionization gas, respectively.

3 Methods

Palmitic acid and stearic acid are ubiquitous. Hence, extra care has
to be taken to prevent sample contamination. Sources of contami-
nation include low-quality plastics and (low-purity) solvents (see
Note 1).

Table 1
Chemicals and materials needed per sample for the quantification of FAs

Chemical/material Calibration series sample Plasma/serum sample

Plasma/serum – 10 μL

Acetone 250 μL 250 μL

10 M NaOH – 10 μL

1 μg/mL IS solution 10 μL 10 μL

Standards in EtOH 10 μLa –

EtOH – 10 μL

172 mM PFBBr 100 μL 100 μL

n-Hexane 500 μL 500 μL

Water 250 μL 250 μL

Glass autosampler vials 2 2

Glass autosampler inserts 1 1

Glass autosampler caps 2 2

For every batch of samples, take along three blank samples. Blank samples should be processed in exactly the same way as

biological samples
aFor every individual sample of the calibration series, a specific concentration of standards in EtOH is used
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Table 2
Overview of FAs

FA Name
RT
(min)

Monitored m/z
(M�)

LLOQ
(ng/mL)a IS

FA 08:0 Octanoic acid 10.14 143.1 200 FA 10:0-d19

FA 10:0 Decanoic acid 11.01 171.1 50 FA 10:0-d19

FA 10:0-d19 Decanoic acid-d19 10.92 190.3 N/A N/A

FA 11:0 Undecanoic acid 11.42 185.2 50 FA 10:0-d19

FA 12:0 Lauric acid 11.87 199.2 100 FA 10:0-d19

FA 13:0 Tridecanoic acid 12.40 213.2 50 FA 10:0-d19

FA 14:0 Myristic acid 13.03 227.2 50 FA 16:0-d31

FA 14:1 (n-5) Myristoleic acid 12.97 225.2 20 FA 16:0-d31

FA 15:0 Pentadecanoic acid 13.78 241.2 50 FA 16:0-d31

FA 15:1 (n-5) 10-Pentadecenoic acid 13.72 239.2 10 FA 16:0-d31

FA 16:0 Palmitic acid 14.68 255.2 500 FA 16:0-d31

FA 16:0-d31 Palmitic acid-d31 14.43 286.4 N/A N/A

FA 16:1 (n-7) Palmitoleic acid 14.50 253.2 50 FA 16:0-d31

FA 17:0 Heptadecanoic acid 15.72 269.3 20 FA 16:0-d31

FA 17:1 (n-7) 10-Heptadecenoic acid 15.53 267.2 10 FA 16:0-d31

FA 18:0 Stearic acid 16.54 283.3 500 FA 16:0-d31

FA 18:1 (n-9)
cis

Oleic acid 16.37 281.3 100 FA 16:0-d31

FA 18:1 (n-9)
trans

Elaidic acid 16.41 281.3 50 FA 16:0-d31

FA 18:2 (n-6) Linoleic acid 16.34 279.2 50 FA 16:0-d31

FA 18:3 (n-6) Gamma-linolenic acid (GLA) 16.15 277.2 50 FA 16:0-d31

FA 18:3 (n-3) Alpha-linolenic acid (ALA) 16.40 277.2 50 FA 16:0-d31

FA 20:0 Arachidic acid 17.66 311.3 50 FA 20:4-d8

FA 20:1 (n-9) 11-Eicosenoic acid 17.55 309.3 20 FA 20:4-d8

FA 20:2 (n-6) 11,14-Eicosadienoic acid 17.54 307.3 10 FA 20:4-d8

FA 20:3 (n-6) Homo-Gamma linolenic acid
(DGLA)

17.43 305.3 10 FA 20:4-d8

FA 20:3 (n-3) 11,14,17-Eicosatrienoic acid 17.58 305.3 10 FA 20:4-d8

FA 20:4 (n-6) Arachidonic acid (AA) 17.28 303.2 10 FA 20:4-d8

FA 20:4-d8 Arachidonic acid-d8 (AA-d8) 17.26 311.3 N/A N/A

FA 20:5 (n-3) Eicosapentaenoic acid (EPA) 17.33 301.2 10 FA 20:4-d8

(continued)
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3.1 Sample

Preparation

1. Facilitate rapid sampling. Store samples at �80 �C upon collec-
tion if the samples are not prepared immediately (see Note 4).

2. Prepare a glass autosampler vial for every sample: for calibration
samples, add 250 μL acetone and 10 μL of your calibration series
FA standards at the desired concentration. An indication of the
expected LLOQ for every FA is provided in Table 2. For
biological samples, add 250 μL acetone (see Note 5), 10 μL
EtOH (see Note 6), and 10 μL plasma or serum into a glass
autosampler vial. For blank samples, add 250 μL acetone and
10 μL EtOH into a glass autosampler vial. For every experiment,
three blank samples should be included.

3. Hydrolyze the biological and blank samples (see Note 7): add
10 μL 10 M NaOH to the biological and blank samples. Vortex
all samples. Heat the biological and blank samples at 60 �C for
30 min in a laboratory stove. Let the samples cool down to room
temperature (approximately 15 min).

4. Add 10 μL 1 μg/mL IS solution (see Notes 2 and 8) to every
sample and vortex all samples.

5. Add 100 μL 172 mM PFBBr in acetone (seeNote 9). Vortex the
samples.

6. Heat the samples at 60 �C for 30 min in a laboratory stove. Let
the samples cool down to room temperature (approximately
15 min) (see Note 10).

7. Add 500 μL n-hexane and 250 μL water to the samples. Shake
vigorously in vertical direction of the vial for 10 s. Let the
samples rest for 1 min at room temperature.

Table 2
(continued)

FA Name
RT
(min)

Monitored m/z
(M�)

LLOQ
(ng/mL)a IS

FA 22:0 Behenic acid 18.48 339.3 50 FA 20:4-d8

FA 22:1 (n-9) Erucic acid 18.40 337.3 20 FA 20:4-d8

FA 22:2 (n-6) 13,16-Docosadienoic acid 18.39 335.3 10 FA 20:4-d8

FA 22:4 (n-6) Adrenic acid (AdA) 18.21 331.3 10 FA 20:4-d8

FA 22:5 (n-3) Docosapentaenoic acid (DPA) 18.25 329.3 10 FA 20:4-d8

FA 22:6 (n-3) Docosahexaenoic acid (DHA) 18.15 327.2 20 FA 20:4-d8

FA 24:1 (n-9) Nervonic acid 19.28 365.4 20 FA 20:4-d8

For each FA, an indication of the retention time (RT), them/z value, an indication of the LLOQ, and the IS to be used

are shown. N/A not applicable
aAn indication of the lowest concentration to be included in the calibration series. This LLOQ is determined for every
individual experiment. The calibration series samples are measured twice. A specific concentration is included if signal/

noise >10 and if the accuracy based on the calibration obtained �80 and �120% for both measurements

GC-MS Analysis of Fatty Acids 261



8. Prepare a new empty glass autosampler vial with a glass insert for
every sample. Transfer 250 μL of the n-hexane (upper layer) into
the glass insert.

3.2 GC-MS Analysis 1. Inject 1 μL in the GC-MS, splitless at 280 �C.

2. Use helium as carrier gas at a constant flow rate of 1.20 mL/
min.

3. Use the following temperature gradient: 1 min at 50 �C, linear
increase at 40 �C/min to 60 �C, held for 3 min at 60 �C, linear
increase at 25 �C/min to 237 �C, linear increase at 3 �C/min to
250 �C, linear increase at 25 �C/min to 315 �C, held for
1.55 min at 315 �C.

4. Set the transfer line temperature at 280 �C.

5. Keep the ionization source temperature at 280 �C.

6. Use methane as chemical ionization gas at approximately 15 psi.

7. Detect ions obtained in the negative mode using SIM analysis
(see Notes 11 and 12). Table 2 provides the m/z values to be
monitored and an indication of retention times (RT). As a
consequence of small chromatographic differences (e.g., GC
column length), the exact RT varies between various GC sys-
tems. Hence, calibration using external standards is mandatory.

3.3 Data Analysis 1. Integrate the obtained signal (see Note 13).

2. Calculate the relative retention times (RRT) and area ratios
using the respective IS (see Table 2) (see Notes 14 and 15).

3. Determine the slope and LLOQ for every FA by performing
linear regression. It is recommended to use a weighing factor of
1/x2 [11].

4. Calculate the FA concentrations by using the area ratios
obtained from the biological samples, average signal of the
blank samples as intercept (seeNote 16), and the slopes obtained
from the analysis of the calibration series samples.

4 Notes

1. Palmitic acid and stearic acid usually give high background
signals, resulting in a relatively high LLOQ (Fig. 1). Sources
of these FAs include solvents and plastic containers of inferior
quality. Background signals of these FAs can be diminished by
using high-purity solvents (preferably LC-MS grade). Addi-
tionally, use glass vials for organic solvents.

2. The IS signal should be present in every sample. The IS are
used to correct for differences in sample preparation between
the samples. Use exactly the same batch of 1 μg/mL IS
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solution in EtOH for the entire experiment, as minor differ-
ences in IS composition might translate into systematic under-
or overestimation of FAs in samples.

3. Sodium hydroxide pellets can be heavily contaminated by FAs.

4. Collect the biological samples as quickly as possible, and store
the samples at �80 �C. Levels of FAs can change upon sample
collection if the collection is performed slowly or when samples
are stored improperly by auto-oxidation of polyunsaturated
FAs and enzymatic hydroxylation.

5. Acetone facilitates the precipitation of proteins.

6. The addition of 10 μL EtOH to the samples ensures that the
solvents of the biological samples are matched to the solvents in
the calibration samples.

7. No esterified FAs are present in the calibration series samples.
Therefore, no hydrolyzation step is needed.

8. Under highly alkaline conditions, risk of hydrogen–deuterium
exchange exists [12]. Therefore, the IS need to be added after
hydrolysis.

9. Within this protocol no base is added to catalyze the derivati-
zation reaction, since the addition of base can severely increase
FA background [7].

10. n-Hexane is added after the samples have been cooled down in
order to prevent evaporation and spilling.

11. Sensitivity is higher when the mass spectrometer is operated in
SIM mode as compared to the full scan mode. However, the
full scan mode can be very useful to detect FAs that are not
incorporated in the SIM method or to determine the RT of a

Fig. 1 Background signal of palmitic acid and stearic acid. Palmitic acid and
stearic acid usually show a high background signal. As a consequence, the LLOQ
for these FAs is higher than for FAs which do not show a high background signal
like docosahexaenoic acid (DHA). The dashed lines in the graph show the size of
the background signals
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specific FA. If one decides to operate in full scan mode, anm/z
range of 100–400 can be used.

12. For isotopologue analysis, either m/z values corresponding to
isotopologues can be added to the SIMmethod (e.g., M0, M1,
M2, etc. for every FA) [7] or the MS can be operated in
scheduled scan mode (e.g., scan window including m/z values
corresponding to M0, M1, M2, etc., for every FA).

13. Oleic and elaidic acids have equal masses and are not baseline
separated. In some cases, it is therefore not possible to accu-
rately and precisely quantify one or both of these two FAs
within the same sample. FA 20:1 (n-9) and FA 22:1 (n-9),
co-elute with, respectively, FA 20:2 (n-6) and FA 22:2 (n-6).
As a consequence, the M2 isotopes (containing 2� 13C instead
of 12C) of FA 20:2 (n-6) and FA 22:2 (n-6) might contaminate
the FA 20:1 (n-9) and FA 22:1 (n-9) signal.

14. RRT ¼ retention time analyte

retention time IS
.

15. Area ratio ¼ area analyte

area IS
:

16. The blank samples reflect the background signal of the
biological samples more accurately than the intercept obtained
from the linear regression of the calibration series samples. There-
fore, use the average area ratio of the blank samples as background
signal/intercept to calculate the concentrations of the biological
samples. Use the following formula: concentration ¼
area ratio� average area ratio blank samples

slope
:
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Chapter 19

Analysis of Oxysterols

Fabien Riols and Justine Bertrand-Michel

Abstract

Oxysterols are oxygenated derivatives of cholesterol formed in the human body or ingested in the diet. By
modulating the activity of many proteins (for instance, liver X receptors, oxysterol-binding proteins, some
ATP-binding cassette transporters), oxysterols can affect many cellular functions and influence various
physiological processes (e.g., cholesterol metabolism, membrane fluidity regulation, intracellular signaling
pathways). Due to their crucial role, it is important to be able to quantify them in pathological conditions.
The method described here permits to measure the content of oxysterol in plasma, cell, or media using
GC-MS.

Key words Oxysterol, Plasma, Gas chromatography mass spectrometry

1 Introduction

Cholesterol has many functions; for instance, it affects biophysical
properties of membranes and is a precursor to hormone synthesis.
These actions are governed by enzymatic pathways that modify the
sterol nucleus or the isooctyl tail [1]. The addition of oxygen to the
cholesterol backbone produces its derivatives known as oxysterols.
In addition to having an enzymatic origin, oxysterols can be formed
in the absence of enzymatic catalysis in a pathway usually termed
“autoxidation,” [2] which is known for almost a century and
observed under various experimental conditions. These metabolic
intermediates are involved in cholesterol homeostasis where they
play a role as ligands to nuclear and G protein-coupled receptors.
These molecular classes are implicated in the etiology of a diverse
array of diseases including autoimmune disease, Parkinson’s dis-
ease, motor neuron disease, breast cancer, the lysosomal storage
disease Niemann-Pick type C, and the autosomal recessive disorder
Smith-Lemli-Opitz syndrome. For example, the cholesterol meta-
bolites 25-hydroxycholesterol and 7α, 25-dihydroxycholesterol
have recently been shown to play important signaling roles in the
immune system [3, 4]. 24-hydroxycholesterol has been shown to

Martin Giera (ed.), Clinical Metabolomics: Methods and Protocols, Methods in Molecular Biology, vol. 1730,
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be involved in cholesterol turnover in the brain, and it plays a role in
memory [5] and glucose metabolism [6]. In Niemann-Pick type
C1 (NPC1) disease which is a rare progressive neurodegenerative
disorder characterized by accumulation of cholesterol in the endo-
lysosomes, oxysterols are accumulated during the disease progres-
sion [7]. A similar case is observed in Smith-Lemli-Opitz
syndrome, another inborn error of sterol metabolism [8]. Because
of their large implication in physiopathology, they are good poten-
tial biomarkers, so they need to be readily measureable in biological
fluids, in organs, and in cells. Gas chromatography mass spectrom-
etry (GC-MS) with the use of stable isotope-labeled standards is the
gold standard methodology for the analysis of neutral cholesterol
metabolites [9] and for acidic oxysterols after appropriate derivati-
zation [10]. As these molecules are often isobaric species and also
their steroid nucleus is quite hard to fragment, separation is key.
The esterification rate of oxysterols is approximately 70%; in turn a
saponification step is needed to measure total oxysterol levels. Due
to the possibility of autoxidative oxysterol production, samples
should be stored at low temperature (�80 �C), under inert atmo-
sphere, ideally with argon or nitrogen gas. Samples will then be
submitted to organic liquid-liquid extraction and to saponification
(or not) depending on the pool of oxysterols targeted. Oxysterols
are in minority compared to cholesterol; hence, it is important to
remove cholesterol before analysis, in order to minimize matrix
effects. Extracts are pre-purified by solid-phase extraction (SPE)
and finally submitted to derivatization to improve GC-MS separa-
tion and detection. Two types of detectors can be used: a single
quadrupole where the SIM (single ion monitoring) mode will be
chosen to have the best sensitivity or a triple quadrupole where the
SRM (single reaction monitoring) mode will be preferred due to a
better signal-to-noise ratio.

2 Materials

All solvents have to be prepared with ultrapure water (18MΩ-cm at
25 �C) and analytical grade reagents. All solvents used are at least of
HPLC grade.

2.1 Cell and Media

Collection

1. Directly after collection, snap freeze cell or medium samples
with liquid nitrogen (see Note 1), and store at �80 �C for a
maximum period of 1 month.

2. 5 mM ethylene glycol tetraacetic acid (EgTA) solution: dissolve
9.51 mg of EgTA in 10 mL of NaOH 10 M, add 10 mL of
water, adjust the pH to 7.4 with concentrated hydrochloric
acid (HCl), and complete the volume to 50 mL with water.
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Take 10 mL of this solution, and dilute it with 990 mL of water
to obtain the 5 mM solution of EgTA.

3. Methanol (MeOH)/EgTA solution (2:1; v/v): 10 mL of
EgTA 5 mM is diluted with 20 mL of methanol (see Note 2).

2.2 Blood Collection 1. Collect blood sample into commercial blood collection tube
containing ethylenediaminetetraacetic acid (EDTA). Centri-
fuge immediately at 1000 � g for 10 min at 4 �C.

2. Collect plasma and snap freeze it with liquid nitrogen (seeNote1),
and store at�80 �C for a maximum of 3 months.

2.3 Standards 1. Primary standards: the following standard materials are
needed—7α-hydroxycholesterol, 7β-hydroxycholesterol,
4β-hydroxycholesterol, 5α,6α-epoxycholestanol, 24(S)-
hydroxycholesterol, 25-hydroxycholesterol, 7-ketocholesterol,
and 27-hydroxycholesterol.

2. Internal standard: 19-hydroxycholesterol serves as the internal
standard.

3. Standard stock solutions: dilute each standard in a glass vial to
1000 ng/μL using MeOH, and store at �80 �C after flushing
with nitrogen gas.

4. Standard mix solution for calibration: pipet 50 μL of each
standard stock solution to a glass vial, and adjust the final
volume to 1000 μL with MeOH in order to obtain a final
concentration of 50 ng/μL per standard.

5. Internal standard solution for extractions: pipet (or transfer)
50 μL of internal standard stock solution to a glass vial, and
adjust the final volume to 1000 μL with MeOH obtaining a
final concentration of 50 ng/μL.

2.4 Extraction

Material

1. Extraction tube: Pyrex™ Round Bottom Threaded Culture
Tubes (13 � 100 mm) with cap PTFE faced rubber insert
should be used.

2. Brine (NaCl) solution: prepare a saturated solution of NaCl in
water.

2.5 Solid-Phase

Extraction

1. Typically use a Waters Positive Pressure 96-SPE Processor.

2. The following solid-phase extraction cartridges should be used
(SPE): CHROMABOND® Multi 96 SiOH (96 � 100 mg).

3. For sample collection, use a 96-well 2 mL square collection
plate.

4. 0.5% (v/v) 2-propanol in n-heptane: measure 199 mL
n-heptane into a 250 mL graduated cylinder, then add 1 mL
2-propanol, and store at ambient temperature in a 250 mL
reagent bottle.
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5. 30% (v/v) 2-propanol in n-heptane: measure 60 mL n-heptane
and 140 mL 2-propanol in a 250 mL graduated cylinder, and
store at ambient temperature in a 250 mL reagent bottle.

2.6 Alkaline

Hydrolysis

and Derivatization

1. 0.5 M potassium hydroxide (KOH) methanolic solution: dis-
solve 14.03 g of KOH in 500 mL of MeOH.

2. 0.5 M phosphoric acid solution: add 339 μL of phosphoric acid
85% with 9.661 mL of water.

3. 50% (v/v) BSTFA solution: mix 25 μL N,O-Bis(trimethylsilyl)
trifluoroacetamide þ TMCS (99:1) with 25 μL of acetonitrile
(ACN).

2.7 Calibration 1. Serially dilute the calibration stock solution 1:1, starting with
10 μL of standard mix solution (50 ng/μL) mixed with 10 μL
of MeOH, and continue seven times.

2. Dry samples under a constant stream of nitrogen, and dissolve
in 20 μL of n-heptane; this will result in the concentrations
given in Table 1.

2.8 Gas

Chromatography Mass

Spectrometry

1. GC-MS single quadrupole: exemplary a Thermo Fisher Trace
Gas Chromatograph coupled to a Thermo Fisher ISQ mass
selective detector; AI 3000 Injector Autosampler (Thermo
Fisher Scientific, Waltham, MA, USA) can be used.

2. GC-MS triple quadrupole: exemplary a Thermo Fisher Trace
Gas Chromatograph coupled to a Thermo Fisher TSQ 8000
mass selective; AI 1310 Injector Autosampler (Thermo Fisher
Scientific, Waltham, MA, USA) can be used.

3. Gas chromatography column: use a HP-5MS capillary column
(30 m, 0.25 mm, 0.25 μm phase thickness) (see Note 2).

Table 1
Calibration standards

Calibration point [ng/μL] of each oxysterol Final volume (μL)

8 12.5 20

7 6.25 20

6 3.12 20

5 1.563 20

4 0.781 20

3 0.391 20

2 0.195 20

1 0.098 20
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4. Glass screw-top vials: 2 mL, 32� 12 mm, and 9 mm clear glass
screw thread vials purchased from Thermo Fisher Scientific can
be used.

5. Glass inserts for screw-top vials: use 0.1 mL micro insert
29 � 5.7 mm clear glass with attached plastic.

6. Caps for screw-top vials: use 9 mm combination seal PP short
thread caps.

7. Ultrahigh purity helium gas (99.9990%) and ultrahigh purity
ammoniac gas (99.990%) are used as carrier and chemical
ionization gas, respectively.

3 Methods

3.1 Sample

Processing

1. In case of cells, add 1 mL ofMeOH/EgTA solution to 5� 106

cells (seeNote 3), and transfer the suspension to a glass culture
tube (13 mm � 100 mm). In case of media samples, transfer
200 μL of cell media (see Note 3) into a glass culture tube. In
case of plasma, transfer 400 μL of human plasma into a glass
culture tube.

2. Add 2.5 mL of dichloromethane, 2.5 mL of MeOH, and 2 mL
of water.

3. Add 10 μL of internal standard solution (500 ng).

4. Flush with nitrogen gas (see Note 4).

5. Vortex for 10 min in capped glass culture tube.

6. Centrifuge the sample for 10 min at 1095 � g.

7. Collect the lower organic phase, and transfer to a new glass
culture tube (see Note 5).

8. Dry lipid extract under a constant stream of nitrogen gas.

For free oxysterol extraction, go directly to step 17.
9. Add 2.5 mL of dichloromethane and 1.75 mL of 0.5 M KOH

methanolic solution.

10. Flush with nitrogen gas, and keep for 2 h under stirring at
room temperature in capped glass culture tube (see Note 4).

11. Neutralize with 1.3 mL of 0.5 M phosphoric acid solution (see
Note 6).

12. Add 0.75 mL of MeOH and 0.7 mL of water.

13. Flush with nitrogen gas (see Note 4).

14. Vortex and then centrifuge for 5 min at 1095 � g in capped
glass culture tube.

15. Collect the lower organic phase and transfer to a new tube.

16. Dry lipid extract under a constant stream of nitrogen gas.
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17. Condition the 100 mg SiOH SPE plate with 2 mL of
n-heptane.

18. Dissolve sample in 1 mL of n-heptane and load onto SPE plate.

19. Wash the plate with 4mLof 0.5% (v/v) 2-propanol in n-heptane.

20. Elute oxysterols with 2 mL of 30% (v/v) 2-propanol in
n-heptane.

21. Dry lipid extract under nitrogen gas.

22. Resolubilize the lipid extract in 2 � 80 μL of n-heptane, and
transfer to a glass vial with insert.

23. Dry lipid extract under nitrogen gas (see Notes 7 and 8).

24. Add 50% (v/v) BSTFA solution in ACN, and heat for 1 h at
55 �C in a heating block in the capped glass vial (see Note 9).

25. Cool and dry lipid extract under nitrogen gas.

26. Dissolve the extract in 20 μL of n-heptane and vortex.

27. Immediately analyze sample extract by GC-MS (see Fig. 1 for
exemplary data).

3.2 Quantification

Using SIM or SRM

Scan Mode

1. The oven temperature program is as follows: 180 �C for 1 min,
20 �C/min to 250 �C, 5 �C/min to 300 �C where the temper-
ature is kept for 8 min, and then 35 �C/min to 325 �C.

2. The carrier gas is kept at a constant flow rate of 0.8 mL/min.

3. The samples are injected in splitless mode with an injection
volume of 1 μL.

4. The injector, transfer line, and source temperature are 270 �C,
280 �C, and 250 �C, respectively.

5. For SIM analysis, the mass spectrometer is operated in electron
ionization mode (70 eV).

6. For SRM analysis, the mass spectrometer is operated in positive
chemical ionization mode using ammonia as ionization gas at a
flow rate of 1.5 mL/min (47.5 cm/s).

7. Ions used are as follows (Table 2):

8. For quantitative analysis construct calibration linear lines (2.7)
plotting nominal concentrations against the area ratio obtained
for each analyte. Use the weighting equal and ignore the origin.
Calculate analyte concentrations using the obtained calibration
functions.

4 Notes

1. Liquid nitrogen should be manipulated under natural or
mechanical ventilation to prevent oxygen-deficient atmo-
spheres below 19.5%. Use loose fitting thermal insulated or
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Fig. 1 Oxysterol profile using GC-MS analysis with positive chemical ionization in SRM mode: (Panel a) a
mixture of nine standards is shown; (Panel b) an example analysis of human multipotent adipose-derived stem
cells (hMADS) is depicted
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leather gloves for skin protection and tongs to immerge and
withdraw objects in liquid nitrogen. Be careful to minimize
boiling and splashing by handling the liquid nitrogen slowly.

2. Dichloromethane and MeOH should be used in a fume hood
to avoid vapors. Don’t allow contact with the skin or eyes.

3. The quantity must be adjusted according to the cell type.

4. Be extremely careful not to disturb and/or aspirate the inter-
face which contains proteins.

5. Phosphoric acid should be used in a fume hood. Wear gloves,
and add the acid to water.

6. BSTFA should be used in extractor fume hood. Don’t allow
contact with the skin or eyes.

7. Flush the culture tubes with a stream of nitrogen gas, and cap
immediately to avoid autoxidation during the extraction
process.

8. To ensure complete derivatization, ensure complete dryness.

9. Dried samples flushed with nitrogen gas can be stored at
�80 �C overnight prior to derivatization.

10. The method described is optimized on a 5MS capillary
column.

Table 2
Monitored ions and retention times

Substance
Ions used for SIM
analysis

Mass transitions used for SRM
analysis

Retention time
(min)

7α-hydroxycholesterol 456; 367 457.4 ¼ > 367.4 14.1

19-hydroxycholesterol 456; 353 457.4 ¼ > 367.4 15.2

7β-hydroxycholesterol 456; 367 457.4 ¼ > 367.4 15.7

4β-hydroxycholesterol 456; 417 457.4 ¼ > 159.1 16.1

5α,6α-epoxycholestanol 474; 384 385.4 ¼ > 367.4 16.5

24(S)-
hydroxycholesterol

546; 456 474.4 ¼ > 367.4 18.2

25-hydroxycholesterol 546; 456 474.4 ¼ > 367.4 18.7

7-ketocholesterol 472; 382 473.4 ¼ > 383.4 18.9

27-hydroxycholesterol 456; 417 474.4 ¼ > 367.4 19.9
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Chapter 20

Analysis of Metabolites from the Tricarboxylic Acid Cycle
for Yeast and Bacteria Samples Using Gas Chromatography
Mass Spectrometry

Reza Maleki Seifar, Angela ten Pierick, and Patricia T.N. van Dam

Abstract

We here explain step by step the implementation of gas chromatography coupled with tandem mass
spectrometry for the quantitative analysis of intracellular metabolites from the tricarboxylic acid (TCA)
cycle such as citrate, isocitrate, alpha-ketoglutarate, succinate, malate, and fumarate. Isotope dilution is
used to correct for potential metabolite losses during sample processing, matrix effects, incomplete
derivatization, and liner contamination. All measurements are performed in selected reaction monitoring
(SRM) mode. Standards and samples are first diluted with a fixed volume of a mixture of fully 13C-labeled
internal standards and then derivatized to give trimethylsilyl-methoxylamine derivatives prior GC-MS/MS
analysis.

Key words TCA cycle, Gas chromatography, Mass spectrometry, TMS-MOX derivatives,
Metabolomics

1 Introduction

The tricarboxylic acid (TCA) cycle is central to energy production
by the oxidation of pyruvic acid to carbon dioxide. The cycle is also
important for biosynthesis of amino acids, nucleotide bases, and
other metabolites. Alterations in metabolite levels caused by defects
in TCA enzymes have been described as underlying hallmarks of
cancer [1]. Furthermore, studying the pyruvate metabolism can
also help in the construction of important industrial strains and
provide tools for controlled cultivation [2]. In this chapter, we
describe in detail the application of gas chromatography (GC)
coupled with tandem mass spectrometry (MS/MS) for the quanti-
tative analysis of intracellular citrate, isocitrate, alpha-ketoglutarate,
succinate, malate, fumarate, and oxaloacetate levels. A global
13C-labeled Saccharomyces cerevisiae extract (containing all targeted
metabolites as 13C-labeled compounds) is added as internal stan-
dard to the sample solutions and standard calibration mixtures,
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helping to overcome analytical limitations. This extract is produced
by cultivation of S. cerevisiae on fully labeled 13C-glucose as the
exclusive carbon source [3]. Internal standards are added to the
samples immediately after quenching or right before extraction of
the metabolites.

2 Materials

All chemicals should be of p.a. or higher purity.

2.1 Chemicals 1. Succinic acid, alpha-ketoglutaric acid, malic acid, fumaric acid,
citric acid, and isocitric acid are needed as calibration standards
(see Note 1).

2. 13C-labeled S. cerevisiae cell extract is obtained by growing
S. cerevisiae on fully labeled 13C-glucose as the exclusive carbon
source [3].

3. Silylation reagent mix: trimethylchlorosilane (TMCS) and N-
methyl-N-trimethylsilyltrifuoroacteamide (MSTFA) are used
as silylation reagents. Mix 1 mL of MSTFA with 50 μL
TMCS (see Note 2).

4. Methoxyamine hydrochloride (MOX): prepare a solution of
(20 mg/mL) MOX in anhydrous pyridine. Vortex and prefera-
bly heat for 1 min at the heating block to let MOX completely
dissolve (prepare freshly every day).

5. Isooctane and ethyl acetate are used for syringe cleaning.

2.2 Equipment A freeze dryer, a heating module (e.g., a Reacti-Therm III Heating
Module (Thermo Scientific)), a �80 �C freezer, and a centrifuge
are needed for sample preparation.

2.3 GC-MS/MS

Instrumentation

1. GC system: 7890 A (Agilent Technologies) or equivalent.

2. MS: Triple Quad 7000 (Agilent Technologies) or equivalent.

3. A Zebron ZB-50 capillary column (30 m � 250 μm internal
diameter, 0.25 μm film (Phenomenex)) should be used.

4. A straight glass liner, Ultra Inert, single taper with glass wool
(Agilent) is recommended (see Note 3).

5. 10 μL gastight syringe with Teflon-tipped plunger.

6. 2 mL deactivated, silanized vial.

7. Cap screw with PTFE/silicone/PTFE septa (see Note 4).

8. Short thread screw caps (transparent) with PTFE septa only
(Grace).

9. Snap top shell vial, 1 mL, 8 mm, clear (Grace).

10. 250 μL glass inserts.
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3 Methods

3.1 Preparation

of Intracellular

Samples

In the case of yeast and bacteria samples, 1.2 mL broth is rapidly (less
than a second) taken from a fermentor into a pre-weighted 50 mL
Greiner tube containing 5 mL cold methanol (�40 �C) to freeze
whole metabolism of the cells. After weighting the tube once more,
the cell pellet is collected by centrifugation for 3 min at 1000 � g at
6 �C. Rotors are kept in a freezer (�20 �C) and installed before the
start of centrifugation. Subsequently, the cell pellet is washed with
another 5 mL of cold methanol (�40 �C) followed by centrifugation
(3 min at 1000 � g) at 6 �C. After discarding the supernatant,
120 μL of labeled internal standard is added to the cell pellet (see
Note 5). Extraction of intracellular metabolites is done using hot
ethanol [3]. Briefly, 5 mL of preheated (95 �C) ethanol 75% (v/v) is
added to the cell pellet and heated for 3.5 min at 95 �C. Then the
extract is immediately cooled down using an ice bath followed by
another centrifugation step (3 min 1000 � g) to remove cell debris.
In the next step, the extract is dried using a SpeedVac. The dry
matter is reconstituted in 600 μL of deionized pure water and is
stored at�80 �C or immediately analyzed. In the case of mammalian
cells, the quenching and extraction protocols described by Kostidis
et al. [4] can be applied.

3.2 Preparation

of Standards for GC-

MS

Stock solutions from each targeted compound are prepared. From
these stock solutions, a standard mix containing all targeted meta-
bolites is prepared. Aliquots from this standard mix are prepared
and stored at �80 �C. For each set of samples, one aliquot is taken
for preparation of standard calibration dilution series. Each calibra-
tion set includes ten dilution series. A typical standard calibration
range for each metabolite is 0.25 μM to 100 μM. The standard
calibration range should cover the concentration of the targeted
compounds in the sample solutions. A fixed volume of internal
standard (13C-labeled extract) is required to be added to the sam-
ples and each of the standard calibration mixtures (see Notes 6 and
7). It should be mentioned that the concentration of 13C-labeled
internal standards needs to be in the calibration range of the 12C
standards.

1. Pipette the following volumes (Table 1) to GC vials and close
them with caps containing Teflon septa.

2. Pipette 100 μL sample (containing 20 μL internal standard) to
a GC vial, and close it with a cap containing a Teflon septum.

3. Make two holes in each Teflon septum using a needle.

3.3 Freeze-Drying 1. Freeze samples in a �80�C freezer.

2. Place the frozen samples in a freeze dryer chamber.

3. Start the vacuum pump.

4. Freeze dry overnight.
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3.4 Derivatization 1. Work in a fume hood and wear nitrile gloves.

2. Switch on the heating block (70 �C).

3. Add 50 μL of the MOX solution to each GC vial (see Note 2).

4. Incubate samples for 50 min at 70 �C using a heating block.

5. Remove from the heating block and let cool down to room
temperature.

6. Add 80 μL of the silylation reagent mix to each sample.

7. Incubate samples for 50 min at 70 �C using a heating block.

8. Remove vials from the heating block and let them cool down to
room temperature.

9. Transfer samples into the centrifuge glass tubes (1 mL shell
vials).

10. Centrifuge for 1 min at 8000 � g.

11. Transfer 70 μL of supernatant of the sample from the centri-
fuge tube into a glass insert, and place it back into the original
GC vial (remove air bubbles if needed).

3.5 GC-MS Settings 1. Set the carrier gas flow (helium 99.9990%) to 1 mL/min.

2. Program the GC oven temperature as follows: keep constant
for 1 min at 70 �C followed by a ramp of 10 �C per min up to
220 �C.

3. Set the temperature of the transfer line to 250 �C.

Table 1
Dilution scheme for preparation of standard calibration mixtures

Dilution
series

Standard
mix μL

aUltrapure
water μL

Internal standard
mix μL

CAL 1 1 200 20

CAL 2 2 200 20

CAL 3 5 200 20

CAL 4 10 200 20

CAL 5 20 200 20

CAL 6 40 200 20

CAL 7 60 200 20

CAL 8 100 20

CAL 9 200 20

CAL 10 400 20

a200 μL is added to the low standards; otherwise, the required volume for freeze-drying

is too little, and samples might be defrosted
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4. Set the injection volume to 1 μL (see Note 8).

5. If using a multimode inlet (MMI) (Agilent), use the following
settings: split-less mode for metabolites with low concentration
and in split mode 1:5 for metabolites with high concentrations.

6. Set theMMI temperature: 70 �C (with a split-less time of 1 min
if it is needed), after injection temperature is increased to
220 �C with a ramp of 720 �C/min and held for 5 min. Then
temperature is increased to 300 �C to clean injector.

7. At the end of the run, backflush the column with five column
volumes at 220 �C (see Notes 9 and 10).

8. Set the MS transfer line to 250 �C.

9. Keep the MS source at 230 �C.

10. Set the helium gas flow of the collision cell to 2.25 mL/min.

11. Set the N2 collision gas flow to 1.5 mL/min.

12. Use electron ionization operated at 70 eV.

13. The MS is operated in SRM mode.

14. Mass resolution is set to 0.7 mass unit for both quadrupoles.

15. Use the settings shown in Table 2 for GC-MS/MS analysis.

16. Mass Hunter quantitative analysis software (version B.07.00;
Agilent) can be used for data processing.

17. Integrate signals and calculate concentrations based on the cali-
bration line as established according to Table 1 (see Note 7).

4 Notes

1. Use certificate of analysis from chemical providers for prepara-
tion of stock solutions.

Table 2
GC-MS/MS parameters for TMS-MOX derivatives

Metabolite
Retention
time (min)

Precursor
ion

13C Precursor
ion

aFragment
ion

Collision
energy

Fumaric acid 9.80 245 249 147 10

Succinic acid 9.87 247 251 147 5

Malic acid 11.46 335 339 147 15

alpha-Ketoglutaric
acid

13.65 304 309 147 5

Citric acid 14.97 465 471 147 35

Isocitric acid 15.14 465 471 147 35

aFragment ions for labeled metabolites were the same as unlabeled metabolites
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2. Derivatizing reagents should be stored in a desiccator in a
fridge at 4 �C.

3. The liner in GCmight need to be replaced based on the sample
type after different numbers of injections.

4. For GC vials, silicone rubber should be avoided because of
possible sample contamination and reactivity with the derivati-
zation reagents.

5. Internal standards were added to the samples immediately after
quenching or right before the extraction step.

6. Fixed volumes of 13C-labeled internal standard (20 μL) were
added to samples and each one of the calibration mixtures.

7. Calibration graphs are constructed based on peak height ratios
of natural 12C peak height of targeted metabolites to 13C-
labeled peak height of internal standards versus concentration
of natural isotope 12C standards. 1/x2 weighting is used for
construction of calibration curves.

8. For multiple injections from the same sample vial, renew the
cap after each two injections if it is possible.

9. After about 100 injections, cut 10 cm of the column (injection
side) and at the same time replace the liner and inlet septum
(gas flow needs to be modified accordingly using retention
time locking (RTL), to have reproducible retention times).

10. Run the alkane mix for RTL and system check about every ten
samples.
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Chapter 21

GC-MS Analysis of Lipid Oxidation Products in Blood,
Urine, and Tissue Samples

Anne Barden and Trevor A. Mori

Abstract

Oxidant stress has been identified as important in the pathology of many diseases. Oxidation products of
polyunsaturated fatty acids collectively termed isoprostanes, neuroprostanes, and isofurans are considered
the most reliable measures of in vivo lipid oxidation, and they are widely used to assess oxidant stress in
various diseases. Here we describe the measurement of these lipid oxidation products using gas chroma-
tography mass spectrometry with electron capture negative ionization.

Key words Lipid oxidation, F2-isoprostanes, Neuroprostanes, Isofurans, Gas chromatography mass
spectrometry

1 Introduction

Free radicals have been linked to a wide range of human diseases
and are known to oxidize lipids, proteins, andDNA [1]. Although a
number of measures of lipid peroxidation are available, most
involve assays directed against nonspecific or unstable metabolites
such as short-chain alkanes, malondialdehyde, lipid hydroperox-
ides, or ex vivo induced lipoprotein oxidizability [1]. Polyunsatu-
rated fatty acids (PUFAs) react with free radicals to form
oxygenated metabolites collectively termed isoprostanes, neuro-
prostanes, and isofurans [2]. The F2-isoprostanes (F2-IsoPs) first
reported by Morrow et al. [3] are formed in vivo predominantly by
free radical nonenzymatic oxidation of arachidonic acid (AA, C20:4
n-6). The F2-IsoPs are widely acknowledged as the most reliable
in vivo biomarkers of oxidative stress in animals [4] and humans
[5, 6]. Importantly, a number of F2-IsoPs are also biologically
active [6]. The presence and quantity of oxygen can alter the lipid
peroxidation products formed. For example, under conditions of
high oxygen tension, free radical-induced peroxidation of AA leads
to formation of the isofurans (IsoFs) [7, 8].
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The n-3 fatty acids eicosapentaenoic acid (EPA, C20:5 n�3)
and docosahexaenoic acid (DHA, C22:6 n-3) are oxidized to
F3-isoprostanes (F3-IsoPs) [9] and F4-isoprostanes (F4-IsoPs)
[10], respectively. The F4-IsoPs are commonly referred to as neu-
roprostanes (NeuroPs). Measurement of lipid oxidation products
of EPA and DHA is relevant in the setting of n-3 fatty acid supple-
mentation and in organs that have a high n-3 fatty acid content
such as the heart, retina, and brain.

The measurement of in vivo oxidative stress requires samples be
collected and stored in a manner that avoids ex vivo autoxidation.
This is particularly important for the measurement of lipid oxida-
tion markers in plasma and tissue samples. We have shown that the
collection of blood into collection tubes containing dipotassium
ethylenediaminetetraacetic acid (EDTA), reduced glutathione
(GSH), and butylated hydroxytoluene (BHT) with storage at
�80 �C is necessary to minimize ex vivo autoxidation of AA that
can lead to artifactual elevation of plasma F2-IsoP concentrations
[11]. Our data show that F2-IsoP concentrations in samples col-
lected in EDTA alone were significantly elevated compared with
those collected into EDTA with the addition of antioxidants
[11]. We also showed plasma stored at�20 �C resulted in a marked
elevation of plasma F2-IsoPs irrespective of whether blood collec-
tion included EDTA/GSH/BHT.

Measurement of lipid oxidation products in biological samples
is complex due to the number of products that can be formed. To
date enzyme-linked immunoassays (EIA) are available only for
F2-IsoP, but we have shown these have poor agreement with mass
spectrometry [12]. Therefore, mass spectrometry remains the
“gold standard” for measurement of lipid oxidation products.

In this chapter, we describe the methods for measurement of
IsoPs, NeuroPs, and IsoFs in plasma, urine, and tissue using gas
chromatography mass spectrometry (GC-MS) with electron cap-
ture negative ionization.

2 Materials

Prepare all solutions using ultrapure water (prepared by purifying
deionized water to 18 MΩ-cm at 25 �C) and analytical grade
reagents. All solvents should be analytical grade. Prepare and
store all reagents and solvents at room temperature (unless indi-
cated otherwise).

2.1 Blood Collection

Tubes

1. Dissolve 1 g of dipotassium ethylenediaminetetraacetic acid
(EDTA) into 6 mL 0.9% saline. Add 1 g of reduced glutathi-
one, and adjust to pH 7.4 using 5MNaOH.Make up to a final
volume of 10 mL with 0.9% saline. To make 5 M NaOH,
dissolve 20 g NaOH in 100 mL water (see Note 1).
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2. Dissolve 200 mg butylated hydroxytoluene (BHT) in 50 mL of
ethanol.

3. To each 2.5 mL blood collection tube, add 25 μL of EDTA/
reduced glutathione and 10 μL of BHT in ethanol to prevent
ex vivo oxidation.

4. Collection tubes can be prepared in advance and kept at 4 �C
for a period of months.

2.2 Urine Collection 1. Two 500 μL aliquots of urine from a 24-h collection are stored
at �80 �C until analysis. The total volume of the 24-h urine
collection and the creatinine measurement are required.

2. If a 24-h collection is not available, a spot urine can be used,
and the creatinine concentration should be determined.

2.3 Tissue Collection 1. Liquid nitrogen and porcelain mortar and pestle for processing
tissue samples (see Note 2).

2. Chloroform (CCl3)/methanol (CH3OH) (2:1 vol/vol, con-
taining 500 mg/L BHT): Measure 660 mL CCl3 and 330 mL
CH3OH into a 1 L graduated cylinder. Add 500 mg BHT and
store in a 1 L reagent bottle (see Note 3).

2.4 Standards 1. 8-iso-prostaglandin F2α-d4 (8-iso-PGF2α-d4) (item№ 316,350,
Cayman Chemicals, Ann Arbor, MI, USA): Make up as 5 ng/
50 μL in CH3OH, and store at �20 �C.

2. 8,12-iso-isoprostane F2α-VI-d11 (8,12-iso-iPF2α-VI-d11) (item
№ 10006878, Cayman Chemicals, Ann Arbor, MI, USA):
Make up as 5 ng/50 μL in CH3OH, and store at �20 �C.

3. F2-IsoPs: Use 8-iso-prostaglandin F2α (8-iso-PGF2α) (item
№ 16350, Cayman Chemicals, Ann Arbor, MI, USA) as the
standard. Make up as 5 ng/50 μL in CH3OH, and store at
�20 �C.

4. F3-IsoPs: Use 8-iso-prostaglandin F3α (8-iso-PGF3α) (item
№ 16,992, Cayman Chemicals, Ann Arbor, MI, USA) as the
standard. Make up as 5 ng/50 μL in CH3OH, and store at
�20 �C.

5. IsoF standard prepared as 5 ng/50 mL in CH3OH and stored
at �20 �C was made available as a gift from Professor
L.J. Roberts II (Department of Pharmacology, Vanderbilt Uni-
versity, Nashville, TN, USA).

6. NeuroPs: Use 4(RS)-F4t-neuroprostane as the standard. 4
(RS)-F4t-neuroprostane was made available as a gift from
Dr. Thierry Durand (Faculty of Pharmacy, Institut des Biomo-
lécules Max Mousseron, Montpellier, France) and is prepared
as 5 ng/50 mL in CH3OH and stored at �20 �C.
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2.5 Solid-Phase

Chromatography

1. Bond Elut™ Certify II cartridges (200 mg, 3 mL) (Agilent
Technologies, Santa Clara, CA, USA).

2. Glass culture tubes: Borosilicate disposable culture yubes
13 � 100 mm and caps are purchased from Kimble Chase
Life Science and Research Products, Vineland, NJ, USA.

3. 1 M potassium hydroxide (KOH) methanolic: Dissolve
14.03 g of KOH in 250 mL CH3OH.

4. 100 mM sodium acetate (CH3COONa), pH 4.6: Dissolve
8.2 g of CH3COONa (anhydrous) in 1000 mL of water, and
adjust to pH 4.6 with concentrated acetic acid (see Note 4).

5. 100 mM sodium acetate with 5% CH3OH pH 7.0: Dissolve
8.2 g of CH3COONa in 950 mL of water. Add 50 mL
CH3OH, mix, and adjust to pH 7.0 with concentrated acetic
acid (see Note 4).

6. 1 M hydrochloric acid (HCl): Fill a 1 L graduated cylinder with
900 mL pure water, and carefully add 100 mL concentrated
HCl (10 M) (see Note 4).

7. CH3OH/water (1:1): Measure 500 mL CH3OH and 500 mL
water in a 1 L graduated cylinder, and store in a 1 L reagent
bottle.

8. Ethyl acetate/n-hexane (1:3): Measure 200 mL ethyl acetate
and 600 mL hexane in a 1 L graduated cylinder, and store in a
1 L reagent bottle.

9. Ethyl acetate/CH3OH (9:1): Measure 900 mL ethyl acetate
and 100mLCH3OH in a 1 L graduated cylinder, and store in a
1 L reagent bottle.

10. Solid-phase extraction (SPE) VacElut 20 Manifold (Agilent
Technologies, Santa Clara, CA, USA).

2.6 Derivatization

Reagents for Gas

Chromatography Mass

Spectrometry

1. 10% pentafluorobenzyl bromide (PFBBr) in acetonitrile:
PFBBr (0.5 mL) (Sigma, St. Louis, MO, USA; Cat# 101052)
is added to 4.5 mL acetonitrile and stored in a dark glass bottle
protected from light at 4 �C (see Note 5).

2. 10% N,N-diisopropylethylamine (DIPEA) in acetonitrile:
DIPEA (0.5 mL) (Sigma, St. Louis, MO, USA; Cat#
D125806) is added to 4.5 mL acetonitrile and stored in a
dark glass bottle protected from light in a fume hood (see
Note 5).

3. N,O-bis(trimethylsilyl)trifluoroacetamide with 1% trimethyl-
chlorosilane (BSTFA with 1% TMS): Purchased from Sigma,
St. Louis, MO, USA (Cat# T6381), and is stored at 4 �C (see
Note 5).

4. Pyridine: Purchased from Sigma, St. Louis, MO, USA, and is
stored in a fume hood in a glass vial in the dark (see Note 5).
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5. Isooctane (2,2,4-trimethylpentane): Purchased from Sigma,
St. Louis, MO, USA.

6. High purity nitrogen gas.

2.7 Gas

Chromatography Mass

Spectrometry

1. GC-MS: Uses an Agilent 6890 Gas Chromatograph coupled to
an Agilent 5975 Mass Selective Detector and Agilent 6890
7683B Series Injector Autosampler (Agilent Technologies,
Santa Clara, CA, USA).

2. Gas chromatography column: DB-5MS 25 m, 0.20 mm,
0.33 μm film thickness (P/N 128–5522) (Agilent Technolo-
gies, Santa Clara, CA, USA).

3. Glass screw-top vials: 2 mL, 32 � 12 mm, 9 mm clear glass
screw thread vials purchased from Thermo Fisher Scientific
(Waltham, MA, USA).

4. Glass inserts for screw-top vials: 0.1 mL micro insert
29 � 5.7 mm clear glass with attached plastic spring purchased
from Thermo Fisher Scientific (Waltham, MA, USA).

5. Caps for screw-top vials: 9 mm combination seal PP short
thread caps purchased from Thermo Fisher Scientific (Wal-
tham, MA, USA).

6. Ultrahigh purity helium gas (99.999%) and ultrahigh purity
methane gas (99.995%).

3 Methods

3.1 Processing

of Blood Samples

1. Blood samples are collected into chilled 2.5 mL blood collec-
tion tubes and centrifuged immediately at 4 �C and 1000 � g
for 10 min.

2. Two 500 μL plasma aliquots are removed and stored at�80 �C
until analysis.

3. Plasma (200 μL) þ 50 μL (5 ng) 8-iso-PGF2α-d4 (internal
standard) are subjected to base hydrolysis using 1 mL of 1 M
KOH in CH3OH in capped glass culture tubes under nitrogen
(seeNote 6). Samples are heated for 40 min at 40 �C in a water
bath or a heating block.

4. The samples are cooled to room temperature, 2 mL of 100mM
sodium acetate pH 4.6 is added, and samples are adjusted to
pH 4.0 with 1 M HCl (see Note 7).

5. Samples are centrifuged at 1500� g for 10 min at 4 �C, and the
supernatant is removed for solid-phase chromatography.

6. Bond Elut™ Certify II cartridges (200 mg, 3 mL) applied to a
VacElut 20 Manifold under vacuum are preconditioned with
2 mL CH3OH, followed by 2 mL 100 mM sodium acetate
with 5% CH3OH pH 7 (see Note 8).
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7. The supernatant is applied to the Bond Elut™ Certify II car-
tridge (see Note 8).

8. The cartridge is washed sequentially with 2 mL CH3OH/
water (1:1) and 2 mL ethyl acetate/hexane (1:3) (see Note 8).

9. Oxidation products are eluted with 2 mL ethyl acetate/
CH3OH (9:1) into a glass culture tube (see Note 8).

10. Samples are evaporated to dryness under a stream of nitrogen
(see Note 9).

11. 10% PFBBr in acetonitrile (40 μL) and 10% DIPEA in acetoni-
trile (20 μL) are added to each glass culture tube and left at
room temperature for 30 min.

12. Samples are evaporated to dryness under nitrogen (seeNote 10).

13. Add 20 μL BSTFA with 1% TMS and 10 μL pyridine to each
sample and then heat for 20 min at 45 �C in a heating block
(see Note 10).

14. Samples are evaporated to dryness under nitrogen (seeNote 10).

15. Reconstitute in 30 μL isooctane in a 0.1 mL glass micro insert
in a 2 mL screw-top vial and cap. Samples are ready for GC-MS
analysis.

3.2 Processing

of Urine Samples

1. To 200 μL urine, add 50 μL (5 ng) 8,12-iso-iPF2α-VI-d11
(internal standard) (seeNote 11) and 2 mL of 100 mM sodium
acetate pH 4.6 buffer, and adjust to pH 4.0 with 1 M HCl.

2. Subject samples to solid-phase chromatography and derivatiza-
tion as described above for plasma (Subheading 3.1, steps
6–15).

3.3 Processing

of Tissue Samples

1. A weighed amount of tissue sample (approx. 50 mg) is col-
lected into liquid nitrogen (see Note 2) and ground to a fine
powder with a porcelain mortar and pestle.

2. Tissue samples are placed in glass culture tubes, extracted using
the Folch method with 2 mL CCl3/CH3OH (2:1) (containing
500 mg/L BHT), and evaporated to dryness in a centrifugal
evaporator under vacuum at 40 �C.

3. To each sample, add 50 μL (5 ng) 8-iso-PGF2α-d4 (internal
standard) and 200 μL water.

4. Samples are hydrolyzed using 1 mL of 1MKOH in CH3OH in
capped glass culture tubes under nitrogen (see Note 6) with
heating for 40 min at 40 �C in a water bath or a heating block.

5. Samples are extracted and subjected to solid-phase chromatog-
raphy and derivatization as described above for plasma (Sub-
heading 3.1, steps 4–15).
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3.4 Gas

Chromatography Mass

Spectrometry Analysis

1. Samples are analyzed by GC-MS. Chromatography uses an
Agilent DB-5MS column with helium as the carrier gas at a
flow rate of 0.9 mL/min (40 cm/s). The mass spectrometer is
operated in electron capture negative ionization mode using
methane as the ionizing gas (ion source pressure of 1.8 torr).
The injector temperature is 250 �C, the transfer line is 280 �C,
and the ion source and quadrupole temperatures are both
150 �C. Injections (2 μL) are made using an Agilent 6890
7683B Series Injector Autosampler in splitless mode for the
first 2 min. The initial column temperature is 180 �C, pro-
grammed at 20 �C/min from 180 �C to 270 �C, then 5 �C/
min from 270 �C to 300 �C, then 2 �C/min from 300 �C to
310 �C, and then 25 �C/min from 310 �C to 320 �C and held
at 320 �C for 4 min. The total run time is 20.80 min.

2. Lipid oxidation products are detected by retention time
(RT) comparison with authentic standards and selected ion
monitoring (SIM) as follows: F2-IsoPs (8-iso-PGF2α) at RT
12.66 min and mass-to-charge (m/z) 569; 8-iso-PGF2α-d4 at
RT 12.68 min and m/z 573; 8,12-iso-iPF2α-VI-d11 at RT
12.85 min and m/z 580; F3-IsoPs (8-iso-PGF3α) at RT
12.76 min and m/z 567; NeuroPs at RT 14.50 min and m/z
593; and IsoFs at RT 14.90 min and m/z 585.

3. Calculating the concentration of lipid oxidation products:
Fig. 1 provides an example for calculating the concentration
of 8-iso-PGF2α in urine.

4. Identify the peak for 8-iso-PGF2α at RT 12.66 min (Peak A) by
comparison with the standard for 8-iso-PGF2α-d4 at RT
12.68 min (Peak B). Integrate the area of Peak A.

5. Identify and integrate the area of the internal standard (Peak C)
8,12-iso-iPF2α-VI-d11 at RT 12.85 min and m/z 580.

6. (a) To quantify F2-IsoP concentration in a 24-h urine collec-
tion, use the formula:
Equation 1: Area Peak A/Area Peak C � 5 ng � 1000 μL/
200 μL � 1000 � 1000 � 1/354.5 ¼ pM.
(b) To calculate the total F2-IsoP over a 24-h period, use the
formula:
Equation 2: Eq. 1 � 24-h urine volume (L) ¼ pmol/24 h.
(c) To calculate the total F2-IsoP in a spot urine, use the
formula:
Equation 3: Eq. 1 � 1/urine creatinine (mmol/L) ¼ pmol/
mmol creatinine.
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4 Notes

1. NaOH is caustic and should be handled with caution. Special
care is required to prepare a solution of NaOH because consid-
erable heat is liberated by the exothermic reaction. Add NaOH
to water a little at a time with stirring, and then dilute the
solution to make up to a final volume of 100 mL.

2. Liquid nitrogen should be handled in well-ventilated areas.
Handle the liquid slowly to minimize boiling and splashing.
Use tongs to withdraw objects immersed in liquid nitrogen.
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Fig. 1 GC-MS analysis with electron capture negative ionization of (Panel a) a urine sample showing the peak
at RT ¼ 12.66 min with m/z ¼ 569 corresponding to F2-IsoPs (8-iso-PGF2α) and (Panel b) the internal
standards 8-iso-PGF2α-d4 at RT ¼ 12.68 and m/z ¼ 573 and 8,12-iso-iPF2α-VI-d11 at RT ¼ 12.85 and m/
z ¼ 580
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3. Chloroform should be used in a fume hood to avoid vapors.
Care should be taken to avoid contact with the skin.

4. Concentrated acetic acid and HCl should be handled with care
in a fume hood.Wear gloves when handling, and always add the
acid to water not the reverse.

5. Use PFBBr, DIPEA, BSTFA with 1% TMS, and pyridine in a
fume hood.

6. Flush the culture tubes with a stream of nitrogen gas and cap
immediately.

7. Samples can also be cooled by placing them in ice.

8. Ensure all the solvent has been eluted from the cartridge, and
leave the vacuum on between steps.

9. Ensure the glass culture tube is completely dry of solvents.
Samples can be stored at �80 �C overnight prior to
derivatization.

10. Ensure all solvents are removed prior to commencing the
next step.

11. Urine samples use 8,12-iso-iPF2α-VI-d11 as internal standard
because of an interfering peak in the gas chromatography
chromatogram at RT 12.68 min that co-elutes with the 8-iso-
PGF2α-d4 internal standard.
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Chapter 22

Metabolic Profiling of Urine by Capillary Electrophoresis-
Mass Spectrometry Using Non-covalently Coated
Capillaries

Rawi Ramautar

Abstract

In the field of metabolomics, capillary electrophoresis-mass spectrometry (CE-MS) can be considered a
very useful analytical tool for the profiling of polar and charged metabolites. However, variability of
migration time is an important issue in CE. An elegant way to minimize this problem is the use of
non-covalently coated capillaries that is dynamic coating of the bare fused-silica capillary with solutions of
charged polymers. In this protocol, an improved strategy for the profiling of cationic metabolites in urine by
CE-MS using multilayered non-covalent capillary coatings is presented. Capillaries are coated with a bilayer
of polybrene (PB) and poly(vinyl sulfonate) (PVS) or with a triple layer of PB, dextran sulfate (DS), and
PB. The bilayer- and triple-layer-coated capillaries have a negative and positive outside layer, respectively. It
is shown that the use of such capillaries provides very repeatable migration times.

Key words Capillary electrophoresis, Mass spectrometry, Metabolomics, Cationic metabolites, Non-
covalently coated capillaries, Urine

1 Introduction

In metabolomics, CE-MS can be considered a useful analytical
technique for the global profiling of highly polar and charged
metabolites in various biological samples [1–3]. A stable CE-MS
method is crucial to obtain reproducible results. For example, the
stability of analyte migration times is of utmost importance in
metabolomic studies where multiple biological samples have to be
profiled and compared [4]. When conventional bare fused-silica
capillaries are used, the analysis of biological samples with minimal
sample pretreatment may lead to adsorption of matrix components
to the capillary wall causing detrimental changes of the electro-
osmotic flow (EOF) and, therefore, analyte migration times. More-
over, separation efficiencies may be compromised as a result of
adverse analyte-capillary wall interactions.
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Over the past few years, various strategies have been developed
to correct for migration time-shifts and for aligning electrophero-
grams in CE-MS-based metabolomic studies [5–7]. However, these
procedures are not very effective for aligning metabolites showing
strong migration time-shifts among different samples, notably for
late-migrating compounds. An attractive way to minimize these
issues is the use of non-covalently coated capillaries, i.e., dynamical
coating of bare fused-silica capillaries with charged polymers [8]. So
far, various CE-MSmethods employing non-covalently coated capil-
laries have been developed for the highly efficient and repeatable
analysis of proteins, peptides, and metabolites in various matrices
[9–12].

Recently, the utility of CE-MS using non-covalently coated
capillaries with layers of charged polymers has been demonstrated
for the highly repeatable metabolic profiling of urine [13]. Capil-
laries were coated with a bilayer of polybrene (PB) and poly(vinyl
sulfonate) (PVS) or with a triple layer of PB, dextran sulfate (DS),
and PB. The bilayer and triple-layer coatings were evaluated at low
and high pH separation settings, thereby providing separation
conditions for basic and acidic metabolites. In this chapter, atten-
tion is paid to the methodological aspects of the bilayer and triple-
layer capillary coatings in CE-MS for the profiling of cationic
metabolites in urine from rats using minimal sample pretreatment.
It is shown that the use of these easy to produce capillary coatings
of charged polymers significantly improves the performance of
CE-MS for urinary metabolomic studies.

2 Materials

Prepare all solutions using ultrapure water (prepared by purifying
deionized water to obtain a sensitivity of 18 MΩ-cm at 25 �C) and
analytical grade reagents.

2.1 Solutions

and Samples

for Analysis

1. Background electrolyte (BGE) solution: 1 M formic acid,
pH 2.0. Add 9.6 mL of water into a 10 mL glass vial and add
0.4 mL of concentrated formic acid to the water in a fume
hood. Mix the solution thoroughly using a vortex. Store at
4 �C.

2. Metabolite standard mixture: Prepare stock solutions of 1 mg/
mL of creatinine, dopamine, adrenaline, L-phenylalanine, L-tyro-
sine, glutathione, folic acid, guanosine, and hippuric acid by
dissolving appropriate amounts in water. Make aliquots of stock
solutions by dilution with BGE to obtain a working solution of
20 μg/mL for each analyte. Store stock and working solutions at
�80 �C when not in use.
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3. 10% (m/v) polybrene (PB) solution: Add 9.0 mL of water into
a 10 mL glass vial and add 1.0 g of PB to the water in a fume
hood. Mix the solution thoroughly using a vortex. Store at
4 �C.

4. 3% (m/v) dextran sulfate (DS) solution: Add 9.7 mL of water
into a 10 mL glass vial and add 300 mg of DS to the water in a
fume hood. Mix the solution thoroughly using a vortex mixer.
Store at 4 �C.

5. 5% (v/v) poly(vinyl sulfonate) (PVS) solution: Add 9.5 mL of
water into a 10 mL glass vial and add 0.5 mL of PVS to the
water in a fume hood. Mix the solution thoroughly using a
vortex mixer. Store at 4 �C.

6. Sheath-liquid solution for CE-MS analysis: Mix 50mL of water
with 50 mLmethanol. Add 100 μL of concentrated formic acid
to this solution. Mix the solution thoroughly using a vortex
mixer.

2.2 Analytical

Equipment

1. CE-MS: A commercially available CE equipment (Sciex,
P/ACE ProteomeLab PA 800) is coupled to MS via a coaxial
sheath-liquid interface (Agilent Technologies).

2. CE separation: Commercially available fused-silica capillaries
(dimensions: 50 μm ID � 100 cm total length) are coated
with charged polymers for electrophoretic separations.

3 Methods

The protocol described here for CE-MS using non-covalently
coated capillaries for metabolic profiling studies is for laboratory
use only. Prior to using this protocol, consult all relevant material
safety data sheets (MSDS). Please use all appropriate laboratory
safety procedures, including safety glasses, lab coat, and gloves,
when performing the experiments described in this protocol.

3.1 Preparation

of Urine Samples

1. Prior to CE-MS analysis, mix the urine sample with BGE (1:1,
v/v) and centrifuge for 10 min at 4 �C and 16,100 � g. Rat
urine samples used to obtain the here presented results were
kindly provided by AstraZeneca (Department of Drug Metab-
olism and Pharmacokinetics, Macclesfield, UK) and stored at
�80 �C when not in use.

3.2 Preparation

of the Bilayer-Coated

Capillary

1. Place a new bare fused-silica capillary in the CE instrument and
rinse with water at 1380 mbar for 5 min. Assess whether drop
formation is observed at the end of the capillary (see Note 1).

2. Rinse the separation capillary with 1 M NaOH at 1380 mbar for
15min and thenwithwater at 1380mbar for 15min (seeNote2).
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3. Rinse the separation capillary with 10% (m/v) PB solution at
350 mbar for 15 min and then with water at 1380 mbar for
5 min. Subsequently, flush the capillary with 5% (v/v) PVS
solution at 350 mbar for 30 min and finally with water at
1380 mbar for 5 min. The PB-PVS-coated capillary is now
ready for use (see Note 3).

3.3 Preparation

of the Triple-Layer-

Coated Capillary

1. Place a new bare fused-silica capillary in the CE instrument and
rinse with water at 1380 mbar for 5 min. Assess whether drop
formation is observed at the end of the capillary (see Note 1).

2. Rinse the separation capillary with 1 M NaOH at 1380 mbar
for 15 min and then with water at 1380 mbar for 15 min.

3. Rinse the separation capillary with 10% (m/v) PB solution at
350 mbar for 15 min and then with water at 1380 mbar for
5 min. Subsequently, flush the capillary with 3% (m/v) DS
solution at 350 mbar for 15 min, followed by water at
1380 mbar for 5 min.

4. Rinse the separation capillary with 10% (m/v) PB solution at
350 mbar for 15 min and finally with water at 1380 mbar for
5 min. The PB-DS-PB-coated capillary is now ready for use.

3.4 Performance

Assessment

of Bilayer- and Triple-

Layer-Coated

Capillaries

1. Prior to CE-MS analysis, assess first in CE-UV mode using
absorbance detection at 200 nm the performance of the
bilayer- and triple-layer-coated capillaries with the cationic
metabolite standards.

2. Add 20 μL of the cationic metabolite standard mixture into an
empty 100 μLmicrovial (PCR vial) which fits into a CE vial and
put this vial in the inlet sample tray.

3. Rinse the bilayer- or triple-layer-coated capillary with BGE at
1380 mbar for 5 min followed by sample injection at 35 mbar
for 30 s (~15 nL).

4. Apply a voltage of þ30 kV with bilayer or �30 kV with triple-
coated capillary using a ramp time of 1 min and start acquiring
UV absorbance data at 200 nm.

5. For CE analysis with bilayer-coated capillary, assess the
recorded data by determining the migration times and the
plate numbers of the analyzed cationic metabolite mixture.
Check whether the compounds appear in the region between
10 and 18 min (Fig. 1a) and whether the plate numbers are
between 100,000 and 300,000 (see Note 4).

6. For CE analysis with triple-layer-coated capillary, assess the
recorded data by determining the migration times and the
plate numbers of the analyzed cationic metabolite mixture.
Check whether the compounds appear in the region between
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20 and 60 min (Fig. 1b) and whether the plate numbers are
between 100,000 and 300,000 (see Note 4).

7. Repeat the CE analysis of the cationic metabolite mixture ten
times by both the bilayer- and triple-layer-coated capillaries and

Fig. 1 CE-UV analysis of a test mixture of cationic metabolites using (a) a bilayer-coated capillary and (b) a
triple-layer-coated capillary. Experimental conditions: BGE, 1 M formic acid (pH 2.0); sample injection,
35 mbar for 30 s; detection wavelength, 200 nm (reproduced from ref. 13 with permission)

Metabolic Profiling by CE-MS using Non-Covalently Coated Capillaries 299



determine whether the variation for migration times is below
1% for each test compound (see Note 4).

8. For multiple/repeated CE analysis with bilayer-coated capil-
lary, rinse the coated capillary with 5% (v/v) PVS solution at
1380 mbar for 5 min and then with BGE at 1380 mbar for
5 min between runs (see Note 5).

9. For multiple/repeated CE analysis with triple-layer-coated cap-
illary, rinse the coated capillary with 1% (m/v) PB solution at
1380 mbar for 5 min and then with BGE at 1380 mbar for
5 min between runs (see Note 5).

3.5 CE-MS Analysis

of Metabolite

Standards

and Biological

Samples

1. Prior to CE-MS analysis, ensure that the height of the BGE
vials in the CE instrument matches the height of the coaxial
sheath-liquid sprayer tip.

2. Insert the outlet part of the coated CE capillary into the coaxial
sheath-liquid interface in such a way that less than 1 mm of the
capillary is protruding from the electrospray needle (see Note
6). Add the sheath liquid at a flow rate of 4 μL/min.

3. Rinse the coated separation capillary with BGE at 1380 mbar
for 10 min in the forward direction.

4. Analyze the cationic metabolite mixture by CE-MS with the
bilayer- and triple-layer-coated capillaries using an injection
volume of circa 15 nL (35 mbar for 30 s).

5. Apply a voltage of þ30 kV with bilayer or �30 kV with triple-
layer-coated capillary using a ramp time of 1 min and start
acquiring MS data in the m/z range from 50 to 1000 for
metabolic profiling using an ESI voltage of �4.5 kV.

6. Assess whether the results obtained by CE-MS are comparable
to the results obtained by CE-UV for migration times and plate
numbers (see Note 7).

7. Between sample injections by CE-MS, rinse the coated capil-
lary with water, 1% (m/v) PB or 5% (v/v) PVS solution, and
BGE, each at 1380 mbar for 5 min. During these rinsing steps,
ensure that the end-plate voltage, capillary voltage, and the
nebulizer gas of the MS instrument are set to 0 (see Note 8).

8. Apply the same procedure used for CE-MS analysis of the
metabolite standards to cationic metabolic profiling of (rat)
urine samples with both coated capillaries. A typical profile
obtained for cationic metabolites in rat urine with the bilayer-
and triple-layer-coated capillaries is shown in Fig. 2.

9. Repeat the CE-MS analysis of the (rat) urine sample ten times
using both the bilayer- and triple-layer-coated capillaries and
determine whether the variation for migration times is below
1% for the following endogenous compounds: creatinine, phe-
nylalanine, and tyrosine (see Note 9).
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Fig. 2 Metabolic profiles (base peak electropherograms) obtained during CE-MS analysis of rat urine using (a)
a bilayer-coated capillary and (b) a triple-layer-coated capillary. Experimental conditions: BGE, 1 M formic
acid (pH 2.0); sample injection, 35 mbar for 30 s; data acquired for mass range from 50 to 1000 m/z
(reproduced from ref. 13 with permission)
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10. After analysis of the urine samples, analyze the cationic metab-
olite standard mixture to determine whether the performance
of the CE-MS method using coated capillaries is still adequate
in terms of expected migration times, plate numbers, and
detection sensitivity (see Note 7).

11. After the analyses or when not in use, rinse the coated capil-
laries with water at 1380 mbar for 15 min and store both the
inlet and outlet part of the capillary in a vial containing water.

4 Notes

1. If no drop formation is observed at the end of the capillary,
repeat this step at a pressure of 3500 mbar. If no drop is
observed under these conditions, then remove a small piece
of the capillary at the inlet and outlet using a capillary cutter. If
drop formation is still not observed after this procedure, a new
capillary needs to be installed and repeat generation of the
coatings.

2. Rinsing with 1 M NaOH solution is needed to ensure that the
inner wall of the fused-silica capillary is fully negatively charged.
Only then, the positively charged polybrene polymers will
effectively attach electrostatically to the negatively charged
inner wall.

3. For practical reasons, when rinsing the capillary with solutions
of charged polymers, a lower pressure is applied to ensure
proper attachment of the second or third polymer layer to the
previous layer via electrostatic interactions.

4. The following analytical performance data need to be obtained
by CE using coated capillaries for cationic metabolite standards
(each present at 20 μg/mL): migration time variation below 1%
for ten repeated analyses using an injection volume of circa
15 nL, and plate numbers ranging between 100,000 and
300,000. In case these data are not obtained for the metabolite
standards, then regeneration/renewing of the coated capillary
is needed.

5. In order to obtain consistent migration times for metabolite
standards and for urinary metabolic profiling using multiple
sample injections, it is crucial that between runs the outer
capillary coating is regenerated/renewed by flushing with the
charged polymer solution.

6. If the coated capillary is not properly aligned into the coaxial
sheath-liquid interface, then an instable MS signal may be
observed or electrophoretic current drops.
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7. In case no comparable data is obtained, then the MS instru-
ment needs to be tuned and re-calibrated or the CE capillary
needs to be renewed.

8. It is important to switch off these MS parameters during the
rinsing procedure in order to prevent that the charged polymer
solution is entering the vacuum part of theMS instrument. The
ion source of the MS instrument needs to be cleaned after 24 h
of analysis.

9. In case such data is not obtained, then the MS instrument
needs to be tuned and re-calibrated or the CE capillary needs
to be renewed.
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Chapter 23

CE-MS for the Analysis of Amino Acids

Karina Trevisan Rodrigues, Marina Franco Maggi Tavares,
and Ann Van Schepdael

Abstract

Amino acids play an important role in clinical analysis. Capillary electrophoresis-electrospray ionization-
mass spectrometry (CE-ESI-MS) has proven to possess several characteristics that make it a powerful and
useful tool for the analysis of amino acids in clinical studies. Here we present a method for the separation
and quantitative analysis of 27 amino acids in urine based on CE-ESI-MS. The method presents an
improved resolution between the isomers Leu, Ile, and aIle, in comparison to other CE-ESI-MS methods
in the literature. This method is fast, selective, and simple and has improved sensitivity by applying a
pH-mediated stacking strategy, showing that it can be successfully used for amino acid analysis and probably
for other small cationic metabolites.

Key words Capillary electrophoresis, Mass spectrometry, Electrospray ionization, Amino acids analy-
sis, Targeted metabolomics, Urine

1 Introduction

It is already well established that amino acids play essential roles in
many different fields, including human nutrition, food science,
synthesis of drugs, and cosmetics, and play an essential role in
metabolomics to name a few. In clinical analysis, the screening of
amino acids in biological fluids can help to diagnose and to monitor
treatment of diseases. The understanding of the concentration of
amino acids is crucial for a precise diagnosis of metabolic disorders
[1–3].

Chromatography-based methods (ion chromatography,
reversed-phase liquid chromatography, hydrophilic interaction liq-
uid chromatography, or liquid chromatography-mass spectrometry
(LC-MS)) have been the most commonly applied techniques for
the analysis of amino acids in biological fluids; however, methods
reporting quantitative determination of these compounds in urine
still have drawbacks. Different column chemistries and derivatiza-
tion strategies are necessary, and somemethods are limited to only a

Martin Giera (ed.), Clinical Metabolomics: Methods and Protocols, Methods in Molecular Biology, vol. 1730,
https://doi.org/10.1007/978-1-4939-7592-1_23, © Springer Science+Business Media, LLC 2018
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few amino acids. In addition, some chromatographic modes are not
able to provide an appropriate retention time for all amino acids.
Although LC-MS has shown a great performance for amino acid
analysis, ion suppression can often affect quantification accuracy
and sensitivity [4–6]. Capillary electrophoresis (CE) has already
proven to be a valuable analytical technique for clinical analysis
[7]. Capillary electrophoresis coupled to mass spectrometry with
electrospray ionization (CE-ESI-MS) has been demonstrated to be
a powerful and attractive analytical tool for the determination and
quantification of small charged compounds in biological samples
[8]. Considering that CE offers a great mass selectivity and sensi-
tivity and MS provides the possibility of structural information, the
coupling of CE-MS increases analysis reliability without the need of
extensive and complicated sample pretreatment or the use of a
specific amino acid analyzer. Several authors have already demon-
strated the possibility of amino acid analysis by CE-MS; good
separations and solid method development have been reported
[1, 9–12]. Recently, our group has also developed a quantitative
amino acid analytical method using ion trap mass spectrometry
[13]. In CE, the choice of background electrolyte (BGE) strongly
affects the separation system. It is well known that the resolving
power for charged compounds is the difference in charge to size
ratio; thus, at a medium pH range, basic and acidic amino acids
migrate in different directions. Thus, in order to achieve simulta-
neous separation of all amino acids under investigation by CE-MS,
either low or high pH BGE can be attempted since the isoelectric
points of the amino acids under investigation range from 2.77
(aspartic acid) to 10.76 (arginine). When applying a pH value
below 2.77, each amino acid will be positively charged, and conse-
quently they will migrate toward the cathode, which in this work is
the terminal pole coupled to the mass spectrometer, and will then
be detected with high selectivity and sensitivity. To achieve the
simultaneous analysis of amino acids, 0.8 M formic acid was
employed. The choice of appropriate sheath-liquid parameters is
also very important in a CE-ESI-MS method. The optimized con-
ditions are described in Subheading 3. This chapter explains the
technical details of the CE-ESI-MS method for amino acid analysis
using urine as sample.

2 Materials

All reagents should be analytical grade. Methanol and formic acid
are LC-MS grade. All solutions should be prepared using Milli-Q
water by purifying deionized water to attain a resistivity of 18 MΩ
cm at 25 �C. Amino acid standard solutions, individual stock solu-
tions of amino acids, and internal standard (methionine sulfone), at
a concentration of 10 or 100mM, are prepared in water, containing
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0.1 or 0.2 M hydrochloric acid (HCl). All stock solutions can be
stored at 4 �C. However, some of the amino acid solutions should
be prepared fresh daily, due to a lack of stability (see Note 1). The
working standard mixture is prepared by diluting the stock solu-
tions with water prior to use.

2.1 CE-MS 1. Running buffer: 0.80 M formic acid containing 15% (v/v)
methanol. Initially, prepare 50 mL of 8 M formic acid stock
solution by adding 15.094 mL of 99% formic acid reagent to
34.906 mL of water. Mix well and store at 4 �C. Subsequently,
prepare the BGE: mix 1 mL of the formic acid stock solution
and 1.5 mL of methanol and complete to 10 mL with water (see
Note 2).

2. Sheath liquid (SHL): 0.5% formic acid in 60% (v/v) methanol-
water. Mix 60 mL of methanol and 40 mL of a 1.25% formic
acid solution prepared in water. Store at 4 �C until use.

3. 12.5% ammonium hydroxide solution (NH4OH) is prepared
by diluting 25% ammonium hydroxide, with an equal volume
of water.

2.2 Instrumentation 1. The CE-ESI-MS experiments are performed on a Beckman
P/ACE MDQ capillary electrophoresis system coupled to a
Bruker HCT Esquire 3000 plus ion trap mass spectrometer
system using an Agilent coaxial sheath-liquid CE-MS interface
(G1607A Agilent CE-ESI-MS sprayer kit) (see Note 3).

2. The sheath liquid is delivered through a KD Scientific syringe
pump (see Note 4).

3. The CE system control is performed using the Beckman
32 Karat 8.0 software, while the mass spectrometry control
and data acquisition are performed with Bruker Esquire Con-
trol™ software and the data evaluation with Bruker ESI Com-
pass Data Analysis 4.1 software.

3 Methods

3.1 Sample

Collection

and Preparation

1. Following the sample collection, each urine sample is divided in
smaller volumes and added to Eppendorf tubes. The tubes are
then centrifuged at 14.103 � g for 15 min and immediately
stored at �80 �C.

2. Before analysis, the selected Eppendorf containing sample is
thawed and again centrifuged at 14.103 � g for 10 min. Then
750 μL of urine is mixed with 250 μL 0.1% formic acid contain-
ing 50 μMmethionine sulfone (internal standard) immediately
before CE-MS analysis.

CE-MS Analysis of Amino Acids 307



3.2 CE-ESI-MS

Conditions

1. Before the first use, a new capillary has to be conditioned for at
least 20 min with 1 M NaOH, followed by water and BGE (see
Note 5). The capillary should be conditioned daily by applying
20 psi of water for 4 min and BGE for 5 min. Additionally, in
between analyses, the capillary is flushed with BGE for 3 min
and at the end of the day for 3 min with water and 4 min
with air.

2. Uncoated fused silica capillaries (50 μm i.d. � 85 cm total
length) are used in all experiments (see Note 6).

3. For sample injection, a pH-mediated stacking is employed by
hydrodynamic injection of a 12.5% NH4OH solution for 9 s at
0.5 psi, followed by hydrodynamic injection of sample for 20 s
at 0.6 psi (seeNote 7). Other CE parameters are 30 kV applied
voltage and a capillary temperature of 20 �C.

4. SHL is delivered at a flow rate of 5 μL/min (see Note 8).

5. The ESI source is operated in positive mode by applying a
capillary voltage of 4.5 kV.

6. The drying gas flow is maintained at 5 L/min and the heater
temperature at 200 �C. Nitrogen is used as nebulizing gas and
the pressure is maintained at 8 psi.

7. Other MS parameters comprise a scan range of m/z 50-275
with an accumulation time of 15 ms.

8. Figure 1 shows base peak and extracted ion electropherograms
of amino acids analyzed in a pooled urine sample. Table 1
shows linearity results, LOQ, and LOD of each amino acid.

4 Notes

1. All amino acid solutions should be prepared at 100 mM using
0.1 or 0.2MHCl. Glutamic acid, aspartic acid, and tyrosine are
less soluble; thus, 0.2MHCl has to be used. The concentration
of methionine sulfone (internal standard) is 10 mM using
0.1 M HCl as solvent. Methionine and glutamine are very
unstable compounds and can suffer from degradation; conse-
quently, the standard solutions of those amino acids should be
prepared fresh daily.

2. We recommend preparing the BGE mixture fresh daily, as
methanol can evaporate throughout the day possibly
compromising method performance.

3. To avoid a siphoning effect, the CE inlet vial has to be posi-
tioned at the same height as the sprayer tip of the mass spec-
trometer. For the same reason, the capillary tip on the inlet
should be at a similar height as the capillary tip in the sprayer.
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Fig. 1 Selected base peak electropherogram (BPE) of amino acid analysis in a pooled urine sample with
extracted ion electropherograms (EIE) of each amino acid detected with the proposed CE-ESI-MS method.
Reprinted with permission from 13
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4. If no pulseless HPLC pump is available, we recommend using a
syringe pump instead. A non-pulse-free HPLC pump can cause
instability in the current, affecting the performance of the
CE-MS.

5. We recommend conditioning a new capillary also with sodium
hydroxide before first use, but the conditioning should be
performed with the capillary outside of the needle source to
avoid contamination of the mass spectrometer. This is an
important step for a better performance of the method.

6. The electrospray performance depends on the quality of the
capillary cut. Jagged edges prevent the formation of a uniform
spray and can also act as adsorption sites for sample compo-
nents. We recommend using a diamond blade cutter.

7. In order to obtain a better focusing of the sample zone, urine
samples should be acidified with 0.1% formic acid.

8. Low sheath-liquid flow rates are not recommended when using
a syringe pump because current drop can be observed.
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Chapter 24

NMR Analysis of Fecal Samples

Hye Kyong Kim, Sarantos Kostidis, and Young Hae Choi

Abstract

Fecal analysis can generate data that is relevant for the exploration of gut microbiota and their relationship
with the host. Nuclear magnetic resonance (NMR) spectroscopy is an excellent tool for the profiling of fecal
extracts as it enables the simultaneous detection of various metabolites from a broad range of chemical
classes including, among others, short-chain fatty acids, organic acids, amino acids, bile acids, carbohy-
drates, amines, and alcohols. Compounds present at low μM concentrations can be detected and quantified
with a single measurement. Moreover, NMR-based profiling requires a relatively simple sample preparation.
Here we describe the three main steps of the general workflow for the NMR-based profiling of feces: sample
preparation, NMR data acquisition, and data analysis.

Key words NMR spectroscopy, Feces, Sample preparation, Data analysis, Identification, Gut
microbiota

1 Introduction

Metabolomics has been applied to the study of diverse biological
samples such as urine, plasma, and cerebrospinal fluid [1]. In recent
years, however, the study of feces has gained attention due to the
awareness of the importance of the role of gut microbes in human
health. For example, gut-microbe interaction is now considered to
play a significant role in the regulation of the human immune system
[2]. Feces result from a direct contact with the intestine and there-
fore can be explored to study gut microbial activities and relate these
with the gut health status. Gut diseases are often characterized by
dysregulation of gut microbiota and their activities. Because gut
bacteria are able to break down indigestible food components and
produce critical metabolites which cannot be produced by the host,
the results of their activity can be reflected in themetabolite profile of
the fecal samples. For example, the fecal metabolites of patients with
Crohn’s disease showed a significant decrease in short-chain fatty
acids, methylamine, and trimethylamine [3].

Martin Giera (ed.), Clinical Metabolomics: Methods and Protocols, Methods in Molecular Biology, vol. 1730,
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Generally, nuclear magnetic resonance (NMR) spectroscopy
and mass spectrometry (MS) are the most common analytical plat-
forms for metabolomics studies. Each platform possesses unique
advantages, and NMR though less sensitive exhibits greater repro-
ducibility and easier sample preparation than MS. Moreover, NMR
is capable to provide structural and quantitative information of
metabolites across a broad range of chemical classes, with a single
measurement and using only one internal standard. Thus, using
NMR for the profiling of fecal samples has a great potential and has
already been applied to study gastrointestinal diseases such as ulcer-
ative colitis (UC), irritable bowel syndrome (IBS), Crohn’s disease,
and helminth infection [3–6]. The generated NMR data from fecal
extracts is similar in terms of spectral complexity to that of all other
body fluids that have been well studied (e.g., urine, blood serum,
etc.), and thus, it can be processed and analyzed using the same,
univariate, and multivariate statistical methods [7, 8]. It does pres-
ent some challenges particularly in sampling due to its heteroge-
neous nature and the need to define meaningful results due to the
inherent interindividual variability of the fecal metabolome.

In this chapter, we describe the steps for the NMR-based
analysis of fecal samples. Following the sample collection and logis-
tics for human feces, which have both been recently discussed [9],
we will focus on the details of the three subsequent steps of fecal
analysis: fecal sample preparation, data acquisition, and data analy-
sis. The latter covers data processing for multivariate statistical
analysis and metabolites identification. We will not include a com-
prehensive description of the available statistical methods to analyze
the data since it is well beyond the scope of this chapter. Instead, we
will focus on the generation of data using our own experience with
both human [6] and murine specimen, as well as data available from
optimization studies and reviews from other researchers [10–12].

2 Materials

Prepare all solutions with ultrapure deionized water and analytical
grade reagents and solvents. Store all reagents and solutions at
room temperature unless indicated otherwise.

2.1 Homogenization

of Feces Samples

1. Phosphate buffer 0.15 M (K2HPO4/KH2PO4, pH 7.4): pre-
pare 100 mL solution of 0.15 M K2HPO4 and 0.2 mM NaN3

(solution 1) and 100 mL of 0.15 M KH2PO4 and 0.2 mM
NaN3 (solution 2) both in deionized water. Add solution 2 to
solution 1, dropwise, until a pH of 7.4 is reached.

2. Mechanical homogenizer: bullet blender with ~ 5 � 1 mm
zirconium oxide beads per sample (see Note 1).
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3. Centrifuge with temperature control and capable of speeds
>10,000 � g.

4. Microcentrifuge tubes (see Note 2).

2.2 NMR Sample

Preparation

1. Internal standard solution: 4 mM sodium 3-trimethylsilyl
(2,2,3,3-d4) propionate (TSP) in D2O (99.9% D).

2. 96 Ritter well plates if a robotic liquid handler is available.

3. 5 or 3 mm NMR tubes (see Note 3).

2.3 NMR

Instrumentation

and System

Optimization

1. Autosampler integrated to an NMR instrument and software
for automation.

2. Methanol-d4 (99.98% D) for temperature calibration: prefera-
bly ampules of 750 μL.

3. Aqueous solution with reference compounds for shimming
optimization: generally provided by the manufacturer. For
Bruker instruments, the standard sucrose sample in 9:1
H2O/D2O, including sodium 3-(trimethylsilyl) propanesulfo-
nic-d6 acid (DSS-d6) as internal standard, can be used.

3 Methods

3.1 Processing

of Fecal Samples

1. Defrost samples at room temperature (about 1 h).

2. Weigh approximately 300 mg into a microcentrifuge tube and
add ~ 5 � 1 mm zirconium oxide beads (see Note 4).

3. Add sufficient phosphate buffer 0.15M, pH7.4, to obtain a ratio
of fecal sample (mg) to volume of buffer (μL) 1:2 (seeNote 5).

4. Homogenize the sample by bead beating using a bullet blender
for 30 s. Observe the samples and repeat this step if fecal slurry
is not homogeneous.

5. Centrifuge at 16,000 � g for 15 min, at 4 �C (see Note 6).

6. Transfer 600 μL of the supernatant (seeNote 7) of each sample
to a new microcentrifuge tube and store at �80 �C until NMR
analysis. If NMRmeasurements can be performed immediately,
then proceed to the next section.

3.2 NMR Sample

Preparation

1. Defrost samples at room temperature.

2. Add 60 μL of the internal standard solution (4 mM TSP in
D2O) to each aqueous fecal sample to reach the final concen-
tration of TSP in the NMR sample of 0.4 mM. D2O will be
used for the field lock and TSP as the chemical shift reference
and quantification standard (see Note 8).

3. Vortex for 10 s.

4. Centrifuge at 16,000 � g for 10 min, at 4 �C.
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5. Transfer 560 μL to a 5 mm NMR tubes using a pipette or a
robotic liquid handler. If 3 mm tubes are used, transfer 165 μL
with either a syringe or a robotic liquid handler (see Note 9).

6. Place tubes in the autosampler for NMR measurements. If
temperature regulation of the autosampler system is not avail-
able, then use batches of a small number of samples (e.g., up to
6–8), and store the remaining samples temporarily at 4 �C for
no longer than 24 h (see Note 10).

7. Mix all leftover solutions from step 5 to prepare pool samples.
Ideally, one pool sample per group of samples of the study
should be made. Vortex for 10 s and store all of them at
�80 �C, keeping one sample that will be used for the NMR
spectrometer optimization.

3.3 NMR Instrument

Setup

1. Optimize all axes (3D) shims using the aqueous reference
solution, generally provided by the instrument manufacturer.
The internal standard (TSP or DSS) peak half-height linewidth
without line broadening should be <0.7 Hz for acceptable
resolution.

2. Calibrate probe temperature with a fresh sample of pure meth-
anol-d4 to obtain an actual sample temperature of 300 K (i.e.,
27 �C). To achieve this, acquire a short single-pulse 1H NMR
experiment (two scans). Apply a line broadening of 3 Hz and
calculate the actual temperature from the distance between the
two methanol peaks (CH3 and OH) (see Note 11). Repeat the
experiment with appropriate adjustments of the temperature
setting until an exact temperature of 300 K (27 �C) is achieved.
Save the temperature setting.

3. Optimize shims for the fecal aqueous samples using a sample of
similar matrix. It is preferable to use a pooled sample made
from the samples of the study. Store the optimized shims file
and use it as the starting point prior to the shimming of each
sample during the automatic acquisition process.

4. Use the 1D 1H NOESY experiment with presaturation to
optimize the frequency in which the presaturation pulse for
the water signal suppression will be applied. For aqueous fecal
samples, a bandwidth of 50 Hz is required to sufficiently sup-
press the water signal. Store the optimum frequency value
(parameter O1 for Bruker instruments) at which the residual
water peak does not affect the spectral baseline outside of
4.65–5.1 ppm when a cryoprobe is used or 4.7–4.9 for the
room-temperature operating inverse probes.

5. Optimize profiling parameters using one of the pooled samples.
Two experiments per sample should be used for fecal extract
profiling, a 1D 1H NOESY (preferably with z-gradients; see
Note 12) and a 2D 1H J-resolved (JRES). Except for the
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water irradiation frequency, described in the previous step, the
experimental time and the receiver gain (RG) should be adjusted
in this step. The optimum RG value is automatically calculated.
The number of scans (NS) should be manually adjusted based
on a number of factors. The most important are the signal-to-
noise ratio (SNR) of the weakest signals observed (e.g., the
singlet of fumarate or aromatic compounds can be used) and
the aim of the study (see Note 13). Typically, for a 600 MHz
NMR instrument equipped with a cryoprobe, 64–128 scans
(7–15 min) can be used for the 1D NOESY experiment. Other
standard parameters are 20 ppm spectral width, 10 ms mixing
time, 4 s relaxation delay, and 64 K FID data points (see Note
14). The 2D JRES experiment should be acquired using the
same pulses as the 1D NOESY (90-degree pulse and presatura-
tion) and the same RG. The relaxation delay should be 2 s,
12,288 data points in the direct dimension (F2), 2 transients
over 40 increments in the indirect dimension (F1), 10,000 Hz
spectral width in F2, and 78 Hz in F1. Store the parameters of
the two experiments so that they can be used for the automatic
profiling.

3.4 NMR Profiling

of Fecal Extracts

and Data Processing

1. Prior to data acquisition, each sample should be allowed to rest
in the probe for 5 min to reach the required temperature with
less than 0.1 K fluctuation.

2. The following steps should be performed automatically using
the software routines provided by the manufacturer of the
instrument: load the stored shim file settings, tune and match
the probe, field lock, 1D (z-axis) shimming, autophase of the
lock signal, and calculation of the 90-degree pulse length
[13]. The calculated pulse is automatically implemented in
the two saved profiling experiments (1D NOESY and JRES)
and the acquisition starts.

3. Use the automation routines provided by the software to pro-
cess the spectra: Fourier transformation, phase and baseline
correction, calibration of chemical shift scale to TSP signal at
0.00 ppm, and apodization (exponential multiplication of FID)
with line broadening of 0.3 Hz.

4. Acquire 2D NMR spectra, using the pooled samples. Typically,
the homonuclear 1H-1H total correlation spectroscopy
(TOCSY) and the heteronuclear 1H-13C heteronuclear single
quantum correlation (HSQC) experiments are collected in
addition to the profiling experiments used for all samples (see
Note 15).

3.5 NMR Data

Analysis

1. Observe all spectra and if necessary apply manual baseline
correction. A typical 1H NMR spectrum of human feces is
shown in Fig. 1.
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2. Identify the regions that do not contain relevant information,
e.g., the water region.

3. Convert NMR data to a format suitable for multivariate data
analysis using either proprietary (e.g., AMIX from Bruker
BioSpin) or freely available NMR processing software within
MATLAB or the R statistical environment [14]. In this step,
the dimensions of the data will be reduced by dividing it into
small integrated regions (bins). The integral of each bin is
calculated and used as a new variable. The same region, which
might contain one or more NMR peaks, is calculated for all
samples, resulting in a new data set of a number of rows equal
to the number of samples and a number of columns equal to
the number of bins. The bin size ranges from 0.0025 to

Fig. 1 1H NMR spectrum of human feces. In total 60 fecal metabolites were identified as 1, 2-methylbutyrate;
2, valerate; 3, n-butyrate; 4, leucine; 5, isoleucine; 6, valine; 7, propionate; 8, isobutyrate; 9, 3-methyl-2-
oxoisovalerate; 10, 2-oxoisovalerate; 11, ethanol; 12, 3-hydroxybutyrate; 13, threonine; 14, lactate; 15, -
2-hydroxyisobutyrate; 16, 3-hydroxy-2-butanone; 17, alanine; 18, lysine; 19, thymine; 20, acetate; 21, -
5-aminopentanoate; 22, ornithine; 23, proline; 24, glutamate; 25, methionine; 26, glutamine; 27, succinate;
28, 2-oxoglutarate; 29, 3-phenylpropionate; 30, aspartate; 31, methylamine; 32, malate; 33, trimethylamine;
34, tyrosine; 35, malonate; 36, choline; 37, D-glucose; 38, taurine; 39, methanol; 40, glycine; 41, D-xylose;
42, D-galactose; 43, fructose; 44, dihydroxyacetone; 45, uracil; 46, fumarate; 47, urocanate; 48, ethanolamine;
49, xanthine; 50, hypoxanthine; 51, nicotinate; 52, 3-hydroxyphenylacetate; 53, tryptophan; 54, phenylalanine;
55, orotate; 56, UDP-glucuronate; 57, formate; 58, benzoate; 59, 4-aminohippurate; 60, homovanillate;
61, putrescine; 62, asparagine. Adapted from [7] with great acknowledgment
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0.04 ppm and can either be constant or of a variable size (see
Note 16).

4. Normalize the data. Since the weight of each fecal sample has
been recorded, the total spectral area, i.e., the sum of bins, can
be normalized to that weight. This can be performed in Excel
or by routines that are implemented with the software used for
statistical analysis (see Note 17).

5. Scale the data so that all variables have an equal importance for
the development of the statistical model. Usually the autoscale
method or Pareto scale is used, i.e., each variable is divided by
its standard deviation or the root of the standard deviation,
respectively. This can be performed in Excel or by routines that
can be implemented with the software used for statistical anal-
ysis, e.g., SIMCA (Umetrics, Umea, Sweden) (see Note 17).

6. Perform principal component analysis (PCA), using available
software such as AMIX, SIMCA, MATLAB, or freely available
packages within the R statistical environment. PCA is an excel-
lent tool to reveal underlying trends of such complex data sets
such as grouping of samples. Possible outliers, e.g., measure-
ment errors or sample outliers, can also be detected with PCA
(see Note 18).

7. Depending on the study design, supervised statistical methods
such as partial least square discriminant analysis (PLS-DA) or
orthogonal PLS-DA (OPLS-DA) can also be performed to get
an overview of the data set (see Note 18).

8. Perform the validation of the statistical model using either a
test set, consisting of un-modeled samples (cross-validation),
or permutation tests (see Note 19).

9. Analyze the score plots and loading plots of the first two to
three components (e.g., those that explain most of the total
explained variance) to identify the bins that contribute to
group separation.

3.6 Identification

of Fecal Metabolites

1. Select the significant bins emerging from the data analysis.

2. Compare the NMR signals included in these bins to available
web databases and the literature (see Notes 20 and 21).

3. Verify the assigned metabolites with 2D–NMRmethod spectra
of the pooled samples. Use the TOCSY data to connect the
1H-1H correlations and the HSQC to annotate singlets and
severely overlapped multiplets using the 1H and 13C chemical
shifts of compounds.

3.7 Quantification

of Metabolites

1. Quantify the selected metabolites from the statistical analysis
using deconvolution. Some proprietary software packages for
this task are Chenomx NMR suite (Chenomx, Edmonton Inc.)
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or MestreNova (MNova software, Mestrelab Research SL).
Follow the instructions provided by the software companies.
If such software is not available, look for other free options
within the R environment, such as Batman and BQuant
[15–17].

2. Calculate the concentration in each fecal sample by correcting
the measured concentration with the weight of each fecal
sample.

3. If needed, annotate the full spectra using the methods
described in Subheading 3.6 and quantify as many compounds
as possible by repeating steps 1 and 2.

4 Notes

1. We have successfully used the bead-beating method for crude
fecal homogenization. However, other efficient methods are
also available which can be used for this step such as tissue
lysers. Ultrasonication or vortexing can replace the
homogenization step.

2. When the bead-beating homogenization method is used, care-
fully select the microcentrifuge tubes compatible with the bul-
let blender machine. Check this with the manufacturer
instructions to avoid leakage while bead beating.

3. The choice of 5 or 3 mm NMR tubes depends on the probe
equipment in the first place and secondly on the amounts of
available samples. A 5 mm cryoprobe can support the analysis
with 3 mm tubes or even the smaller 1.7 mm tube due to the
reduction in thermal noise. However, the conventional 5 mm
ambient temperature operating probes typically exhibit best
signal-to-noise ratio (SNR) with 5 mm tubes.

The smaller tubes are ideal if a limited amount of sample is
available as they require much less volume, 165 μL and 30 μL
for 3 mm and 1.7 mm tubes, respectively, compared to the
560 μL needed for a 5 mm tube.

4. The weight can be changed depending on the availability of the
sample. If murine stool specimens are to be analyzed, the
weight of available material may be lower. Also, the amount
needed per sample depends on the available instrumentation;
see Note 3.

In general the ratio of weight of fresh fecal sample to buffer
(Wf/Vb) 1:2 is recommended [10].

5. Human fecal samples can be very heterogeneous and their
structure and composition also depends on the diet. Some-
times, the proposed Wf/Vb ratio of 1:2 might not be sufficient
to achieve the homogenization of the fecal slurry and the

324 Hye Kyong Kim et al.



separation of a fecal aqueous extract after centrifugation. In
those cases, the volume of buffers should be increased to Wf/
Vb ratios of 1:3 to 1:10. The same is necessary if there is a
limited quantity of available material (see also Notes 3 and 4).

6. Repeat centrifugation if it is not possible to separate the fecal
water from insoluble particles. If the problem persists, homog-
enization should be repeated with additional buffer.

7. For 3 mm tubes, a volume of 200–250 μL is sufficient for the
NMR sample, with a residual solution that can be used to
prepare the pooled samples.

8. It is important to ensure the accuracy of the volume of internal
standard that is added, since the integral of its peak will be used
for the quantitation of the metabolites. If a robotic liquid
sampler is available, it should be preferred for this step.

9. If a syringe is used, wash it twice with distilled water of analyti-
cal grade between each sample preparation.

10. Fecal aqueous samples are not stable at room temperature for
longer than 5 h [9]. Therefore, depending on the time of
analysis required for each sample, small batches of samples
should be placed in the autosampler. If refrigerated rack posi-
tions are available, like with the Bruker SampleJet system (Bru-
ker BioSpin Ltd.), then sample stability is extended to 24 h.

11. The actual sample temperature can be calculated by measuring
the distance (Δδ, in ppm) between the methanol peaks in the
NMR spectrum of a 100% methanol solution. The measured
Δδ is then used in the equation, T (�C) ¼ 130.00 – 29.53Δδ –
23.87Δδ2, to extract the actual temperature [18]. In Bruker’s
TopSpin, this is automatically done with the “calctemp”
command.

12. Gradients result in better water suppression, and compared to
the non-gradient version of 1D NOESY (pulse program: noe-
sy1dphpr for Bruker systems), the benefit in SNR can be
significant with fecal water samples.

13. In some cases, the aim of studies might be the quantification of
specific metabolites rather than the full profiling of each sam-
ple. In these cases, the total acquisition time is adjusted to the
molecular targets, so that the resulted SNR is sufficient for
accurate quantification.

14. These profiling parameters are based on the pulse sequence
-RD – gz,1–90

� - t - 90� - tm – gz,2–90
�—ACQ. RD is the

relaxation delay of 4 s, gz,1 and gz,2 are gradients with 1 ms
duration, t is a short delay of 3 μs between pulses, 90� is the 90�

radiofrequency pulse (RF), tm is the mixing time of 10 ms, and
ACQ is the acquisition of the free induction decays (FIDs), set
up to 2.72 s. The water resonance is suppressed with a
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continuous RF of 50 Hz, applied during the relaxation delay
and the mixing time.

15. 2DNMR spectroscopy can be applied for further identification
of metabolites. Among various 2D NMR methods, HSQC
(heteronuclear single quantum coherence spectroscopy) is par-
ticularly useful for this purpose. HSQC detects any carbon
atom directly attached to a proton. Consequently, the chemical
shift of a 13C atom connected to a specific proton can be
obtained. Standard Bruker pulse sequences for HSQC mea-
surement (with gradients and water presaturation) are as fol-
lows: HSQC hsqcetgpprsisp2.2 2048 � 256, 12 ppm
(1H) � 165.7 ppm (13C); spectra are processed with zero
filling in both dimensions and standard windows (900 phase-
shifted QSINE for phase-sensitive HSQC). Another useful
method is TOCSY (1H-1H total correlation spectroscopy),
which creates correlations between all protons within a given
spin system. It provides similar information to a COSY (corre-
lation spectroscopy) experiment with regard to directly cou-
pled hydrogens, but provides further structural information by
identifying interconnected groups of indirectly spin-coupled
hydrogens. Useful pulse sequences for TOCSY measurement
are as follows: TPPI phase-sensitive mode, with water presa-
turation during relaxation delay, a spectral width 6 kHz in both
dimensions, a 2 s relaxation delay, an 80 ms mixing time, 1 K
data points in f2, and 512 increments in f1. Zero filling in f1 to
1 K real data points.

16. Instead of bins with constant width, it is often very helpful to
apply adaptive binning, i.e., the width of the bin is adjusted to
the position of peaks and this position varies from sample to
sample [19]. Further details about binning of NMR spectra can
be found in the review by Forshed [20].

17. The normalization of the data is a row operation (i.e., sample-
wise), while scaling is a column operation (variable-wise). Both
can be performed with Excel. However, it is more convenient
and faster to perform the processing steps prior to statistical
analysis using dedicated software that can be found in packages
within the R statistical environment (Metabolomic package,
MUMA, etc.) or MATLAB (The MathWorks Inc., Natick,
MA). AMIX (Bruker) also offers the option of normalization,
while SIMCA (Umea, Sweden) provides the option for several
scaling methods (autoscaling, Pareto, logarithmic transform,
etc.) to an already normalized data set.

18. Different types of multivariate data analysis can be applied, as
well as reviewed in two papers [21, 22]. In general, unsuper-
vised methods such as PCA and hierarchical cluster analysis
(HCA) are the first choice to obtain an overview of samples
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including their distribution and identification of outliers. The
next step is to apply supervised methods to exploit prior infor-
mation and assess the distributing metabolites for class or
group separation. Multivariate data analysis can be performed
using commercially available software such as SIMCA (Ume-
trics, Umea) and the PLS toolbox from MATLAB (The Math-
Works Inc., Natick, MA). A review on the different packages is
available [14].

19. When applying a PLS-DA model or PLS modeling, validation
must be performed. Without proper validation, there is a high
risk of over-fitting with these methods. The two most widely
used validation methods are cross-validation and test-set vali-
dation. Test-set validation involves having a separate data set to
check if the results of the statistical analysis are valid on new
data and how well they fit [21]. Permutation is another way of
validating the classification model [23].

20. Several free online databases can be used to assist in the identi-
fication of metabolites including the HMDB spectral database
(the human metabolome database, http://www.hmdb.ca),
BMRB peak server (Biological Magnetic Resonance Data
Bank, http://www.bmrb.wisc.edu/metabolomics/), and the
PRIMe server (the Platform for RIKEN Metabolomics,
http://prime.psc.riken.jp). AMIX (Bruker) and the Chenomx
NMR suite software (Canada) package also offer metabolite
databases or tools to identify metabolites. The pros and cons of
these databases are discussed in another review [24].

21. Some databases include spectra recorded at a different pH so
that it is essential to ensure that the queries match the experi-
mental conditions, in this case that they are recorded at a
neutral pH (7.0–7.4).
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Chapter 25

Quantitative Analysis of Central Energy Metabolism
in Cell Culture Samples

Sarantos Kostidis

Abstract

Nuclear magnetic resonance (NMR) is one of the key analytical platforms used in the analysis of intracellular
and extracellular metabolites. Despite the technological advances that allow for the production of high-
quality data, the sampling procedures of cultured cells are less well standardized. Different cell lines and
culture media composition require adjustments of the protocols to result meaningful quantitative informa-
tion. Here we provide the workflow for obtaining quantitative metabolic data from adherent mammalian
cells using NMR spectroscopy. The robustness of NMR allows for the implementation of the here described
protocol to other cell types with only minor adjustments.

Key words NMR spectroscopy, Mammalian cells, Metabolomics, Sample preparation, Fingerprint,
Footprint

1 Introduction

In vitro cell-based metabolomics studies have found widespread use
in many areas of research, like toxicology [1], cancer metabolism
[2], regenerative medicine [3, 4], immune metabolism [5], and
many more. The main goal in such studies is to understand the
influence of metabolism on biological effects and mechanisms and,
ultimately, integrate this information onto metabolic maps
[6]. Such information is obtained by extracting quantitative meta-
bolic data from both the intracellular and extracellular compart-
ments. Several targeted metabolomics approaches have been
developed to accomplish this goal, including methods based on
mass spectrometry (MS) [7, 8] and nuclear magnetic resonance
(NMR) [9, 10] spectroscopy. MS-based techniques provide a
broader molecular window due to the superior sensitivity com-
pared to NMR, but they are often jeopardized by ionization sup-
pression, matrix effects, and linearity issues. On the other hand,
NMR-based analysis is capable to provide quantitative information
of the core metabolism (i.e., amino acids, glycolysis, and TCA cycle
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intermediates), spanning as much as six orders of magnitude
despite the method’s inherent lack of sensitivity. Moreover, NMR
is a nondestructive and robust platform, while quantification can be
carried out without the need for specific internal standards.

In order to acquire quantitative cellular data, either by MS or
NMR, the metabolites have to be extracted from the cells and the
culture medium and reconstituted in a proper solvent [11]. For
NMR-based analysis, cultured cells should grow to populations in
the order of a million or more before being harvested. The main
steps of the sample preparation process are the separation of the
cells from the medium and the quenching of metabolism, followed
by the extraction and recovery of intracellular and extracellular
components. Although several studies have been conducted, aim-
ing to optimize the conditions of these main steps [12–17], there is
not any standard operating procedure that can be applied to all cell
types. Prior to every study, several evaluation steps have to be
performed in order to establish the optimum conditions for cells
sampling.

In the present chapter, we provide a workflow for sampling and
analyzing adherent mammalian cells using NMR spectroscopy.
Emphasis is given to the key steps of effective quenching, metabolic
recovery by extraction, and quantification of metabolites in the
NMR data. The potential pitfalls that often accompany each of
these steps are highlighted and discussed in Subheading 4. Using
the described method, a total of about 60–70 extracellular and
intracellular metabolites can be quantified from adherent mamma-
lian cells.

2 Materials

2.1 Sampling

of Culture Medium

1. Centrifuge equipment capable to operate at temperatures of
4 �C or below and 2 mL microcentrifuge tubes.

2. Cold LC-grade 100% methanol solution, stored overnight at
�80 �C.

3. Dry-ice.

2.2 Quenching

Intracellular

Metabolism

of Adherent Cells

1. Solution of warm PBS at 37 �C: 1.9 mM Na2HPO4, 8.1 mM
NaH2PO4, 150mMNaCl. For every 10 cm culture dish, about
5 mL of PBS is needed.

2. Small cryostorage container with liquid nitrogen (LN2):
for every 10 cm culture dish, about 10 mL of LN2 are needed
(see Note 1).

3. Aspiration pump.

4. Disposable sterile plastic serological pipettes (10 mL) and
pipettors.

330 Sarantos Kostidis



5. Dry-ice in a large box to accommodate the frozen culture petri
dishes post quenching.

6. 2 mL microcentrifuge tubes.

2.3 Extraction

of Intracellular

Metabolites

1. Microcentrifuge tubes (2 mL) and centrifuge operating at
temperatures of 4 �C or below.

2. Cell scrapers.

3. Cold extraction solvent: methanol/chloroform/water,
8.1:0.9:1 (v/v/v) (see Note 2), previously stored at �80 �C.
About 1.5mL is required per culture dish of 10 cm (seeNote 3).

4. Nitrogen gas or other drying system.

5. Spectrophotometer for total protein quantitation.

6. Pierce BCA protein assay kit for total protein estimation.

7. Cell counter device: automatic or manual (if BCA kit is not an
option).

2.4 NMR

Spectroscopy

1. pH meter.

2. Phosphate buffer in D2O (K2HPO4/KH2PO4, pH 7.4): make
two solutions of 50 mL in deuterated water, the first consisting
of 1.5 M K2HPO4 and 2 mM NaN3 (1) and the second 1.5 M
KH2PO4 and 2 mM NaN3 (2). Add 2–1, dropwise, until pH is
7.4. Note the final volume and add 9 volumes of D2O (dilute
10� to 0.15 M concentration). Divide the final solution in two
parts and to the first part add sodium 3-trimethylsilyl (2,2,3,3-
d4) propionate (TSP) to reach a concentration of 0.4 mM
(buffer for culture medium), while in the second part add
TSP to 0.02–0.04 mM (cell extracts buffer) (see Note 4).

3. 96 Ritter well plates (if a robotic liquid handler is available).

4. 3 mmNMR tubes for Bruker SampleJet (Bruker Biospin, Ltd.)
in 96-tube racks (see Note 5).

3 Methods

3.1 Cell Culture

Medium Sample

1. Aspirate 100–300 μL of culture medium (see Note 6).

2. Mix immediately with two volumes of cold 100% methanol (see
Note 7) in a 2 mL microcentrifuge tube.

3. Place the tube on dry-ice and repeat steps 1–3 until all samples
are collected.

4. Vortex samples for 10 s.

5. Transfer samples to freezer (�20 �C or lower) and allow pro-
teins to precipitate for at least 20 min (see Note 8).

6. Centrifuge at 16,000 � g for 20 min at 4 �C.
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7. Collect supernatants and dry under gentle nitrogen gas stream
(see Note 9).

8. Repeat steps 1–7 for cell-free culture medium (3� samples).

3.2 Quenching 1. Take out the culture dishes from the incubator and in the fume
hood; immediately aspirate the culture medium using the
aspiration pump.

2. Add 5 mL of warm PBS and shake gently for 1 s.

3. Aspirate PBS and immediately add 10 mL LN2 (see Note 10).

4. Allow LN2 to evaporate (about 1 min) and transfer the dish
immediately to a box of dry-ice. It is critical that the frozen cells
are not allowed to thaw after quenching.

5. Repeat steps 1–4 until all samples are quenched. Keep all
samples frozen until extraction.

3.3 Extraction

of Intracellular

Metabolites

1. Transfer all samples in a cold room (4 �C) if available.

2. Add 1.5 mL of the cold extraction solvent (see Note 11).

3. Detach cells from the culture dish surface using a cell scraper
(see Note 12).

4. Transfer the mixture of cell extract and debris to a 2 mL
microcentrifuge tube and place it on dry-ice until all samples
are extracted.

5. Centrifuge at 16,000 � g for 10 min at 4 �C.

6. Collect supernatants and dry under a gentle stream of
nitrogen gas.

7. Use the precipitated cell biomass that is remained after the
centrifugation to calculate each sample’s protein content. The
Pierce BCA protein assay kit is used for total protein quantifi-
cation [18]. Use the materials provided by the kit and follow
the accompanied instructions to calculate the protein content
using a spectrophotometer and the absorbance at 562 nm.
Alternatively, estimate the cell numbers of each cell line with a
cell counter (see Note 13).

3.4 NMR Sample

Preparation

1. Reconstitute the dried extracts and culture medium samples
with 220–250 μL of the phosphate buffer in D2O (see Notes
14–16).

2. Vortex for 10 s.

3. Transfer the samples to 96 Ritter well plate with a pipette (see
Note 17).

4. Transfer 190 μL of each sample to 3 mm NMR tubes using a
liquid robotic sampler if available or a syringe.
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5. From the leftovers of each sample, prepare pool samples, if
possible, one pool sample per biological group of samples (see
Note 18).

6. Place all samples on a cooling position in the SampleJet (see
Note 19).

3.5 NMR

Spectroscopy

1. Load a pure methanol sample and calibrate the temperature
setting to get an actual sample temperature in the probe of
300 K (27 �C), using a short single-pulse NMR experiment
[19]. The temperature is estimated by the distance Δδ (ppm)
between the two methanol peaks and using the formula T
(�C) ¼ 130.00 � 29.53Δδ � 23.87Δδ2. In Topspin (Bruker
Biospin Ltd.), this step can be performed automatically with
the “calctemp” command (see Note 20).

2. Store the calibrated temperature setting and use it throughout
the remaining study.

3. Load one of the pool samples. Optimize shims and store shim
file (see Note 21).

4. Run the 1H 1D NOESY experiment (see Note 22), and set up
the number of scans based on the signal to noise ratio (SNR) of
less abundant peaks (e.g., aromatic protons signals, fumarate,
etc.) (see Note 23).

5. Calculate the receiver gain (RG) to be used for all experiments
in the study.

6. Store the 1D NOESY profiling experiment in the software’s
library (for Topspin: command: wpar
NAME_OF_EXPERIMENT).

7. Run a 2D J-resolved experiment (JRES) using the same RG as
the one used for 1D NOESY (see Note 24). Store the JRES
profiling parameters as before.

8. Start automatic measurements of all other samples using the
two saved NMR experiments. For each sample, the following
steps should occur automatically: loading of the sample into
the probe, wait for 5 min to adopt the 300 K temperature,
tuning and matching of the probe, field lock to D2O, load
stored shim file (from the pool sample), on axis (z-axis) shim-
ming, automatic 90� pulse calibration [20], and acquisition of
1D NOESY and JRES (see Note 25).

9. All collected NMR data in the form of free induction decays
(FIDs) are automatically Fourier transformed, baseline and
phase corrected, and referenced to TSP at 0.00 ppm. For the
1DNOESY, the FIDs are also zero filled to 128 k points (factor
of 2) and weighed using a line broadening factor of 0.3 Hz.
The baseline of all 1D spectra is evaluated and further corrected
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manually, using the Topspin (or other available software
routines) (see Note 26).

10. Once all samples have been measured, use the aliquots of the
stored pool samples to acquire 2DNMR experiments. For each
sample, the profiling experiments should be repeated, and in
addition, the 2D 1H-1H correlation spectroscopy (COSY) and
total correlation spectroscopy (TOCSY) and the 1H-13C het-
eronuclear single quantum correlation (HSQC) and hetero-
nuclear multiple quantum correlation (HMBC) experiments
are collected (see Note 27).

3.6 Metabolites

Identification

and Quantification

1. First, try to identify as many metabolites as possible using
online databases and data from the literature. The most com-
monly used and freely available metabolite databases are the
Human Metabolome Database (HMDB; http://hmdb.ca)
[21], the Biological Magnetic Resonance Data Bank (BMRB;
http://www.bmrb.wisc.edu), [22] and the Birmingham
Metabolite Library (BML; http://www.bml-nmr.org/)
[23]. Other well-known commercial databases are the Bbior-
efcode (Bruker Biospin Ltd.) and Chenomx library (Chenomx
Inc.).

2. Use the 2DNMR data of pool samples to verify all assignments
(see Note 28).

3. Import data to a NMR deconvolution software to quantify the
detected metabolites. The proprietary Chenomx NMR suite is
considered as the gold standard for this task. It uses an internal
database of more than 300 metabolites and an interphase
allowing for interactive fitting (see Note 29). Other options
are the also proprietary MNOVA (MestreLab, SL, Spain) and
the freely available BATMAN [24], which runs within the R
statistical environment (http://www.R-project.org/) (seeNote
30). Detailed instructions and application notes are provided
by the developers of these software packages (see Note 31).

4. Following the here described protocol, a panel of more than
60 metabolites can be identified in mammalian cultured cell
lines. Use the information of selected peaks and their chemical
shifts provided in Table 1, as a basis for the assignment of the
intracellular and extracellular metabolites and as targets for
quantification.

5. Correct the relative or absolute concentrations of quantified
metabolites to the protein content of each sample
(or alternatively to the cell numbers).

6. The process is repeated for the extracellular metabolites. Com-
pare the results with the concentrations of the samemetabolites
in cell-free medium samples to export uptake and release of
metabolites from and by the cells, respectively.

334 Sarantos Kostidis

http://hmdb.ca
http://www.bmrb.wisc.edu
http://www.bml-nmr.org
http://www.r-project.org


Table 1
Characteristic proton chemical shifts (at pH 7.4) of intracellular and extracellular metabolites of
cultured mammalian cells. The listed resonances can be used for quantification by deconvolution

Metabolite δ 1H (ppm) Metabolite δ 1H (ppm)

1-Methylnicotinamide 4.48, 8.18, 8.9, 8.97,
9.28

Malate 2.34, 2.65, 4.29

α-Ketoglutarate 2.43, 2.99 Methionine 2.11, 2.12, 2.18, 2.63,
3.84

2-Oxoisocaproate 0.92, 2.60 Methylmalonate 1.23, 3.16

3-Methyl-2-
oxovalerate

0.88, 1.08, 1.44, 1.68,
2.91

Methylsuccinate 1.07, 2.11, 2.51, 2.61

ATP 4.25, 4.39, 4.59, 6.13,
8.26, 8.52

N,N-Dimethylglycine 2.90

Acetate 1.90 N-Acetylaspartate 2.00, 2.48, 2.67, 4.38

Alanine 1.48, 3.78 N-Acetylglutamine 1.91, 2.02, 2.31, 4.15

Arginine 1.64, 1.72, 1.91, 3.23,
3.76

NADþ 4.22, 4.39, 4.53, 6.02,
6.08, 8.16, 8.18, 8.41,
8.82, 9.13, 9.32

Asparagine 2.84, 2.94, 3.98 Nicotinate adenine
dinucleotide

4.40, 4.51, 6.03, 8.04,
8.14, 8.42, 8.73, 8.99,
9.12

Aspartate 2.67, 2.80, 3.88 O-Phosphocholine 3.20, 3.58, 4.15

Betaine 3.25, 3.89 Ornithine 1.78, 1.92, 3.04, 3.77

Choline 3.19, 3.50, 4.05 Pantothenate 0.88, 0.92, 2.40, 3.97

Citrate 2.53, 2.64 Phenylalanine 3.12, 3.27, 3.98, 7.32,
7.36, 7.41

Creatine 3.02, 3.91 Proline 1.98, 2.05, 2.34, 3.33,
3.40, 4.12

Phosphocreatine 3.03, 3.93 Pyroglutamate 2.02, 2.39, 2.49, 4.16

Formate 8.44 Pyruvate 2.35

Fructose 3.55, 3.66, 3.69, 3.79,
3.88, 3.98, 4.01, 4.10

Serine 3.83, 3.93, 3.98

Fumarate 6.50 Succinate 2.38

GTP 5.93, 8.13 Taurine 3.25, 3.41

Galactitol 3.68, 3.97 Threonine 1.31, 3.57, 4.24

Galactose 3.48, 3.63, 3.69, 3.72,
3.79, 3.84, 3.92, 3.98,
4.07, 4.58, 5.26

Tryptophan 4.05, 7.19, 7.27, 7.31,
7.53, 7.72

(continued)
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4 Notes

1. LN2 temperature is below its boiling point of �195.56 �C and
will cause cold burns in case of direct contact with the skin.
Always use protective gloves and glasses when handling LN2.
Pour LN2 into the culture dish using a Falcon tube attached to
tweezers to avoid direct contact with the tube.

2. Based on the fact that some residual water will remain in the
culture dish after quenching, it was estimated that the 90%
(v/v) methanol/chloroform 9:1 solution is actually close to

Table 1
(continued)

Metabolite δ 1H (ppm) Metabolite δ 1H (ppm)

Glucose 3.23, 3.39, 3.45, 3.50,
3.71, 3.81, 3.88, 4.63,
5.22

Tyrosine 3.05, 3.18, 3.92, 6.89,
7.18

Glutamate 2.04, 2.11, 2.34, 3.74 UDP-N-
acetylglucosamine

2.06, 3.54, 4.27, 4.36,
5.50, 5.96, 7.93

Glutamine 2.13, 2.44, 3.76 UDP-glucuronate 4.38, 5.62, 5.97, 7.93

Glutathione (reduced) 2.15, 2.54, 2.94, 3.76,
4.55

UDP-glucose 4.19, 4.23, 4.27, 4.36,
5.59, 5.97, 7.94

Glycine 3.55 UDP-galactose 4.27, 4.35, 5.63, 5.97,
7.95

Histidine 3.12, 3.22, 3.98, 7.08,
7.87

UMP 4.34, 4.41, 5.98, 8.09

Hypotaurine 2.63, 3.34 Valine 0.98, 1.03, 2.26, 3.59

Isoleucine 0.93, 1.00, 1.25, 1.46,
1.97, 3.66

Myoinositol 3.26, 3.52, 3.61, 4.05

Lactate 1.31, 4.09 sn-Glycero-3-
phosphocholine

3.22, 3.60, 3.64, 4.31

Leucine 0.94, 0.95, 1.70, 3.73 β-alanine 2.54, 3.16

Lysine 1.46, 1.72, 1.89, 3.01,
3.74

CoA 0.72, 0.84, 2.60

Cystine 3.18, 3.38, 4.08 2-Hydroxyisobutyrate 1.35

Hypoxanthine 8.18, 8.20 3-Hydroxybutyrate 1.19, 2.30, 2.40, 4.14

Pyridoxine 2.45, 7.64 Niacinamide 7.58, 8.24, 8.70, 8.93

Trans-4-Hydroxy-L-
proline

2.14, 2.42, 3.35, 3.47,
4.33

Galactose-1-phosphate 3.72, 3.76, 3.90, 3.99,
5.48

336 Sarantos Kostidis



75% (v/v) methanol/chloroform 9:1 when added to the dish
[14]. Adjust volumes appropriately if different sizes of culture
dishes are used.

3. The selection of the extraction solvent is based on the resulting
metabolic recovery. The more polar the solvent system is, the
better the recovery of the polar metabolites will
be. Unfortunately, this comes at the expense of effective pro-
tein removal, which is desired for the highest possible quality of
the NMR spectra. Proteins induce several intense and broad
resonances in the proton spectrum, which hamper the accuracy
of metabolites quantification. Therefore, a compromise
between metabolic recovery and protein removal has to be
made by adjusting the polarity of the extraction solvent. The
here, proposed mixture was also proposed by Lorentz et al.
[14] and in general has worked well in our hands with several
cell lines (endothelial cells, cancer cells, and macrophages). We
recommend an evaluation of metabolic recovery using several
proposed extraction solvents (50% MeOH, 70% MeOH, 75%
MeOH/CHCl3, and 100% MeOH) before each study.

4. The intensity of the TSP signal in the NMR spectra should be
comparable to the other components of the sample. Since the
cell extracts are much less concentrated than the culture
medium samples, it is preferable to use different quantities of
internal standard among these two types of samples.

5. The 3 mm NMR tubes are selected because they require less
volume (190 μL) than the commonly used 5 mm tubes
(560 μL). This way, the dried extract is dissolved in less volume,
leading to more concentrated solution and increase NMR sen-
sitivity. However, this configuration works well for 5 mm
cryoprobes, but may suffer from increased thermal noise if a
5 mm room temperature probe is used. In that case, we recom-
mend a trial experiment with both 3 mm and 5 mm tubes with
the corresponding volumes of sample. Then, a direct compari-
son of the SNR between the twomeasurements will provide the
optimum setup for the study.

6. The volume of medium depends on the total culture medium,
i.e., the size of the culture dish. In general, the withdrawn
medium quantity should not induce any stress to the cells.

7. The extraction solvent methanol/chloroform/water, 8.1:0.9:1
(v/v/v) can also be used for this step. We encourage testing the
best system using blank culture medium with 10% fetal bovine
serum (FBS) prior to the actual study.

8. The samples can be stored for longer times if a�80 �C freezer is
available. This can be practical since, typically, the quenching and
extraction steps of the intracellular metabolites should be per-
formed right after the medium collection. This way the medium
samples can be processed at later times (even several days later).
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9. Best is to perform the drying step at the day of analysis to avoid
unnecessary moisture in the samples.

10. The speed of the washing and quenching process is critical to
avoid the turnover of labile metabolites, for example, ATP,
NADH, and others. For optimum results, these steps should
be performed by two persons. In that case, our experience
shows that the cells can be quenched in about 5 s after the
medium is aspirated.

11. Keep the extraction solvent cold by placing it in a box with
dry-ice throughout the whole process.

12. An indication of the complete detachment of the cells from the
dish surface is when the scraping becomes smooth with no
resistance from anomalies of the surface.

13. In case that the Pierce BCA protein assay kit is not available and
cell counting is preferred, this cannot be performed on the
same samples used for extraction. Therefore, it is recom-
mended to culture two additional samples under identical
conditions and time and estimate the cell numbers in these
samples using either an automatic or a manual cell counter
method.

14. Although the 3 mm NMR tubes require just 190 μL of sample
volume, we recommend dissolving the dried extracts in more
volume so there is a sufficient quantity of leftovers to prepare
pool samples. The latter are very useful in two ways. First, to
prepare the NMR profiling parameters prior to automation
and, second, to be used for 2D NMR for assignment of
metabolites.

15. In case that 5 mm tubes are used, the dried extract should be
dissolved in 650 μL.

16. Use the buffer with 0.02–0.04 mM TSP for cell extracts and
the one with 0.4 mM TSP for culture medium samples.

17. If a robotic liquid handler is not available, then the samples are
transferred manually to the NMR tubes with a syringe.

18. Mix the collected leftovers so aliquots per biological group are
obtained (e.g., 3� samples of 60 μL), vortex 10 s, and store at
�80 �C until analysis. Directly use one of the aliquots for
setting up the NMR measurements.

19. If a SampleJet or other similar cooling setup is not available, do
not place all samples in an autosampler, as the sample integrity
might be affected after prolonged time at room temperature.
Instead, use only small batches of samples (e.g., 4–6) and store
the remaining ones in the fringe.
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20. For accurate temperature calibration, the methanol sample
should be shimmed well. Process the FID using a line broad-
ening of 3 Hz before applying calctemp.

21. Use the peak of the internal standard to assess shimming
quality. When no apodization is applied (i.e., no line broaden-
ing), the width of TSP at half height should be less than
0.7 Hz. Use hwcal command (Topspin, Bruker) to automati-
cally calculate it.

22. The 1D NOESY experiment’s pulse sequence has the form -
RD—gz,1—90�—t—90�—tm—gz,2—90�—ACQ. RD is the
relaxation delay of 4 s, gz,1 and gz,2 are gradients with 1 ms
duration, t is a short delay of 3 μs between pulses, 90� is the 90�

radiofrequency pulse (RF), tm is the mixing time of 10 ms, and
ACQ is the acquisition of the free induction decays (FIDs), set
up to 2.72 s. The residual water resonance is suppressed with a
continuous RF of 50 Hz (presaturation), applied during the
relaxation delay and the mixing time.

23. While a SNR of 3 is considered as the limit of detection (LOD),
the limit of quantification (LOQ) is dependent on how pre-
cisely a resonance can be quantified. This can be estimated by
calculating the coefficient of variation (CV %). We recommend
to use triplicates of blank culture media, for which the available
volume is not a restriction, and perform some 1D experiments
to determine the optimum SNR in order to get an acceptable
CV (often CV < 15–20% is sufficient).

24. The 2D JRES pulse sequence has the form -RD—90�—t1—
180�—t1—ACQ. RD is set to 2 s, and t1 increment between
pulses and ACQ is set to 12.8 ms. 12,288 data points are
collected in direct dimension (F2) with 2 transients over
40 increments in the indirect dimension (F1). The spectral
width is set to 16.66 ppm in F2 and 78 Hz in F1. The same
presaturation pulse as in the 1D NOESY is applied during the
relaxation delay.

25. The total experimental time can vary from 20 min to even 1 h
per sample for less concentrated samples.

26. At this point, it is critical to evaluate the quality of the spectra.
First, the TSP singlet is used to assess the shimming quality.
Poor shimming will reduce resolution and subsequently affect
the quality of quantification. Second, since the quantity of the
internal standard TSP is used as a reference for the quantifica-
tion of all other metabolites, it should be the same across all
samples (recall that the same quantity was added during sample
preparation). If inconsistent TSP intensities are observed, try
to correct the quantification results of those samples if possible,
or remove them from further analysis. With modern NMR
instruments, it is possible to generate artificial reference signals
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(e.g., ERETIC2 [25]) with which any TSP addition inconsis-
tencies can be corrected.

27. For the COSY experiment, use the parameters: the cosygpprqf
pulse program (Topspin, Bruker), 2048 points in the F2 and
256 increments in F1 with 16 scans per increment, 13.35 ppm
spectral width for both dimensions, and 2 s relaxation delay.
For the TOCSY experiment, use the dipsi2gpphpr pulse pro-
gram, which uses the DIPSI2 sequence for the homonuclear
Hartmann-Hahn transfer during the spinlock period of 60 ms.
Acquire 2048 points in the F2, with 32 scans and 256 incre-
ments in F1, 13 ppm spectral width for both dimensions, and
2 s relaxation delay. For the HSQC experiment, use the hsqce-
detgpprsisp2.2 pulse program. This pulse sequence includes
multiplicity selection for primary, secondary, and tertiary car-
bons. Collect 1024 data points in F2, with 128 scans and
180 increments. Set the spectra width to 13.01 ppm for 1H
(F2) and 165.65 ppm for 13C (F1) and the relaxation delay to
1.5 s. For the HMBC experiment, use the hmbcgplpndprqf
pulse program. It includes a low-pass J-coupling filter to
exclude one-bond correlations (use 1JCH ¼ 145 Hz) and set
the average for the long-range couplings at 7 Hz. Collect 2048
data points in F2, with 164 scans and 256 increments. Set the
spectral width to 13 ppm for 1H (F2) and 240 ppm for 13C
(F1), and use a relaxation delay to 1.5 s. Presaturation of
25–50 Hz can be applied in all 2D experiments.

28. We strongly recommend to verify all assignments made by the
available databases with 2D NMR data. Use either the 1H-1H
or the 1H-13C correlations to make sure the annotated meta-
bolites are correctly identified, and note their chemical shifts.
Use this information for quantification. In case of ambiguities,
perform spiking experiments with pure compounds rather than
reporting an ambiguous annotation. In order to better resolve
overlapped peaks, use also the 2D JRES spectra which are
collected for all samples.

29. When quantifying a compound with Chenomx, all of its pro-
tons are fitted. This method combined with the knowledge of
peak positions (from the 2D data), and tools like the sum
spectral line can have a beneficial influence in quantification
accuracy. However, some sources of variation have been
reported from user to user or for specific compounds [26]. In
order to avoid erroneous quantification results, we recommend
the following: study carefully and work with the application
notes provided on the website of the developer and practice
with samples of known composition until a good fitting meth-
odology is obtained. Ideal candidates for practice are the blank
culture medium, for which the composition is usually known
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and their content is similar regarding the metabolites found in
the intracellular matrix.

30. In contrast to Chenomx, BATMAN only fits the resonances
which are defined by the user. As input files, it uses the infor-
mation of about 2500 peaks, freely available by HMDB. The
necessary inputs for each peak are its exact chemical shift, the
J-coupling, the number of protons that contribute to this peak
(e.g., 3 protons from a methyl group), and the compound
ID. The latter can also be unknown or a new compound (not
in the HMDB database) specified by the user. J-couplings can
be extracted from the JRES spectra. Based on our experience
with BATMAN, the fitting requires more computation time
and is less precise compared to Chenomx, especially in the cases
of overlapped peaks or complex multiplets. However, the fact
that it is freely available makes it an attractive alternative if
Chenomx is not available.

31. The extracted quantitative data is generally considered as rela-
tive concentrations of metabolites. In order to transform it to
absolute values (if needed), some corrections are necessary
(e.g., adjust for the relaxation times of each fitted peak)
[25]. On the other hand, Chenomx provides the option to
acquire data based on 1D NOESY experiments with specific
parameters and without gradients (see software’s available doc-
umentation and application notes). In that case, absolute con-
centrations are extracted based on the modeled compounds in
Chenomx library without any further corrections. It should be
noted, however, that the here proposed gradient-based
NOESY experiment provides better SNR and water suppres-
sion. Moreover, we obtain comparable results when we com-
pare the data from the two experiments. Based on this, the
selection of the profiling experiment is based on what software
will be used for quantification and how concentrated are the
samples of the study. The only critical point is that this selection
should be consistent throughout the study.
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Chapter 26

Mass Spectrometry Imaging of Metabolites

Benjamin Balluff and Liam A. McDonnell

Abstract

Mass spectrometry imaging (MSI) is a technique which is gaining increasing interest in biomedical research
due to its capacity to visualize molecules in tissues. First applied to the field of clinical proteomics, its
potential for metabolite imaging in biomedical studies is now being recognized. Here we describe how to
set up experiments for mass spectrometry imaging of metabolites in clinical tissues and how to tackle most
of the obstacles in the subsequent analysis of the data.

Key words Mass spectrometry imaging, Tissue metabolomics, Biomarker discovery, Data analysis

1 Introduction

Mass spectrometry and NMR spectroscopy are the workhorse tech-
nologies in metabolomic studies [1]. Among mass spectrometry
techniques, mass spectrometry imaging (MSI) is unique in that it
allows visualizing metabolite distributions in biological samples
such as tissues. MSI involves the local extraction, desorption, and
ionization of the metabolites in a spatially correlated manner, for
example using matrix-assisted laser desorption/ionization
(MALDI) or desorption electrospray ionization (DESI) [2].

MALDI MSI can be used for imaging many different kinds of
compounds, ranging from proteins to small molecules including
metabolites or exogenous compounds. The latter application has
led to the widespread application of MALDI MSI in the pharma-
ceutical industry, for the determination of the abundances and
locations of drugs, their metabolized products, and interacting
molecules in the target and nontarget tissues [3].

Due to its histological specificity (the maximum resolution is
nowadays at a single cell level), MSI has also had a big impact for
biomarker discovery in complex solid tissues such as cancer
[2]. Although most biomarker studies have investigated proteins,
clinical MSI is slowly being expanded to the investigation of
metabolites [4].
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MSI of metabolites benefited from the introduction of new
sample preparation protocols, including new MALDI matrices
[5, 6], chemical stabilization of tissue [7], chemical derivatization
of target compounds [8], methods for the retrieval of metabolic
information from archived tissues [9], and the availability of high
mass resolution MSI instruments. The latter has proven important
to resolve specific metabolite ions from the sometimes complex
chemical background obtained from a tissue section [10].

A successful biomedical metabolomic study usingMSI depends
on many factors: the sample selection, sample handling, sample
preparation, type of instrumentation—defining mass accuracy,
mass resolution power, and sensitivity—and last but not least also
the appropriate data processing and analysis procedures [11].

In this chapter we describe all the mentioned steps of howMSI
can be used for metabolite imaging and data analysis in clinical
tissues.

2 Materials

Prepare all solutions using ultrapure water and, where possible, use
analytical grade reagents. Prepare and store all reagents at room
temperature unless indicated otherwise. For clinical or preclinical
research, it is imperative that ethical approval is sought and
obtained prior to undertaking any of the steps described below.

2.1 Tissue Collection It is well established that the metabolome changes rapidly after
tissue sampling/animal sacrifice. Several methods have been
reported to maintain metabolic endogenous metabolite levels,
ranging from cold perfusion [12]/in situ freezing [7] to “freeze”
metabolic activity prior to organ excision, to heat�/microwave-
based denaturing of metabolic enzymes (see Note 1 for more
information, including published comparisons of the different
methods). Here for reasons of its broad applicability, we refer
to already excised tissue samples, specifically fresh frozen tissues
isolated via rapid tissue excision and freezing (preferably <1 min
postmortem time).

2.2 Tissue

Sectioning

1. Clean a stock of indium-tin-oxide (ITO)-coated glass slides
(Bruker Daltonics, Bremen, Germany) by washing with deio-
nized water (3�) and methanol (3�); use a multimeter to
determine which side is conductive. Coat the ITO slides with
0.05% poly-L-lysine (poly-L-lysine coating used for greater
adherence of tissue sections, protocol used as reported in Aich-
ler et al. [13]). Once the poly-L-lysine coating is dry, mark the
conductive side with a Tippex pen for easy identification.
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2. Prepare a stock of microscope slides for histological assessment
of the tissue sections.

3. Precool the ITO slides and slidebox by placing them within a
precooled (�20C) cryostat chamber.

4. Prepare stock solutions of hematoxylin and Eosin. For exam-
ple, using preprepared hematoxylin solution from Klinipath
BV, article code 4085.9002; Eosin Y 1% alcohol solution
from Klinipath BV, article code 640375.

2.3 Tissue

Preparation

1. Prepare a stock solution of 2 mg/mL 9-aminoacridine in 70%
methanol. Measure 2 mg of 9-aminoacridine using a mass
balance that is accurate to 0.1 mg. Measure 0.7 mL methanol
and 0.3 mL deionized water. Combine the 0.7 mL methanol
with the 0.3 mL deionized water in a 1.5 mL Eppendorf tube,
and then dissolve the 2 mg 9-aminoacridine in the 7:3 metha-
nol/water solvent. Use a vortex mixer to ensure the matrix
solution is free of particulates.

2. Prepare a stock solution of 5 mg/mL 2,3-diphenyl-pyranylium
tetrafluoroborate (DPP-TFB) in 100%methanol. Measure 5 mg
of (DPP-TFB) using a mass balance that is accurate to 0.1 mg.
Measure 1 mLmethanol and place in a 1.5 mL Eppendorf tube.
Then dissolve the 5 mg DPP-TFB in the methanol. Use a vortex
mixer to ensure the DPP-TFB solution is free of particulates.

3. Prepare a stock solution of 30 mg/mL 2,5-dihydroxybenzoic
acid (DHB) in 70% MeOH and 0.1% TFA. Measure 30 mg of
DHB using a mass balance that is accurate to 0.1 mg. Measure
0.7 mL methanol and 0.3 mL 0.1% TFA and place in a 1.5 mL
Eppendorf tube. Dissolve the 30 mg DHB in the methanol/
0.1% TFA solvent. Use a vortex mixer to ensure the DPP-TFB
solution is free of particulates.

4. Prepare a solution of 70% methanol.

5. Prepare a solution of 20 mg/mL 2,4,6-trihydroxyacetophenone
[THAP] in 50/50 ethanol/water.

6. Prepare 20 μM solutions of YGGFL, angiotensin II, [glu1]-
fibrinopeptide B (all available from Sigma-Aldrich) in 50/50
ethanol/water.

2.4 Data Acquisition 1. Prepare a MALDI-TOF/TOF instrument, such as RapiFlex
(Bruker Daltonics, Bremen, Germany) for positive ion and
negative ion MALDI, reflectron mode detection, m/z range
50–1000, using a laser spot size of 50 μm. Note 2 describes
how to determine laser spot size using a thin matrix layer
preparation. Ensure the mass spectrometer’s m/z scale is cali-
brated using a mixture of YGGFL, angiotensin II, and [glu1]-
fibrinopeptide B for positive mode calibration, or matrix clus-
ters of THAP for negative mode calibration.
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3 Methods

3.1 Sample

Preparation

1. Precool a cryostat microtome (e.g., Leica CM1950) to the
desired cutting temperature, e.g., �21 �C. Mount the excised
tissue onto a precooled cryostat specimen holder. This may be
achieved using a small amount of water, gelatin solution, or
Tissue-Tek™ solution. On contact with the precooled speci-
men holder and frozen tissue block, the solution rapidly
freezes, to effectively fix the tissue specimen to the specimen
holder. Note: if using Tissue-Tek™, great care should be taken
to ensure only a small, localized droplet is used to “glue” the
tissue to the specimen holder. Tissue-Tek™ is known to cause
strong ionization bias effects, and so its presence should be
avoided on or near the tissue surfaces of interest.

2. Depending on the tissue specimen of interest, the tissue speci-
men may need to be “trimmed” to reach the desired location.
For example, if analyzing coronal tissue sections of a mouse
brain, then the desired region of the brain, e.g., between�0.10
and þ0.40 mm from bregma, needs to be reached before the
analytical tissue sections can be cut. Trimming may be per-
formed manually or automatically depending on cryostat
model. Brain location can be determined by expert comparison
of histological images (cut at 5 μm thickness, mounted onto
standard microscope slides and histologically stained) with a
tissue atlas, e.g., those contained in the Allen Brain Atlas. For
tumor specimens histopathological assessment during section-
ing is essential to ensure the analytical tissue sections contain
sufficient tumor material of the desired grade and cellularity
and free of excessive necrosis.

3. Cut tissue sections of 12 μm thick using the cryostat micro-
tome. Rapidly thaw-mount the tissue sections onto the marked
(conductive) side of the precooled ITO slide within the cryo-
stat chamber. Rapid thaw-mounting is achieved by localized
warming of the reverse side of the MALDI target using a finger
for maximum 3 s. Then place the slide þ tissue into the pre-
cooled slide holder. Store the slide-mounted tissues at �80 �C
until use.

4. For the analysis of adenylate and TCA cycle metabolites, the
matrix 9-AA is used. First rapidly freeze-dry the slide-mounted
tissue sections and then place into an automated matrix depo-
sition system. Here we refer to the SunChrom SunCollect
system, but other spray-based systems may be used with
minor modification to the method. The 2 mg/mL 9-AA solu-
tion is sprayed onto the tissue section using two layers at 5 μL/
min followed by six layers at 10 μL/min, with complete drying
between layers (Y-offset¼ 1.0mm,Z (needle height)¼ 25mm,
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speed X ¼ speed Y ¼ medium 1). After the matrix coating is
dry, use a Tippex pen to add fiducial markers at four corners
surrounding the tissue section (but not in contact with it).

5. For the analysis of amino metabolites and neurotransmitters,
the metabolites are first derivatized using DPP-TFB. First rap-
idly freeze-dry the slide-mounted tissue sections and then place
into an automated matrix deposition system. The 5 mg/mL
solution of DPP-TFB in 100% MeOH is then deposited onto
the tissue in 5 layers at a flow rate of 10 μL/min (Y-off-
set ¼ 1.0 mm, Z (needle height) ¼ 25 mm, speed X ¼ speed
Y¼medium 1). For complete derivatization, the brain sections
are kept overnight at room temperature and pressure. Follow-
ing complete derivatization the MALDI matrix DHB is depos-
ited onto the tissue section. The 30 mg/mL DHB solution in
70% MeOH and 0.1% TFA is sprayed onto the derivatized
tissue section using two layers at 5 μL/min followed by six
layers at 10 μL/min, with complete drying between layers.
After the matrix coating is dry, use a Tippex pen to add fiducial
markers at four corners surrounding the tissue section (but not
in contact with it).

3.2 Data Acquisition MALDI MSI experiments can be performed using many different
types of mass spectrometer, including MALDI-TOF/TOF,
MALDI-Q-TOF, MALDI-IMS-TOF, MALDI-FT-ICR, and
MALDI-Orbitrap systems. Here we refer to the MALDI-TOF/
TOF instruments from Bruker Daltonics, to date the most com-
mon systems used for MALDI MSI.

1. First acquire high-resolution optical images of the matrix-
coated tissue sections using a flatbed scanner, e.g., an optical
image recorded at 254 dpi corresponds to a pixel size of
100 μm. Mount the matrix-coated tissue section into the
microscope slide holder, being careful to ensure good electrical
contact between the stainless steel slide holder and the ITO
coating of the conductive surface (note: it may be necessary to
wipe the matrix coating from the edge of the slide to ensure a
good contact).

2. Start a newMSI experiment in FlexImaging. Import the optical
image of the matrix-coated tissue section into FlexImaging,
and align the instrument stage holder to the optical image by,
in-turn, selecting the fiducial markers in the imported optical
image and the system’s sample visualization camera. Once
aligned the MSI experiment may be defined. Select the tissue
section to be analyzed as the first measurement region, as well
as small region close to the tissue section to serve as a control
(useful for assessing potential analyte delocalization and the
ready identification of background ions). If more than one
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tissue section is present on the slide, they may be selected as
separate measurement regions. For each measurement region,
the spatial resolution then needs to be defined (e.g., 100 μm),
the number of laser shots (e.g., 300), and the FlexControl
method selected. If adenylate and TCA cycle intermediate are
analyzed, the FlexControl method corresponds to that for the
analysis of negative ions; if amino metabolites and neurotrans-
mitters are analyzed, the FlexControl method corresponds to
that for the analysis of positive ions.

3. Test the performance of the selected FlexControl method on
the tissue section and vary the laser power until high-quality
metabolite signals are obtained, past MALDI threshold but not
too high to avoid fragmentation of the metabolites and exces-
sive background noise. A data processing method may be
selected to preprocess each mass spectrum of the MALDI
MSI dataset; if such preprocessing is performed during data
acquisition, select a validated FlexAnalysis method for the
metabolite peaks of interest. Once the FlexImaging settings
have been finalized, data acquisition can be initiated.

4. After MALDI MSI data acquisition, any residual MALDI
matrix is removed by washing the slide-mounted tissue sections
in 70% ethanol (2 � 30 s dips). The tissue section is then
histologically stained, using hematoxylin and Eosin (tissue tis-
sue) or Nissl (mouse brain). Lou et al. recently reported a
method by which the histological staining can be optimized
for the thicker tissue sections analyzed by MALDI MSI [11].

5. A high-resolution histological image of the histologically
stained tissue section is then recorded using a digital slide
scanner (e.g., 3D Histech Pannoramic desk). This histological
image is then imported into FlexImaging for co-registration
with the MALDI MSI results, through registering the histo-
logical image (high-resolution optical image of the histology-
stained tissue section) to the optical image of the matrix-coated
tissue section, from which the experiment was defined. The
registration is performed by selecting the same fiducial markers
in both images.

3.3 Data Analysis There are many data analysis strategies, but the analysis of metabo-
lomic MSI datasets, which contain multiple samples (from different
patients and experiments), usually relies on a recurrent data proces-
sing routine, which is summarized in Fig. 1. To compare different
MSI datasets, it is necessary to compile them into one MSI dataset.
During the compilation, a minimum of data preprocessing steps is
considered important to enable and increase comparability between
metabolic MSI datasets. As we focus on Bruker instrumentation
and data, it is worth mentioning that most of the functionality to
merge and compare multiple MSI datasets is available through the
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MSI data analysis software SCiLS Lab. However, these functions
will be described in order to enable researchers to repeat those steps
in noncommercial data analysis environments such as Python,
Matlab (bioinformatics toolbox), or R (Cardinal MSI package).

1. As MSI provides spatially resolved molecular profiles, a careful
histological annotation using the co-registered microscopic
image for restriction to the relevant areas of the tissue can
increase specificity and sensitivity of the subsequent data analy-
sis procedure [14, 15]. The preciseness of annotation is natu-
rally limited by the pixel size of the MSI data. In FlexImaging,
for example, the annotations can be saved and exported as
XML files, which contain the names of spectra belonging to
each defined region of interest (ROI).

Fig. 1 Data analysis workflow for mass spectrometry imaging (MSI) data from multiple experiments (patients).
The pure data analysis workflow can be divided into three major steps, and which is normally followed by the
identification step. The three pure data analysis steps consist of (a) preparing the metadata, including the
annotation of the co-registered histological images, which is then passed to the data processing environment
together with the acquired MSI data. (b) data processing and compilation, in which a series of operations are
applied to increase the comparability between the samples (c) statistical analysis. Once the data has been
processed, summarized, and grouped, statistical analyses can be performed in two ways: supervised, which
requires a previous knowledge on the grouping of the data, and unsupervised, which requires no prior
information about the grouping of the data. The latter can be used to find new groups using clustering
techniques or to reduce the dimensionality of MSI datasets. Supervised analyses can be done to create
classifiers based on discriminatory metabolite patterns. This list of molecules is usually of interest for a
biochemical interpretation. However, MSI requires a separate step to assign names to that list of molecules (d)
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2. This XML file can be used to read in the data into the data
analysis environment of choice corresponding to the selected
ROIs only, which reduces data and computational load.

3. During the import, some basic MS preprocessing operations
on a single spectrum level may be necessary to increase quality
and hence comparability between individual pixels and data-
sets. This includes smoothing and/or baseline subtraction on
the individual spectra, if not performed beforehand, for
instance, during data acquisition. For metabolomic data both
operations are less common and necessary as for proteomic
data but should be performed if data quality indicates that.
More details on the effect of these processing steps can be
found in [16].

4. For clinical MSI, the set of samples to compare should have
been acquired with the same instrument (FlexControl)
method. In case different methods with different m/z domains
have been used, a common m/z domain with a common mass
range and bin size has to be created. The common lower limit is
given by the maximum of all lower mass limits and the common
upper limit by the minimum of all upper mass limits. The bin
size should be no less than the original sampling rate, unless a
certain smoothing effect is desired by a down-sampling. How-
ever, in TOF/TOF-based metabolomic MSI, a linear bin size
of Δm/z 0.01 should be sufficient. Nonlinear binning is sup-
ported by SciLS Lab, which allows a more efficient way of
distributing the data points to describe a mass spectrum.

5. An important pillar for ensuring comparability between MSI
datasets is normalization of single pixels. Deininger et al. have
discussed several normalization techniques for MALDI MSI,
among them total-ion-count (TIC), root-mean-square (RMS),
and median normalization [17]. TIC is used when the baseline
is strongly influenced by chemical noise as in linear TOF. RMS,
in contrast, is determined by real peak intensities and therefore
popular for FT-ICR data. As metabolomic TOF/TOF data
exhibits less chemical baseline than linear TOF MSI, but
more than in FT-ICR, the application of the normalization
methods depends on the quality of the single spectra.

6. When comparing multiple MSI datasets from different experi-
ments, mass shifts might be observed (Fig. 2a, c) that can have
a strong impact on the final result outcome. This can be over-
come by spectral alignment which is less well described in MSI
literature. Alignment (or recalibration) of spectra is usually
done on the representative spectra of the different datasets,
since mass shifts within datasets are usually considered negligi-
ble. For this, a set of reference peaks has to be defined that
fulfill two criteria: they should be present in almost all of the
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spectra that are to be aligned, and they should cover the mass
range of interest. Useful reference peaks are matrix peaks or
molecules that are likely to be omnipresent such as AMP.
However, in case no a priori reference peaks are available, a
peak picking can be performed on the average spectrum of each
sample. The found peaks are clustered with a certain tolerance
which can be mass range-dependent, for instance, 1500,
800, and 600 ppm for the m/z blocks 0–200, 201–500, and
501–1000, respectively [4]. For alignment, we highly recom-
mend peak detection rates >90% and a minimum of five peaks
which are distributed across the whole mass range. Once a set

Fig. 2 Mass shifts and spectral alignment of mass spectrometry imaging (MSI) data. Due to the absence of
internal standards, MSI data can exhibit mass shifts within and between experiments. Within-experiment
mass shifts refer to the mass shifts occurring from pixel to pixel, which are usually very small and therefore
negligible. However, between-experiment mass shifts can be significant and therefore have a strong negative
effect on comparability between datasets. Panels (a, c) show examples of observed mass shifts (0.2–0.4 Da)
from 59 MSI experiments performed with the same method [4]. Alignment of the spectra can be performed by
a recalibration of the data using reference peaks. Matlab functions, such as msalign, require the definition of
two parameters. One that describes the peak width, which can be estimated by looking at the average FWHM
values of the detected peaks in the MSI experiment. Panels (e, f) show examples from the study of Lou et al.
where the peak width was estimated to be 0.05 Da. Panels (b, d) show the peaks of (a, c), respectively, after
successful alignment with msalign
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of peaks has been identified, tools such as msalign in Matlab
can be used to align all spectra to the selected reference peaks.
Msalign is parameterized by default to the alignment of protein
spectra, which makes a tuning for metabolomic data necessary.
The most important parameters are MaxShiftValue and
WidthOfPulsesValue. The latter determines the peak width of
the reference peaks in the synthetic reference spectrum and
should be set to the average FWHM of the peaks observed
(Fig. 2e, f). MaxShiftValue depends on the observed peak shift
between measurements (Fig. 2a, c).

7. Once the data has been aligned (Fig. 2b, d), a global represen-
tative (e.g., average spectrum) can be created and a peak pick-
ing performed on that summarized spectrum. This enables a
direct comparison between datasets and groups.

8. Finally, a weak smoothing of the 2D data can be performed to
reduce the pixel-to-pixel variation in the MSI images, by, for
instance, a moving average filter of 3 � 3 pixels [16].

9. Statistical data analysis of metabolomic MSI can be done in
many ways but usually follows the same concepts as performed
in proteomic MSI, which has been discussed comprehensively
[18]. In principle, two approaches can be distinguished: super-
vised analysis, which aims for finding discriminating single
metabolites or patterns of those between known groups, and
unsupervised analysis, which aims for finding new groups based
on the detected metabolic profiles.

3.4 Metabolite

Identification

Determination of the identity of differentiating metabolomic mass
signals is usually of high interest to get an understanding of the
biological meaning of the metabolite(s) in the context of the proj-
ect or to enable the detection of the molecule(s) using other more
targeted techniques. The most common approach for MSI data is
depicted in Fig. 1.

1. Due to lack of comprehensive MALDI MS/MS databases and
search algorithms metabolites, a highly accurate mass is an
important indication of identity. FT-based mass spectrometers
provide the highest mass accuracy (<1 ppm) but offer lower
throughput. A common approach is therefore to perform
screening on high-throughput instruments, such as MALDI-
TOF/TOF systems, and determine the accurate mass of the
metabolites to interest in single subsequent experiments
[4, 10]. The accurate molecular weight can then be matched
with a small mass tolerance (1–3 ppm) to a public database,
such as HMDB (http://www.hmdb.ca/), METLIN (https://
metlin.scripps.edu), or lipid maps (http://www.lipidmaps.
org/). Furthermore, it can be checked if the observed frag-
mentation spectra are in line with the structure of the proposed
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match [9, 19]. Ultimate confirmation can be obtained by
comparing the fragmentation pattern with one from a
corresponding standard compound [20].

2. Further biological interpretation can be offered by pathway anal-
ysis software, such as Reactome (http://www.reactome.org/) or
MetaboAnalyst (http://www.metaboanalyst.ca) [1]. The latter
also integrates a comprehensive set of statistical data analysis tools.

4 Notes

1. Several strategies have been reported for limiting postmortem
changes of the tissue metabolome:

Heat stabilization of ex vivo tissues (HS)—enzymes are inacti-
vated by rapidly heating the tissue to 95 �C using high-power
heating blocks. It has been demonstrated to halt postmortem
degradation of adenine nucleotides that otherwise occurs in
ex vivo snap-frozen tissue [21].
In situ freezing (ISF) under anesthesia has been demonstrated
to be superior to ex vivo snap-frozen tissue [22] and heat-
stabilized ex vivo tissues for maintaining metabolite integrity
[7], including adenine nucleotides.
In situ focused microwave irradiation (FMW) uses focused
microwaves to rapidly heat (<2 s) the tissue and denature/
deactivate enzymes. It is the most rapid deactivation method
and has been reported that, while ISF and FMWprovide similar
results for most metabolites, there are several metabolites that
are best analyzed using FMW because of their very rapid post-
mortem changes [23].

2. On-target laser spot size may be estimated by preparing a thin
layer of the matrix onto an ITO slide, by using a dry matrix
deposition method and a matrix solution containing a high
concentration of volatile solvent. A raster with a pixel-to-
pitch much larger than the laser spot diameter, and a large
number of laser shots (sufficient to ablate all matrix), results
in a laser burn pattern in the matrix coating. Through using
laser irradiation conditions identical to that used for MALDI
MSI, the on-target burn pattern provides an estimate of the
on-target laser spot size. Through the analysis of a raster of
burn spots, an average spot size can be determined.
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Chapter 27

Quality-Assured Biobanking: The Leiden University Medical
Center Model

Rianne Haumann and Hein W. Verspaget

Abstract

Prospective or “de novo” biobanking is becoming increasingly popular. Biobanks are installed to provide
large collections of biological materials for future medical research. Quality assurance of biobank samples is
an important aspect of biobanking. Therefore, it is vital that all samples are collected and processed in a
similar manner according to standardized procedures to ensure high-quality samples and reduce variability
in the analytical process. We describe the processes of the centralized biobanking facility at the Leiden
University Medical Center (LUMC).

Key words Biobanking, Storage, Biological materials, Blood, Quality assurance, Quality control, Pre-
analytical variations, Standard operating procedures

1 Introduction

A biobank is a collection of biological materials coupled to asso-
ciated data consisting of donor information and sample processing
information [1]. The biobank ideally provides an infrastructure for
the collection, processing, and storage of biological materials
together with a supportive information technology (IT) system
for the registration and documentation of associated data
[2, 3]. Traditionally, biobanks consisted of tissue collections from
pathology departments that remained after the diagnostic process
and were accessible for researchers for secondary scientific use
under restricted conditions. Nowadays, many biobanks are more
specialized in “de novo” collection of various biological samples
and associated data obtained with an informed consent of the
participant. The establishment of a biobank is a relatively complex
process in which many aspects from sample collection to IT systems
have to be organized and coordinated [2].

Biobanking is of great importance for medical research in order
to guarantee the availability of patient material since these biological
materials are solely collected for research purposes [4]. “De novo”
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biobanks collect biological materials prospectively for yet undefined
research purposes. Biological material that remains after diagnostic
process is not allowed to be directly used for research purposes unless
it is used anonymously and without associated clinical data or when
obtained with an informed consent. Centralizing the collection and
storage of biological material in biobanks for research purposes is
more efficient than setting up multiple small collections, and it also
reduces the patient burden. Biobanks have the sole purpose of
collecting biological materials for multiple research purposes, which
are undefined at the time of collection, using biological materials
more efficiently. Quality of samples is usually better controlled
because biological materials are processed in a similar manner. There-
fore, biobanking is becoming increasingly popular and more impor-
tant for biomedical research. In addition, it is quite difficult for
individual research groups or laboratories to establish large collec-
tions of biomaterials. Consequently, centralized biobank facilities are
advocated because they are better equipped for sample collection of
large cohorts.

The importance of large numbers of high-quality samples is
emphasized by reported difficulties with sample collection and
biomarker validation. Due to heterogeneity of diseases and in
order to achieve statistical power, large numbers of samples are
needed. The development of high-throughput analysis enables
simultaneous analysis of hundreds of samples, but the availability
of sufficient samples is often difficult without biobanks [3, 5,
6]. Poste [5] reported that over 150,000 papers documented
potentially interesting biomarkers; however, only less than 100 bio-
markers have eventually been validated for clinical use. In addition,
documentation of the standardization of sample collection is often
lacking, and researchers cannot obtain samples with uniform qual-
ity hampering high-quality research. Analysis of samples which in
retrospect were found to be of suboptimal or even bad quality is
costs ineffective and should be avoided. Freedman et al. [7] calcu-
lated that almost 50% of costs spent for biomedical research were
wasted due to irreproducible results in preclinical research related
to poor sample or analytical quality. These observations show an
enormous amount of research associated with high costs and little
high-quality output for improvement of diagnosis and treatment of
patients. Therefore, sample quality should be better monitored and
registered resulting in a better research output. In addition, jour-
nals nowadays also require documented sample handling and stor-
age information for the publication of research on biomarkers in
biological samples [8].

The process of sample analysis can be divided into three phases:
the pre-analytical, the analytical, and the post-analytical phase. The
pre-analytical phase comprises the sample collection, processing,
and storage of biological samples. The analytical phase consists
of the biochemical analysis of the samples followed by the
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post-analytical phase in which the data is analyzed. The
pre-analytical phase is particularly prone to errors with the highest
reported error rates ranging from 31% to 75%. During the analyti-
cal phase, the prevalence of errors is reported to be around 13–32%,
and during the post-analytical phase, an error rate of 9–31% is
thought to occur, both of which are considerably lower than the
pre-analytical phase [9, 10]. Sample errors in the pre-analytical
phase are, for example, hemolysis, precentrifugation delay, wrong
centrifuge settings, postcentrifugation processing delay, and wrong
temperature settings [9]. It is very important to reduce the
pre-analytical errors because it may lead to unnecessary patient
burden, higher costs, low-quality samples, and faulty interpretation
of analytical results. Green [11] estimated that a single
pre-analytical error costs approximately € 175. Knowledge of the
effect of a pre-analytical error on sample quality is therefore essen-
tial. Samples that contain pre-analytical errors might still be suitable
for a range of analytical techniques, depending on the analyte to be
assessed, and thus still valuable for research and biobanks.

Sample processing procedures should be described in standard
operating procedures (SOPs) to enable uniform processing of sam-
ples. Unfortunately, there is not a worldwide consensus on the best
method for sample processing that could be used by every labora-
tory or biobank. The National Cancer Institute (NCI) and the
International Society for Biological and Environmental Reposi-
tories (ISBER) are examples of organizations that propose best
practices for biobanking [12, 13]. One of the reasons of the publi-
cation of multiple best practices is the limited fundamental research
of the influence of pre-analytical variables on sample quality.
Research has shown that variations in pre-analytical processing
can have a pronounced effect on the results of the analysis of
biological samples [9, 10]. Thus, although challenging, it is imper-
ative to establish large collections of uniformly processed and
stored biological samples, and therefore it is important to docu-
ment the sample processing and storage conditions in the biobank-
ing process. Consequently, documentation of sample handling
should be coupled to the individual biological sample. Sample
track-and-trace data are important and can be registered in, for
example, a Biobank Information Management System (BIMS),
which will be explained in the following paragraph.

The Parelsnoer Institute (www.parelsnoer.org) is one of the
largest clinical biobank organizations in the Netherlands. The Par-
elsnoer Institute is a federative biobank of the eight university
medical centers in the Netherlands, which collect biological mate-
rials and associated data from patients of specific disease cohorts.
The Parelsnoer Institute provides an infrastructure for the collec-
tion of samples and data capture. At the moment, the Parelsnoer
collection encompasses 15 disease cohorts: abdominal aortic aneu-
rysm, congenital heart disease, cerebrovascular accident, diabetes,
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hereditary colorectal cancer, inflammatory bowel disease, ischemic
heart disease, leukemia-myeloma-lymphoma, multiple endocrine
neoplasia, neurodegenerative diseases, esophageal and gastric can-
cer, pancreatic cancer and pancreatitis, renal failure, rheumatoid
arthritis, and Parkinson’s disease. For each cohort specific
biological samples are collected such as serum, plasma, DNA,
feces, urine, cerebrospinal fluid, pancreatic cyst fluid, viable cells,
fresh frozen tissues, and/or formalin-fixed paraffin-embedded
(FFPE) tissues. Clinical data and sample-specific data are stored in
a national disease-specific database. More detailed information
about the organization of the Parelsnoer Institute can be found in
the article of Manniën et al. [14].

The LUMC participates in the Parelsnoer biobank but also has
its own clinical biobanks organized in the Cura Rata biobank (www.
lumc.nl/org/cura-rata/) [15]. The Cura Rata biobank is a centra-
lized facility within the LUMC that provides an infrastructure for
the collection of biological samples and the storage of associated
data for more than 25 disease entities, similar to the Parelsnoer
Institute collections. The Cura Rata biobank and the Parelsnoer
biobank partially run parallel because samples are stored for both
biobanks and sample processing is identical. Furthermore, the Cura
Rata and the Parelsnoer biobanks use the same Biobank Informa-
tion Management System (BIMS), called SampleNavigator®, for
the registration of the processing data associated with the sample.
In this chapter we will describe the procedures for biobanking
within the LUMC [15, 16].

2 Software

2.1 HiX The healthcare information exchange system (HiX) (ChipSoft,
Amsterdam, the Netherlands) is a clinical data repository for the
registration of Electronic Health Records (EHRs) that is being
used by the LUMC. Unique is the integration of biobanks within
HiX at our institution. Registration of informed consents and order
management for biosample ordering are integrated in the EHRs
which enables physicians and research nurses to include patients
into the different biobanks. The process of sample ordering is not
part of the diagnostic ordering process but is a separate ordering
entity and is solely used for biobank purposes. HiX is used for the
registration of relevant clinical data that is associated with the
biobank sample. Information is transferred into a database, and
the personal data are encrypted in order to provide privacy protec-
tion for participants of the biobank. Figure 1 shows an overview of
the IT-directed logistics of the biobank.
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2.2

SampleNavigator®
SampleNavigator® software (Lelystad, the Netherlands) is
employed as the Biobank Information Management System
(BIMS) for the LUMC biobanks. SampleNavigator is designed to
capture relevant sample information such as track-and-trace, regis-
tration of standard operating procedures (SOP) deviations, and
user registration (Fig. 1). Track and trace of the biological samples
include registration of the time of collection, arrival time at the
biobank, processing time, storage location, and aliquot history.

3 Methods (Procedures)

3.1 Sample Order A physician informs a patient about the biobank according to the
rules and regulations and agreements of the LUMC. When a
patient decides to participate, the patient has to sign an informed
consent which is registered in HiX. After registration, a physician
orders samples specifically for the biobank through order manage-
ment in HiX.

Venipuncture

Blood tube

Macro-tube

Aliquo�ng

Micro-tubes

Informed Consent 
Physician/Nurse

Coding

Biobank 
Order 
Management

DNA

-80 °C

Parelsnoer
ProMISe 
Database

Clinic
Biobank Laboratory

Freezers 
Facility

Distribu�onEvalua�on

Electronic 
Health Record 

(EHR) 
Clinical data

Research 
Proposal

BIMS
Sample Navigator

BIMS

DNA isola�on

BIMS

+4 °C

UMC- Database

√

√

√

√

√

√

√

Fig. 1 Schematic presentation of the information technology-directed logistics from the LUMC centralized
biobanking facility. BIMS Biobank Information Management System, √ electronic registration moment
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3.2 Collection

and Transport

The biobank order from order management is directly coupled to
the BIMS with an HL7 message coupling. The central blood
collection facility (CBCF) receives the biobank order electronically,
and labels are printed for the collection tubes and containers just
before sample collection. Samples from the outpatient clinics and
wards are collected between 8.00 and 16.00, since the Biobank
Laboratory closes at 17.30. Samples that are collected outside
working hours will be processed the following morning with regis-
tration of SOP deviation(s) in BIMS. Sample processing has to be
completed preferably within 2 h after venipuncture.

The first time point for the track-and-trace registration of the
sample is printing the label for the sample collection tubes and
containers. The collection date and time are checked, and if the
collection time is incorrect, which can occur in the wards or when
samples are obtained from outlying hospital facilities, the time and
date will be adjusted on the printed labels. Biological samples are
collected in the SOP-defined labeled tubes and container. Blood
collection tubes are inverted on an automatic shake platform for the
exact number of inversions that are required for proper sample
mixing (see Note 1). A courier service transports the samples to
the Clinical Chemistry Laboratory where the biobank samples are
transferred to the Biobank Laboratory (see Note 2).

3.3 Processing The biological samples are registered and scanned (Handscanner
Opticon OPI-2201, Hoofddorp, the Netherlands) at the Biobank
Laboratory. This is a second time point in the BIMS track-and-trace
registration of the biological samples. The collection date and time
are checked and if needed adjusted and described in the BIMS. At
that moment patient information is still present on the collection
tubes and containers but is then encrypted with a sample code. New
labels (Salm and Kipp BY800537 BPT-21-461, Breukelen, The
Netherlands) are printed (Zebra printer GX420t, Lincolnshire,
Illinois, USA) with a unique sample code. The biological samples
are further processed under this specific sample code without any
visible personal data.

SOP deviations are registered in the BIMS. The first step is to
identify and indicate a SOP deviation by the biobank lab technician
and then to specify the deviation in the BIMS. Several predeter-
mined SOP deviations are documented: hemolysis, lipemic, icterus,
incorrect tube, inadequate filling of the citrate tube, incorrect
temperature before processing, prolonged precentrifugation time,
incorrect mixing or homogenizing, incorrect centrifuge setting,
storage problems, and others. In “others” the biobank lab techni-
cian can describe a SOP deviation that is not listed in the predeter-
mined SOP deviations.

Next, the biological samples are processed at the Biobank
Laboratory under the ISO 15189:2012. The biological samples
are aliquoted into pre-specified smaller volumes, as indicated in
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Table 1. New labels are printed for the cryotubes, which are a third
time point in the track-and-trace registration of the sample. SOP
deviations for the aliquots are also registered in the BIMS. After
registration the samples are processed according to the SOP.
Table 1 provides an overview of the processing steps for the various
biological samples. In short, the samples are centrifuged at a specific
force, time, and temperature. Next, the supernatant is transferred
into aliquots with a volume of 100–900 μL per aliquot (see Notes
3 and 4). Aliquots should be filled starting with the lowest micro-
sample number to the highest micro-sample number. The aliquot
tubes are closed and stored temporarily at the Biobank Laboratory
according to SOP protocol. Short-term storage temperature is
dependent on the biological material; DNA is temporarily stored
at 4 �C, and the other biological samples are temporarily stored at
�20 �C, with the latter of a maximum duration of 4 h (seeNote 5).

EDTA cell pellets from the plasma tubes are used for DNA
isolation. DNA isolation is registered in the BIMS, and new labels
are printed for the Autopure Qubes (AutoGen, Inc., Holliston,
MA, USA). Cell pellet is transferred to the Autopure Qubes, and
the EDTA tube is washed with PBS and the suspension added to
the Autopure Qubes. The Autopure Qubes must be filled with a
minimum of 6 mL and a maximum of 10 mL. The tube is closed
and transported to the Department of Clinical Genetics for robotic
DNA isolation. After isolation, DNA is transported back to the
Biobank Laboratory. At the Biobank Laboratory, new labels are
printed for the micro tubes containing DNA, which is registered
as a time point for the track-and-trace registration of the sample. At
the Department of Clinical Genetics, the quality parameters
260/280 absorbance ratio and DNA concentration are measured
which together with the volume of the aliquots is registered in the
BIMS. When the DNA stock concentration is >50 ng/μL, DNA is
marked as “yes DNA ok” in the BIMS, at 10–50 ng/μL the DNA is
marked as “no DNA not ok,” and at <10 ng/μL the DNA will not
be stored. DNA marked as “not ok” will result in a new venipunc-
ture at the next visit of the patient to again isolate high-quality
DNA. DNA is resuspended in Tris-EDTA buffer in the macro tube
and divided into two micro tubes. DNA is stored as suspension in
the fridge at 4 �C.

3.4 Storage Aliquots are temporarily stored at �20 �C for a maximum duration
of 4 h at the Biobank Laboratory except for DNA which is stored at
4 �C. At noon or at the end of the day, the aliquots are transferred
to the long-term storage freezers. The sample boxes are transferred
to the long-term freezer facility on dry ice and insulated tempex
boxes to ensure limited temperature differences (see Note 6).

The refrigerator and freezer facility of the biobank are exclu-
sively used for the biobank. The same brand of freezers is used to
ensure uniform storage. The samples are predominantly stored at
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�80 �C. BIMS is used as a track-and-trace system for the registra-
tion of the drawer, sample box, and position of the samples in the
box. Multiple use of an aliquot is also registered in BIMS.

The freezers are cooled with wastewater from the hospital,
which saves hundreds of thousands of euros per year on
air-conditioning costs. The refrigerators and freezers are connected
to the internal alarm and temperature registration system of the
biobank facility. In case of an alarm, the infrastructural LUMC
emergency and breakdown service will contact the responsible
employee(s). In case of an emergency, employees of the centralized
biobank facility will carry out the emergency plan (see Note 7).

3.5 Sample

Distribution

Aliquots from the biobank can be requested by researchers after
they submit an approved protocol to the biobank. The scientific
biobank committee of the specific disease-related biobanks evalu-
ates the protocol and decides if permission is granted.

The data warehouse of the biobank consists of the integration
of EHRs and BIMS information (see Fig. 1). EHRs data are used
for the extraction of relevant clinical information related to the
specific biological sample. BIMS can be used for the extraction of
data associated with the biological sample such as processing time,
type of sample, and previous use of the sample. Researchers can
request, for example, samples of a specific gender or age. Research-
ers can, for example, request samples that have a processing time
with a maximum duration of 1 h and never been used before.
Biobanks using electronic bioresource data registration enable
researchers to request specific samples that are fit for their specific
studies and analysis.

4 Notes

1. Serum tubes should be left in an upright position at room
temperature for at least 30–60 min before processing the
tubes to allow proper clotting.

2. Urine is transferred on ice and should be processed before the
ice is melted.

3. Additional aliquots should be filled if more volume of the
biological material is left. The extra volume should not be
divided over the initial aliquots.

4. If there is less volume than required for an aliquot, one should
still fill the aliquot and register a SOP deviation.

5. PAXgene tubes for RNA analyses are directly frozen at �20 �C
in an upright position. The patient identification information
should be removed for privacy reasons and replaced by a label
with a non-identifiable BIMS macro number on the tube.
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6. Use cool elements or dry ice in insulated boxes for transport of
frozen material.

7. In case of emergency with storage of samples in the freezers, be
sure to have an emergency plan to ensure high quality of the
samples.
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Chapter 28

Extracting Knowledge from MS Clinical Metabolomic Data:
Processing and Analysis Strategies

Julien Boccard and Serge Rudaz

Abstract

Assessing potential alterations of metabolic pathways using large-scale approaches today plays a central role
in clinical research. Because several thousands of mass features can be measured for each sample with
separation techniques hyphenated to mass spectrometry (MS) detection, adapted strategies should be
implemented to detect altered pathways and help to elucidate the mechanisms of pathologies. These
procedures include peak detection, sample alignment, normalization, statistical analysis, and metabolite
annotation. Interestingly, considerable advances have been made over the last years in terms of analytics,
bioinformatics, and chemometrics to help massive and complex metabolomic data to be more adequately
handled with automated processing and data analysis workflows. Recent developments and remaining
challenges related to MS signal processing, metabolite annotation, and biomarker discovery based on
statistical models are illustrated in this chapter considering their application to clinical research.

Key words Metabolomics, Mass spectrometry, Data processing, Data analysis

1 Introduction

Since its early days, metabolomics has been intensively used to
evaluate biochemical signatures and find biological readouts for
clinical diagnosis and prognosis [1]. According to the preponderant
roles of metabolites in many biological processes, metabolic phe-
notyping constitutes an essential element for providing mechanistic
insights into pathological states, detecting potential adverse effects
due to toxic exposure or evaluating beneficial effects of therapeutic
treatments [2]. Coupling a separation technique (chromatographic
and electrophoretic) with mass spectrometry (MS) today constitu-
tes a reference approach in metabolomics because of the large
number of signals that can be recorded at low concentration within
a single analytical run [3]. Consequently, raw data present an
intrinsic two-dimensional structure with a separation and a m/z
dimension. To take advantage from the wealth of biochemical

Martin Giera (ed.), Clinical Metabolomics: Methods and Protocols, Methods in Molecular Biology, vol. 1730,
https://doi.org/10.1007/978-1-4939-7592-1_28, © Springer Science+Business Media, LLC 2018
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information recorded, relevant signals need to be distinguished
from artifacts and noisy variables in these massive datasets.

2 Materials

2.1 Availability

of the Algorithms

The different tools described in this chapter are available through
diverse programing platforms such as R and Matlab or modules
integrated in global metabolomic processing workflow, including
XCMS, MZmine, apLCMS, xMSanalyzer, mzMatch, MetAlign,
MetSign, and OpenMS. The reader is invited to consult the
detailed review of metabolomic tools and resources proposed by
Misra et al. [4] or specific documentation for more details on the
usage of each method.

2.2 Biological

Background

The case study of Victor Yushchenko’s poisoning with an acute
dose of dioxin in 2004, when he was candidate for the presidency of
Ukraine, will be used as working example throughout this chapter.
Dioxin (2,3,7,8-tetrachlorodibenzo-p-dioxin, TCDD) is a
by-product of industrial processes involving chlorine, such as
waste incineration and chemical manufacturing. Human popula-
tions are mainly exposed to low levels of dioxin through food, and
the effects of chronic exposure to dioxin are unknown. However, in
case of acute intoxication, hepatitis, neuropathy, and skin damages
are just a few examples of pathologies that were observed.

Urine samples were collected at different time points after
intoxication and compared with urine of healthy volunteers. All
samples were analyzed by ultra high-pressure liquid chromatogra-
phy (UHPLC) coupled to quadrupole time-of-flight mass spec-
trometry (Acquity UPLC & Xevo G2 QTOF, Waters).
Multivariate analysis was carried out to distinguish the two groups
(Comet, Nonlinear Dynamics & SIMCA-P, Umetrics). Detailed
methodological aspects of the example (e.g., overall technical
modus operandi) can be found elsewhere [5].

3 Methods

3.1 Pre-Acquisition

Normalization

Among the multiple steps required for proper sample analysis,
ensuring that the total concentration of each sample is in the
same range constitutes a prerequisite for any comparison, even in
the case of relative quantitation based on peak intensity variations.
The sources of this variability include an intrinsic heterogeneity of
the samples, problems of stability, or inherent variations arising
from prior sample preparation. It is therefore crucial to remove or
at least reduce the overall discrepancies by adjusting the sample
volume or concentration prior to analysis.
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Because these differences are strongly dependent on the nature
of the sample, different pre-acquisition normalization strategies
should be specifically implemented:

1. Cell cultures and biopsies can be normalized according to the
total amount of biological material, evaluated as cell number or
total protein weight.

2. Fluctuations associated with biological fluids can be corrected
using either global indicators of the total solute concentration
(e.g., osmolality or specific gravity), or reference compounds
(e.g., creatinine for urine normalization).

3.2 MS Acquisition The choice of an experimental approach is often determined by the
availability of prior knowledge regarding a biological question. An
untargeted acquisition can be used to provide a global monitoring
of metabolites to derive data-driven hypotheses. Instrumental
developments recently improved the acquisition capacity offered
by MS. High-resolution MS, such as time-of-flight (TOF) and
Fourier transform technologies, today allows the untargeted and
simultaneous monitoring of thousands of analytes in full scan
mode, with the determination of elemental compositions from
accurate mass measurements.

1. Fully nontargeted metabolomic approaches are commonly
used for blind biomarker discovery, without any or low prior
knowledge about potentially altered metabolic pathways.

2. Alternatively, the abundances of groups of metabolites can be
specifically investigated within the full scan MS information
using a retrospective examination, namely, post-acquisition
data mining or post-targeted analysis (see Subheading 3.6).

Both strategies are complementary and can be simultaneously
implemented to provide different views of the metabolic informa-
tion. An example ofUHPLC-HRMS data structure generated by the
untargeted acquisition of a urine sample from Victor Yushchenko is
provided in Fig. 1. Whatever the strategy’s choice, signal processing
and data mining constitute critical aspects that need to be carefully
considered to extract relevant biochemical knowledge in MS-based
clinical metabolomics. Accounting for both the characteristics of the
analytical setup and biochemical knowledge is mandatory for proper
peak detection, alignment, and metabolite annotation.

3.3 MS Signal

Processing

Because irrelevant signals, including solvent contaminants and
detector noise, may strongly deteriorate downstream data analysis,
a number of steps should be sequentially implemented to remove
analytical artifacts and emphasize valuable biochemical information
related to real analytes. It includes denoising, peak picking, decon-
volution, and alignment.
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3.3.1 Peak Detection

and Deconvolution

Appropriate feature detection constitutes the starting point of MS
data processing, and an additional challenge comes from the pres-
ence of multiple signals, such as isotopic peaks, fragment, or adduct
ions, produced by analytes in the sample.

1. Signal smoothing and denoising are often used in combination
with baseline correction as a first step of processing to increase
the data quality. It includes moving average windows, Savitzky-
Golay fitting, or wavelet transform to remove random noise,
and background subtraction, or Gaussian filters for chemical
denoising [6].

2. Peak picking is then achieved to extract relevant signals by
generating a series of mass features associated with specific
peak areas, m/z, and retention/migration time values. This is
done by detecting signals above a specified intensity or signal-
to-noise ratio threshold, and mathematical models (e.g.,
Gaussian) are used to assess peak consistency based on shape
constraints and integrate signals between peak boundaries [7].

3. Multiple signals can be generated for each analyte, including
isotopic peaks, fragment or adduct ions, n-mers, or degrada-
tion products. These derivative ions must be grouped using
deconvolution and deisotoping procedures. Peak annotation
associates signals sharing similar retention/migration times
and peak shapes based on specific m/z differences
corresponding to known chemical modifications.

Proper peak detection requires peak shape parameters defining
individual peak limits to be carefully adjusted according to the

Fig. 1 UHPLC-HRMS data with corresponding total ion chromatogram and total mass spectrum, recorded for a
urine sample collected from Victor Yushchenko after intoxication
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analytical conditions and the type of device (see Note 1). Other
approaches based on empirical peak modeling and isotopic patterns
are also available to evaluate the parameters from the data, e.g.,
from quality control samples.

3.3.2 Alignment Small differences are usually observed for both the separation and
the m/z dimensions for the same signal, when comparing several
samples. However, ensuring proper matching between occurrences
of the same feature across samples constitutes a prerequisite before
further analysis of the data. On the one hand, discrepancies in the
m/z dimension are usually small when using calibration ions during
MS data acquisition. On the other hand, shifts in the separation
dimension can originate from numerous factors including differ-
ences of temperature, mobile-phase pH, pump pressure, matrix
effects, sample carryover, and column degradation or clogging.
Appropriate alignment strategies are therefore used to correct or
at least limit variations between runs, while keeping chemical selec-
tivity intact [8].

Two types of strategies can be considered:

1. Warping methods account for the separation dimension as a
whole and have usually high computing time and resources
requirements. These approaches do not depend on prior peak
picking or deconvolution of the signals and lack the ability to
account for selectivity changes. Because warping methods max-
imize the overlap between samples by stretching or shrinking
the separation dimension, a reference template needs first to be
defined, and a sequential procedure is carried out to align
segments of chromatograms/electropherograms defined by a
width criterion. Classical warping methods include correlation
optimized warping (COW) and dynamic time warping (DTW).
Recent developments involve parametric and semi-parametric
strategies or piecewise cross-correlation warping
approaches [9].

2. Peak matching approaches grouping mass features across sam-
ples take advantage of prior deconvolution and peak picking
steps to condense the chemical information. Similar mass fea-
tures falling between the boundaries defined by a tolerance
threshold in the separation and the m/z dimension are usually
considered as the same analyte (see Note 2). A specific weight
can be associated with errors in each dimension according to
the characteristics of the analytical setup [7].

On a practical point of view:

1. Carefully choose the parameters for alignment according to the
characteristics of the data.
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2. Check the absence of detected peaks in some of the samples,
leading to missing values in the aligned data table (see Notes 3
and 4).

3.3.3 Post-Acquisition

Normalization

Post-acquisition normalization strategies can be required to
remove remaining unwanted systematic variations due to signal
intensity drift over time during the analytical sequence.

Compare sample-based strategies based on the evaluation of a
global correction factor including:

1. Total sum normalization (TSN, sum of all features).

2. MS total useful signal (MSTUS, sum of features common to all
samples).

3. Probabilistic quotient normalization (PQN, feature-dependent
correction).

Quality control samples (QCs) analyzed at regular intervals
should be used as landmarks to monitor the stability of the analyti-
cal process and guarantee proper data acquisition. By checking the
repeatability of the QCs and/or their response to dilution, irrele-
vant features such as noisy or saturated signals must be removed to
ensure data quality and relevance [10].

Investigate the potential drifts according to the processing
order of the analytical sequence using QC-based approaches.
These methods include an evaluation using local regression models
fitted for each feature detected in the QC samples. Use one of the
following by evaluating at least five important identified features:

1. Locally weighted scatterplot smoothing (LOESS).

2. Robust spline correction (QC-RSC).

3. Support vector regression correction (QC-SVRC).

3.3.4 Data Scaling The variability of abundance can strongly differ from one metabo-
lite to another with very different biological consequences, and the
most abundant compounds are not necessarily the most relevant.
Additionally, low concentrated metabolites are more prone to ana-
lytical errors than highly abundant compounds. Hence, at least two
scaling procedures need to be evaluated to make the features com-
parison effective:

1. Individual values should be standardized using a scaling factor,
e.g., standard deviation (SD) in the case of unit variance scaling
or the square root of the SD for Pareto scaling.

2. If the results are not satisfactory, variables transformations
(e.g., log function), are useful to standardize the signals and
correct heteroscedasticity [11].
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3.4 Multivariate

Statistics

Because a large number of signals are recorded for providing a
global picture of biological matrices, multivariate methods consti-
tute efficient solutions to highlight metabolic patterns [12]. Two
data analysis strategies can be sequentially carried out:

1. Exploratory approaches based on unsupervised learning
principles.

2. Predictive models involving supervised algorithms.

3.4.1 Unsupervised

Analysis

Unsupervised methods evaluating the dataset without accounting
for experimental groups or expected outcome offer reliable tools to
extract the major trends in the data (see Note 5). They provide an
efficient way to detect natural groupings among the distribution of
samples and should always be carried out as a first step.

For that purpose, principal component analysis (PCA) consti-
tutes the most widely used and convenient method for initial
exploratory data analysis. PCA summarizes the sources of variability
in the data by building a new subspace of low dimension [13]. Inter-
pretation is usually limited to the first PCs carrying the most salient
trends (see Note 6). Graphical outputs provide a reliable and con-
venient mean to detect groups of similar samples or signals:

1. The coordinates of the observations (scores) allow the distribu-
tion of the samples to be easily displayed and evaluated.

2. Relationships between variables can be highlighted by inspect-
ing their contributions (loadings) to the model.

These plots allow trends or unexpected patterns in the dataset
to be detected:

1. Check for any significant analytical drift by inspecting the QCs
projection.

2. Search for potential outliers, i.e., observation(s) outside the
Hotelling’s T2 ellipse (95% confidence interval) and consider
removing them from further analysis.

3.4.2 Supervised

Analysis

In contrast to the previous approaches, supervised methods make
use of prior knowledge linked to the experimental setup to drive the
analysis. Supervised models aim at predicting a response (depen-
dent variable Y) from the measured metabolomic data (indepen-
dent variables X).

Partial least squares (PLS or projection to latent structures)
regression is one of the largely used methods in metabolomics.
The PLS algorithm builds a low-dimension subspace based on
linear combinations of the experimental variables. By these means,
the PLS model summarizes the X data in a synthetic manner with
the ability to predict the Y response [14]. Because the comparison
of experimental groups is often the goal of metabolomic studies,
PLS discriminant analysis (PLS-DA) is widely used to distinguish
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known classes of observations. The orthogonal PLS algorithm
(O-PLS) [15] facilitating model interpretation constitutes a rou-
tinely applied method to analyze metabolomic datasets with effi-
cient diagnostic tools, e.g., the S-plot. Variable contributions to the
model can serve as an objective basis for detecting potential bio-
markers (see Note 7). An example of outputs from an OPLS-DA
model comparing urine samples from Victor Yushchenko and
healthy control volunteers matched for age is provided in Fig. 2.

This multivariate data analysis should be carefully interpreted,
particularly when the number of observation is limited (<20 per
group). The model validity and its capacity to handle new observa-
tions reliably need to be carefully evaluated. To this aim, the data
should be divided into a training set of observations, used to build
the model capturing the relation between metabolomic data and
the response variable(s), and a test set including different samples,
used to evaluate the reliability of the prediction.

Common procedures available to assess model validity with
respect to perturbations of the training and test sets include:

1. Cross-validation.

2. Permutation tests.

3. Bootstrap.
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In any case, the reliable estimation of model generalization
ability (validation) requires the prediction of another completely
new, independently generated, observations addressing the same
biological question (external test set).

3.5 Metabolite

Identification

3.5.1 Annotation Levels

and Databases

It is largely recognized that metabolite annotation today constitu-
tes the major bottleneck of untargeted metabolomics. Because the
biochemical interpretation relies strongly on the quality of metab-
olite annotation, harmonization efforts including the metabolomic
standard initiative (MSI) and the coordination of standards in
metabolomics (COSMOS) were made to propose standards for
reporting metabolite annotations [16, 17]. Therefore, four anno-
tation levels are considered:

l Level 1 annotation constitutes the highest annotation quality, as
it requires the comparison of two or more orthogonal properties
with reference material measured in the same experimental
conditions.

l Level 2 annotation involves compounds matching a molecular
formula and/or the physicochemical/spectral properties of
databases entries.

l Level 3 is based on a single molecular property and is thus
limited to chemical class annotation.

l Level 4 comprises unknown compounds that cannot be anno-
tated but distinguished from other analytes in the samples based
on their specific m/z and retention/migration time values.

Reliable metabolite annotation constitutes the cornerstone of
biochemical interpretation, and public databases including endog-
enous and exogenous metabolites were developed over the last
years, e.g., the Human Metabolite Database (HMDB), LipidMaps,
METLIN, the Golm Metabolome Database, and KEGG. A
detailed review of the different spectral databases was recently
proposed by Vinaixa et al. [18].

3.5.2 Annotation Using

MS and MS/MS Information

The starting point of the identification process is the definition of
an elemental formula, and the development of high-resolution MS
devices strongly facilitated this task. Modern instruments today
provide high mass accuracy and resolving power, leading to the
evaluation of reliable isotopic patterns, thus reducing the number
of possible molecular formulae. Additional information is then
needed to provide an unambiguous molecular structure:

1. A widely used approach is based on the acquisition of a frag-
mentation spectrum using MS/MS or MSn. The obtained data
are then compared with entries of experimental MS/MS spec-
tra databases using a similarity score based on matching peaks
or differences between spectra. Relative intensities can also be
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taken into consideration. This approach is straightforward and
reliable but remains limited by the number and quality of
MS/MS entries in public databases (see Note 8).

2. By applying fragmentation rules inferred from real reference
MS/MS data, a theoretical fragmentation spectrum can be com-
puted in silico for any molecular structure using dedicated algo-
rithms. Candidate compounds are first selected according to their
m/z and fragmented in silico. A score is then evaluated to rank the
candidates according to the similarity between the experimental
and predicted MS/MS spectra (seeNotes 9 and 10).

Because they benefit from both strategies, hybrid approaches
combining systematic fragmentation and experimental MS/MS
spectra comparison constitute also a promising way to help metab-
olite identification [19]. The in silico fragmentation leading to level
2 annotation of cholic acid glucuronide from an unknown bio-
marker candidate detected in Victor Yushchenko’s urine samples
is provided in Fig. 3.

3.5.3 Annotation Using

Other Molecular Properties

from the Separation

Metabolite annotation tools are based on exact mass, isotopic, and
fragmentation patterns, but other physicochemical properties can
be used to reduce the number of candidate compounds. When
possible, the separation dimension provides retention/migration

Fig. 3 In silico fragmentation leading to level 2 annotation of cholic acid glucuronide from an unknown
compound of molecular formula C30H48O11, with a m/z of 584.3188 and a retention time of 13.31 min
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times that provides complementary orthogonal information to
MS. This information can be measured or predicted (see Note 11):

1. Standard injection under the same analytical conditions allows
compounds sharing the same molecular formula and poten-
tially related fragmentation patterns to be distinguished. In
vitro synthesis can be carried out from precursors when sources
of putative metabolites are scarce or inexistent (e.g., phase II
metabolites) [20].

2. Retention/migration time prediction based on quantitative
structure-property relationship (QSPR) models offers an alter-
native to narrow down the number of candidates and improve
the reliability of metabolite annotation (see Note 12).

3. Emerging complementary properties such as the cross-
collisional section (CCS) obtained from ion mobility MS con-
stitute also valuable complementary criteria for reliable metab-
olite annotation [21].

Because unambiguous metabolite identification (level 1)
requires the injection of reference material (not always available in
exploratory studies), efficient solutions should be found to limit the
number of false-positive annotations. Combining experimental
information stored in public databases, in silico physicochemical
properties predictions, and combinatorial systematic searches pro-
vides relatively efficient metabolite annotation.

3.6 Retrospective

Analysis

Metabolomic-based approaches focusing on a subset of the meta-
bolome can be carried out by combining nontargeted data acquisi-
tion and automatic metabolite annotation. When particular ion
features are extracted from full scan MS datasets, specific metabolic
information can be obtained in a retrospective manner using post-
targeted approaches (see Note 13) [22]. This reexamination may
help to search for novel biomarkers within a chemical class or
specific biological pathway of interest. The data can therefore be
examined later “on demand” for other compound classes, given
additional biological information about possible metabolite
perturbations.

4 Notes

1. Peak detection is usually carried out by binning spectral data
into intervals that are processed separately, but defining an
optimal bin size often constitutes an issue. This parameter is
of crucial importance, because small bins will tend to split
peaks, while large bins will include unresolved signals.
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2. This type of approach remains however somewhat limited,
because it does not involve an explicit model for evaluating
systematic drifts.

3. Missing values can be due to a signal near the detection limit, a
distorted peak shape, or a true difference due to the factors of
the experimental setup. In such a situation, it is desirable to use
a gap-filling procedure to avoid adding too many zeros in the
final data table.

4. Analyzing skewed data including a large number of null values
may lead to irrelevant results and wrong conclusions. This is of
particular importance when downstream statistical methods
assume a normal distribution of the values.

5. Statistical workflows for analyzing metabolomic data should
always start with exploratory approaches to ensure data consis-
tency and check for potential outliers or unwanted sources of
systematic variability (e.g., analytical drift, batch effect, etc.).

6. Because biological phenomena are not necessarily orthogonal,
PCs are sometimes challenging to link with interpretable varia-
tions. In that case, other methods such as independent compo-
nent analysis (ICA) constitute relevant solutions. Alternatively,
PCA can serve as a pretreatment step before downstream anal-
ysis with clustering and classification methods.

7. The variable importance in the projection (VIP) provides an
efficient criterion to assess the predictive merit of each variable
in the whole PLS model.

8. The comparison of relative ratios between fragments is not
always straightforward when different MS devices are used. In
that context, multiple collision energies are usually included in
databases to provide a more exhaustive picture of fragmenta-
tion patterns.

9. Arbitrary fragmentation rules are not universal, and alternative
schemes can be applied for an extensive exploration of potential
candidates.

10. Fragmentation cascades can also be considered as a graph that
can be optimized for providing biochemically meaningful pat-
terns. These fragmentation trees help to rationalize the way
fragments are generated from precursor ions and can be com-
pared to experimental MS/MS spectra of unknown com-
pounds. Because similar fragmentation subtrees can be
detected, it may help compound identification by matching a
molecule sharing a close molecular structure, even if the true
compound is not present in the database.

11. As biochemical reactions give rise to a very large and diverse
range of compounds, it is not rare to observe structural, posi-
tional, and constitutional isomers. Therefore, retention/
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migration times are often considered as a mandatory informa-
tion in annotation workflows.

12. Predictions remain however limited to fixed analytical condi-
tions, and a specific database is often developed in each labora-
tory. These differences between platforms and experimental
conditions (stationary phase chemistry, mobile phase composi-
tion and temperature, running time, etc.) make standardiza-
tion difficult. Interestingly, this major limitation can be tackled
efficiently using knowledge about mechanisms of the separa-
tion process. For example, a prediction of retention times
related to specific gradient conditions is possible. In the case
of reversed-phase liquid chromatography (RPLC) analysis, the
linear solvent strength theory model (LSS) can be used.

13. For the sake of clarity, the classification could be summarized
according to the acquisition mode: (1) targeted metabolomics
(or metabolic profiling), i.e., the detection of a series of specific
metabolites, and (2) nontargeted metabolomics (metabolic
fingerprinting, global metabolomics), i.e., an analysis based
on the nontargeted monitoring of all signals in the samples.
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Perspectives

The field of clinical metabolomics can be defined as the use of metabolomics-driven
techniques in a clinical context, studying disease-related changes of the metabolome,
which ultimately reflect possible alterations in genome, transcriptome, and proteome.
With the metabolome seen as “the closest link” to the phenotype, it is not surprising that
many researchers attribute a key role to metabolomics in the context of personalized
medicine. Nevertheless, metabolomics-driven clinical research has long struggled fulfilling
the high expectations and hopes which had been put into it. In the beginning, mainly
biomarker discovery-driven case-control studies dominated the field of clinical metabolo-
mics. While such research was mainly successful on the discovery of gene mutation-related
metabolic markers, giving rise to strong metabolic correlations [1], it did frequently fail in
the context of less pronounced metabolic phenotypes. However, a recent paradigm shift [2],
an advanced analytical technology, and a much more quantitative understanding of human
metabolism undoubtedly allow to paint a bright future for the field.

With respect to the analytical technologies and protocols applied in clinical metabolo-
mics, mass spectrometry and nuclear magnetic resonance spectroscopy stand central. Fur-
thermore, it has become recognized that a detailed molecular analysis is important for a
sound understanding of (patho-)biochemical mechanisms. Such is reflected in advanced
analytical methods, providing a more detailed mapping of chemical isomers, not solely
limited to diastereomers but also including geometrical isomers as well as enantiomers and
appreciating differential biological effects [3]. Additionally there has been a shift from
exploratory metabolic profiling toward large panel (quantitative) targeted metabolomics
approaches. The latter allowing for a more quantitative view of clinical data sets in correla-
tion with possible disease mechanisms. Analytically speaking, advanced mass spectrometric
techniques, increased quantitative capabilities and robustness, and the integration of differ-
ent analytical techniques play an important role. In this respect, ion mobility mass spec-
trometry has recently had a large impact particularly on clinical lipidomics, allowing for lipid
class and isomer separation [4, 5] and further more resulting in the first “plug-and-play”
commercially available lipidomics platform, designed for nonexperts in the field, quantifying
up to 1000 lipid species. It will be interesting to see if such approaches might enter the
clinical routine in the future. However, applicability, robustness, and ease of data interpreta-
tion are key features for driving clinical metabolomics forward. In addition it will be of
importance to facilitate data integration of several omics layers as well as pathway analysis [6]
as only in combination we will gain a better understanding of disease mechanisms and in
turn hopefully become capable of designing advanced treatments.

Leiden, The Netherlands Martin Giera

Martin Giera (ed.), Clinical Metabolomics: Methods and Protocols, Methods in Molecular Biology, vol. 1730,
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