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Preface

To use antibiotics appropriately, the clinician needs to understand fundamental
pharmacodynamic concepts. These concepts are essential, for they form the very
basis for therapeutic strategies that maximize clinical benefit while minimizing
toxicity to the patient. The objectives of this book are, first, to review the constel-
lation of scientific and medical literature concerning antibiotics and pharmacody-
namics. The relevance of this complex information is then synthesized into an
easy-to-understand discussion of concept and theory. Finally, the reader is shown
how to apply these theories and concepts, with specific examples, to the clinical
practice of medicine and pharmacy. In other words, this book takes the reader
from the test tube, through the animal and human volunteer laboratory, to the
patient’s bedside.

The book includes a thorough discussion of the pharmacodynamics of all
major classes of the antimicrobial armamentarium. These include penicillins,
cephalosporins, cephamycins, carbapenems, monobactams, aminoglycosides,
quinolones, macrolides, antifungals, antivirals and others. Additionally, a phar-
macodynamic discussion of new classes of antimicrobial agents that are upon
the horizon, such as the ketolide antibiotics, is included.

This book is unique in that no other text of its kind currently exists. The
information that this book provides integrates medical microbiology, clinical in-
fectious diseases, and pharmacokinetics. This book pulls together in one text the
essential elements of these disciplines and does so in a very understandable and
practical manner.

The infectious disease physicians and pharmacists we selected as contribu-
tors are eminently qualified and are recognized experts in their field. Moreover,
these authors were chosen on the basis of their ability to convey their perspective

iii



iv Preface

and expertise lucidly, which makes them ideal teachers. They all agreed that there
was a need for such a book and were excited about joining in this venture.

This book will find an audience in a large array of healthcare disciplines,
including college educators, medical, pharmacy, and microbiology students, in-
fectious disease physicians and pharmacy specialists, medical house staff, clinical
and staff pharmacists, clinical microbiologists, and other healthcare decision
makers.

Charles H. Nightingale
Takeo Murakawa
Paul G. Ambrose
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Pharmacodynamics of Antimicrobials:
General Concepts and Applications

William A. Craig

University of Wisconsin and William S. Middleton Memorial Veterans Hospital,
Madison, Wisconsin

1 INTRODUCTION

‘‘Pharmacodynamics’’ is the term used to reflect the relationship between mea-
surements of drug exposure in serum, tissues, and body fluids and the pharmaco-
logical and toxicological effects of drugs. With antimicrobials pharmacodynam-
ics is focused on the relationship between concentrations and the antimicrobial
effect. Studies in the past have focused on pharmacokinetics and descriptions of
the time course of antimicrobials in serum, tissues, and body fluids. Much less
emphasis has been placed on the time course of antimicrobial activity. Studies
over the past 20 years have demonstrated marked differences in the time course
of antimicrobial activity among antibacterials and antifungals [15,20,84,88]. Fur-
thermore, the pattern of antimicrobial activity over time is an important determi-
nant of optimal dosage regimens [21]. This chapter focuses on general concepts
and the application of pharmacodynamics to antimicrobial therapy.

1



2 Craig

2 MEASUREMENTS OF ANTIMICROBIAL ACTIVITY

2.1 Minimum Inhibitory and Minimum Bactericidal

Concentrations

The minimum inhibitory and minimum bactericidal concentrations (MIC and
MBC) have been the major parameters used to measure the in vitro activity of
antimicrobials against various pathogens. Although the MIC and MBC are excel-
lent predictors of the potency of an antimicrobial against the infecting organism,
they provide essentially no information on the time course of antimicrobial activ-
ity. For example, the MBC provides minimal information on the rate of bacteri-
cidal and fungicidal activity and on whether killing can be increased by higher
drug concentrations. In addition, the MIC provides no information on growth
inhibitory effects that may persist after antimicrobial exposure. These persistent
effects are due to three different phenomena: the postantibiotic effect (PAE),
the postantibiotic sub-MIC effect (PAE-SME), and the postantibiotic leukocyte
enhancement (PALE) [17,62,63]. The effects of increasing concentrations on the
bactericidal and fungicidal activity of antimicrobials combined with the magni-
tude of persistent effects give a much better description of the time course of
antimicrobial activity than that provided by the MIC and MBC.

2.2 Killing Activity

Antimicrobials exhibit two primary patterns of microbial killing. The first pattern
is characterized by concentration-dependent killing over a wide range of concen-
trations. With this pattern, higher drug concentrations result in a greater rate and
extent of microbial killing. This pattern is observed with the aminoglycosides,
fluoroquinolones, ketolides, metronidazole, and amphotericin B [9,19,20,28]. The
second pattern is characterized by minimal concentration-dependent killing. With
this pattern, saturation of the killing rate occurs at low multiples of the MIC,
usually around four to five times the MIC. Drug concentrations above these val-
ues do not kill microbes faster or more extensively. This pattern is also called
time-dependent killing because the extent of microbial killing is primarily depen-
dent on the duration of exposure. This pattern is observed with β-lactam antibiot-
ics, macrolides, clindamycin, glycopeptides, tetracyclines, trimethoprim, linezo-
lid, and flucytosine [4,8,15,20,29].

The different patterns of bacterial killing are illustrated in Fig. 1 by showing
the effect of increasing drug concentrations on the in vitro antimicrobial activity
of tobramycin, ciprofloxacin, and ticarcillin against a standard strain of Pseudo-
monas aeruginosa [20]. Increasing concentrations of tobramycin and ciprofloxa-
cin produced more rapid and extensive bacterial killing, as exhibited by the
steeper slopes of the killing curves. With ticarcillin, there was a change in slope
as the concentration was increased from one to four times the MIC. However,
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FIGURE 1 Time-kill curves of Pseudomonas aeruginosa ATCC 27853 with ex-
posure to tobramycin, ciprofloxacin, and ticarcillin at concentrations from
one-fourth to 64 times the MIC. (From Ref. 20.)

higher concentrations did not alter the slope. The slight reduction in bacterial
numbers at the higher doses is due to an earlier onset of bacterial killing. From
2 h on, ticarcillin concentrations from 4 to 64 times the MIC produced the same
rates of killing.

2.3 Persistent Effects

‘‘Postantibiotic effect’’ is the term used to describe the persistent suppression of
bacterial growth following antimicrobial exposure [15,18,63]. If reflects the time
it takes for an organism to recover from the effects of exposure to an antimicrobial
and resume normal growth. This phenomenon was first observed in the 1940s in
early studies with penicillin against staphylococci and streptococci [12,38]. Later
studies starting in the 1970s extended this phenomenon to newer drugs and to
gram-negative organisms. The postantibiotic effect is demonstrated in vitro by
following bacterial growth kinetics after drug removal.

Moderate to prolonged in vitro postantibiotic effects are observed for all
antibacterials with susceptible gram-positive bacteria such as staphylococci and
streptococci [10]. Moderate to prolonged in vitro PAEs are also observed with
gram-negative bacilli for drugs that are inhibitors of protein or nucleic acid syn-
thesis. In contrast, short or no postantibiotic effects are observed for β-lactam
antibiotics with gram-negative bacilli. The only exception has been for carbapen-
ems, which exhibit moderate PAEs, primarily with strains of Pseudomonas aeru-
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ginosa [16,47]. In vitro postantifungal effects (PAFEs) have been observed with
various yeasts following exposure to amphotericin B and flucytosine but not to
triazoles such as fluconazole [39,84].

The postantibiotic sub-MIC effect demonstrates the additional effect sub-
MIC concentrations can have on the in vitro PAE. For example, exposure of
streptococci in the PAE phase to macrolides at drug concentrations of one-tenth
and three-tenths of the MIC increased the duration of the postantibiotic effect
by about 50% and 100%, respectively [18,71]. The PAE phase can also make
streptococci hypersensitive to the killing effects of penicillin [17]. The duration
of the postantibiotic sub-MIC effects reported in the literature includes the dura-
tion of the PAE plus the enhanced duration due to sub-MIC concentrations. Mor-
phological changes such as filaments can also be produced by sub-MIC concen-
trations [60].

Postantibiotic leukocyte enhancement describes the effects of leukocytes
on bacteria during the postantibiotic phase. Studies have demonstrated that such
bacteria are more susceptible to intracellular killing or phagocytosis by leuko-
cytes [18,62]. This phenomenon can also prolong the duration of the in vitro
postantibiotic effect. Antimicrobials that produce the longest postantibiotic ef-
fects tend to exhibit the most prolonged effects when exposed to leukocytes.

The postantibiotic effect has also been demonstrated in vivo in a variety
of animal infection models [18,22]. The in vivo phenomenon is actually a combi-
nation of the in vitro PAE and sub-MIC effects from gradually falling drug con-
centrations. The largest number of studies have used the neutropenic mouse thigh
infection model [88]. When performed in non-neutropenic mice, the in vivo PAE
would also include any postantibiotic leukocyte enhancement effects.

There are several important differences between the in vivo and in vitro
PAEs. In most cases, in vivo PAEs are longer than in vitro PAEs, most likely
because of the additive effect of sub-MIC concentrations. Simulation of human
pharmacokinetics can further enhance the duration of the in vivo PAE by a similar
mechanism. Prolongation of sub-MIC concentrations of amikacin by simulating
the human drug half-life (2 h) extended the duration of in vivo PAEs by 40–100%
over values observed with a dose producing the same area under the concentration
versus time curve (AUC) but eliminated with a murine half-life of 20 min [27].
In vivo PAEs with some drugs are further prolonged by the presence of leuko-
cytes. In general, the presence of neutrophils tends to double the duration of the
in vivo postantibiotic effect for aminoglycosides and fluoroquinolones with gram-
negative bacilli [18,27]. However, leukocytes have no major effect on the mini-
mal in vivo PAEs observed for β-lactams with gram-negative bacilli.

There are also some differences between the in vitro and in vivo PAEs that
question the value of measuring the in vitro PAE. First, the duration of the in
vitro PAE is not predictive of the duration of the in vivo PAE [40]. Second,
prolonged PAEs for penicillin and cephalosporins with streptococci are observed
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in vitro but not in vivo [22,80,88]. Third, in vitro studies that suggest that the PAE
of aminoglycosides decreases and disappears over a prolonged dosing interval or
with repeated doses have not been confirmed in vivo [35,64]. Fourth, fluconazole
exhibits a postantifungal effect in vivo but not in vitro [3,84].

3 PATTERNS OF ANTIMICROBIAL ACTIVITY

The pharmacodynamic characteristics described above suggest that the time
course of antimicrobial activity can vary markedly for different antibacterial and
antifungal agents. As shown in Table 1, these drugs exhibit three major patterns
of antimicrobial activity. The first pattern in characterized by concentration-
dependent killing and moderate to prolonged persistent effects. Higher concentra-
tions would kill organisms more rapidly and more extensively than lower levels.
The prolonged persistent effects would allow for infrequent administration of
large doses. This pattern is observed with aminoglycosides, fluoroquinolones,
daptomycin, ketolides, metronidazole, and amphotericin B. The goal of a dosing
regimen for these drugs would be to maximize concentrations. The peak level
and the AUC should be the pharmacokinetic parameters that would determine
in vivo efficacy.

The second pattern is characterized by time-dependent killing and minimal
to moderate persistent effects. High drug levels would not kill organisms better
than lower concentrations. Furthermore, organism regrowth would start very soon
after serum levels fell below the MIC. This pattern is observed with β-lactams,
macrolides, clindamycin, oxazolidinones, and flucytosine. The goal of a dosing
regimen for these drugs would be to optimize the duration of exposure. The
duration of time that serum levels exceed some minimal value such as the MIC
should be the major pharmacokinetic parameter determining the in vivo efficacy
of these drugs.

The third pattern is also characterized by time-dependent killing, but the
duration of the persistent effects is much prolonged. This can prevent any re-
growth during the dosing interval. This pattern is observed with azithromycin,
tetracyclines, quinupristin-dalfopristin, glycopeptides, and fluconazole. The goal
of a dosing regimen is to optimize the amount of drug administered to ensure
that killing occurs for part of the time and there is no regrowth during the dosing
interval. The AUC should be the primary pharmacokinetic parameter that would
determine in vivo efficacy.

4 PHARMACOKINETIC/PHARMACODYNAMIC

PARAMETERS

By using the MIC as a measure of the potency of drug–organism interactions,
the pharmacokinetic parameters determining efficacy can be converted to
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pharmacokinetic/pharmacodynamic (PK/PD) parameters [21]. Serum (or
plasma) concentrations are used for determining the pharmacokinetic indices.
Because most infections occur in tissues and the common bacterial pathogens
are extracellular organisms, interstitial fluid concentrations at the site of infection
should be the primary determinants of efficacy. Serum levels are much better
predictors of interstitial fluid levels than tissue homogenate concentrations. Be-
cause tissue homogenates mix the interstitial, intracellular, and vascular compart-
ments together, they tend to underestimate or overestimate the interstitial fluid
concentration depending on the ability of the drug to accumulate intracellularly
[74].

Identification of the primary PK/PD parameter that determines efficacy is
complicated by the high degree of interdependence among the various parame-
ters. For example, a larger dose produces a higher peak/MIC ratio, a higher AUC/
MIC ratio, and a longer duration of time above MIC. If the higher dose produces
a better therapeutic effect than a lower dose, it is difficult to determine which
PK/PD parameter is of major importance, because all three increased. However,
comparing the effects of dosage regimens that include different dosing intervals
can reduce much of the interdependence among PK/PD parameters. Such studies
are often referred to as dose-fractionation studies [37,58]. For example, dividing
several total doses into 1, 2, 4, 8, and 24 doses administered at 24, 12, 6, 3, and
1 h intervals, respectively, can allow one to identify which PK/PD parameter is
most important for in vivo efficacy.

Several investigators have used this study design in animal infection models
to correlate specific PK/PD parameters with efficacy for various antimicrobials
against gram-positive cocci, gram-negative bacilli, and Candida species
[3,4,9,28,29,57,61,87]. This is demonstrated graphically in Fig. 2 for ceftazidime
against Klebsiella pneumoniae and in Fig. 3 for temafloxacin against Streptococ-
cus pneumoniae. In these studies pairs of mice were treated with multiple dosage
regimens that varied both the dose and the dosing interval. The number of colony-
forming units (CFUs) remaining in the thigh after 24 h of therapy was plotted
against the peak/MIC and 24 h AUC/MIC ratios and the percentage of time that
serum levels exceeded the MIC that was calculated for each dosage regimen from
pharmacokinetic indices. As shown in Fig. 2, there was a very poor relationship
between CFUs/thigh and the peak/MIC and 24 h AUC/MIC ratios. On the other
hand, an excellent correlation was observed between the number of bacteria in
the thighs and the percentage of time that serum levels exceeded the MIC. How-
ever, the best correlation in Fig. 3 was observed with the 24 h AUC/MIC ratio
followed by the peak/MIC ratio.

The specific PK/PD parameters correlating with efficacy in animal infec-
tion models for different antibacterials and antifungals are listed in Table 2. As
expected, time above MIC has consistently been the only PK/PD parameter corre-
lating with the therapeutic efficacy of β-lactam antibiotics. Time above MIC is
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FIGURE 2 Relationship between three pharmacodynamic parameters (peak/
MIC ratio, 24 h AUC/MIC ratio, and percentage of time that serum levels ex-
ceed the MIC) and the number of K. pneumoniae ATCC 53816 in the thighs
of neutropenic mice after 24 h of therapy with ceftazidime. Each point repre-
sents data for one mouse. The dotted line reflects the number of bacteria at
the beginning of therapy.

FIGURE 3 Relationship between three pharmacodynamic parameters (peak/
MIC ratio, 24 h AUC/MIC ratio, and percentage of time that serum levels ex-
ceed the MIC) and the number of S. pneumoniae ATCC 10813 in the thighs
of neutropenic mice after 24 h of therapy with temafloxacin. Each point repre-
sents data for one mouse. The dotted line reflects the number of bacteria at
the beginning of therapy.
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TABLE 2 PK/PD Parameters Determining Efficacy for Different
Antimicrobials

PK/PD parameter Antimicrobial

Time above MIC Penicillins, cephalosporins, aztreonam, carbapenems,
tribactams, macrolides, clindamycin, oxazolidinones,
flucytosine

Peak/MIC ratio Aminoglycosides, fluoroquinolones, daptomycin, van-
comycin, teicoplanin, amphotericin B

AUC/MIC ratio Aminoglycosides, fluoroquinolones, daptomycin, van-
comycin, ketolides, quinupristin-dalfopristin, tetracy-
clines, fluconazole

also the parameter correlating with efficacy of the macrolides, clindamycin, oxa-
zolidinones, and flucytosine.

The AUC/MIC and peak/MIC ratios have been the PK/PD parameters that
correlate with efficacy for aminoglycosides and fluoroquinolones. Most studies
have shown slightly better correlation with the AUC/MIC ratio than with the
peak/MIC ratio. Peak/MIC ratios appear to be more important in infections where
the emergence of resistant subpopulations is a significant risk and for drugs that
act on the cell membrane, such as daptomycin and amphotericin B [9,37,76].

Although vancomycin, tetracyclines, azithromycin, and quinupristin-
dalfopristin do not exhibit concentration-dependent killing, the AUC/MIC ratio
has been the major PK/PD parameter correlating with therapeutic efficacy of
these drugs in neutropenic animals [21,29]. A study in normal mice with vanco-
mycin and teicoplanin against a strain of S. pneumoniae that used mortality as
an endpoint demonstrated that the peak/MIC ratio was the most important param-
eter [55].

5 MAGNITUDE OF PK/PD PARAMETER REQUIRED

FOR EFFICACY

Because PK/PD parameters can correct for differences in a drug’s pharmacoki-
netics and intrinsic antimicrobial activity, one would expect that the magnitude of
the PK/PD parameters required for efficacy would be similar in different animal
species. Thus, results from studies in animal infection models could be predictive
of the activity of drugs in humans. This would be especially helpful in designing
dosage regimens for both old and new antibacterials in situations where it is
difficult to obtain sufficient clinical data, such as with newly emerging resistant
organisms. Studies in animals would also allow one to determine if the magnitude
of the PK/PD parameter required for efficacy was similar for (1) different drugs
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within the same antimicrobial class, (2) different dosing regimens, (3) different
pathogens, and (4) different sites of infection.

5.1 Animal Infection Models

The largest number of studies addressing the magnitude of the PK/PD parameters
with various drugs, dosing regimens, pathogens, sites of infection, and animal
species have been performed with β-lactams and fluoroquinolones. Time above
MIC is the PK/PD parameter that correlates with the therapeutic efficacy of the
various β-lactam antibiotics. Studies in animal infection models demonstrate that
antibiotic concentrations do not need to exceed the MIC for 100% of the dosing
interval to obtain a significant antibacterial effect [23,26,28,57,87]. In fact, an in
vivo bacteriostatic effect is observed when serum levels exceed the MIC for about
30–40% of the dosing interval. Very similar percentages for time above MIC
have been observed in murine thigh and lung infection models, for various dosing
intervals from 1 to 24 h, and with several broad-spectrum cephalosporins against
both gram-negative bacilli and gram-negative streptococci, provided unbound
drug levels were used for highly protein bound cephalosporins such as ceftri-
axone.

If one uses survival after several days of therapy as the endpoint for efficacy
of β-lactams in animal infection models, then slightly higher percentages of time
above MIC are necessary [2,30,70]. Figure 4 illustrates the relationship between
time above MIC and mortality for animals infected with S. pneumoniae that were
treated for several days with penicillins or cephalosporins. Several studies in-

FIGURE 4 Relationship between the percentage of time serum levels of β-
lactams exceed the MIC and survival in animal models infected with S. pneu-
moniae. (Data from Refs. 5, 30, and 70.)



Antimicrobial Pharmacodynamics 11

cluded penicillin-intermediate and penicillin-resistant strains. The mortality was
close to 100% if serum levels were above the MIC for 20% or less of the dosing
interval. As soon as the percentage of time above MIC reached 40–50% or higher,
survival was in the order of 90–100%.

The PK/PD parameter that best correlates with the efficacy of the fluoro-
quinolones is the 24 h AUC/MIC ratio [6,7,28]. The magnitude of this PK/PD
parameter required to produce a bacteriostatic effect in animal infection models
varied for most organisms from 25 to 50 [28,41]. These values are equivalent to
averaging one to two times the MIC over a 24 h period [i.e., (1–2) � 24 � 24–
48]. This magnitude was independent of the dosing interval, the site of infection,
and the fluoroquinolone used, provided unbound drug concentrations were used
for moderate to highly protein bound drugs such as gemifloxacin [7].

The relationship between the 24 h AUC/MIC values and outcome for flu-
oroquinolones as reported in the literature from studies that treated animals for
at least 2 days, reported survival results at the end of therapy, and provided phar-
macokinetic data is illustrated in Fig. 5 [28]. The infections in these studies in-
cluded pneumonia, peritonitis, and sepsis produced by gram-negative bacilli and
a few gram-positive cocci in immunosuppressed mice, rats, and guinea pigs. In
general, 24 h AUC/MIC ratios less than 30 were associated with greater than
50% mortality, whereas AUC/MIC values of 100 or greater were associated with

FIGURE 5 Relationship between 24 h AUC/MIC for fluoroquinolones and sur-
vival in immunosuppressed animals infected with gram-negative bacilli and
a few gram-positive cocci. (From Ref. 28.)
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almost no mortality. A value of 100 is equivalent to having serum concentrations
average about four times the MIC over a 24 h period (i.e., 4 times 24 � 96).

Differences in the magnitude of the PK/PD parameter are observed with
different classes of β-lactams, and with some organisms with both β-lactams and
fluoroquniolones. For the same types of organisms, the percentages for time
above MIC for a bacteriostatic effect were slightly lower for penicillins than for
cephalosporins, and even lower for carbapenems [26]. These differences are due
to the rate of killing, which is fastest with the carbapenems and slowest with the
cephalosporins. In addition, the percentage for time above MIC required for effi-
cacy with staphylococci was less than observed with gram-negative bacilli and
streptococci [23]. This difference is due to the prolonged in vivo PAEs observed
for β-lactams with staphylococci but not with gram-negative bacilli and strepto-
cocci. In non-neutropenic mice, the magnitude of the 24 h AUC/MIC for fluoro-
quinolones required for efficacy was about threefold lower for S. pneumoniae
than for Klebsiella pneumoniae [7,28]. In vitro models have also demonstrated
a lower AUC/MIC value for strains of S. pneumoniae [56,59].

5.2 Drug Combinations

Very little is known about determining the magnitude of PK/PD parameters when
drugs are used in combination. Some investigators have suggested that one can
add the magnitude of the 24 h AUC/MIC ratios for each of the drugs to estimate
the pharmacodynamic activity of the combination [82]. However, a study in neu-
tropenic mice infected with Pseudomonas aeruginosa demonstrated that the mag-
nitudes of the PK/PD parameters required when a β-lactam, aminoglycoside, or
fluoroquinolone is used alone are also important in predicting the efficacy of
these drugs used in combination [66]. Thus, adding the 24 h AUC/MIC ratio of
β-lactams to that of aminoglycosides or fluoroquinolones has a poor predictive
value for their activity in combination. Instead, one must add the effect produced
by the percentage of time above MIC for β-lactams to the effect resulting from
the 24 h AUC/MIC ratio of aminoglycosides and fluoroquinolones to accurately
predict the activity of these combinations. Adding the 24 h AUC/MIC ratios is
appropriate for aminoglycoside-fluoroquinolone combinations, because that is the
important PK/PD parameter for both drugs.

5.3 Human Infections

Bacteriological cure in patients with acute otitis media and acute maxillary sinus-
itis provides a sensitive model for determining the relationship between outcome
and time above MIC for multiple β-lactam antibiotics. A variety of clinical trials
have included pretherapy and repeat sinus puncture or tympanocentesis of middle
ear fluid after 2–7 days of therapy to determine whether the initial organism
isolated had been eradicted [25,32,33,48,54,77,79]. Figure 6 demonstrates the
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relationship between time above MIC and the bacteriological cure rate for
many β-lactams against S. pneumoniae and Haemophilus influenzae in patients
with these two infections. Several of the recent studies have included penicillin-
intermediate and penicillin-resistant strains. In general, percentages for time
above MIC greater than 40% were required to achieve an 85–100% bacteriologi-
cal cure rate for both organisms including resistant pneumococci.

Commonly used parenteral doses of ceftriaxone, cefotaxime, penicillin G,
and ampicillin provide free-drug concentrations above the MIC90 for penicillin-
intermediate strains of S. pneumoniae for at least 40–50% of the dosing interval.
A variety of clinical trials in severe pneumococcal pneumonia including bacter-
emic cases have demonstrated that these β-lactams are as effective against these
organisms as against fully susceptible strains [43,50,72]. Thus, the magnitude of
the PK/PD parameter determining efficacy for β-lactams against pneumococci
is very similar in animal infection models and in human infections such as pneu-
monia, sinusitis, and otitis media.

As illustrated in Fig. 5, high survival in animal infection models treated
with fluoroquinolones was observed with 24 h AUC/MIC values of 100 or higher.
Very similar values were observed in two clinical trials. Forrest et al. [45] found

FIGURE 6 Relationship between time above MIC and bacteriological cure for
various β-lactams against penicillin-susceptible (PSSP), penicillin-intermedi-
ate (PISP), and penicillin-resistant (PRSP) S. pneumoniae and H. influenzae
in patients with acute otitis media and acute maxillary sinusitis. (Data from
Refs. 25, 32, and 33.)
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that a 24 h AUC/MIC value of 125 or higher was associated with satisfactory
outcome in seriously ill patients treated with intravenous ciprofloxacin. Lower
values resulted in clinical and microbiological cure rates of less than 50%. An-
other study in patients with a variety of bacterial infections treated with levoflox-
acin found that a peak/MIC ratio of 12 or higher and a 24 h AUC/MIC ratio of
100 or higher resulted in a statistically improved outcome [73]. These studies
further demonstrate that the magnitude of the PK/PD parameter in animal infec-
tion models can be predictive of the magnitude of the parameter required for
effective therapy in humans.

5.4 Prevention of Resistance

A peak/MIC ratio of 8–10 has been shown both in vitro and in vivo to prevent
the emergence of resistant mutants during therapy with aminoglycosides and flu-
oroquinolones [13,31]. A 24 h AUC/MIC ratio greater than 100 has also been
associated with a significantly reduced risk for the emergence of resistance during
therapy [82]. The conclusion of this study was dependent almost entirely on the
results with ciprofloxacin in patients with gram-negative bacillary infections, pri-
marily those due to P. aeruginosa. A 24 h AUC/MIC ratio greater than 100 did
not reduce the risk for the emergence of resistant organisms in patients treated
with cephalosporins for infections due to gram-negative bacilli producing type
1 β-lactamase. Much more data are needed on the relationship between PK/PD
parameters and the development of resistance.

6 APPLICATIONS OF PHARMACODYNAMICS

Knowledge of the pharmacodynamics of antimicrobials have proven useful for
(1) establishing newer optimal dosing regimens for established drugs, (2) devel-
oping new antimicrobials or new formulations, (3) establishing susceptibility
breakpoints, and (4) formulating guidelines for empirical therapy of infections.

6.1 New Dosage Regimens

Administration of β-lactams by continuous infusion enhances their ability to
maintain serum levels above the MIC. Despite many potential advantages of con-
tinuous infusion, only a few clinical trials have documented the success of this
type of dosage regimen [14,24]. Recent clinical trials have been designed to deter-
mine if continuous infusion will (1) allow for the use of daily dosages of drug
lower than those required for intermittent administration or (2) improve efficacy
against bacteria with reduced susceptibility. For example, equivalent outcomes
have been observed with 3–4 g/day of ceftazidime by continuous infusion com-
pared with 6 g/day administered intermittently [51,69]. Initial results with con-
tinuous infusion of large doses of ampicillin have demonstrated success for
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moderately ampicillin-resistant strains (ampicillin MIC � 32–64 mg/L) of
vancomycin-resistant Enterococcus faecium [21].

The peak/MIC ratio appears to be the major PK/PD parameter determining
the clinical efficacy of aminoglycosides. High rates of clinical success in severe
gram-negative bacillary infections and rapid resolution of fever and leukocytosis
in gram-negative bacillary nosocomial pneumonia require a peak/MIC ratio of
8–10 [53,65]. The once-daily dosage regimen for aminoglycosides was designed
to enhance peak serum levels. In addition, once-daily dosing has the potential to
decrease the nephro- and ototoxicity associated with these drugs [85]. Uptake of
aminoglycosides into renal tubular cells and middle ear endolymph is more effi-
cient with low sustained concentrations than with high intermittent levels
[34,83,86].

Most meta-analyses of clinical trials have demonstrated a small but signifi-
cant increase in clinical outcome with once-daily dosing and a trend toward de-
creased nephrotoxicity [1,10,11,44,46,49,67]. Studies have also demonstrated
that the onset of nephrotoxicity occurs several days later when the drug is admin-
istered once daily than when multiple-daily dosage regimens are followed
[52,75,81]. Nevertheless, once-daily dosing may not be ideal for all indications.
Studies in experimental enterococcal endocarditis have shown a greater reduc-
tion in bacterial vegetation titers when the aminoglycoside is administered by
multiple-dosing regimens than by once-daily administration [42,85].

6.2 New Antimicrobials and Formulations

Identification of the PK/PD parameter and its magnitude required for efficacy
has proven useful for selecting the dosage regimen for phase III clinical trials of
new antimicrobials. For example, the dosage regimen for linezolid (600 mg twice
daily) was designed to produce serum levels above 8 mg/L for more than 50%
of the dosing interval [8]. New extended release formulations of cefaclor and
clarithromycin and the 14:1 amoxicillin-clavulanate formulation were all de-
signed to enhance the duration of time serum levels exceed the MIC.

6.3 Susceptibility Breakpoint Determinations

The Subcommittee on Antimicrobial Susceptibility Testing of the National Com-
mittee for Clinical Laboratory Standards (NCCLS) recently incorporated pharma-
codynamics as one of the factors to consider when establishing susceptibility
breakpoints [68]. For example, pharmacodynamic breakpoints for β-lactam anti-
biotics would be defined as the highest MIC that serum concentrations following
standard dosage would exceed for at least 40% of the dosing interval. Table 3
compares the old and new susceptibility breakpoints of several oral β-lactams
for S. pneumoniae with the pharmacodynamic breakpoints predicted from serum
concentrations in children and adults. The two values for cefaclor reflect the
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TABLE 3 Pharmacodynamic and New and Old NCCLS Susceptibility
Breakpoints for Oral β-Lactams with Streptococcus pneumoniae

Pharmacodynamic
Old NCCLS (T � MIC � 40%) New NCCLS

Drug breakpoint (mg/L) breakpoint (mg/L) breakpoint (mg/L)

Amoxicillin 0.5 2 2
Cefaclor — 0.5–1 1
Cefuroxime 0.5 1 1
Cefprozil — 1–2 2
Cefpodoxime — 0.5 0.5

difference in serum levels between standard doses and the extended-release for-
mulation, and those for cefprozil reflect the difference in serum levels from chil-
dren and adults. The NCCLS breakpoints are identical to the pharmacodynamic
breakpoints.

6.4 Guidelines for Empirical Therapy

Because the magnitude of PK/PD parameters determined in animal infection
models can be predictive of antimicrobial efficacy in human infections, it is easy
to understand why pharmacodynamics is being used more and more in establish-
ing guidelines for empirical therapy. Recently published guidelines for otitis me-
dia, acute bacterial rhinosinusitis, and community-acquired pneumonia have used
the ability of antimicrobials to reach the magnitude of PK/PD parameters required
for efficacy for both susceptible pathogens and those with decreased susceptibility
to rank or select antimicrobials for empirical therapy of these respiratory infec-
tions [36,50,78].

7 SUMMARY

Studies over the past 20 years have demonstrated that antibacterials and antifun-
gals can vary markedly in their time course of antimicrobial activity. Three differ-
ent patterns of antimicrobial activity are observed. Specific PK/PD parameters,
such as the peak/MIC and AUC/MIC ratios and the time above MIC, have also
been shown to be major determinants of in vivo efficacy. The magnitude of the
PK/PD parameters required for efficacy are relatively similar in animal infection
models and human infections and are largely independent of the dosing interval,
the site of infection, the drug used within each antimicrobial class, and the type
of infecting pathogen. However, additional studies are needed to extend current
observations to other antimicrobials and organisms and to correlate PK/PD pa-
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rameters with therapeutic efficacy in a variety of animal infection models and
human infections. Pharmacodynamics has many applications, including use for
establishing optimal dosing regimens for old drugs, for developing new antimi-
crobials and formulations, for setting susceptibility breakpoints, and for providing
guidelines for empirical therapy.
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1 INTRODUCTION

Pharmacodynamics, as applied to antimicrobial agents, is simply the indexing of
microbiological data to the drug’s concentration in the body (pharmacokinetics).
Antimicrobial agents are different from most therapeutic drugs in their mecha-
nism of action. The major difference between the agents and other drugs involves
the fact that the target of antimicrobial agents is not the human body but microor-
ganisms that live in it. A strong understanding of microbiology and pharmacoki-
netics under dynamic in vivo conditions is needed to fully understand the topic
of microbial pharmacodynamics. However, it is beyond the scope of this chapter
to present such material in detailed survey form. Other chapters of this text will
discuss specific drug classes and illustrate the important pharmacokinetic and
microbiological properties of those drugs. We prefer to discuss the important
aspects of microbiology and pharmacokinetics as they apply to antimicrobials
and the treatment of infections. We refer the reader to other chapters of this
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textbook as well as to standard texts [1,2] and primary articles on microbiology
and pharmacokinetics for a more basic explanation of these topics.

2 MICROBIOLOGY

2.1 Effect of Antimicrobial Agents on Microorganisms

To understand this topic one must first have a concept of what is meant by the
term antimicrobial agent. In this chapter this term refers to a chemical entity (a
substance of particular chemical structure) that has the ability to bind to some
important site in a microorganism and cause microbial death. This important site
is a place in the microorganism where the organism undergoes some biochemical
reaction that is part of its life cycle. The binding substance (which we call an
antimicrobial agent) blocks or interferes with the biochemical reaction and thus
prevents the organism from completely fulfilling those acts necessary to support
its life cycle. The results of this ‘‘interference’’ by a chemical (natural or syn-
thetic) that we call an antimicrobial agent usually results in cell death if the agent
is in high enough concentration for a long enough period of time. Assuming that
this description is fundamentally correct, it follows, then, that three events must
occur in order for the antimicrobial agent to eradicate the microorganism:

1. The antimicrobial agent must reach the action sites and bind to the
binding sites in the microorganism. The binding site can be a penicillin-
binding protein, a DNA gyrase, a topoisomerase, or a ribosome or any
other point of attachment that interferes with the biochemical reactions
in the microorganism. The actual site varies depending upon the chemi-
cal structure of the class of the agent and also varies somewhat within
the same agent class. This ability to bind to an active site can be thought
of as being roughly descriptive (although not completely) of what we
would commonly call the microbiological activity of the antimicrobial
agents.

2. The antimicrobial agent must occupy a sufficient number of active
sites. The occupation of a sufficient number of sites is an interesting
topic and is central to the definition of pharmacodynamics. The mecha-
nism of action of the antimicrobial agent does not have to be fully
elucidated for the purpose of this discussion. First it must be recognized
that the number of active sites that must be occupied is largely un-
known. Obviously, the number is greater than one, because we know,
at least intuitively, that there are many active sites involving many
molecules of active proteins such as enzymes or DNA, and we must
describe them very qualitatively. One term that qualitatively describes
the number of sites is ‘‘sufficient.’’ The drug must diffuse, usually (but
not always) on the basis of the drug’s concentration gradient, to the
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metabolically active site of the microorganism. Because concentration
is important, one might speculate upon the issue of identifying the
important place where the drug concentration is favorable to its binding
to active sites. Intuitively it is the drug concentration immediately sur-
rounding the active site that ultimately controls this process. But that
concentration is in the bacterial cell and is largely unknown.

3. The antimicrobial agent must reside on the active site for a period of
time. Because antibiotics are not contact poisons but agents that inter-
fere with a biochemical process essential for the bacterial life cycle, a
definite time must evolve in order for the agent to elicit the desired
response. The length of time at the active site is related to the strength
of binding to that site.

When these three conditions exist, the antimicrobial agents will have the desired
effect on the bacteria.

2.2 Parameters for Microbiological Activity of

Antimicrobial Agents

The killing properties of antimicrobial agents are important for pharmacodynamic
considerations. As described above, the killing properties of antimicrobial agents
are dependent upon the antibiotic characteristics such as number of binding sites,
and the binding or interfering properties at the active sites, i.e., the drug concen-
tration and length of time required to lead to microbial death. It is difficult to
completely characterize these properties. However, the overall results may be
sufficient from a practical perspective—the killing concentration surrounding the
bacterial cell should be a good surrogate for the actual drug concentration at the
active site.

The following parameters of antimicrobial activity are of common or practi-
cal use:

1. The minimal inhibitory concentration (MIC) is the lowest drug concen-
tration without visible growth for 16–20 h at 35°C in the medium.

2. The minimal bactericidal concentration (MBC) is the lowest concentra-
tion required to kill 99.9% of the bacterial cells of the inoculum after
16–20 h exposure to the drug at 35°C.

For pharmacodynamic considerations it is important to understand that (1) these
parameters are determined under in vitro conditions and that (2) we cannot use
only one cell of a microorganism for the tests—for example, a million cells are
used as a unit.

Susceptibility of cells is not homogeneous, i.e., each cell of a million cell
population has a different MIC or MBC, and the total bacterial population shows
an MIC distribution that is different for each organism–drug combination.
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2.3 Kinetic Killing Properties

The killing rate is an important parameter and will vary with the kind of microor-
ganism and the strain of the organism as well as the type of antimicrobial agent.
The killing properties of antimicrobial agents have two basic forms of relation-
ships with drug concentration: concentration dependence and time-dependence.
It should be noted that the issues of concentration-dependent and time-dependent
bacterial killing are an abbreviated way of describing an antibiotic–bacterial in-
teraction. This is shown in Fig. 1, which illustrates the usual in vitro experiments
to determine whether a drug is static or cidal. If we grow bacteria in broth in the
absence of antibiotic, the control curve results. If we add a small quantity of
drug, the rate of growth still exceeds the rate of death and the organism continues
to grow. Obviously that small amount of drug did not have much of an effect
on the bacterial life cycle. If we add more drug, the rate of growth and death
might be equal, and we say that the drug exhibits static properties. If we add
even more drug, the rate of killing might exceed the rate of living and the drug
is now termed a cidal agent. If we continue to add increasing amounts of drug,
the rate of killing relative to the rate of living continues to increase, and if we look
at just this concentration range we conclude that the drug exhibits concentration-
dependent killing. If we add even more drug, we eventually reach a point where
additional drug does not increase the rate of killing any further, and if we just
look at its behavior in that concentration range we say that the drug exhibits time-
dependent killing properties. In the example illustrated in Fig. 1, the same drug
exhibited no effect, static behavior, cidal behavior, and concentration-dependent
and time-dependent cidal behavior. In essence the same drug can have all of

FIGURE 1 Relationship between net effect on bacterial growth and death, and
time of exposure to antibiotic at various fixed concentrations.
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these properties, depending on the drug’s concentration in relation to its MIC.
Therefore when we say that a drug is a concentration- or time-dependent killer,
we seem to be speaking in incomplete sentences. A more complete description
would be to add the phrase ‘‘under the concentrations achieved after clinical
dosing.’’ The importance of this phenomenon is that although investigators may
study the properties of a drug and classify it as static or cidal, this is arbitrary,
because the same experiment under different conditions would result in a differ-
ent classification. This is why, for the tetracyclines, the official U.S. package
insert has phrases that indicate that these agents are static but exhibit cidal proper-
ties against some bacteria.

It is important to also realize that the killing property of a drug is related
to its rate of growth. If antibiotics interfere with certain biochemical reactions
in the bacteria that are normally part of their life cycle, then the drug needs to
be present, bound to the active site, at the time the biochemical reaction is to
occur. As an example, penicillins or cephalosporins show bactericidal activity
when cell growth is maximal but not for resting cells, because the drugs inhibit
the synthesis of the bacterial cell wall and the bacteria must be actively making
cell walls for the antibiotic to have its effect.

Sometimes the killing curve shows a reduction in the number of viable
cells of an organism even at concentrations lower than the MIC (‘‘subinhibitory
concentrations’’). This means that some cells in the population are more sensitive
to the drug than the MIC reported for the entire population would indicate. In
such a case, the MIC may change as a function of inoculum size.

A postantibiotic effect (PAE) is observed with cephalosporins against
gram-negative bacteria: When the bacteria are exposed to antibiotics at several
times the MIC for a certain period of time and then the antibiotic is removed,
slow bacterial growth is observed for a certain period of time. Possible reasons
for this phenomenon are that the drug continues to bind to the active sites of the
bacteria or that the antibiotics remain in the cell even after the antibiotic has
disappeared from outside the cell, or there may be some methodological problem
associated with the removal of the drug from the test system.

The MIC, MBC, and killing kinetics properties such as concentration-de-
pendent and time-dependent properties are commonly used as parameters for
microbiological activity of antimicrobial agents and therefore are of major impor-
tance. However, it is important to understand that these definitions and most data
are obtained in vitro, not at the actual sites of infection in the body. It is difficult
or impossible to obtain the MIC in body fluids, and in addition the reported data
have a large amount of variability associated with them due to the twofold dilu-
tional techniques commonly used in the field of microbiology. This represents
100% variability in the reported MIC value. As a guide, the MIC values are very
useful, but to consider them to be absolute, infallible numbers is misleading and
confusing.
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3 PHARMACOKINETICS

Parameters for the pharmacokinetic properties of antimicrobial agents are the
same as for those of other therapeutic drugs. There is no particular issue in phar-
macokinetic considerations with antimicrobial agents except that the target site
is located in the infection site where microorganisms are living. The infection
sites are distributed throughout the body, and an effective concentration of an
antimicrobial agent is required to eradicate microorganisms in those infection
sites where they are living.

3.1 Pharmacokinetic Parameters for

Pharmacodynamic Consideration

We do not administer a drug directly into microorganisms, but into a human
body. It must be driven to the place where the organism lives by the drug concen-
tration in blood. Most organisms live in some interstitial fluid (IF) in the body,
although some reside inside mammalian cells. Assuming we are considering or-
ganisms that live in IF, it is the drug concentration in this fluid that is important.
Fortunately, drug transfer from the bloodstream into the IF is rather rapid, due
to the leakiness of the capillary bed membrane, and blood (serum or plasma)
concentrations control the IF drug concentration, which controls or influences
the drug concentration around the bacterial active sites. In this way we ‘‘back
into’’ the realization that drug concentrations in the serum (‘‘serum’’ will be
used in this chapter to mean plasma, blood, or serum) are important for a sufficient
number of active sites to be occupied by the drug. However, it is not true for
every injection site. This forms the basis for modern pharmacodynamic theory,
which allows one to index microbiological activity to the serum concentration
of an antibiotic. The concentration of the drug in the serum is a major function
of the drug’s pharmacokinetics.
The pharmacokinetic parameters related to microbiological activity of an antibi-
otic are

Peak drug concentration: Cp

Half life: T1/2

Area under the drug concentration curve: AUC
Time period during which drug concentrations exceed MIC or MBC

3.2 Difference of Pharmacokinetic Parameters in Serum

and Tissues or Fluids

As mentioned above, pharmacokinetic parameters should be those based on the
antibiotic concentration at the infection site. However, determination of the drug
concentration at various infection sites is difficult in practice. A drug is distributed
or penetrated into tissue or tissue fluids of infection sites via the bloodstream.
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When the drug concentrations at the infection site and in the bloodstream are
proportional, it is possible to use the serum or blood concentration to index to
microbiological activity. If there is a big difference between the kinetic properties
in the blood and those at the site of infection (tissues/fluids), then the drug con-
centration at the site of infection should be used to index to microbiological
activity. Serum–tissue protein binding, drug distribution, penetration rate, and
drug metabolism at these sites will be factors in effecting differences in blood
and infection site drug kinetics.

4 CLINICAL ASPECTS

As mentioned before, there are major differences between antimicrobial agents
and other therapeutic drugs, because the target of antimicrobial agents is not the
human body but microorganisms that cause infectious diseases. The human body
itself has host defense mechanisms to kill invasive microorganisms. Infectious
diseases are caused by the bacteria creating, through the large number of them
growing in the body, a condition that exceeds the body’s host defense capability
to recognize and eradicate the invasive microorganism. Therefore, eradication of
microorganisms from the body or infection sites depends upon a combination of
activities, partly provided by the body and partly provided by an antibacterial
drug. If host defense activity is normal and the infecting organisms are not very
pathogenic, clinical efficacy will result even when the activity of the antibiotic
is modest. However, when the host defense mechanism is weak or impaired, as
is the case with immunocompromised patients, the antimicrobial agents itself
must kill and eradicate the infecting microorganisms. In such a situation, the
dosing and activity of the antibiotic must be maximized.

5 PHARMACODYNAMICS

5.1 Pharmacodynamic Parameters

The drug concentration in the serum and the time that it remains there are related
to the occupation of a sufficient number of binding sites in the bacteria and the
length of time those sites are occupied. To produce a pharmacodynamic parame-
ter it is only necessary to index a measure of microbiological activity such as the
minimum inhibitory concentration (MIC) or minimum bactericidal concentration
(MBC) to the area under the curve (AUC). In this chapter we will use the term
MIC; however, the MBC or any other measure of microbiological activity could
also be used. It is interesting that the mathematical product of drug concentration
in the serum (Cp) multiplied by time is termed the drug’s area under the serum
concentration–time curve (AUC). A schematic representation of the AUC in-
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dexed to the MIC of bacteria is shown in Fig. 2. This pharmacodynamic parame-
ter AUC/MIC is an important and fundamental parameter that relates microbio-
logical activity to serum concentration. One simple way of thinking about the
AUC/MIC ratio is that the AUC represents the concentration of drug and time
of exposure that presents itself to the bacteria, over and above the minimum
needed to do the job (MIC). The higher this ratio (AUC/MIC), the better is the
chance of the antibiotic being successful. It should also be noted that in nature,
antibiotics eradicate bacteria (fulfill the three requirements described earlier) by
an interaction of microbiological activity and pharmacokinetics, not just one of
the two. Decisions related to drug selection should therefore take both of these
properties into consideration. Unfortunately, most clinicians, because of their
training, will choose antibiotics on the basis of microbiological activity alone.
We believe that this may result in poor decisions. The reason for this belief is
that one can choose the most active antibiotic in the world (lowest MIC against
the target organism), but if it does not go to where the bacteria reside, it will not
kill anything. The reverse is also true. Good pharmacokinetics with very poor
antimicrobial activity will also not result in a satisfactory outcome. Both need
to be considered simultaneously; hence the importance of pharmacodynamics.

Under certain conditions, the AUC/MIC [(Cp � time)/MIC] ratio can be
simplified. These simplifying assumptions are based upon whether the drug is
classified as a concentration-dependent or time-dependent bacterial killer. This
determination is made from in vitro experiments such as those for which data are
shown in Fig. 3. For the aminoglycoside we can see that as the drug concentration
increases, the rate of killing increases, and hence this drug is considered to be a
concentration-dependent killer. If one makes the concentration high enough, the
rate of killing is so fast that the contribution of drug exposure to the entire process
is insignificant and can be ignored. The ratio AUC/MIC [(Cp � time)/MIC] sim-

FIGURE 2 Pharmacodynamic relationship: AUC/MIC.
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FIGURE 3 Concentration-dependent vs. independent bacterial killing. (From
Ref. 21.)

plifies to Cp/MIC. For such a drug the question arises regarding how high the drug
concentration must be in relation to the MIC in order to make this simplifying
assumption. The answer is illustrated in Fig. 4, where it can be seen that when
one reaches a Cp/MIC ratio of 10–12: 1, the simplifying assumption seems to
hold. Several other investigators have demonstrated the same phenomenon [3,4].
Achieving a Cp/MIC ratio of 10 or greater forms the basis for high and infrequent
dosing of aminoglycosides [5–7]. If such a ratio is achieved, bacterial killing is
at a maximum. If it is not achieved, then the drug can still be quite effective;
however, the simplifying assumption cannot be made, and the entire AUC must
be applied to the ratio. A good dosing strategy for the clinical use of such drugs
is to use the highest possible dose that achieves this ratio and does not cause
toxicity.

FIGURE 4 Clinical response vs. Cp/MIC. (from Ref. 7.)
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Examination of Fig. 3 also reveals that other agents such as the β-lactams
exhibit different bacterial killing attributes. It can be seen that once these drugs
achieve concentrations of 2–4 times the MIC, further increases in concentration
do not yield greater rates of bacterial killing. Bacterial killing is at a maximum
under these conditions; the contribution of drug concentration to the entire killing
process is minimal and can be ignored. The AUC/MIC ratio simplifies to drug
exposure of the bacteria and is expressed pharmacodynamically as the time the
serum concentrations remain above the MIC of the bacteria (T � MIC). For drugs
that display such behavior, the clinical dosing strategy is to maximize the T �
MIC. While the minimal T � MIC varies with different drug–bug combinations,
it appears from animal [8–11] and clinical [12] data that an acceptable working
value of T � MIC of about 50% of the dosing interval is associated with satisfac-
tory outcomes. This number is appropriate for patients with intact or functioning
immune systems. For immunocompromised patients, being 4–5 times the MIC
is related to better outcomes and is roughly equivalent to being above the MIC
for the entire dosing interval. [13]. The working number of 50% T � MIC, or
100% T � MIC for immunocompromised patients, is just a good approximation
of what is necessary to achieve satisfactory clinical response. This will vary de-
pending upon different conditions such as host factors and drug–bacteria interac-
tions.

It is important to also realize that the pharmacodynamic classification of
how a drug interacts with bacteria is directly related to the bacterial rate of
growth. If antibiotics interfere with certain biochemical reactions in the bacteria
that are normally part of their life cycle, then the drug needs to be present, bound
to the active site, at the time the biochemical reaction would normally occur.
Although this is intuitively obvious, what seems to be overlooked is that the
pharmacodynamic parameter that correlates best with bacterial eradication will
change with the growth properties of the bacteria. A good example of this is a
recently published study by Lutsar et al. [14], who studied gatifloxacin pharmaco-
dynamics in the cerebral spinal fluid (CSF) of rabbits. Because gatifloxacin is a
quinolone, it is expected to be a concentration-dependent bactericidal agent. As
such, one would expect that the pharmacodynamic parameters AUC/MIC or Cp/
MIC might predominate. Whereas these investigators found that AUCcsf/MIC did
correlate with outcomes, when the AUCcsf was held constant it was the T � MIC
that correlated with good outcome, not Cpcsf/MIC. This may at first seem counter-
intuitive, but it can be explained on the basis of the rate of growth of bacteria
in CSF. If the rate of growth is relatively slow, the antibiotic will act only if it
is present on the active site when that site is involved in the necessary biochemical
reaction that is part of the bacteria’s life cycle. When one considers this, it is not
surprising that a relationship exists with T � MIC rather than high and transitory
peak concentrations.
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Do bacteria grow more slowly in CSF? We believe they do, because rapidly
growing bacteria in the CSF will probably kill the host before therapy can be
initiated. We hypothesize that the CSF is a much poorer growth medium for
bacteria than either broth or other sites in the body, and this slower growth allows
therapy to be initiated but also changes the pharmacodynamic parameter that
correlates with effective bacterial eradication.

5.2 Relationship Between Pharmacodynamics and

Clinical Efficacy

The effective treatment of patients suffering from an infectious disease is a multi-
faceted process that depends upon many factors for a successful outcome. Gener-
ally speaking, there is an inverse relationship between the MIC of an organism
and clinical efficacy, i.e., the lower the MIC the higher the cure rate. This is
illustrated in Table 1. What can also be seen in this table is that the opposite—
identifying the MIC that correlates to an effective clinical cure rate—is not so
obvious, and many MIC values (e.g., �1, 1.0, 2.0, 3.0, 4.0) can be considered
to result in an acceptable cure rate. Table 2 illustrates that eradication of bacteria
can fail to occur even when the bacteria are susceptible to the antibiotic. Reports
have been published, e.g., in the treatment of S. pneumoniae bacteremia, where
the death rate is substantial in spite of aggressive and appropriate antimicrobial
therapy. [15,16]. Obviously, the ability of the antibiotic to kill the organism is
only one factor affecting patient outcome. Other factors such as the age of the
patient, the vigor of the immune system, and psychological factors such as the
will to live and the degree of confidence the patient has in the caregivers and
the health system will affect outcomes. Although pharmacodynamic parameters
are important and useful in guiding therapy, they are not the only issues that
affect outcomes. The clinical practice of medicine still remains somewhat of an

TABLE 1 General Relationship Between
MICs and Clinical Cures (Claforan)

MIC Clinical cures
(µg/mL) (%)

�1.0 94
8.0 90

16.0 77
32.0 84

�64.0 64

Source: Ref. 22.
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art rather than a pure science. Pharmacodynamic principles help move clinical
medicine several steps toward the science side, but they are not the only issue
of concern in clinical medicine.

Issues involving an antibiotic’s properties such as protein binding, PAE,
and volume of distribution are important properties of the drug; however, for
licensed or marketed drugs further consideration of these properties is rarely
needed. The rationale behind this statement is related to the process of drug li-
censing. Using the drug development process, the first step is to do preclinical
studies followed by clinical studies. Phase I studies are designed to observe and
detect gross human toxicity and to explore the drug dose and dosing issues. Once
this is completed, a value judgment is made concerning a useful and safe clinical
dose. The next step, phase II, is to carry out small-scale clinical trials, the main
purpose of which is to confirm the efficacy of using the dose derived from preclin-
ical and phase I studies. When it is confirmed that the drug is safe and effective
with the chosen dosage and dosing regimen, the development proceeds to larger
scale clinical trials, phase III. If the dose and dosing regimen are found to be
acceptable, phase III trials eventually lead to licensing. The point of this is that
the licensed drug has been found to be acceptable, useful, and nontoxic on the
basis of all its properties. For an antibiotic these include its pharmacokinetics
and pharmacodynamic properties, which involve considerations of volumes of
distribution, half-life, PAE, protein binding, and tissue penetration. If the antibi-
otic were not acceptable, the dose would be changed until it met the criteria for
licensing. In other words, the observed (empirical) result is due to the dose used
based upon the agent’s overall properties. The issues of protein binding, PAE,
and other issues, although important, have already been taken into account and
contribute to the net effect one observes. Further consideration of these issues
with respect to clinical outcomes is rarely necessary. Considering a drug’s protein
binding as a separate and unrelated issue does not make an approved agent less
or more effective in clinical use. It will change the pharmacodynamic parameters,
e.g., AUC/MIC, and on a comparative basis will affect the rank order of drugs
depending upon their protein binding.

5.3 The Application of Pharmacodynamic Parameters to

Clinical Practice

All pharmacodynamic parameters are simply calculated numbers that have no
inherent value by themselves. In order for these numbers to have value, one must
correlate them to an outcome. Because most practitioners are interested in treating
infected patients, the most accepted correlation is between the pharmacodynamic
parameter and the clinical outcome. It is important to realize that if one correlates
the pharmacodynamic parameter to an outcome that is different than clinical ef-
fectiveness, then the important or critical value of the pharmacodynamic parame-
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ter will change. For example, if one correlates the AUC/MIC to clinical cures,
one critical number appears such that if one exceeds that parameter one can ex-
pect good clinical cures. If one correlates the parameter to maximal eradication
of bacteria, another AUC/MIC number appears that will probably be higher than
that calculated in the first example. If one desires to correlate the pharmacody-
namic parameter to the suppression of the emergence of resistance, then a third
critical pharmacodynamic number will appear.

Considering the pharmacodynamic parameter AUC/MIC and correlating it
to clinical cures when the target organism is S. pneumoniae and the drug class
is quinolones, we can make two important observations. Figure 5 represents a
schematic, hypothetical graph of the relationship between clinical cure rates and
AUC/MIC ratio. This schematic is based upon a variant of a dose–response
curve. At some point (to the right of the vertical line) a maximum clinical re-
sponse is observed. Most clinical studies in humans lie within this plateau, be-
cause the usual clinical trials are designed for success and not failure. Data to
complete the curve (the data to the left of the vertical line) are generally obtained
from animal studies or in vitro experiments. The breakpoint (the point where the
curve plateaus) is a value judgment based upon the composite of all of these data
[17–19]. Our value judgment is that an AUC/MIC ratio of �30–40 is related
to successful clinical outcomes. If one examines Table 3, which is derived from
successful clinical studies, one can see that there are a variety of AUC/MIC
ratios for total drug that correlate with successful clinical outcomes. [20]. This
is expected on the basis of Fig. 5 and argues that a single AUC/MIC ratio for a
particular drug class against a particular organism does not exist. If one performs
a similar analysis with the same or different drug classes against different organ-
isms, a different range of ratios will be found to correlate to acceptable clinical
outcomes. This argues that although pharmacodynamic parameters are useful in
determining proper dosing, they should be used as a guide rather than as absolute

FIGURE 5 Dose–response curve for quinoloones vs. S. pneumoniae.



Microbiology and Pharmacokinetics 37

TABLE 3 Oral Quinolone Pharmacodynamics: S. pneumoniae
(Pharmacodynamic Order)

Drug Dose MIC90 AUC/MIC

Moxifloxacin 400 mg 0.25 142
Trovafloxacin 200 mg 0.25 138
Grepafloxacin 600 mg 0.25 90.8
Gatifloxacin 400 mg 0.5 67.8
Levofloxacin 500 mg 1 47.6
Sparfloxacin 200 mg 0.5 37.4

numbers. This concept is further strengthened by the realization that the AUC/
MIC is a ratio with a numerator and a denominator. The numerator represents
the AUC, but that is usually the AUC of the drug in normal, healthy volunteers.
The clinical use of antibiotics is in patients, and it is the patient’s AUC that
should be used in the ratio. Unfortunately, this value is not readily available. The
normal volunteer’s AUC represents the worst-case situation, and this AUC is
generally smaller than that of an actual patient. The denominator has even more
error and variability associated with it. The MIC should be that of the drug and
the bacteria in the host body, not in an artificial medium such as broth. Broth
affords an ideal growth medium, whereas bodily fluids do not. The growth rates
of organisms will be different in the body than in broth, and the interactions
with the antimicrobial agents will be affected; i.e., the MIC will be different, as
previously discussed. Unfortunately, it is difficult or impossible to obtain the
MIC in bodily fluids; therefore we commonly use the incorrect MIC obtained in
broth. A large degree of variability is associated with the usual technique of
determining the MIC. Most MICs are measured using a twofold dilution tech-
nique, and one dilution to either side of the observed value is not considered to
be an important or real difference. A reported MIC of 1.0 µg/mL can be 0.5,
1.0, or 2.0 µg/mL. That represents 100% variability in the reported MIC value.
If the numerator is not accurate and the denominator is not accurate, then the
entire ratio cannot be accurate. Reported AUC/MIC ratios are too variable to be
considered absolute numbers and should be used only as guides to therapy. As
a guide the MIC is very useful, but to consider it to be an absolute, infallible
number is misleading and confusing.
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1 INTRODUCTION

The traditional approach to in vitro assessment of antimicrobial action on organ-
ism viability has been through the use of typical susceptibility testing such as
agar diffusion assay or broth dilution techniques. These tests give either a qualita-
tive or quantitative assessment of antimicrobial activity at fixed concentrations
of drug at a single point in time, usually 18–24 h. The killing curve approach
allows for periodic or continuous monitoring of viable organisms after antibiotic
exposure. This method significantly improves the ability to assess the interaction
between antimicrobials and organisms. Factors such as the rate and extent of
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killing as a function of concentration can be determined. In addition, the impact
of combination antibiotics can easily be evaluated. However, the major limitation
of this method is the use of a fixed concentration of antibiotic throughout the
experimental period. Therefore, it does not represent the clinical setting where
antimicrobial concentrations continuously fluctuate as a function of delivery, pen-
etration, metabolism and elimination.

These limitations prompted the development of antibiotic pharmacody-
namic models that are capable of simulating antibiotic pharmacokinetics in the
presence of viable bacteria. Controlled dilution of media containing the drug and
organism inoculum is the basic function by which these dynamic models simulate
antibiotic pharmacokinetics. One of the earliest attempts to use an in vitro antibi-
otic dynamic model system to simulate human infection was reported by Green-
wood and O’Grady [1]. These investigators simulated bladder infection by using
glass flasks in which the effect of antibiotics on bacteria in artificial media could
be studied photometrically. Micturition was simulated by alterations in the vol-
ume and flow rate of medium so that the concentrations of organism and antibiotic
in the model varied in a manner similar to in vivo infection. Although it was a
very novel approach, there were a number of problems with this method, includ-
ing the use of photometric analysis. The spectrophotometric method used in this
experiment proved unreliable because it counted both viable and dead bacteria,
and because of its dependence on light transmission through the artificial medium
it was not useful for dense bacterial populations of 106–109 CFU/mL, which are
often more relevant to human infection. Another inherent problem was that bacte-
ria grew more rapidly in artificial media than was observed in urine. In subsequent
models these limitations were corrected by plating and counting the number of
viable bacteria over the course of the experiment and by using filtered sterilized
urine as the growth medium. There remain some mechanical problems with this
model, such as occasional adherence of organisms to the glass culture vessels
during the washout phase and the inability to simulate cyclical variations in urine
antibiotic concentrations due to renal clearance or micturition. However, these
modelshave provided realistic simulationsof the responseoforganism andantibiot-
ics among patients in clinical trials [2]. In addition, the bladder model had a much
higher correlation with a mouse infection protection test than did a variety of stan-
dard laboratory tests. Furthermore, conventional laboratory methods failed to pre-
dict antibiotic synergy observed in both the bladder model and mouse models [3,4].

Over the years there have been a variety of in vitro antibiotic dynamic mod-
els described in the literature that have attempted to characterize the pharmaco-
kinetic profiles of various antibiotics while simulating an infection site. These
models have ranged from simple simulations of bloodstream infections with one-
compartment dynamic models to sequestered infections with more sophisticated
multicompartmental approaches or hybrid systems incorporating infected tissue
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or cell lines. This chapter presents a description of these models and their inherent
advantages and disadvantages for modeling infection and antimicrobial pharma-
cokinetics/pharmacodynamics.

2 ONE-COMPARTMENT MODEL

In the one-compartment model the antimicrobial agent is added to a central com-
partment that contains the appropriate culture medium and a known concentration
of the organism. The medium inside the central compartment is then displaced
via a peristaltic pump set at a fixed rate to simulate the clearance and half-life
of the antibiotic (Fig. 1). This system represents a simple pharmacodynamic
model that follows first order pharmacokinetics, resulting in an exponential de-
crease in the drug concentration. Desired pharmacokinetic drug parameters can
be estimated using the equation

c � c0e�ket

FIGURE 1 One-compartment model. The bacterial inoculum and antibiotic are
introduced into the central compartment. CA � concentration of antibiotic A,
CC � central compartment, CIA � clearance of antibiotic A, FM � fresh me-
dium, P � peristaltic pump, SP � sampling and injection port, VC � volume
of distribution of antibiotic A, SB � magnetic stir bar, WB � water bath
(37.5°C), WM � waste medium.
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where

c � antibiotic concentration
c0 � concentration following drug administration
ke � elimination rate constant
t � time

The elimination rate constant is defined by

ke � Cl/Vc (1)

and

ke � (ln 2)/t1/2 (2)

Therefore,

(ln 2)/t1/2 � Cl/Vc (3)

Solving for Cl:

Cl � (ln 2)(Vc/t1/2) (4)

where

Cl � clearance
Vc � volume in the central compartment
t1/2 � half-life of the drug

This system has the advantage of being able to simulate human kinetics
by simply utilizing sterile flasks connected by tubing passed through a peristaltic
pump. Because of their simplicity, one-compartment models have been used ex-
tensively throughout the years to evaluate pharmacodynamics of antimicrobial
agents. Zabinski et al. [5] used a modified version of a one-compartment model
previously described by Garisson and his colleagues to determine the effect of
aerobic and anaerobic environments on the activities of different fluoroquinolones
against staphylococci. The system used in this experiment consisted of a 1L glass
vessel with inflow and outflow ports, silicone tubing, a peristaltic pump, a fresh
media reservoir, and a stir hot plate (to maintain a normal body temperature of
approximately 37°C). The entire system was then placed in a chamber containing
an anaerobic gas mixture.

One of the disadvantages of this system is the clearance of bacteria from
the central compartment along with the antibiotic. This clearance may vary sig-
nificantly, depending on the half-life of the drug. For example, in an in vitro
experiment using vancomycin (half-life 6 h) against Staphylococcus aureus (start-
ing inoculum of 106 CFU/mL), an insignificant amount of organism will be lost
because the doubling time of S. aureus is greater than the clearance of vancomy-
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cin. However, utilizing nafcillin (half-life 0.5 h) against the same isolate might
overestimate the rate of kill, because its clearance rate is greater than the doubling
time of S. aureus. Previously, membranes were used in these models to prevent
the elimination of bacteria from the central compartment; however, accumulation
of antibiotic on the surface of the membrane may result in the antibiotic being
retained as well, thus confounding interpretation of antibiotic killing effects [6].

In an effort to circumvent the problem of bacterial dilution while preventing
concomitant antibiotic retention, Navashin et al. [7] used a model that incorpo-
rated a modified membrane system that is washed continuously throughout the
experiment. Their model is similar in construction to the models described above,
consisting of a supply of fresh medium that is pumped into a chamber into which
the bacterial inoculum is injected (Fig. 2). Medium is removed from this chamber
by a second peristaltic pump; however, the medium is then eliminated through
a filtration device that prevents the loss of bacteria. The filtration device includes

FIGURE 2 Two-compartment model with membrane-wash system. Medium
is pumped from the working unit (a photometric cell) through a filtration unit
designed to prevent bacterial loss. FM � fresh medium, FU � filtration unit,
MF � membrane filter, P � peristaltic pump, WU � working unit of model.
(Adapted from Ref. 7.)
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a membrane with a pore size of 0.45 µm. To prevent blockage of this membrane
with excreted antibiotic, outflow medium is continuously run over the surface of
the membrane before being eliminated to a final reservoir.

In the absence of a membrane correction, the loss of bacteria becomes
important when the action of an antibiotic on the bacteria is being evaluated.
This is especially a problem when the activities of two drugs with considerably
different half-lives are being compared. Haag et al. [8] developed differential
equations to describe changes in the bacterial inoculum in the central compart-
ment over time. Keil et al. [9] later examined these equations and developed an
extension of them that can be used to compensate for the amount of bacteria
being lost to the elimination rate.

The following are the equations developed by Haag and Keil, where N(t)
represents the number of colony-forming units per milliliter in the free medium
(liquid compartment) at a given time, t; NB(t) represents the number of CFUs
per milliliter in the model’s biofilm layer (solid compartment) at the same time;
dN(t)/dt and dNB(t)/dt are the first derivatives of N(t) and NB(t), respectively;
kw is the apparent bacterial growth rate constant; ka is the rate constant for absorp-
tion of bacteria into the biofilm layer; and kd is the rate constant for desorption
of cells from the biofilm into the liquid medium [9,10]. The elimination rate
constant is represented by ke.

Assuming that kw is the same in broth and biofilm, ke, ka, and kd are constant
over the course of the experiment; and N(t) is far below the maximum bacterial
density under nonflowing conditions, we have

dN(t)
dt

� (kw � ke � ka)N(t) � kdNB(t) (5a)

dNB(t)
dt

� (kw � kd)NB(t) � kaN(t) (5b)

When the bacterial culture is not diluted,

dN′(t)
dt

� (kw � ka)N(t) � kdNB(t) (6)

where dN′(t)/dt describes the change in CFU/mL in an undiluted compartment
over time.

The total time course of N(t) is described by a second-order differential
equation derived from Eqs. (5a) and (5b). Solving this equation (not shown)
results in

N(t) � Ae m1t � Be m2t (7)



In Vitro Antibiotic Pharmacodynamic Models 47

and

A � B � N0 (8)

where N0 is the initial number of CFU/mL in the model flask, Ae m1t describes
the number of CFU/mL coming from the biofilm, Be m2t describes the number of
CFU/mL coming from the liquid compartment, m1 � 0, and m2 � 0.

The factor Be m2t approaches 0 at high dilution rates and at t � ∞. Assuming
that the development of a biofilm may be neglected (ke �� ka and kd or ka �
kd � 0, A � 0, and B � N0), we arrive at

N′(t) � N(t)e ket (9)

In cases where the desorption of bacteria from the biofilm to the liquid medium
far exceeds the loss of bacteria due to dilution, equation (9) becomes:

N′(t) � N(t) e(1/2)ket (10)

Comparison of Eqs. (9) and (10) shows that the effect of the presence of
a biofilm layer on bacterial loss is compensated for by a factor f with a value
between 0.5 and 1. The value of f approaches 0.5 as the influence of the biofilm
is magnified. If ke is constant throughout the course of the investigation, Eqs. (9)
and (10) may be combined to give

N′(t) � N(t)e f ket (11)

If the antibiotic under study displays two different elimination rate con-
stants for the α and β phases, the above equations must be altered. Assuming
that there is no biofilm in the model flasks, manipulation of these equations results
in

N′(t) � N(t)e∑kei ∆ti (12)

where ∆ti and kei represent any number of time periods ∆t, and their correspond-
ing elimination rate constants ke. If there is a biofilm present, we arrive at the
equation

N′(t) � N(t)e(1/2)∑(kei ∆ti) (13)

Combining Eqs. (12) and (13) gives

N′(t) � N(t)e f ∑(kei ∆ti) (14)

Again, the value of f is between 0.5 and 1. Equation (14) is valid only as long
as bacteria are in the logarithmic phase of growth. For cultures approaching the
stationary phase of growth the following equation is valid:
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N′(t) � Nmax
N(t)

{N(t) � [Nmax � N(t)]e�ket}
(15)

Where there is an influence of biofilms and a variable ke, the following equation
should be used:

N′(t) � Nmax
N(t)

{N(t) � [Nmax � N(t)]e�f∑(kei∆ti)
(16)

where the value of f is again between 0.5 and 1.
Keil and Wiedemann [9] evaluated the validity of these equations in a study

of continuous infusions of meropenem with steady-state concentrations of 2.5–
7.5 µg/mL against Pseudomonas aeruginosa and Escherichia coli. The resulting
kill curves were compared to kill curves obtained from incubation of these bacte-
ria in a static system with meropenem at constant concentrations of 2.5–7.5 µg/
mL. Thus, the sole difference between experiments was the presence of dilution.

Equation (9) can be used to correct for bacterial loss when the duration of
study does not exceed 8 h. However, results of Keil and Wiedemann’s study
revealed that Eq. (15) should be used when the duration of the experiment exceeds
12 h [9]. In addition, using a value of 1 for f results in kill curves representing
the worst-case scenario, so that the antibacterial effect is not overestimated. Un-
fortunately, this study additionally showed that individual corrections must be
performed for different bacterial species and model apparatuses.

Routine application of the above mathematical equations may prove to be
cumbersome. The inclusion of growth control experiments, studying bacterial
growth in the absence of antibiotic, can also help to address the severity of the
problem of bacterial dilution. A typical growth curve is set to simulate the half-
life of the antibiotic under study. To compensate for bacterial loss, the killing
activity of the antibiotic can be compared to the growth control curve.

3 TWO-COMPARTMENT MODEL

The two-compartment model simulates biexponential pharmacokinetics follow-
ing intravenous administration. Murakawa et al. [11] designed a model represent-
ing the central and peripheral compartments connected by tubing. This model
consists of a central compartment that contains the antibiotic and organism. Me-
dium constantly flows into this central compartment. Medium is then pumped
from the central compartment to a peripheral compartment (free of antibiotic) and
is subsequently pumped back into the central compartment via a second peristaltic
pump. Finally, it is pumped out of the central compartment to a reservoir for
bacterial counts. As with the one-compartment model, this system allows the
organism to be pumped out of the central compartment; therefore, dilution of the
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organism according to the half-life of the antibiotic is a potential problem. An
alternative design of the typical two-compartment model places the peripheral
compartment within the central compartment (Fig. 3). The bacteria under study
are placed into this inner chamber, and antibiotic is administered into the central
compartment. The antibiotic may diffuse into the peripheral compartment, but
bacteria are trapped within that compartment.

In an attempt to mimic drug concentration profiles in tissue versus serum,
Zinner et al. [12] devised a model that uses a single capillary unit device as a
system for studying antimicrobial effects (29). Later, Blaser et al. [13] chose a
two-compartment capillary model that uses a series of artificial capillary units
representing extravascular infection sites (Fig. 4). The Zinner and Blaser models
can simulate human pharmacokinetics in interstitial fluid for one or two antibiot-
ics. Each of the models uses an artificial capillary (dialysis) unit connected by
silicone tubing to a peristaltic pump and a culture medium reservoir. A sampling
port with a bidirectional stopcock is inserted into the tubing and allows injection

FIGURE 3 Two-compartment model. Bacteria are introduced into the periph-
eral compartment and are unable to pass into the central compartment (illus-
trated by heavy arrow). Antibiotic is injected into the central compartment.
AB � antibiotic, B � bacteria, CC � central compartment, FM � fresh me-
dium, PC � peripheral compartment, SB � magnetic stir bar, SP � sampling
and injection port, WM � water medium. (Adapted from Ref. 22.)
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FIGURE 4 Two-compartment capillary model. The capillary device (dialyzer)
is pictured at the bottom of the illustration. Inset shows a cross section of
the capillary bundle. Medium flow through the bundle is represented by the
heavy arrow. Bacteria are trapped in the outer compartment of the bundle,
while antibiotic (light arrows) flow through the dialysis membranes. B � bac-
teria, CB � capillary bundle, OC � outer compartment, P � peristaltic pump,
R � reservoir, SP � sampling and injection port, SS � sampling site (septum
fittings). (Adapted from Ref. 12.)

of antibiotics either toward the capillary unit (bolus injection) or toward the me-
dium reservoir (for continuous infusion dosing simulations).

Each capillary unit consists of two chambers: an outer chamber or culture
tube and an inner chamber that comprises a bundle of 150 hollow polysulfone
fibers. Each fiber (‘‘capillary’’) has an internal diameter of 200 µm and a wall
thickness of 50–75 µm. In the study reported by Zinner and his colleagues, the
capillaries used retained proteins of a size greater than 10,000 daltons. However,
additional capillary units are available that retain proteins of sizes greater than
50,000 or 100,000 daltons. The entire capillary bundle is secured by silicone
O-rings, which seal the outer chamber (extracapillary space) from the lumens of
the capillary tubes.

An inoculum of bacteria is introduced into the outer chamber of the capil-
lary system. Meanwhile, the antibiotic under study is injected into the silicone
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tubing and allowed to diffuse either directly to the capillary unit (to simulate
intravenous bolus dosing) or indirectly through the medium reservoir (thus simu-
lating a continuous infusion dosing strategy). Because bacteria do not diffuse out
of the extracapillary space, this model simulates an infected tissue site. Depending
on the molecular size of the antibiotic used and the permeability characteristics
of the capillary tubing, antibiotic diffuses into the extracapillary space from the
capillary tubing. Again, because the concentration of antibiotic obtained at the
site where bacteria are present will be lower than that in the capillary tubing,
this system allows simulation of the treatment of infections at tissue sites.

This model allows the study of a variety of pharmacokinetic and pharmaco-
dynamic parameters, including the effects on bacterial killing of bolus dosing
versus continuous infusions of antibiotics. In addition, the effects of single or
combined agents can be assessed, and the model allows simulation of the fluctua-
tions in concentrations that typically occur after dosing in humans. Furthermore,
the model avoids the problem of bacterial dilution, as the volume of bacteria
in the extracapillary space is not significantly changed during the experiment.
However, controlled variation of antibiotic concentrations in the two chambers
of this model may be difficult, given the variability inherent in relying on the
diffusion of drugs through the walls of the capillary tubes.

Blaser et al. [13] compared the pharmacokinetics of netilmicin obtained in
a two-compartment capillary model to those obtained in an experimental skin
suction blister model in healthy volunteers. Netilmicin was administered ac-
cording to two dosage schemes in the capillary model in order to achieve peak
concentrations of 16 or 24 µg/mL. In the human blister model, netilmicin was
given as an intramuscular injection of 2 mg/kg (lean body weight). The in vitro
model demonstrated linear two-compartment pharmacokinetics. Peak concentra-
tions obtained were higher than nominal for the central compartment and lower
than nominal for the peripheral compartment. One hour after the end of a 60 min
infusion, netilmicin concentrations were equivalent in the central and peripheral
compartments. Overall, concentrations obtained in the in vitro model approxi-
mated those obtained in the human blister model (Fig. 5). Thus, this capillary
model successfully simulates human pharmacokinetics.

4 COMBINATION THERAPY MODEL

In vitro models can also be used to simultaneously study the activity of two drugs
with different half-lives in combination. Blaser [14] described the procedures for
simulating combination therapy, using both one- and two-compartment models.
In these models both drugs are placed in the central compartment and the clear-
ance pump rate is set to simulate the half-life of the drug with the shorter half-
life (ClA, drug A) (Fig. 6). A supplemental compartment is used to replace the
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FIGURE 5 Comparison of in vitro and human models. Netilmicin concen-
trations in the central and peripheral compartments of an in vitro two-
compartment capillary unit model are shown. The 2 sets of curves represent
netilmicin concentrations after administration of infusions attaining peak
concentrations of either 16 or 20 mg/L. The insert graph illustrates serum
(�) and suction blister (�) netilmicin pharmacokinetics after administration
in healthy human volunteers. Comparison of the main and insert graphs illus-
trates the similarity in pharmacokinetics between the in vitro and human
models. (Adapted from Ref. 7.)

antibiotic with the longer half-life (drug B), which has been overeliminated. The
pump rate for the supplemental compartment (ClS) is set to make up the difference
between the clearance of the two drugs:

ClS � ClA � ClB

To maintain the same concentration of drug B in both compartments, the central
and supplemental compartments should be dosed in a similar manner.

Meanwhile, drug-free medium is pumped into the central compartment so
that the total amount of medium pumped into the system (M in) equals the total
volume of medium being pumped out of the system (Mout):
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FIGURE 6 Combination therapy model. In this example, drug B is added from
a supplemental chamber to the central reaction flask. CA � concentration of
drug A, CB � concentration of drug B, CC � central compartment, ClA � clear-
ance of drug A, ClB � clearance of drug B, FM � fresh medium, Min � rate
of inflow of fresh medium, P � peristaltic pump, SC � supplemental compart-
ment, WM � waste medium. (Adapted from Ref. 14.)

M in � ClA � ClS

Therefore; the pump rate for the drug free medium should be set as ClB.
The advantage of this system is that it can be used to determine synergistic,

additive, or antagonistic effects of combinations of antibiotics simulating the ac-
tual pharmacokinetics of each agent. For example, Houlihan et al. [15] evaluated
the activity of vancomycin alone and in combination with gentamicin against
methicillin-resistant Staphylococcus aureus–infected fibrin–platelet clots in an
infection model. Vancomycin was dosed at intervals of 6, 12, and 24 h, and
gentamicin was given either as a single daily (every 24 h) dose or every 12 h.
In plots of the bacterial inoculum versus time, synergism was defined as a �2
log increase in killing associated with a combination regimen in comparison to
the most active single agent.

In preliminary fractional inhibitory concentration (FIC) testing, the combi-
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nation of vancomycin and gentamicin displayed indifference. However, in the
pharmacodynamic model, several combinations (e.g., vancomycin every 24 h �
gentamicin every 24 h) demonstrated a synergistic effect. Thus, results from use
of a static system (FIC testing) were not predictive of results obtained from a
model where simulation of human pharmacokinetics is achieved. Blaser et al.
[16] obtained similar results in a study of ceftazidime-netilmicin combinations
against Pseudomonas aeruginosa. Using a two-compartment capillary model,
synergism was noted for the combination against certain strains in the initial (4,
6, and 8 h) and final (24, 26, and 28 h) periods of evaluation. Synergism testing
using the FIC method was predictive of the response seen in the in vitro model
during the initial period only. This serves to reinforce the fact that results obtained
from traditional susceptibility methodologies may not correlate with relationships
seen with the use of pharmacodynamic models where in vivo pharmacokinetics
are simulated.

5 BIOFILM-CATHETER MODEL

Nickel et al. [17] used a modified Robbins device to study the ability of tobra-
mycin to penetrate a biofilm layer of Pseudomonas aeruginosa. The model con-
sisted of a 41.5 cm long acrylic block with a 2 � 10 mm inner lumen and 25
evenly distributed sampling ports. The block was connected via tubing to a reser-
voir that was immersed in a 37°C water bath. Medium containing the bacterium
under study was pumped from this reservoir (simulated bladder) through the mod-
ified Robbins device (simulated catheter) at a rate of 60 mL/h. The medium used
consisted of artificial urine supplemented with nutrient broth. Discs cut from a
commercially available catheter were suspended within the model and could be
removed for analysis.

In the study performed by Nickel et al. a biofilm of Pseudomonas aerugi-
nosa was formed by passing medium containing logarithmic-phase organisms
through the model for 8 h. Formation of the biofilm was verified by examination
of catheter surfaces using scanning electron microscopy (SEM) and epifluores-
cence microscopy. After the 8 h colonization period, medium was removed and
transferred to flasks for subsequent exposure of these organisms to varying con-
centrations of tobramycin for a period of 8 or 12 h. Antibiotic-containing medium
was then pumped through the model, and discs of catheter material were removed
at 8 and 12 h intervals for determination of colony counts and microscopic exami-
nation. Thus, the killing of organisms in the sessile (biofilm) and planktonic states
could be compared, as could the MICs and MBCs of these organisms. This model
therefore allows study of the development of resistance among organisms in a
biofilm and of the ability of antibiotics to penetrate the biofilm layer and exert
an antimicrobial effect.

Walker et al. [18] developed an alternative form of the above model that
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consisted of a typical one-compartment vessel with plugged catheter segments
(1.27 cm each) suspended within the chamber. Catheter material was inoculated
with 5 � 106 CFU/mL of each organism, and counts of sessile and planktonic
bacteria were performed using standard plate dilution and SEM. This model was
used to test the antiadherence characteristics of various catheter coatings and
impregnations.

Prosser et al. [19] developed a simplified adaptation of these models. In
this model, 0.5 cm2 discs composed of silicon latex catheter material were spotted
with 80 µL of a bacterial suspension (confirmed to possess an optical density of
0.8 at 540 nm). Discs were then incubated for 1 h, washed with a buffer solution,
and then transferred to broth-containing Petri dishes and incubated for an addi-
tional 20–22 h. The discs were then rewashed in buffer and placed in plain or
antibiotic-containing broth, incubated for 4 h, washed, and resuspended in broth
(with or without antibotic). This procedure was repeated at 8 and 24 h. At each
time interval, surface film on all discs was scraped off into 5 mL of saline, and
samples were plated for colony count determinations. Samples were also exam-
ined by light microscopy and SEM. One advantage of this model lies in the fact
that planktonic bacteria are not contained within the model, so inactivation of
antibiotic by these planktonic organisms does not occur. In addition, this model
may be less cumbersome to operate than the modifed Robbins device.

6 INFECTED FIBRIN CLOT MODEL

One modification of a one-compartment model is the infected fibrin clot model
developed by Rybak et al. [15,20], which uses fibrin clots to simulate a deep
sequestered infection such as those associated with cardiac vegetations (Fig. 7).
Fibrin clots made of human cryoprecipitate, organisms, and platelets (250,000–
500,000 platelets per clot) are placed in 1.5 mL Eppendorf tubes. Bovine throm-
bin (5000 units) is then added to each tube, after insertion of a sterile monofila-
ment line into the mixture. Each clot is then inserted into a sterile reaction vessel
and removed at various time points for determination of bacterial counts. This
model has been used to evaluate the activity of antimicrobial agents against or-
ganisms embedded in a simulated human tissue. With the incorporation of plate-
lets and high inoculum of bacteria (109 CFU/g) the fibrin clots represent condi-
tions of simulated endocardial vegetations (SEVs). The system does not consist of
an airtight compartment; therefore, it requires two peristaltic pumps to pump the
medium into and out of the central compartment. The SEVs have been shown to
be viable in the models for up to 144 h.

Several studies have been performed to compare this model to an in vivo
rabbit model of endocarditis. McGrath et al. [20] indirectly compared the results
obtained from this model to those of a rabbit model of endocarditis done previ-
ously. They evaluated the effect of teicoplanin on colony-forming units (CFUs)
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FIGURE 7 Fibrin clot model. Simulated fibrin clots or endocardial vegetations
are suspended within the central compartment. The bacterial inoculum is
introduced into this central compartment. FC � simulated fibrin clots, FM �
fresh medium, ML � monofilament lines, P � peristaltic pump, SB � mag-
netic stir bar, SP � sampling and injection port, WB � water bath (37.5°C),
WM � waste medium. (Adapted from Ref. 20.)

per gram of SEV in the model, using human pharmacokinetics, to the CFU/g of
rabbit vegetations. This study demonstrated that the CFU/g of SEV were similar
to those of the rabbit vegetations; however, the pharmacokinetics of teicoplanin
varied between the two models, and samples were obtained at different time
points for analysis.

A more recent study has retrospectively compared the simulated endocar-
dial vegetation model to four different rabbit studies [10]. In this study authors
compared the activities of four different fluoroquinolones—ciprofloxacin, cli-
nafloxacin, sparfloxacin, and trovafloxacin—against various Staphylococcus
aureus and enterococcal isolates, simulating pharmacokinetics obtained in the
rabbit model. Models were conducted in the same fashion as the rabbits were
treated, and SEVs were evaluated at the same time points as those at which the
rabbit vegetations were assessed. The bacterial inocula in the SEVs were similar
to those achieved in the rabbits’ vegetations, prior to and following treatment,
suggesting that this model may have a role in initial studies of antibiotics in the
treatment of bacterial endocarditis (Fig. 8). To further define the model’s role in
the treatment of endocarditis, prospective studies comparing the in vitro model
to rabbit models of endocarditis using various pathogens and antimicrobial agents
are necessary.
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FIGURE 8 Comparison of in vitro and animal models. The activity of clina-
floxacin against strains of methicillin-resistant (MRSA-494) and -susceptible
(MSSA -1199) Staphylococcus aureus is illustrated in the graph. Bacterial kill-
ing observed with in vitro (‘‘model’’) and animal (‘‘rabbit’’) models of endo-
carditis are shown for each organism. Similarities between the animal and
in vitro models in terms of the change in bacterial inoculum and final inocu-
lum value (at 98 hours) may be seen. (Adapted from Ref. 16.)

7 IN VITRO MODEL OF INTRACELLULAR PATHOGENS

The previously mentioned models evaluate the activity of antibiotics against ex-
tracellular pathogens. However, many pathogens such as Salmonella spp., Shi-
gella spp., Campylobacter spp., Escherichia coli, Proteus mirabilis, Listeria
monocytogenes, Haemophilus influenzae, group B streptococci, and Helicobacter
pylori can survive intracellularly, thereby escaping antimicrobial treatment. Cer-
tain antimicrobial agents such as azithromycin and clarithromycin possess intra-
cellular activity, and an in vitro model can be a valuable tool in determining such
activity. Several in vitro models, using different cell types, have been employed
to determine intracellular activity of antimicrobial agents; however, continuous
exposure to a fixed concentration of antibiotic does not reflect human pharmaco-
kinetics.
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Hultén et al. [21] have designed an in vitro model to study the intracellular
activity of antimicrobial agents by simulating human pharmacokinetics (Fig. 9).
In this model a human epithelial cell line is grown in the appropriate medium
and seeded into cell culture inserts containing a 0.45 µm membrane. Inserts are
exposed to a fixed concentration of the bacteria and incubated for several hours
to allow the bacteria to penetrate into the cells. Extracellular bacteria are then
removed, and inserts are placed in a metal rack that is fixed on a glass chamber
connected to a pump simulating pharmacokinetics of the antibiotic. Inserts are
removed, at various time points, and cells are processed and lysed prior to deter-
mination of bacterial inoculum. This model was used previously to determine
the intracellular activity of amoxicillin, clarithromycin, and amoxicillin against
H. pylori. This model was also used to evaluate the activity of different agents
against Mycobacterium tuberculosis [21].

FIGURE 9 Intracellular pathogen model. Medium is pumped through the cen-
tral compartment (glass chamber) at a rate to simulate antibiotic pharmacoki-
netics. Inset shows a cross section of the central compartment, with cell cul-
ture inserts suspended within a metal rack. B � bottom section of central
compartment, CC � cell culture insert, FM � fresh medium, HP � hot plate
(37.5°C), P � peristaltic pump, SB � magnetic stir bar, SP � sampling and
injection port, SR � stainless steel rack, WM � waste medium. (Adapted from
Ref. 21.)
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8 LIMITATIONS OF IN VITRO MODELS

Although the in vitro models described in this chapter are widely used in the study
of antimicrobial pharmacokinetics and pharmacodynamics, certain limitations to
their use must be noted. The applicability of results obtained from in vitro
models to the treatment of infections in vivo is limited by the factors described
below.

8.1 Effects of the Immune System

The majority of in vitro models commonly used are devoid of immune system
factors; that is, antimicrobial effects are studied in an environment that does not
contain the host defense factors. The antimicrobial effect may thus be underesti-
mated, because organisms are free from the inhibitory action of such immune
system factors as leukocytosis, phagocytosis, and immunoglobulins.

Shah [22] employed a model that incorporated fresh human blood from
healthy volunteers in an effort to replicate in vivo immune system effects. The
model consisted of a glass chamber (similar to the one-compartment model previ-
ously described) with an inner cell suspended within. The inner cell, composed
of plexiglass, was enclosed at each end with membrane filters designed to allow
diffusion of antibiotics. Heparinized human blood was incorporated into the inner
chamber, and the outer chamber contained a nutrient medium. The bacterial inoc-
ulum was injected into the inner chamber, and antibiotics were administered into
the outer vessel.

Use of this model in a study of imipenem against Escherichia coli, Kleb-
siella pneumoniae, and Pseudomonas aeruginosa revealed that in the presence
of blood alone, the bacterial count was reduced by 90–99%, but in all cases
bacterial regrowth was noted. As expected, addition of antibiotic decreased the
time to achieve 99% reduction of the bacterial inoculum, and the final bacterial
count was decreased in comparison to that obtained in antibiotic-free models.
Although the use of blood as a medium allowed incorporation of some aspects
of the human immune system, the full range of host defense factors was not
included in the model.

Incorporation of blood as a medium into in vitro models has not been
widely employed, most likely due to the logistical concerns of working with
human blood. However, it should be noted that the lack of an immune system
in typical in vitro models is advantageous in some respects, in that the effect
of antibiotic exposure alone on the development of bacterial resistance may be
measured. Also, results from in vitro models lacking immune system effects may
be satisfactorily applied to infection occurring in neutropenic hosts, although,
again, not without some concerns over the clinical applicability of these results.
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8.2 Altered Bacterial Growth Characteristics

Multiple investigations have confirmed that the behavior of bacteria in an in vitro
environment is not equivalent to that in vivo. Microorganisms grown in vitro
differ from those causing in vivo infection with respect to factors discussed in
the following paragraphs.

8.2.1 Virulence

It has been noted in numerous experiments that bacterial virulence is progres-
sively diminished with serial in vitro passage or cultivation [23]. The cause of
this is unknown, but it may be due in part to adherence factors or derangements
in biochemical pathways. The result of this loss of pathogenicity is potentially
an overestimation of the effect of a given antimicrobial in an infection model.
However, this reduction in virulence may be strain-specific, so the impact on
clinical application of in vitro experimental results may be unclear.

8.2.2 Morphology

Bacteria adapt to life in a blood environment and undergo such morphological
changes as encapsulation and mucus production [24]. Thus, bacteria in vivo pos-
sess an enhanced resistance to killing by serum factors. In vitro, these alterations
in morphology are unstable, and organisms rapidly revert to a normal morphol-
ogy. Thus, the effect of an antimicrobial in an infection model may be overesti-
mated because the above-described morphological defense factors are absent.

8.2.3 Physiology

Microorganisms are known to rapidly develop adaptively to a variety of environ-
ments, possibly as a result of metabolic changes. In an in vitro environment,
bacteria differ from those cultivated in vivo in terms of amino acid composition,
the synthesis of toxic metabolites, and metabolic rate [24]. Overall, bacteria are
more metabolically active in vivo than in vitro. However, replication generally
occurs more rapidly in an in vitro environment, possibly due to the lack of im-
mune system effects. For example, it has been shown that the typical growth rate
of microorganisms in an in vivo animal model of infection may be on the order
of 0.02–0.05 h�1, wheras the growth rate in an in vitro batch culture may approach
2–3 h�1 [25]. Continuous culture of microorganisms, which allows precise control
of growth rate, may allow maintenance of microorganisms in a state of growth
more closely approximating that of organisms in the natural state [25].

In addition to changes in growth characteristics, differences in expression
and/or structure of outer membrane proteins may occur such that microorganisms
in vitro display reduced permeability. These effects are dependent on the compo-
sition of the nutrient medium used in model experiments. For example, the struc-
ture and composition of the outer membrane proteins of Escherichia coli may



In Vitro Antibiotic Pharmacodynamic Models 61

be altered by changes in growth medium and temperature as well as by the molec-
ular size and osmolarity of sugars contained in the growth medium [24].

The overall effect of the above physiological changes on the applicability
of results obtained from in vitro models is variable and may be difficult to deter-
mine. These alterations may be highly strain-specific, so general conclusions re-
garding methods to account for these changes are lacking.

8.2.4 Sensitivity to Serum Factors

As noted above, morphological changes of bacteria in vivo lead to a reduced
susceptibility of those organisms to serum immune factors. For example, bacteria
cultured in vitro display an enhanced susceptibility to phagocytosis [26]. There-
fore, use of models incorporating, for example, human blood as a medium may
fail to adequately account for immune effects, because the bacterial strain may
be more susceptible to the effects of immune mediators than it would be in vivo.

8.3 Microorganism Viability

Certain organisms are difficult to work with in in vitro systems because of viabil-
ity problems that are not apparent in vivo. For example, it is difficult to keep
Streptococcus pneumoniae viable for periods longer than 12 h, because of the
stationary-phase autolytic process that is common to this species. For this reason,
in vitro killing curves obtained in test tubes do not usually exceed 6–12 h, so
organism death can be correctly attributed to antibiotic effects rather than to auto-
lytic processes.

In an in vitro infection model investigation, Cappelletty et al. [27] demon-
strated that the viability of S. pneumoniae during growth control experiments is
directly affected by the clearance of growth medium through the model. Simula-
tions of antibiotics with longer half-lives were more likely to result in a slower
rate of medium turnover, thus increasing the likelihood of autolysis induction.
This serves to reinforce the idea that growth control experiments without antibi-
otic must always be performed to ensure that organism viability is optimal [27].

8.4 Effects of Protein Binding on Antimicrobial Action

Because plasma protein is usually not included in the nutrient broth medium, the
effects of protein binding of antimicrobials may not be measured. For example,
the antibacterial effect of drugs that are highly bound by plasma proteins may
be overestimated in models where such protein binding is not replicated, because
concentrations of the drug in the model will exceed those obtained in vivo. How-
ever, incorporation of protein, such as human albumin, may allow simulation of
the free-drug concentrations that will be obtained after dosing in humans. For
example, Garrison et al. [28] assessed the effects of physiological concentrations
(3.8–4.2%) of human albumin on the activity of daptomycin and vancomycin
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against Staphylococcus aureus. Albumin was directly incorporated into the two-
compartment in vitro model. It was found that the presence of albumin signifi-
cantly diminished the bactericidal activity (as measured by kill rate and time to
99% kill) of both daptomycin (low- and high-dose regimens) and vancomycin.
Rather than include protein in a model, if one knows the degree to which an
antibiotic is bound to proteins one may simply dose in such a way as to simulate
free concentrations that will be obtained in the presence of protein. This strategy
is desirable because of the excessive cost associated with the use of albumin and
other proteins in pharmacodynamic models.

8.5 Bacterial Adherence

In a study conducted by Haag et al., in vitro models with no dilution and/or
elimination of growth medium (growth control) were compared to models where
the addition and elimination of medium took place (addition and elimination were
set to occur at the same rate). The investigators expected that, given a dilution
rate higher than the bacterial growth rate, an artificial decrease in bacterial counts
due to dilution of organisms would be observed. However, they instead noted
that an increase in colony-forming units occurred after 1–2 h of simulation [8].
This phenomenon was ascribed to the presence of a subpopulation of bacteria
that adhered to the inner surfaces of the model in a biofilm layer. It is thought
that bacteria residing within the biofilm resist dilution but that a certain proportion
of bacteria diffuse into the medium at a quantifiable rate.

As a result of this phenomenon, the effect of an antibiotic on cells in the
liquid medium may be measured only in the early stages of an experiment. After
this time, as the biofilm layer forms, the effect of the agent on the nondilutable
adherent population is measured instead. Because organisms in this subpopula-
tion typically display reduced antimicrobial susceptibility, the effect of the agent
under study may be underestimated [8]. On the other hand, the effect of an agent
on bacteria residing within sequestered sites of infection may be more reliably
determined.

Attempts have been made to prevent bacterial adherence to model surfaces.
For example, Gwynn et al. [29] found that siliconization of their model prevented
the eventual increase in bacterial counts. It was postulated that the silicone’s
prevention of the formation of an adherent population was responsible for this
effect. However, others have been unable to replicate these findings. Bacterial
adherence may also depend on the geometry of vessels making up the model and
on the material from which models are constructed.

8.6 Dilutionary Artifacts

Although in vitro models incorporating dilution (i.e., addition and elimination of
medium at a rate to simulate the half-lives of antibiotics) more closely replicate
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the dosing of drugs in humans, dilution of the bacterial inoculum is a problem
associated with these models. Such dilution (elimination) of microorganisms will
result in an overestimation of the killing effect of an agent being studied. As
described previously, investigators have employed a variety of strategies to over-
come this effect, including construction of models that prevent elimination of
bacteria, the use of static models in which dilution does not occur, and compensa-
tion for the effects of dilution by the use of mathematical correction [9].

8.7 Other Effects

In addition to the above limitations associated with in vitro modeling, problems
may also arise during attempts to interpret results obtained from models incorpo-
rating either very highly or minimally bactericidal agents. With highly bacteri-
cidal antibiotics possessing an extended elimination half-life, complete eradica-
tion of bacteria to the limit of assay detection will rapidly occur. In this scenario,
the extent of measurable effects of varying drug dosages will be minimized. In
contrast, in models in which an agent with minimal bactericidal activity and a
short elimination half-life is used, organism regrowth will rapidly overwhelm the
model. The effect of regrowth is unknown, especially in light of the fact that
organisms that regrow do not undergo changes in antimicrobial susceptibility.
Again, the result of this phenomenon is that effects of the antimicrobial under
study are difficult to measure.

9 SUMMARY

In vitro antibiotic pharmacodynamic models represent a significant advancement
in the assessment of antimicrobial pharmacodynamics. The ability to simulate
human pharmacokinetics while evaluating the effect of an antibiotic on viable
bacteria is clearly superior to more traditional assessments such as basic suscepti-
bility testing or kill-curve experiments performed in test tubes. These models are
adaptable to a variety of conditions, allowing for evaluations of different organ-
isms, environmental conditions, dosing schemes, combination therapies, or resis-
tance mechanisms. Preliminary information suggests that results obtained from
certain dynamic models correlate with those found in vivo. Although there are
a number of limitations to the use and applicability of these models, they continue
to evolve and are likely to add to our overall understanding of antimicrobial and
microorganism interactions.
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Animal Models of Infection for the Study
of Antibiotic Pharmacodynamics

Michael N. Dudley

David Griffith

Microcide Pharmaceuticals, Inc., Mountain View, California

1 INTRODUCTION

Animal models of infection have had a prominent place in the evaluation of
infection and its treatment. From early experiments demonstrating transmission
of infectious agents to satisfy Koch’s postulates to evaluation of chemotherapy
in the antibiotic era, animal models have proven useful for understanding human
diseases.

More recently, animal models for the study of infectious disease have been
further refined to consider the importance of pharmacokinetic factors in the
outcome of infection. This allows for the study of the relationship between
drug exposure (pharmacokinetics) and anti-infective activity (pharmacodynamics).
Consideration of these aspects has enhanced the information provided by animal
models of infection and made the results more predictive of the performance of
drug regimens in humans. This has largely been accomplished through a more
thorough understanding of the importance of pharmacokinetics in the outcome
of an infection, advances in quantitation of drug concentrations in biological ma-
trices, and the development of metrics to quantify antibacterial effects in vivo.
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This chapter will review approaches for design, analysis and application of these
approaches in animal models for the study of optimization of anti-infective ther-
apy and the discovery and development of new agents.

Use of animal models of infection to study the relationship between drug
exposure in vivo and antibacterial effects dates back to the very early studies in
penicillin. These early investigators noted that the duration of efficacy of penicil-
lin in the treatment of streptococcal infections was dependent on the length of
time for which serum concentrations exceeded the MIC [1–3]. How these early
observations ultimately impacted on penicillin therapy in humans is difficult to
ascertain; however, it is clear that pharmacodynamic studies in animal models
have a crucial role in the preclinical evaluation of new anti-infectives, optimiza-
tion of marketed agents, and the assessment of drug resistance.

2 RELEVANCE OF ANIMAL MODELS TO INFECTIONS

IN HUMANS

It is largely assumed that efficacy of a drug in an animal model will correspond
to that in humans. However, in many cases the induction and progression of
infection in small animals does not correspond to that seen in the human setting.
For example, humans rarely suffer from large, bolus challenges of bacteria by
the intravenous route. A much more clinically relevant model for pathogenesis
in humans involving translocation of bacteria from gastrointestinal membranes
damaged by cytostatic agents has been developed [4]. Despite this major differ-
ence, the model of sepsis is a mainstay for early preclinical evaluation of anti-
infectives in rodent models.

A few animal models have been widely accepted for prediction of effects
in humans. The rabbit model of endocarditis (see below) has proven faithful in
mimicking damage to valvular surfaces similar to that reported in human patients,
and colonization of these vegetations by bacteria and growth corresponds closely
to that observed in humans. For several years, prophylaxis regimens for endocar-
ditis were based largely on experiments in this model.

3 ENDPOINTS IN ANIMAL MODELS OF INFECTION

Examples of major endpoints used in pharmacodynamic studies in animal models
of infection are shown in Table 1. For lethal infections, the proportion of animals
surviving at each dose/exposure level are determined to generate typical dose–
response curves. With greater awareness of the potential for suffering in test
animals during the later stages of overwhelming infection from a failing drug
regimen, most investigators have substituted rapid progression to a moribund
condition as a more humane alternative endpoint. Both endpoints require careful
monitoring by the investigator and consistent application of these definitions to



Animal Models of Infection 69

T
A

B
L
E

1
S

u
m

m
ar

y
o

f
A

d
va

n
ta

g
es

an
d

D
is

ad
va

n
ta

g
es

o
f

V
ar

io
u

s
E

n
d

p
o

in
ts

in
A

n
im

al
M

o
d

el
s

o
f

In
fe

ct
io

n

E
n

d
p

o
in

t
A

d
va

n
ta

g
es

D
is

ad
va

n
ta

g
es

D
ea

th
/m

o
ri

b
u

n
d

C
le

ar
en

d
p

o
in

t
(d

ea
th

).
A

n
im

al
st

re
ss

an
d

su
ff

er
in

g
.

co
n

d
it

io
n

C
o

m
p

ar
ab

le
en

d
p

o
in

t
in

h
u

m
an

s.
S

h
o

rt
-t

er
m

m
o

d
el

s
re

q
u

ir
e

o
ve

rw
h

el
m

in
g

in
o

cu
-

R
ep

re
se

n
ts

a
d

if
fi

cu
lt

te
st

o
f

an
ti

b
io

ti
c/

d
o

sa
g

e
lu

m
th

at
m

ay
tr

ig
g

er
cy

to
ki

n
e

re
sp

o
n

se
s

ir
re

l-
re

g
im

en
.

ev
an

t
to

th
at

se
en

in
h

u
m

an
s.

N
o

n
sp

ec
ifi

c
ef

fe
ct

s
o

f
d

ru
g

s
(b

ac
te

ri
al

ki
lli

n
g

vs
.

o
th

er
p

h
ar

m
ac

o
lo

g
ic

al
ef

fe
ct

s)
.

C
an

n
o

t
d

if
fe

re
n

ti
at

e
b

et
w

ee
n

ci
d

al
an

d
st

at
ic

ef
-

fe
ct

s
in

vi
vo

.
D

if
fi

cu
lt

to
as

se
ss

em
er

g
en

ce
o

f
d

ru
g

re
si

s-
ta

n
ce

d
u

ri
n

g
th

er
ap

y.
O

u
tc

o
m

es
ca

n
b

e
ve

ry
d

ep
en

d
en

t
o

n
in

o
cu

lu
m

an
d

o
th

er
ad

ju
va

n
ts

an
d

ca
n

o
b

sc
u

re
P

K
-P

D
an

al
ys

is
.

U
n

an
ti

ci
p

at
ed

ch
an

g
es

in
d

ru
g

p
h

ar
m

ac
o

ki
n

et
-

ic
s

d
u

e
to

al
te

re
d

p
h

ys
io

lo
g

y
d

u
ri

n
g

se
ve

re
in

fe
ct

io
n

.
Q

u
an

ti
ta

ti
o

n
o

f
C

an
d

et
er

m
in

e
st

at
ic

/c
id

al
ac

ti
vi

ty
o

f
ag

en
t.

R
el

ev
an

ce
o

f
ti

ss
u

e
b

u
rd

en
to

cl
in

ic
al

se
tt

in
g

in
p

at
h

o
g

en
s

in
C

an
as

se
ss

em
er

g
en

ce
o

f
d

ru
g

re
si

st
an

ce
d

u
r-

h
u

m
an

s
o

ft
en

n
o

t
es

ta
b

lis
h

ed
(‘

‘f
u

zz
y

te
st

-
b

o
d

y
ti

ss
u

es
in

g
tr

ea
tm

en
t

to
te

st
ag

en
ts

.
tu

b
e’

’)
.

an
d

fl
u

id
s

M
ea

su
re

p
o

st
an

ti
b

io
ti

c,
su

b
in

h
ib

it
o

ry
ef

fe
ct

s
U

n
re

al
is

ti
c

in
tr

o
d

u
ct

io
n

o
f

p
at

h
o

g
en

s
in

to
st

er
-

an
d

co
rr

el
at

e
w

it
h

in
vi

tr
o

p
ro

p
er

ti
es

.
ile

b
o

d
y

si
te

s.
M

ay
te

st
st

ra
in

s
th

at
ar

e
av

ir
u

le
n

t
in

o
th

er
m

o
d

-
N

ee
d

to
co

n
tr

o
l

fo
r

p
o

ss
ib

le
an

ti
b

io
ti

c
ca

r-
el

s
(e

.g
.,

se
p

si
s)

.
ry

o
ve

r
in

p
ro

ce
ss

in
g

sp
ec

im
en

s
fo

r
q

u
an

ti
ta

-
A

ss
es

s
re

la
ti

o
n

sh
ip

b
et

w
ee

n
d

ru
g

co
n

ce
n

tr
a-

ti
ve

cu
lt

u
re

.
ti

o
n

s
in

in
fe

ct
ed

co
m

p
ar

tm
en

t
w

it
h

b
ac

te
ri

al
er

ad
ic

at
io

n
(e

.g
.,

d
ru

g
co

n
ce

n
tr

at
io

n
s

in
C

S
F)

.
T

is
su

e
d

am
ag

e
C

o
n

si
d

er
s

im
p

ac
t

o
f

b
o

th
b

ac
te

ri
al

g
ro

w
th

an
d

R
el

ev
an

ce
to

h
u

m
an

in
fe

ct
io

n
u

n
ce

rt
ai

n
.

an
d

in
fl

am
-

re
su

lt
an

t
ef

fe
ct

s
o

f
an

ti
b

io
ti

cs
.

m
at

io
n



70 Dudley and Griffith

ensure reproducible results. Further, only the potency of the antimicrobial is esti-
mated, because the maximum response is generally bounded (100% survival).
However, given that death from infection often arises due to complex interplay
between host factors, organ damage, etc., or even other factors that may be unre-
lated to antibacterial effects (e.g., a dropped cage), the investigator must be cau-
tious in interpretating results.

In contrast, quantitation of bacteria in tissues at various time points allows
for measurement of changes in bacterial numbers over time. The antibacterial
effects often correlate with meaningful clinical outcomes in patients (e.g., relation
between time to sterilization of CSF in meningitis and residual neurological ef-
fects in children). Quantification of bacterial counts in tissues or fluids detects
more subtle changes in bacterial killing with dosage regimens. In addition,
changes in susceptibility of the pathogens with treatment can be measured. The
best approach is validation of the number of pathogens in tissues or fluids that
correlates with survival in treated or untreated animals. Identification of an earlier
endpoint that predicts survival in both treated and untreated animals meets the
most rigorous definition for a true surrogate marker (i.e., a marker that predicts
survival in treated and untreated groups).

3.1 Metrics for Quantifying Anti-Infective Effects In Vivo

Quantitation of antimicrobial effects in vivo usually measures the tissue or host
burden of organism at specified intervals after the initiation of treatment. In view
of the differences among drugs in in vitro pharmacodynamic properties (e.g.,
rate of bacterial killing and postantibiotic and subinhibitory effects) as well as
pharmacokinetic properties, several approaches have been developed to measure
the time course of antibacterial effects in vivo. These metrics tend to focus either
on the overall extent of bacterial killing over time or on the rate of bacterial
killing, either by measuring the time to reach a particular level of bacteria (e.g.,
time to 3 log decrease) or by calculation of a killing rate (e.g., reduction in log
CFU/h). Table 2 summarizes several representative metrics used for describing
the pharmacodynamic effects on bacteria in vivo.

4 PHARMACOKINETIC CONSIDERATIONS IN ANIMAL

MODELS OF INFECTION

As described in earlier chapters, one objective of pharmacodynamic modeling is
to relate the in vivo exposure of an anti-infective to the observed effects listed
above. This requires careful study of antimicrobial pharmacokinetics in the test
species.

Our approach is to measure the pharmacokinetic properties of readily avail-
able drugs in the infected animals. Although literature data are often available,
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the results in a preclinical pharmacokinetic study (where the goal is to carefully
measure pharmacokinetic properties) may differ from the values obtained in sick
animals or with multiple doses. For novel compounds, the pharmacokinetics is
not known, and studies in both infected and uninfected animals are needed to
characterize the pharmacokinetic properties of the agent as well as to determine
the actual exposure to drug in the experimental model. Nonlinear changes in
exposure vs. dose (due to changes in drug clearance or bioavailability for extra-
vascular administration) should be probed. When studying combinations of drugs,
one must ensure that pharmacokinetic drug interactions do not occur; pharmaco-
kinetic interactions could cause false interpretations of combination experiments
(e.g., increased effects from antimicrobial synergism), where the effect was really
due to elevated concentrations of an active component. We have also found that
the formulation used for a second agent may also influence the pharmacokinetic
properties of antibiotics (e.g., PEG plus levofloxacin in mice; unpublished obser-
vations).

4.1 Design Issues in Pharmacokinetic Studies for

Animal Models

4.1.1 Sampling

Appropriate blood or tissue sampling strategies are key to getting robust estimates
of pharmacokinetic parameters in animals. In mice, it is usually necessary to
euthanize the animal using CO2 or another AVMA-approved method to obtain
adequate volumes of blood for drug assay. Cardiac puncture in a dead animal
usually yields the greatest volume of blood. Harvest of tissues or other samples
and immersion in a suitable matrix for sample processing (e.g., homogenization)
can also be done to quantify tissue levels. In larger animal species (e.g., rats,
rabbits), an indwelling intravenous or intra-arterial catheter allows collection of
multiple samples over time. In these cases, placement of two cannulas in separate
vessels should be undertaken to avoid possible carryover of drug-containing infu-
sate into samples.

One can use d-optimality criteria to select sampling points [16]. However,
we rarely use this, because the pharmacokinetics of drugs are rapid in small
animals and the slight advantage of narrowing sampling times is easily lost. Fur-
ther, for novel compounds there is no information upon which to base selection
of sampling times. The maximal volume of blood to be collected over a pharma-
cokinetic study session should be estimated and approved upon consultation with
a veterinarian and the Institutional Animal Care and Use Committee (IACUC).

After collection, samples can be centrifuged to separate cells from plasma
or serum and aliquots of the sample transferred to screw-capped storage tubes.
Pilot studies should consider possible loss of drug in polypropylene or other mate-
rials that may result in falsely low levels of drug. Administration of plasma ex-
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panders or volume replacement should be considered for prolonged studies in
small animals. Patency of catheters can be maintained by gentle flushing of lines
using heparin (10–100 U/mL) in 0.9% saline, but overzealous use can result in
a systemic anticoagulant effect.

4.1.2 Drug Assay

Assay of serum and tissue concentrations of drug in the test animal species can be
done using high performance liquid chromatographic (HPLC) or microbiological
assays. The more widespread availability, precision, sensitivity, and rapidity of
HPLC methods [particularly those using detection by tandem mass spectrometry
(MS/MS)] has resulted in a shift toward the use of these methods, particularly
in the early discovery or preclinical setting. Metabolites and their antimicrobial
activity should be considered in the final pharmacokinetic–pharmacodynamic
analyses. Preparation of standards in the appropriate biological matrix (e.g.,
serum; tissue homogenate) should be undertaken and the sensitivity, speci-
ficity, reproducibility, and ruggedness be validated to ensure reproducibility of
results.

4.1.3 Modeling Pharmacokinetic Data

Serum or tissue concentration vs. time data can be analyzed using a variety of
methods. Although noncompartmental (SHAM—slope, height, area, moment)
methods are used by many investigators, we have found that a more informative
analysis results when compartmental models are used. In addition, full parameter-
ization allows for better simulations. Critical analysis of the selection of the ap-
propriate pharmacokinetic model and generation of pharmacokinetic parameters
and their confidence intervals is also helpful for performing simulations to calcu-
late indices of pharmacokinetic parameters related to the MIC. Compartmental
modeling is also particularly important for estimating pharmacokinetic parame-
ters from studies that generate a single composite ‘‘population’’ curve of single
data points gathered from destructive sampling (e.g., serum from mice). Many
investigators have adopted WinNONLIN as the fitting program, but several other
suitable programs include ADAPT II and MKMODEL. Even population model-
ing programs (e.g., NOMEM, NPEM) may be useful with some data sets.

After estimation of pharmacokinetic parameters, simulation of serum levels
for various dosage regimens can be undertaken. Unbound drug concentrations
should be simulated using protein binding values generated in the same species.
It is particularly important to correlate effects with unbound drug exposure for
studies where development of pharmacokinetic-pharmacodynamic relationships
will be extended to other species, particularly humans. As will be discussed be-
low, several studies have shown that the free concentration of drug in serum is
linked to the efficacy of several anti-infectives. Differences in serum protein bind-
ing between preclinical species and humans could lead to errors in conclusions
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concerning target levels of total drug to obtain acceptable levels of efficacy. Ex-
amples include experience with cefonicid in the treatment of endocarditis due to
S. aureus [17].

4.2 Animal vs. Human Pharmacokinetics

The pharmacokinetics of drugs are known to differ markedly between preclinical
animal species (particularly small animals used in pharmacokinetic studies) and
humans. These differences largely arise due to well-described allometric relation-
ships that relate physiological variables measured within species to differences
in body weight [18]. However, the differences in pharmacokinetic properties be-
tween animals and humans may arise due to differences in metabolism, biliary
or renal transport, or a combination of these factors. For example, although mero-
penem is resistant to hydrolysis by human renal dehyropeptidases, it is highly
susceptible to inactivation to a deydropeptidase produced in mouse tissues [19].
Table 3 depicts examples of differences in pharmacokinetic properties between
humans and small animals for several classes of agents. These differences are
often most marked for β-lactam agents.

In conducting pharmacokinetic-pharmacodynamic investigations in animal
models with drugs used in humans, it is crucial that the differences between
humans and animals be considered in the design and interpretation of experi-
ments. This is particularly important for compounds whose activity in vivo is
dependent upon the length of time concentrations exceed the MIC (e.g., β-lactams
and Pseudomonas aeruginosa). When pharmacokinetic differences between hu-
mans and small animals are ignored, the results from animal models of infection
can underestimate the efficacy of compounds in humans.

A vivid example of the importance of consideration of human vs. mouse
pharmacokinetics was shown in studies with ceftazidime treatment of Pseudo-
monas aeruginosa infection in the neutropenic mouse thigh infection model by

TABLE 3 Comparison of Pharmacokinetic Parameters of Selected
Antimicrobials in Small Animals and Humans

Clearance [L/(h ⋅ kg)] Elimination half-life (h)

Drug Human Rat Mouse Human Rat Mouse Ref.

Ceftizoxime 0.12 1.16 3.67 1.27 0.26 0.15 18, 20
Vancomycin 1.89 0.36 0.75 1.5 2.8 0.63 21, 22
Ofloxacin 0.15 0.45 N.A. 7.0 1.84 N.A. 23, 24
Azithromycin 1.29 3.85 3.33 65.9 6.8 0.72 25–27

N.A. � not available.
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Gerber et al. in a neutropenic mouse model of infection (see Fig. 1) [28]. When
human pharmacokinetics were simulated in the mice, the bacterial killing was
much more sustained than that observed under normal mouse pharmacokinetic
conditions.

Generally, two methods exist for simulation of human pharmacokinetic
parameters in animals. In the simplest terms, they involve changing drug input
or drug elimination.

4.2.1 Changing Drug Input

Several investigators have used multiple, frequent administration of drugs with
rapid drug clearances and short serum elimination half-lives in mice or rats. This
approach uses the principle of superposition of successive ‘‘bolus’’ doses given
when concentrations are expected to have declined below target levels. The
frequency of administration may be as short as every 30 min around the clock
(Fig. 1).

The availability of computer-controlled pumps for delivery of intravenous
fluids has enabled the use of these devices to use decreasing rates of drug delivery
to simulate concentrations in humans [29]. Two approaches may be used: contin-
uous infusion of diluent into the infusate, which is delivered as an infusion into
the animal (much like what is done in in vitro pharmacodynamic models), or a
continuously changing intravenous infusion rate of a fixed concentration of drug
in infusate. The former approach has particular usefulness if one wishes to simu-
late human concentrations of two drugs in the animal. Both of these approaches
have been used in larger animal species (rats, rabbits) in the evaluation of treat-
ment of endocarditis, peritonitis, pneumonia, and meningitis.

The theoretical advantage associated with continuous infusion of antibiotics
with certain in vitro pharmacodynamic properties has been studied in animal
models of infection. Continuous infusion studies are considerably simpler than
intermittent administration. One simply needs to divide the desired steady-state
drug concentration by the drug clearance in the animal species to determine the
infusion rate. Studies have evaluated delivery by this route for up to 5 days.
Continuous infusion of drugs may also be obtained in mice using Alzet peritoneal
or subcutaneous micro-osmotic pumps.

4.2.2 Changing Drug Elimination

An alternative (and perhaps more direct) way to mimic human drug pharmacoki-
netics in small animals is to slow drug elimination. For drugs largely excreted
unchanged in urine, inducing renal impairment by administration of a nephro-
toxin can result in slow excretion and allow for close simulation of human dosage
regimens in mice. Several investigators have administered a single dose of uranyl
nitrate (e.g., 10 mg/kg given 2–3 days prior to antibiotic treatment) to induce
temporary renal dysfunction for studies of short-term duration (e.g., 24–30 h)
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FIGURE 1 Comparison of the effects of a single dose of ceftazidime against a
strain of Pseudomonas aeruginosa in the neutropenic mouse thigh infection
model. When a single dose was given to a mouse, bacterial killing occurred
only transiently, followed by regrowth. In contrast, when multiple frequent
doses of drug were given to simulate the pharmacokinetic profile in humans,
much more sustained bacterial killing was observed. (From Ref. 28.)
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[8]. Although convenient, this substance is considered to have low-level radia-
tion, and some states require special permits for its handling and disposal. Other
substances have been reported to cause renal impairment in rodents (e.g., glyc-
erol) [30]; however, we did not find that it significantly altered the pharmacokinet-
ics of aztreonam in mice (Tembe, Chen, Griffith, and Dudley, unpublished obser-
vations).

Figure 2 compares the serum pharmacokinetic profile for amoxicillin in
mice pretreated with a single dose of uranyl nitrate with concentrations in hu-
mans. When proper doses are administered, the serum concentration vs. time
profile is comparable to that observed in humans. Simulation of human serum
drug levels allowed for testing of the relationship between amoxicillin MIC and
effects in a mouse model using drug exposures comparable to those observed in
humans [8].

Other approaches for reducing drug clearance include administration of
drugs that block renal tubular secretion. This requires that the agent of interest
be excreted to a high degree by net renal tubular secretion in the animal species
to be tested. Probenecid is one example; however, the magnitude of the effect
may be variable and highly dose-dependent. In addition, probenecid may have
effects on other nonrenal pathways for elimination, including phase II metabo-
lism.

FIGURE 2 Comparison of serum amoxicillin concentrations found in renally
impared mice with those in human volunteers. (From Ref. 8.)
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5 PHARMACODYNAMIC MODELING USING

MATHEMATICAL INDICES FOR RELATING

PHARMACOKINETIC DATA WITH THE MIC

5.1 Pharmacokinetic-Pharmacodynamic Indices and

Relationship to Dose, MIC, and Drug Half-Life

As described in earlier chapters, several indices for integrating pharmacokinetic
data with the MIC have been applied for the study of anti-infective pharmacody-
namics. Figure 3 depicts several indices that have been used to express these
relationships. As shown in the figure, all of the parameters are highly correlated;
e.g., an increase in dose results in an increase in all parameters. However, the
magnitude of changes in each parameter with different doses, dosing intervals,
drug clearance, and MIC will not increase proportionately with all the pharmaco-
kinetic-pharmacodynamic (PK-PD) indices. This is especially important in the
design and interpretation of studies of drugs with short half-lives in small animals
where the percent of the dosing interval drug concentrations that exceed the MIC
is the most important parameter for describing in vivo antimicrobial effects.

A brief consideration of the effects of dose on PK-PD parameters is helpful
in recognizing the relative importance of each of these variables. For the ratios
Cmax/MIC or AUC/MIC, a change in dose results in proportional and linear (as-
suming linear pharmacokinetics) changes in AUC/MIC. Similarly, the MIC af-
fects these parameters (inversely), but the proportion of change is linear.

FIGURE 3 Examples of (a) pharmacokinetic parameters and the MIC and (b)
pharmacodynamic relationship between a PK-PD parameter and effects in
vivo.
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The picture is considerably more complicated in calculation of the number
of hours drug concentrations exceed the MIC. For a one compartment pharmaco-
kinetic model and bolus drug input,

Hours concn. exceeds MIC (T � MIC) �
ln dose/V � ln MIC

Cl/V

In contrast to the ratio metrics Cmax/MIC and AUC/MIC, the magnitude of
change in T � MIC with dose or MIC is not directly proportional but changes
as the natural logarithm of these values. Changes in drug clearance (half-life)
produce the most marked change in this parameter.

The practical implications of this relationship for the design of studies and
the evaluation of PK-PD data in animal models of infection for drugs where
activity in vivo is dependent upon T � MIC are profound. Figure 4 depicts
changes in T � MIC according to MIC or drug dose. When drug half-life is very
fast (Cl/V is large), even high doses of drug will produce only minor changes
in T � MIC. Similarly, differences in in vitro potency (MIC) will have little
effect on T � MIC. Failure to incorporate these considerations into experiments
results in erroneous conclusions concerning the effects of changes in MIC or
drug dose and in vivo response for drugs where in vivo activity is linked to
T � MIC.

FIGURE 4 Relationship between MIC and T � MIC and dose for vancomycin
administered subcutaneously in mice.
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5.2 Designing Experiments to Identify Relationships

Between Pharmacokinetics, MIC, and In Vivo Effects

In planning experiments in which many regimens can be evaluated (e.g., short-
term studies in mouse models), simulations of serum drug concentrations vs.
time using pharmacokinetic parameters derived from infected animals should be
performed. The parameters, MICs, and dosage regimens can easily be pro-
grammed into a spreadsheet to generate PK-PD data. One can assess a number
of ‘‘what if’’ scenarios for several doses, dosage regimens, and MICs and gener-
ate two- or three-dimensional plots showing the correlation for each regimen. An
example of uncorrelated PK-PD parameters for several vancomycin regimens in
a mouse is shown in Fig. 5. One can finalize selection of dosage regimens that
will minimize the covariance among different PK-PD parameters. In selecting
regimens, it is also important to be mindful of the relationships of dose and MIC
with the number of hours serum concentrations will exceed the MIC. In some
cases it may be virtually impossible to design dosage regimens that produce a
range of PK-PD parameters that correspond to those possible in humans. In these

FIGURE 5 Lack of correlation between T � MIC and AUC/MIC ratio for several
regimens of vancomycin administered every 2–12 h in a mouse model of
infection.
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cases, the use of techniques to alter drug input or retard drug clearance may be
required.

6 ANIMAL MODELS USED IN PK-PD STUDIES

6.1 Selection of Appropriate Models for Study

of PK-PD Issues

For the study of pharmacokinetics and pharmacodynamics (PK-PD) in an animal
model, one must take into consideration that the time course of antimicrobial
activity will vary between different antimicrobial agents. For example, β-lactam
antibacterials exhibit very little concentration-dependent killing and, in the case
of staphylococci, long in vivo postantibiotic effects (PAEs). For these antibacteri-
als, high drug levels will not kill bacteria more effectively or more rapidly than
lower drug levels, because these agents should be bactericidal as long as the drug
concentrations exceed the MIC. In contrast, fluoroquinolones and aminoglyco-
sides show concentration-dependent killing. For these agents, the peak/MIC or
AUC/MIC ratios should be the PK-PD parameters that most effectively describe
their efficacy [1]. With these caveats in mind, the choice of an animal model to
study PK-PD parameters will depend on the organism one wishes to study, the
pharmacokinetics of the antimicrobial agent, and the type of infection one ulti-
mately intends to treat in humans.

Of the animal models used to study PK-PD relationships, the most com-
monly used is the neutropenic mouse thigh model, fully described by Gerber and
Craig in 1982 [20]. Other animal models used to study PK–PD relationships
include animal models of pneumonia [21–23], kidney infections/pyelonephritis
[24], peritonitis/septicemia [25, 26], meningitis [27, 31], osteomyelitis [32], and
endocarditis [33–35]. In fact, almost any model can be used as long as drug
exposure can be correlated with organism recovery or response.

6.2 Factors Influencing Endpoints

Factors that affect the results of all endpoints include the test strain and initial
challenge inoculum, treatment-free interval (i.e., interval between bacterial inocu-
lation and initiation of treatment), immunocompetence of test animal species,
and administration of adjuvants. These all can contribute to outcome and the
conclusion concerning the magnitude of the PK-PD parameter required for effi-
cacy. Gerber et al. [36] showed that the efficacy of aminoglycosides and β-lac-
tams was markedly affected by delaying treatment, requiring a higher dose. In
fluoroquinolone treatment of pneumococcal infection in mice, the AUC/MIC ra-
tio associated with the static effect is similar in immunocompetent or neutropenic
mice. In contrast, AUC/MIC is considerably different between neutropenic and
nonneutropenic mice in infections due to Klebsiella pneumoniae [37].
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6.3 Animal Models

To study the pharmacodynamics of an antimicrobial agent, the pharmacokinetics
of the agent in question should be determined in the animal species and under
the same conditions that will be used in the infection model (e.g., neutropenic
mice in the case of the neutropenic thigh model). The MICs of the organisms to
be tested should be determined by an NCCLS reference method.

6.3.1 Thigh Infection Model

The thigh infection model has been used extensively to describe the pharmacody-
namics of several classes of drugs, particularly fluoroquinolones, macrolides,
β-lactams, and aminoglycosides. Most investigators have used Swiss albino mice
for this model, although any mouse strain can be used. Although occasional stud-
ies are done in normal (nonneutropenic) animals, most of the experience with
this model has been obtained in neutropenic mice [38]. Most investigators induce
neutropenia by the administration of 150 mg/kg and 100 mg/kg of cyclophospha-
mide on days 0 and 3, respectively. This results in severe neutropenia by day 4,
which is sustained over at least a 24–48 h period [38]. Inocula should be prepared
in a suitable medium and allowed to grow into log phase. After dilution, 0.1 mL
of bacterial suspension (105–106 CFU) is injected into each thigh while the ani-
mals are under light anesthesia (e.g., isoflurane, sodium pentobarbital, ether). For
some experimental designs, a different organism may be injected in the contralat-
eral thigh (e.g., when studying resistance mechanisms in isogenic strains), or
mixtures of organisms can be used. The organisms are usually allowed to grow
for 2 h prior to the start of treatment. Treatment is given in multiple dosing
regimens over 24 h based on the pharmacokinetics of the drug and PK-PD param-
eters being tested. After 24 h of treatment, the animals are euthanized and their
thighs are removed, homogenized in sterile saline, and serially diluted and cul-
tured on a suitable medium to perform colony counts. In the event of agents with
long half-lives (e.g., azithromycin), thigh homogenates can be assayed for the
drug to exclude the possibility of drug carryover interfering with the results, or
a substance to inactivate drug (e.g., β-lactamase) may be added. The CFU/thigh
determined for each dosing regimen can be quantified, and relationships to drug
exposure fit to a suitable pharmacodynamic model.

6.3.2 Pneumonia Models

The pneumonia model described below is a mouse model, however, there are a
number of different models in rats [21, 39], hamsters [40], or rabbits [41]. Organ-
isms used in pneumonia models include, but are not limited to, S. pneumoniae,
K. pneumoniae, P. aeruginosa, S. aureus, P. mirabilis, E. coli, L. pneumophila,
and A. fumigatus. Adjuvants are often used to increase virulence.

In the mouse model, most Swiss albino mice of either sex can be used.
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Depending upon the organism, the mice may or may not need to be rendered
neutropenic. Inocula should be prepared in a suitable medium and allowed to
grow into log phase. After dilution, the animals are infected by intranasal instilla-
tion of 0.05 mL of bacterial suspension (�106–107 CFU) while the animals are
under anesthesia (isoflourane, sodium pentobarbital, ether, etc.). Treatment is
given in multiple dosing regimens for up to 2 days starting 24 h after infection.
After 24–48 h of treatment, the animals killed and their lungs are removed, ho-
mogenized, serially tenfold diluted, and then cultured on a suitable medium to
perform colony counts. The CFU/lungs determined for each dosing regimen can
then be fit to a suitable pharmacodynamic model. The advantages of this model
are that the prolonged endpoint (24–48 h) allows for several cycles of bacterial
growth.

Using this model, Woodnutt and Berry [21] found that the efficacy of amox-
icillin-clavulanate (a combination of the two drugs) was best described by per-
centage time above the MIC, with the maximum bactericidal effect being
achieved at a T � MIC of 35–40%.

6.3.4 Pyelonephritis/Kidney Infection Models

Kidney infection models for study of antifungal activity have been described in
both mice [24] and rats [42]. Organisms used in kidney infection models include,
but are not limited to, E. faecalis, E. coli, S. aureus, C. albicans, and A. fumiga-
tus.

For the mouse model, most Swiss albino, Balb/c, and DBA/2 mice can be
used. Swiss albino mice can be rendered neutropenic to support growth of the
organism. Inocula should be prepared in a suitable medium and allowed to grow
into log phase. After dilution, the animals are infected by intravenous injection.
Treatment is started 2 h after infection in the case of C. albicans but can be
started as late as 24 h after infection in the case of E. faecalis. Treatment is given
in multiple dosing regimens for 24 h or longer. After 24–120 h of treatment, the
animals are killed and their kidneys are removed, homogenized, serially tenfold
diluted, and then cultured on a suitable medium to perform colony counts. The
CFU/kidneys determined for each dosing regimen can then be fit to a suitable
pharmacodynamic model. The advantages of this model are endpoints that can
range anywhere from 24 to 120 h, it generally uses an inoculum high enough to
study resistance, and it allows for several growth and regrowth cycles. Using this
model, it has been shown that the AUC/MIC best predicts the effects of flucona-
zole against strains with a wide range of susceptibilities to this drug [24,43,
44].

6.3.5 Peritonitis/Septicemia Models

The septicemia model described below is a mouse model [26,45]; however, there
is a similar model in neutropenic rats [25]. Organisms used in peritonitis/sepsis
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models include, but are not limited to, E. coli, S. aureus, S. epidermidis, P. aerugi-
nosa, K. pneumoniae, S. pneumoniae, E. faecalis, S. marcescens, P. mirabilis,
group B Streptococcus, C. albicans, and A. fumigatus.

For this model, almost any mouse species can be used. Mice may or may
not need to be rendered neutropenic. Inocula should be prepared in a suitable
medium and allowed to grow into log phase. After dilution, the animals are in-
fected by intraperitoneal injection of 0.1–0.5 mL of bacterial suspension (�1–
109 CFU/ mouse). Treatment is given in multiple dosing regimens for up to 72
h. After treatment, animals still alive are considered long-term survivors. Deaths
recorded throughout the experiment can be compared by Kaplan–Meier or probit
analysis. Percent survival [(number alive/number treated) � 100] determined for
each dosing regimen can then be fit to a suitable pharmacodynamic model.

Using this model, Knudsen et al. [45] found that the peak/MIC ratio and
time above MIC were associated with survival for vancomycin and teicoplanin
against S. pneumoniae. In a study using peritoneal washings and survival in mice
for Emax modeling, der Hollander et al. [26] found that the peak/MIC ratio was
associated with maximum bactericidal effects for azithromycin against S. pneu-
moniae and was achieved at a ratio of 4. In a similar model in rats, Drusano et
al. [25] found that for lomefloxacin, a peak/MIC ratio that was 20:1 or 10:1
was associated with survival against P. aeruginosa. At peak/MIC ratios of �10:1,
they found that the AUC/MIC ratio was associated with survival.

6.3.6 Meningitis Models

The meningitis model described below is a rabbit model [9,10]. There are also
models in the rat, guinea pig, cat, dog, goat, and monkey, but studies in the higher
species are discouraged. Organisms used in meningitis include N. meningitidis,
S. pneumoniae, H. influenzae, S. aureus, S. pyogenes, S. agalactiae, E. aerogenes,
E. coli, K. pneumoniae, P. mirabilis, P. aeruginosa, and L. monocytogenes.

For this model, male or female rabbits can be used. A dental acrylic helmet
is attached to the skull of each rabbit by screws while it is under anesthesia. The
helmet allows the animal to be secured to a stereotactic frame made for the punc-
ture of the cisterna magna. Meningitis is induced by injection of a bacterial sus-
pension directly into the cisterna magna. Treatment is started 18 h after infection
and is given in multiple dosing regimens for up to 72 h. The CFU/mL CSF fluid
or cure rates (sterile CSF cultures) determined for each dosing regimen can then
be fit to a suitable pharmacodynamic model.

In this model, Tauber et al. [27] found that the peak CSF drug level/MBC
ratio emerged as an important factor contributing to the efficacy of ampicillin
against S. pneumoniae. In earlier studies these investigators also found that there
was a linear correlation between β-lactam CSF peak concentrations and bacteri-
cidal activity in rabbits with S. pneumoniae meningitis [9]. Antibiotic concentra-
tions in the CSF in the range of the MBC produced static effects, and concentra-
tions of 10–30 times the MBC produced a maximal bactericidal effect.
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In the same model of pneumococcal meningitis, Lutsar et al. [31] found
that the bactericidal activity of gatifloxacin in the CSF was closely related to
the AUC/MBC ratio but that maximal activity was achieved only when drug
concentrations exceeded the MBC for the entire dosing interval. In another study
of pneumococcal meningitis, Lutsar et al. [10] found that for ceftriaxone the
time above MBC predicted the bacterial killing rate and that there was a linear
correlation between time above MBC and bacterial killing rate during the first
24 h of therapy. Sterilization of the CSF was achieved only with T � MBC of
95–100%. Ahmed et al. [46] found that concentrations of vancomycin needed
to be at least four- to eightfold the MBC of S. pneumoniae in order to obtain
adequate bacterial clearance. The suggestion was also that time above the MBC
in the CSF was required for efficacy.

6.3.7 Osteomyelitis Models

The osteomyelitis model described below is both a rat model [32] and a rabbit
model [47]. Organisms used in osteomyelitis models include S. aureus and P.
aeruginosa. For this model, male or female rats or rabbits can be used. Animals
are anesthetized, then the tibia is exposed, and a 1 mm hole is bored with a dental
drill into the medullary cavity of the proximal tibia. Bones are infected by first
injecting 5% sodium morrhuate followed by an injection of bacterial suspension.
The hole is plugged with dental gypsum, and the wound is closed. Treatment is
initiated 10 days after surgery and is given in multiple dosing regimens for up
to 21 days for each compound.

In this model, O’Reilly et al. [32] chose single daily doses of 50 mg/kg
for azithromycin, single daily doses of 20 mg/kg for rifampin, and three 90 mg/
kg doses of clindamycin daily for treatment regimens against S. aureus. Despite
having large bone peak/MIC and trough/MIC ratios, azithromycin failed to steril-
ize a single bone. Clindamycin sterilized 20% of the animals treated, and rifampin
sterilized 53% of the animals treated. These results underscore the difficulties in
predicting the efficacies of antibiotics in osteomyelitis based on in vitro studies
and antibiotic levels in bone.

6.3.8 Endocarditis Models

The endocarditis model has been used extensively to evaluate antimicrobial regi-
mens. Its advantages are that it produces an infection comparable to that observed
in humans. The endocarditis model described below is a rabbit model [48]; how-
ever, there is also a rat model [49]. Organisms used in osteomyelitis models
include, but are not limited to, S. aureus, P. aeruginosa, S. epidermidis, E. aero-
genes, E. faecalis, E. faecium, S. sanguis, S. mitis, C. albicans, and A. fumigatus.

For this model, New Zealand rabbits are usually used. Rabbits are anesthe-
tized; then a catheter is placed across the heart valve and left in place for the
duration of the study. Animals are infected after 24 h by an intravenous injection
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of bacterial inoculum. Treatment begins 24 h after infection and is given as multi-
ple dosing regimens for 3–10 days. Animals are killed; then heart valve vegeta-
tions are collected, homogenized, serially tenfold diluted, and then cultured on
a suitable medium to perform colony counts. Terminal blood samples are taken
to check for sepsis. The CFU/g vegetation determined for each dosing regimen
can be fit to a suitable pharmacodynamic model.

In the rabbit model, Powell et al. [50] found that single daily doses or
continuous infusion of tobramycin provided equally efficacious results, sug-
gesting that the AUC/MIC ratio may be the variable that best describes the effi-
cacy of this compound. In another rabbit model of endocarditis, Fantin et al. [51]
found that RP 59500 was efficacious against S. aureus despite the fact that it
was above the MIC for only 33% of the time. However, it was found that RP
59500 penetrated vegetations well with a vegetation/blood ratio of 4:1 and a
prolonged in vitro postantibiotic effect.

In a rat model of endocarditis, Entenza et al. [49] found that despite having
concentrations of the quinolone Y-688 that were the same as human concentra-
tions, the compound failed to be efficacious against quinolone-resistant S. aureus.
This failure may be due to insufficient vegetation penetration [52]. In separate
in vitro time-kill studies with S. aureus, low concentrations of Y-688 selected
for drug resistance. Poor drug penetration into vegetations could have provided
ideal conditions for selection of resistance in vivo, and hence the failure of Y-
688 in this model.

In an analysis of 19 publications on the treatment of experimentally induced
endocarditis caused by S. aureus, S. epidermidis, viridians streptococci, E. aero-
genes, and P. aeruginosa in rabbit or rat models, Andes and Craig [35] found
that for fluoroquinolones, a 24 h AUC/MIC of 	100, a peak/MIC of �8, and
a time above the MIC of 100% were all associated with significant bactericidal
activity after 3–6 days of therapy. However, they determined that the 24 h AUC/
MIC ratio exhibited the best linear correlation. A conclusion was that the results
found in endocarditis with quinolones were similar to those found in the neutro-
penic thigh model.

7 EXAMPLES OF USE OF ANIMAL MODELS TO STUDY

PHARMACOKINETIC-PHARMACODYNAMIC ISSUES

7.1 In Vivo Postantibiotic Effects

Postantibiotic effects have been recognized since the very early studies of penicil-
lin. Although in vitro studies can describe the persistent effects of a drug follow-
ing its complete removal from a growing culture, they often have little relevance
to the in vivo setting when drug concentrations fall more slowly over time. In
contrast, demonstration of persistent antibiotic effects following a single dose can
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be helpful in determining the optimal dosage interval. Single dose experiments in
animal models can be used to define the in vivo postantibiotic effect (in vivo
PAE) [53,54]. In these experiments a single dose of drug is given and the serum
concentration and tissue burden of the test organisms are measured over time.
The in vivo PAE is calculated by the equation

PAE � T � C � M

where M is the time for which plasma levels exceeded the MIC, T is the time
required for the bacterial counts of treated mice to increase by 1 log10 CFU/thigh
above the count at time M; and C is the time necessary for the counts in control
animals to increase by 1 log10 CFU/thigh. An example is shown in Fig. 6.

There are some important differences between the in vitro and in vivo
PAEs. Most notably, the in vivo PAE tends to be longer than the in vitro PAE.
A possible explanation for the differences between the in vitro and in vivo PAEs
is the effect of subinhibitory drug concentrations on bacterial growth and re-

FIGURE 6 Example of an in vivo PAE for cefazolin. Growth curves of control
(�) and antibiotic-exposed (�) S. aureus ATCC 25923 in mouse thighs after
a single dose of cefazolin 12.5 mg/kg. Serum levels of cefazolin after a single
dose at 12.5 mg/kg(∆). (From Ref. 38.)
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growth. Sub-MIC concentrations can increase the length of the PAE [55], as
reflected in the in vitro measurement, PAE-SME. Measurements of the in vivo
PAE from single-dose experiments can then be used to better define the duration
of antimicrobial effects in vivo with declining concentrations.

7.2 Serum Protein Binding

Unfortunately, the effect of serum protein binding on antimicrobial activity still
attracts considerable controversy and confusion among many clinicians and re-
searchers. The proportional reduction of antimicrobial activity in the presence of
serum or binding proteins has been thoroughly demonstrated for several anti-
infectives in susceptibility testing.

Although of high interest, there are too few examples of well-controlled ex-
periments that demonstrate the importance of serum protein binding on efficacy
in vivo. The difficulty in showing the importance of protein binding in animal
models largely lies in the fact that the class of anti-infectives with the greatest
variability in serum protein binding are the β-lactam antibiotics. Since the in vivo
efficacy of these agents is dependent upon T � MIC and they have relatively short
half-lives in small animals, large differences in serum protein binding are required
to producesignificant differences in free-drug T� MIC. Merrikenet al. [56] demon-
strated the importance of serum protein binding on the efficacy of several structur-
ally related analogs of penicillin in a mouse model of sepsis due to Staphylococcus
aureus. All of the agents had similar in vitro potency against the test organism (MIC
between 0.25 and 0.5 mg/L) and pharmacokinetic properties, but the percent bound
to serum proteins ranged between 36% and 98%. Although the differences in phar-
macokinetic properties of total drug were small (2.5-fold range), there was a 70-
fold difference among agents in dose required for survival in 50% of animals (ED50

ranged from 0.7 to 49.7). In a neutropenic mouse thigh model, we also compared
the efficacy of three cephalosporin analogs with varying MICs to 2 strains of methi-
cillin-resistant Staphylococcus aureus, pharmacokinetics, and protein binding. As
shown in Fig. 7, bacterial killing was best described by the number of hours that
free-drug concentrations exceeded the MIC.

7.3 Drug Resistance

The increasing problem of resistance to anti-infective drugs has required critical
analysis of the significance of novel resistance mechanisms. The study of drug
pharmacodynamics in animal models of infection either using isogenic strains
with or without a resistance factor or using relevant clinical isolates can assess
the importance of resistance under in vivo conditions. This information can be
important in establishing resistance breakpoints for in vitro MIC testing (see be-
low) as well as for formulating optimal dosage regimens to prevent or overcome
established resistance. Generally, if resistance in vivo is less than that observed
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in vitro, this will be reflected by the disruption of expected relationships between
drug exposure (e.g., AUC) and MIC.

The clinical relevance of resistance to extended spectrum cephalosporins
by novel plasmid-mediated β-lactamases was studied by Craig and colleagues in
the neutropenic mouse thigh model against several isogenic strains producing
extended-spectrum β-lactamases. Mice were pretreated with uranyl nitrate to sim-
ulate human exposures to the drug. The results showed that although MICs were
elevated at a high inoculum, in vivo results were best correlated with MICs ob-
tained at the lower inoculum (W. Craig, personal communication).

Reduced susceptibility to vancomycin in enterococci, and more recently
Staphylococcus aureus, is of increasing clinical concern because of the absence
of alternative therapies. In experiments in the neutropenic mouse thigh model
with S. aureus strains that were vancomycin-susceptible or intermediate (VISA),
the efficacy was best described by the Cmax/MIC or AUC/MIC ratio. When results
for the vancomycin susceptible strains were compared with those for VISA, only
slightly higher vancomycin exposures (Cmax or AUC) were required for the same
level of efficacy despite the higher MICs. Although further studies are required,
this suggests that these strains have a reduced level of susceptibility in vivo to
vancomycin that is less than that predicted by the in vitro MIC [57]. Optimization
of vancomycin dosage regimens could be a successful strategy for the clinical
management of strains with reduced susceptibility to vancomycin.

Drug efflux is increasingly recognized as an important mechanism of resis-
tance in bacteria and fungi. However, little is known concerning the efficiency
of these pumps to produce resistance under in vivo conditions. Using isogenic
strains of Pseudomonas aeruginosa with varying levels of expression of the
multicomponent mexAB-oprM efflux pump, a reduced response to levofloxacin
and ciprofloxacin in the neutropenic mouse thigh model and mouse sepsis model
was observed; the reduction in efficacy due to efflux was proportional to the
change in AUC/MIC [58]. In contrast, Andes and Craig [59] reported that AUC/
MIC ratios associated with response in the neutropenic mouse thigh model for
NOR-A efflux-related resistance to fluoroquinolones in Streptococcus pneumon-
iae were lower than that in susceptible strains or strains with reduced susceptibil-
ity due to non-efflux (e.g., gyrA) mechanisms. These data suggest that efflux
mechanisms of resistance may be significant in some bacteria but not in others.

Resistance to fluconazole due to target modifications and/or efflux has also
been shown to be significant in vivo using pharmacodynamic modeling. Sorensen
et al. studied several strains of C. albicans with over a 2000-fold range in MIC
in a mouse model of disseminated candidiasis. The reduction in counts in kidneys
at 24 h following fluconazole was found to be described by the AUC/MIC ratio
for all doses and strains tested [44], suggesting that elevated fluconzole MICs
due to target or efflux-based mechanisms correspond to similar levels of reduced
activity in vivo.
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7.4 Establishing Susceptibility Breakpoints

Given the usefulness of pharmacokinetic-pharmacodynamic relationships for pre-
dicting efficacy in vivo, animal models using these analyses have been used for
establishing breakpoints for in vitro susceptibility testing. The Antimicrobial Sus-
ceptibility Testing Subcommittee of the National Committee for Clinical Labora-
tory Standards (NCCLS) has used such analyses for consideration of breakpoints
for certain classes of drugs where clinical data are scant as well as for new agents.
A combined approach where data from human clinical trials involving treatment
with organisms with varying MICs along with animal model PK-PD data pro-
vides a rational basis for establishing susceptibility breakpoints.

Pharmacokinetic-pharmacodynamic data derived in animal models of in-
fection are used to establish susceptibility/resistance breakpoints for MIC testing
in several ways. Studies in a relevant model of infection can be used to character-
ize the parameter that best describes efficacy in the model. The ‘‘target’’ PK-
PD parameter (e.g., 24 h AUC/MIC ratio) for producing a bacteristatic drug,
50% or even 90% of the maximum response can be derived from the experiments.
Based on the pharmacokinetic properties in humans at safe doses, PK-PD parame-
ters for various dosage regimens can be calculated for various MIC values. The

FIGURE 7 Relationship between exposure in vivo to free drug concentrations
and bacterial killing in a neutropenic mouse thigh infected model due to 2
strains of methicillin-resistant Staphylococcus aureus, and three cephalospo-
rin analogs (■, �, � for each compound) with varying MICs and serum pro-
tein binding.
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highest MIC value that still achieves the target PK-PD parameter for the drug
would correspond to a suitable MIC breakpoint for susceptibility testing. For
example, a drug whose efficacy in an animal model of infection is maximal when
the 24 h free-drug AUC/MIC ratio exceeds 30 and safe regimens in humans
produce a 24 h AUC of 60 mg ⋅ h/L, then a susceptibility breakpoint of 2 mg/L
could be recommended. Of note is that although the exact serum concentration vs.
time curve, dosing frequency, and protein binding may differ between humans and
small animals, these differences are considered in reducing the exposure relative
to the MIC by using pharmacokinetic measures (e.g., free-drug AUC, Cmax).

The rigor of the selected breakpoint can be further evaluated using simula-
tion. The availability of population pharmacokinetic parameters and their vari-
ability in target patient groups can be used to determine the probability of individ-
ual patients attaining a PK-PD target parameter using a selected breakpoint. The
simulation can be even further developed by incorporating the distribution of
MICs in organisms of interest and serum concentration data for individual pa-

FIGURE 8 Effect of simulated human dosage regimens of amoxicillin on re-
covery of bacteria from the thighs of neutropenic mice according to amoxicil-
lin MIC. Mice were pretreated with uranyl nitrate to enable simulation of
amoxicillin levels corresponding to that observed in humans with usual
doses as shown in Fig. 2. Organisms with an MIC 
2 mg/L all showed a reduc-
tion in CFU/thigh, thus supporting a susceptibility breakpoint of this value.
(From Ref. 8.)
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tients for the population means and variances [60]. This corresponds to the equiv-
alent of a simulated clinical trial.

An alternative approach employs direct simulation of human pharmacoki-
netics in the animal and testing of strains with varying MICs to the test agent.
One would expect to see a graded response according to MIC and ultimately a
‘‘no effect’’ at a threshold MIC value. This approach is shown in Fig. 8. Human
dosage regimens of amoxicillin were simulated in neutropenic mice, whose thighs
were then infected with several strains of S. pneumoniae with varying levels of
susceptibility to the drug. For strains with MICs exceeding 2 mg/L, little or no
effect was seen on bacterial counts recovered from mice at 24 h, thus supporting
a susceptibility breakpoint of 2 mg/L or less.

8 CONCLUSIONS

Animal models of infection are a pivotal tool in the study of PK-PD properties
of anti-infectives. Consideration of PK-PD issues in the design and interpretation
of experiments in animals have strengthened the usefulness of these models for
the study of human infection. Animal experimentation has been greatly improved
because of recognition of the importance of these issues. In addition, many of
the recognized limitations of animal models for application to treatment of human
infections have been overcome by recognition of the importance of pharmacoki-
netics in the outcome of infection. These principles are routinely applied in the
study of new drugs in all phases of drug discovery and development as well as
in the optimization of dosage in the pre- and postmarketing evaluation of agents.
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1 INTRODUCTION

1.1 Historical Overview

Penicillin G, the original β-lactam antibiotic, was discovered by Fleming in 1928
and used for the first time in 1941 to treat a staphylococcal infection in a British
policeman. By the end of World War II, penicillin was commercially available
in the United States [1]. Although initially given as a continuous infusion, due to
the abundance of penicillin and the difficulties with the intravenous drip delivery
system, long-acting repository forms of penicillin G became popular with clini-
cians. The pharmacodynamic concepts that apply to β-lactams were actually pion-
eered in the late 1940s by Harry Eagle, an immunologist at the National Institutes
of Health. Calling upon both in vitro and in vivo animal studies, Eagle was the
first investigator to propose the concept of time-dependent bactericidal killing
for β-lactams. Eagle demonstrated in vivo that a penicillin-free interval prolongs
the duration of treatment necessary for cure and that less total daily drug given
in frequent, multiple doses is more effective than larger, infrequent doses. Eagle
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also demonstrated in vivo with nonneutropenic mice and rabbits that the duration
of the penicillin concentration above the MIC of a specific pathogen correlates
to drug efficacy. In Eagle’s experiments, a serum concentration 2–5 times the
MIC of the bacteria correlated with penicillin’s bactericidal activity [2]. The con-
cept of dividing antibacterials into groups based on the pattern of bactericidal
activity was not formally proposed by investigators until the late 1970s. As early
as 1953, however, Eagle clearly discussed not only the time-dependent bacteri-
cidal activity of penicillin but also the concentration dependence of streptomycin,
the first aminoglycoside [3].

In like manner, Eagle also elucidated the effect of antibiotic concentration
on the rate at which a pathogen is killed both in vitro and in vivo. Marked differ-
ences in the effective concentration of penicillin and the maximal rate of kill
exist between organisms, depending on the generation time and the MIC of the
organism. For gram-positive bacteria, however, 3–10 times the MIC of the patho-
gen kills at a maximal rate that does not continue to increase as the concentration
of penicillin increases [4–7]. Excessively high concentrations of penicillin do
not increase its bactericidal effect. In fact, in relation to S. pneumoniae, Eagle
observed a paradoxical decrease in the rate of killing in vitro at very high concen-
trations of penicillin [8]. Although two case reports of streptococcal endocarditis
cured by reducing the dose of penicillin appear in the literature, the clinical sig-
nificance of this paradoxical phenomenon, now termed the ‘‘Eagle effect,’’ has
never been studied in a clinical trial [9–10].

As experience with penicillin increased, clinicians soon realized that in
practice the concentration did not have to be continuously maintained above the
MIC of a given pathogen to effect a cure in humans [11]. Several investigators,
most notably Bigger and Parker, demonstrated in vitro that once gram-positive
bacteria were exposed to a lethal dose of penicillin, a period of delayed organism
regrowth ensued during which surviving organisms did not immediately begin
to multiply [12–14]. Schmidt and Eagle were the first investigators to report this
phenomenon in animal studies of S. pneumoniae infection [15–17]. Eagle pro-
posed an elegant hypothesis explaining what is now known as the post antibiotic
effect. Calling this phenomenon the ‘‘slow recovery of bacteria from the toxic
effects of penicillin,’’ he proposed that bacteria that are damaged but not killed
by exposure to penicillin remain susceptible to host defenses for several hours
after the penicillin is removed [18,19]. Eagle’s in vitro and in vivo experiments
are the foundation for β-lactam pharmacodynamics. His experiments, however,
were not designed to answer one of the most crucial pharmacodynamic questions:
What is the optimal time above the MIC for the β-lactams? Although not specifi-
cally proven by his own experiments, Eagle consistently asserted throughout his
work that the best dosing strategy for penicillin is to maintain antibiotic concen-
trations above the pathogen’s MIC for the entire dosing interval. This concept
guided the dosing of β-lactams for the next 50 years.
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1.2 Pharmacokinetics Versus Pharmacodynamics

The differentiation between pharmacokinetics and pharmacodynamics has been
discussed earlier in this book. To review these concepts, the reader is encouraged
to refer back to Chapter 2. Because of the large number of β-lactam antibiotics
available, a complete review of each product will not be undertaken. Where possi-
ble, generalizations will be made to simplify the discussion as it pertains to this
class. β-Lactams are best represented by a two-compartment model in which they
undergo rapid distribution followed by an elimination or terminal phase. The
pharmacokinetic parameters of the β-lactams show many similarities in relation
to the steady-state volume of distribution. In a review of eight β-lactams (includ-
ing members of the semisynthetic penicillin, cephalosporin, and carbapenem
group), Drusano [20] showed that the volume of distribution following the post-
distributive phase for these agents is much less than 1 L/kg (range 0.15–0.24 L/
kg), indicating that they remain in the extracellular water as opposed to moving
into mammalian cells. β-Lactams can be found in most body sites and secretions,
making them an option for many infections.

Although the volumes of distribution are similar for the compounds in this
class, other pharmacokinetic parameters such as clearance, route of elimination
and half-life show more variability. The clearance can vary by threefold, from
7 to 24 L/h [20]. Because the volume of distribution falls within a narrow range,
this change in clearance is the primary determinant of half-life variation for this
class. The terminal half-life for penicillin and its analogs tends to be shorter (0.8–
1.2 h) than those of the cephalosporins (1.4–8 h) [20–23]. This is the rationale
for different dosing regimens, as some require administration every 4 h, whereas
others produce reliable outcomes with more extended dosing intervals of every
12 or 24 h.

The renal route of elimination is the primary pathway for the clearance of
β-lactams. The notable exceptions for this would be ceftriaxone, cefoperazone
and nafcillin, which undergo extensive nonrenal elimination as well [22].

2 FACTORS AFFECTING PHARMACODYNAMICS

2.1 Postantibiotic Effect

The postantibiotic effect (PAE) is the suppression of bacterial growth that persists
when drug is removed after a short exposure of a microorganism to an antimicro-
bial. All antimicrobials appear to have a PAE to gram positive bacteria in vitro.
The mechanism of the PAE is not well understood. It may relate to nonlethal
damage of the bacteria or limited persistence of the drug at a cellular site of
action. Factors that have been shown to influence the PAE include the type of
organism, the dose and concentration of antibiotic, the duration of exposure, and
the size of the bacterial inoculum.
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In vitro, one determines the PAE by observing bacterial growth kinetics
after antibiotic is removed. The PAE retards the growth of antibiotic-exposed
culture in relation to a control and is usually defined as the difference between
the time for each culture (exposed and control) to increase in concentration by
1 log10 (tenfold) after removal of the drug [24]. There is no standard protocol for
measurement of the PAE in vitro, however. Some investigators measure the PAE
indirectly by viable colony counts. Others use direct methods, including biolum-
inescense or optical density [25]. The methodology will affect the results. A PAE
obtained from a bioluminescense assay is typically longer than the PAE deter-
mined by viable counts [26]. This knowledge is important in evaluating results
from different studies. The magnitude of the PAE depends upon drug exposure
time and antibiotic concentration, up to some maximal response [27, 28]. By
viable counts, the PAE of penicillins and cephalosporins to gram-positive bacteria
is consistently 1–3 h [29]. Imipenem and meropenem are the only β-lactams that
demonstrate a PAE to gram-negative bacteria, primarily P. aeruginosa [30–32].
The PAE of these carbapenems to P. aeruginosa appears to be strain-dependent
and varies up to 2 h in length depending on the particular strain [33].

In general, the PAE observed in vivo is of greater duration than the PAE
observed in vitro for the same bacteria. Several theories have been proposed
to explain this phenomenon. The sub-MIC effect is one possible explanation.
Investigators evaluating the effects of residual drug on bacterial growth have
shown that, in vitro, a post antibiotic sub-MIC effect will prolong the duration
of the PAE. For example, the PAE of benzylpenicillin is 2.4 h to S. pyogenes.
When exposed to sub-MIC concentrations of penicillin (0.3 � MIC), the PAE
increases to 22 h. Continued exposure to antibiotics at sub-MIC concentrations
is actually closer to the reality of declining in vivo drug levels than the in vitro
models where antibiotic is completely removed from the system when PAE is
tested [34]. Another possible explanation for the longer in vivo PAE is the postan-
tibiotic leukocyte enhancement (PALE) effect. As long as there is otherwise a
PAE, leukocytes have been shown in vitro to enhance the killing of antibiotic-
damaged bacteria and prolong the PAE [35].

The neutropenic mouse thigh model and the neutropenic mouse pneumonia
model are the two most widely accepted animal models used by investigators to
study the PAE in vivo. By eliminating the effects of white blood cells, one can
determine the PAE attributable solely to the antibiotic. In a neutropenic mouse
thigh model of infection, all β-lactams induce a PAE of 1.2–4.5 h to S. aureus,
no PAE to gram-negative bacteria, and no PAE to S. pneumoniae [36]. These
results are consistent with in vitro results with the exception of penicillin in rela-
tion to S. pneumoniae [37]. Even though penicillin does exert an in vitro PAE
to S. pneumoniae, investigators have not been able to reproduce the effect in vivo.
Using the mouse thigh model to evaluate the effect of combination antibiotics,
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investigators have also shown that when both drugs (an aminoglycoside plus a
β-lactam to treat S. aureus) induce a PAE alone, then the combination prolongs
the PAE beyond the longer of the individual PAEs [38].

The most important clinical application of the PAE as a pharmacodynamic
parameter is in defining optimal dosing schedules for β-lactams. The PAE is
crucial in determining the optimal time above the MIC for any given drug–patho-
gen combination. The existence of a PAE implies that the time above the MIC
can be less than 100% of the dosing interval and, in fact, the PAE is the theoretical
rationale for the intermittent dosing of β-lactams.

2.2 Protein Binding

The effect of protein binding continues to be a topic of debate even as more is
learned about the pharmacodynamics of β-lactams. It is recognized that protein
binding is a rapid process that produces a reversible interaction between antibiotic
and protein, principally albumin [39]. A constant equilibrium exist between the
total (T) drug concentration and free/unbound (F) and protein bound (DB) frac-
tions: T ↔ F � DB. It is accepted that only the free drug is able to diffuse from
the bloodstream to the site of infection and subsequently into the bacteria. This
concept is important for the time-dependent antibiotics that rely on maintaining
unbound serum concentrations in excess of the MIC for a prolonged period of
time. For highly protein bound drugs, failures may be predicted as free-drug
concentrations drop below the MIC.

In vivo models with mice and rabbits have demonstrated that the degree
of β-lactam protein binding correlates with the penetration into implanted tissue
cages. When table tennis balls were implanted into rabbits, it was found that the
penetration of cephalothin (65% protein bound) was 27% versus 12% that of
cefazolin (86% protein bound) [40]. This was further substantiated with work in
a mouse peritonitis infection model with S. aureus showing that the degree of
protein binding was inversely proportional to the dose of antibiotic required to
produce a protective dose [41]. Merrikin et al. [41] used a set of β-lactams that
had the same intrinsic activity to the test strain while maintaining the pharmacoki-
netics relatively constant to derive their data. They also noted that the more highly
protein bound drugs had a longer half-life but that this did not correlate with the
protective dose because the MICs of all agents were identical.

Studies evaluating the effect of protein binding and clinical outcome in
humans are difficult to perform. Instead, the skin blister fluid model has been used
in healthy subjects to estimate the relationship between serum protein binding and
tissue penetration. This is interpreted as a movement of drug from the intravascu-
lar to the extravascular space that is necessary during the treatment of an active
infection. When flucloxacillin (95% protein-bound) was compared to amoxicillin
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(17% protein-bound), penetration into blister fluid was markedly less for the
highly protein bound antibiotic [42]. This suggests that amoxicillin is a better
agent for treatment, but many other factors (intrinsic antimicrobial activity, solu-
bility) must be considered when making a determination for the appropriateness
of use. The authors also pointed out that the effect of protein binding on penetra-
tion becomes more pronounced only when the proportion of bound drug is high.
Because most β-lactams exhibit less than 70% protein binding, their penetration
will be minimally affected [42].

The in vitro and in vivo reduction in cephalosporin activity is less predict-
able when cephalosporins are tested against gram-negative organisms. Leggett
and Craig [43] found that the ceftriaxone, cefoperazone, moxalactam, and cefti-
zoxime MICs for E. coli and K. pneumoniae in human serum ultrafiltrate were
less than predicted by simply examining the protein binding alone. The same
effect was not observed with S. aureus or P. aeruginosa. A disproportionate rise
in the MIC was observed when the antibiotics were placed into 25%, 50%, and
95% serum. The hypothesis for this observation was that the serum contained
products that enhanced the killing of gram-negative bacilli. In essence, a protein
found in the serum effectively lowered the MIC when these cephalosporins were
exposed to Enterobacteriaceae. This finding may explain why ceftriaxone (95%
protein bound) provides activity at or slightly below its MIC, even though failure
would be predicted.

Clinical data in humans to show that protein binding can alter the outcome
of an infection were presented in a case report by Chambers et al. [44]. These
workers reported three therapeutic failures with cefonicid used once daily for the
treatment of S. aureus endocarditis. This is a highly bound (95%) cephalosporin,
and it was suggested that free drug concentrations were not sustained for a long
enough period of time. The measured total drug concentrations (free and bound)
exceeded 150 µg/mL, but the serum bactericidal titer (SBT) was �1:8. Success-
ful outcomes are predicted when the SBTs are 	1:8. Another consequence of
the high protein binding was the MIC difference of cefonicid in broth versus
serum. When the organisms were originally tested in broth, the geometric mean
for all patients was 4.6 µg/mL, whereas use of 50% serum as the diluent resulted
in a six fold increase (27.9 µg/mL). As noted previously, protein binding, particu-
larly in situations with highly bound cephalosporins against gram-positive bacte-
ria, will result in an increase of the MIC. This latter observation is often over-
looked when susceptibility tests are performed. From these data, it appears that
this regimen allowed free-drug concentrations to remain above the MIC for only
a very short period of time. The role of protein binding may affect the pharmaco-
dynamics of specific antibiotic–bacterium combinations, especially in situations
where the free drug concentrations do not exceed the time above the MIC for β-
lactams.
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3 RESEARCH STUDIES

3.1 In Vitro Studies

The in vitro evidence supporting the role of β-lactams as concentration-indepen-
dent (time-dependent) agents was reported by Craig and Andes [45], who used
a standard time-kill method with ticarcillin, ciprofloxacin, and tobramycin. Fol-
lowing the addition of antibiotic to the experimental strain of Pseudomonas aeru-
ginosa, they found that only ticarcillin failed to produce a faster rate of bacterial
killing after concentrations of 4 � MIC were achieved. The rate and extent of
bacterial killing between 4 � MIC as compared to 16 � MIC and 64 � MIC were
similar, leading them to suggest that exceeding the MIC by more than fourfold is
not necessary.

3.2 In Vivo Animal Studies

The in vivo data with animals correlate with observations from in vitro experi-
ments. An undertaking to describe and highlight all of the previous work in this
area will not be attempted here. Instead, studies describing important results that
contribute to the understanding of β-lactam pharmacodynamics will be used. To
minimize the confusion related to host factors, most of the experimental data
were derived using a neutropenic infection model. Eliminating the activity of
white blood cells from these models has a distinct advantage over using normal
animals: only antibiotic–organism interactions are studied, without any additional
interference from neutrophils.

Using a mouse model, Gerber et al. [46] correlated bacterial regrowth to
the time above the MIC (T � MIC). When ticarcillin was administered as either
a single bolus or a fractionated dose (more closely simulating human pharmacoki-
netics, resulting in similar AUCs), neutropenic animals were found to have re-
duced bacterial growth, with more frequent dosing extending the T � MIC. The
extremely large peak/MIC ratio produced from a bolus dose (20:1) did not reduce
the bacteria count more than the fractionated doses (5:1). This same study evalu-
ated the effect of these two dosing schemes in normal mice. Unlike previous
results, the bacterial regrowth with the bolus dose was not demonstrated, sug-
gesting that the effect of the combination with antibiotic and white blood cells
was significant in suppressing P. aeruginosa. No attempt was made to determine
the optimal T � MIC required to produce a good outcome, but an examination
of these data show that concentrations during bolus dosing were above the MIC
for only 25% of the dosing interval.

The required T � MIC for obtaining the best outcome may vary for individ-
ual antibiotic–pathogen combinations. A univariate analysis of ticarcillin, cefa-
zolin and penicillin all demonstrated that the T � MIC was the most important
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parameter in determining outcome as opposed to the AUC or peak concentrations
[47]. To produce a bactericidal effect, E. coli required a longer exposure to cefa-
zolin (�60% versus 20%) compared to S. aureus. This large difference is the
result of a significant PAE of cefazolin for S. aureus. This evidence supports
earlier work with cephalosporins and S. pneumoniae that found a relationship
between T � MIC and the effective dose required for protection of 50% of the
animals [48].

Studies comparing normal and neutropenic animals can show the pharma-
codynamic influence of host defenses. As described previously, the work of
Gerber et al. [46] demonstrated that normal mice could suppress bacterial growth
regardless of the optimal dosing scheme. Roosendaal et al. [49] also discovered
a striking difference between normal and leukopenic rats. For normal rats, the
intermittent (every 6 h) and continuous administration of ceftazidime required
equivalent doses (0.35 and 0.36 mg/kg, respectively) to reach the protective dose
for 50% (PD50) of the animals. For leukopenic rats, the continuous infusion re-
quired 3.75 mg/kg to produce the PD50, whereas 30 mg/kg of ceftazidime was
needed with the intermittent dosing. This study highlights two important differ-
ences between normal and neutropenic animals: (1) Host defenses can overcome
the deficiencies when the pharmacodynamics are not maximized and (2) neutro-
penic hosts require larger doses than normal hosts to eradicate organisms.

3.3 Clinical Studies

Human studies to determine the optimal pharmacodynamics of β-lactams have
focused on infections in acute otitis media (AOM) or continuous infusion (CI)
settings. AOM is an attractive model because of the relative ease of fluid collec-
tion that can be used for determining antibiotic concentation or MIC over time.
A more in-depth discussion of AOM is presented in Section 7. Clinical data with
continuous infusion provide important information because the pharmacodynam-
ics are maximized with a prolonged time above the MIC. The following section
presents a summary of relevant continuous infusion studies.

4 CONTINUOUS INFUSION

The goal of antibiotic therapy is to achieve the best possible clinical outcomes
while consuming the least amount of hospital resources. Health care systems are
under intense pressure to increase quality of care and at the same time reduce
costs. Pressure to reduce the cost of antimicrobial therapy is especially intense
because these drugs may account for up to 50% of a hospital pharmacy budget.
Although β-lactam antibiotics have traditionally been given by intermittent infu-
sion, administration by continuous infusion is gaining popularity because it takes
full advantage of the known pharmacodynamics of the β-lactams and potentially
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consumes the least amount of hospital resources. Other options that will also
maintain the time above MIC for the entire dosing interval are the use of antibiot-
ics with longer half-lives or more frequent, larger doses. An advantage of continu-
ous infusion, however, is that it can be given at a lower total daily dose than
standard dosing schedules. Although the IV drip method used in the past was
cumbersome and inaccurate, today, because of lightweight, portable, and accurate
infusion pumps, a continuous infusion is relatively easy and cost-effective to
administer. Giving a loading dose prior to starting the continuous infusion will
bring the antibiotic concentration into the therapeutic range immediately and min-
imize any lag time in drug tissue equilibration. Constant infusion of β-lactam
antibiotics has the potential for appreciable cost reductions because it may repre-
sent the best method to maintain levels above the MIC during the entire dosing
interval using the least amounts of drug, labor, and supplies.

A number of in vitro and animal models substantiate the equivalent or
superior efficacy of continuous infusion of β-lactams compared to standard dos-
ing. These models have been used extensively to elucidate the pharmacodynamics
of β-lactams because they hold a significant advantage over studies in humans:
The doses and dosing intervals of antibiotic are easily varied, reducing the inter-
dependence of the pharmacodynamic parameters. Using an in vitro model, inves-
tigators have demonstrated that a continuous infusion (CI) at 5 � MIC of P.
aeruginosa is as efficacious as intermittent dosing (II) using less total daily drug
[50,51]. Experiments in animal models have confirmed these in vitro results and
demonstrated further that a continuous infusion may be the better dosing strategy
if the same total daily dose is used [52,53].

The mouse thigh model has been used to evaluate the difference between
neutropenic and nonneutropenic host response [54]. The real difference in effi-
cacy between CI and II shows up in the neutropenic host: Even with a lower
total daily dose, CI provides much better efficacy than bolus dosing [55,56]. In
neutropenic rats with gram-negative infection, a ceftazidime bolus dose that pro-
tects 50% of the animals from death (PD50) had to be 65-fold higher than the
PD50 dose for a continuous infusion of the same drug. Once again, this experiment
confirms that time above MIC correlates to efficacy for the β-lactams, and when
host defenses are not present the β-lactam concentration should exceed the MIC
of the pathogen for the entire dosing interval [57].

Continuous infusion is a practical way to maintain 100% time above MIC
with less total daily drug ( e.g., 3 g/24 h CI of ceftazidime versus 1–2 g every
8 h). Although clinical efficacy data are sparse, the pharmacodynamics of contin-
uous infusion are well-characterized in both normal volunteers and critically ill
patients, and several small clinical trials have shown the equivalence of continu-
ous infusion and standard dosing [58–62]. In one of the first clinical trials of
continuous infusion, Bodey et al. [63] compared the efficacy of cefamandole
dosed as either a continuous infusion or an intermittent dose given in combination
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with carbenicillin. There was no significant difference in clinical cure between
the two regimens. By subgroup analysis, patients with persisting, severe neutro-
penia had a better clinical outcome (65% versus 21%, p � 0.03) with continuous
infusion [63]. In a study of CI benzylpenicillin versus daily IM procaine penicillin
G in 123 patients with pneumococcal pneumonia, there was also no difference
in clinical cure rates [64]. A nonrandomized trial of continuous versus intermit-
tent dosing of cefuroxime showed that the CI results in a lower total antibiotic
dose. The CI results in equivalent efficacy, shorter length of hospital stay, and
overall cost savings to the institution [65].

At Hartford Hospital, there have been two continuous infusion β-lactam
clinical studies. The investigators compared cefuroxime given either as a continu-
ous infusion of 1500 mg or intermittently as 750 mg every 8 h (n � 25 in each
group) to treat hospitalized community-acquired pneumonia (CAP) [66]. Steady
state cefuroxime serum concentrations were 13.25 � 6.29 µg/mL, more than 2–
4 times the MIC90 of typical CAP pathogens. There was no difference in clinical
cure rates, but the CI regimen was associated with a shorter length of treatment,
decreased length of stay, lower total cefuroxime dose, and overall cost savings.
The average amount of intravenous cefuroxime per patient decreased significantly
(p � 0.04) from 8.0 � 3.4 g for intermittent dosing to 5.9 � 3.2 g for the
continuous infusion. The average daily costs (including antibiotics, labor, and
supplies) decreased significantly (p � 0.04), $63.64 � 30.95 for the continuous
infusion compared with $83.85 � 34.82 for intermittent dosing.

The second Hartford Hospital study was a prospective, randomized trial of
the efficacy and economic impact of ceftazidime given as either a continuous
infusion (3 g/day) or intermittent infusion (2 g q8h) plus once-daily tobramycin
for the treatment of nosocomial pneumonia in the ICU [67]. The investigators
evaluated 35 patients, 17 in the CI group and 18 in the II group. Clinical efficacy
did not vary significantly between groups (94% success in CI vs. 83% in II).
Number of adverse events, duration of treatment, and total length of hospital stay
also did not vary significantly. The continuous infusion regimen used half of the
intermittent dose and maintained concentrations above the MIC of the pathogen
for 100% of the dosing interval. The intermittent dosing regimen maintained
concentrations above the MIC for 76% of the dosing interval. The costs (includ-
ing drug acquisition, antibiotic preparation and administration, adverse events,
and treatment failures) associated with the CI of ceftazidime, $625.69 � 387.84,
were significantly lower (p 
 0.001) than with the II, $1004.64 � 429.95.

There are some potential disadvantages to giving antibiotics by continuous
infusion. For patients with limited IV access, the continuous infusion may require
their only IV line. Drug compatibility will be an issue if two drugs must be
infused simultaneously through one line. Although the cost of infusion pumps
should be considered in any cost-effectiveness analysis of drug delivery by con-
tinuous infusion, since most manufacturers will provide the use of the infusion
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pumps with a supply contract, the cost to the hospital is usually limited to the
price of the administration sets. Overall, the advantages of the continuous infu-
sion, both pharmacodynamically and economically, far outweigh the disadvan-
tages. The continuous infusion of β-lactams in place of frequent intermittent
dosing is a good example of how the knowledge and application of pharmacody-
namic concepts can lead to cost-effective antibiotic therapy.

5 TISSUE PENETRATION

Because of the difficulties associated with measuring tissue concentrations of
drugs, we generally use serum concentration as a surrogate marker in pharmaco-
dynamic models. Although most common bacterial pathogens are extracellular,
infections occur in the tissues, and it is the pharmacodynamic profile of an antibi-
otic at the site of infection that ultimately determines its clinical efficacy. Antibi-
otic concentrations can vary significantly depending on the type of tissue. Drug
penetration into tissues depends on the properties of the specific tissue type, the
properties of the antibiotic, and the interactions that occur at the tissue/drug inter-
face. Protein binding, tissue permeability, tissue metabolic processes, and drug
physiochemical properties such as lipid solubility, pKa, and molecular weight all
influence an antibiotic’s movement into human tissues. Only the free fraction
(non-protein-bound) of an antibiotic is available to exert a pharmacological ef-
fect. For β-lactams, the percent tissue penetration is inversely proportional to the
protein binding of the drug. Animal studies show a direct correlation between
serum protein binding and penetration into peripheral lymph. The penetration
into rabbit lymph of ceftriaxone, a drug that is highly protein bound, is 67.3%. In
comparison, the penetration of amoxicillin, a drug with much less serum protein
binding, is 97.6% [68].

Methodological problems in obtaining tissue samples are the limiting factor
in characterizing antibiotic tissue concentrations. A complete pharmacodynamic
picture would include a concentration–time curve for the various tissue compart-
ments. Most studies done in humans to date, however, simply characterize drug
penetration into various tissue compartments. In spite of the limitations, these
studies have provided important information about the extracellular and intracel-
lular disposition of these drugs. Tissue penetration studies consistently show that
penicillins and cephalosporins have rapid and good penetration into interstitial
fluid [69–72]. The opposite occurs in relation to intracellular space. There is
essentially no uptake of β-lactams into peripheral blood mononuclear cells, poly-
morphonuclear cells, or alveolar macrophages, thus explaining the ineffec-
tiveness of β-lactams against intracellular pathogens such as Mycoplasma or
Chlamydia [73,74].

Standard methods of characterizing tissue concentrations by using whole
tissue homogenates tend to underestimate the interstitial concentration of β-
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lactams. A promising new technique, currently being developed for studying the
pharmacodynamics of drug tissue penetration in both animals and humans, has
been applied to the study of β-lactams with some success. Microdialysis is an
in vivo sampling technique for the continuous monitoring of drugs or other ana-
lytes in the extravascular space. The advantage of microdialysis is that it can be
used in a variety of tissue compartments with minimal invasiveness and can there-
fore be used in subjects that are awake and freely moving. Because it overcomes
the limitations of other methods, microdialysis offers a unique opportunity to
characterize the pharmacokinetic profile of drugs in tissue compartments such as
the interstitial fluid, adipose tissue, muscle, or dermis.

Two microdialysis studies in animals have evaluated the tissue pharmacoki-
netic profile of various β-lactams. In the rat thigh model, investigators found an
excellent correlation between piperacillin and ceftriaxone concentrations in
plasma and predicted free levels of drug in the tissue [75,76]. In a separate study
using awake and freely moving rats, the investigators measured ceftriaxone and
ceftazidime concentrations in two regions of the animal’s brain. Interestingly,
not only are the half-lives of the antibiotics in the brain different from their re-
spective half-lives in serum, but drug distribution within the brain differs by
region and is not homogenous. Based on this study, antibiotic distribution appears
to differ by specific tissue compartment and region [77]. Similar differences, by
tissue compartment, in equilibration rates and pharmacokinetic profiles have been
observed in human subjects [78]. Microdialysis promises to be a useful tool in
pharmacodynamic studies of the future.

The central nervous system presents special problems in relation to study-
ing the pharmacodynamics of drugs. The brain is a unique tissue compartment.
Tight junctions of endothelial cells and a low rate of transcellular drug transport
both act to exclude antibiotics from the CNS. Impaired host defenses and the
slow rate of bacterial growth in the CNS decrease the effectiveness of antibiotics.
The primary determinants of antibiotic blood-brain barrier penetration are a
drug’s lipid solubility, degree of protein binding, ionization, and active transport
into or out of the CSF [79]. Although highly lipophilic compounds pass readily
into the CSF, β-lactams are hydrophilic, weak organic acids, and their penetration
is normally less than 10%. This penetration significantly increases during the
inflammation associated with meningitis [80–83]. An additional issue in relation
to β-lactams is the active transport mechanism that pumps these drugs out of the
CSF. Benzylpenicillin has the highest affinity for the transport pump, but other
β-lactams are also subject to elimination by this route.

Antibiotic concentrations are especially difficult to measure in the brain
due to the invasiveness in obtaining either spinal fluid (CSF) or tissue samples,
and relatively few pharmacodynamic studies have examined the activity of β-
lactams in the CNS. Although there is limited evidence that antibiotic pharmaco-
dynamics in the brain differ from the dynamics in other tissue compartments,
because we cannot easily characterize this in human subjects, antibiotic dosing
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in CNS infections is still largely empirical. The data we do have, have been
obtained from in vitro models or animal studies.

In vitro, for cefotaxime, investigators have shown a limited PAE to E. coli
of about 0.5 h in pooled human CSF. The same studies do not demonstrate a
PAE for cefotaxime to E. coli in Mueller-Hinton broth (MHB), indicating that
there may be a mechanism for PAE that is unique to the CSF [84,85]. There are
conflicting results from animal studies measuring the PAE of β-lactams in the
CSF [86]. In one study, adding β-lactamase to the CSF reversed the PAE, indicat-
ing that small amounts of residual drug in the CSF may actually be responsible
for the in vivo PAE [87].

Although studies in animals have suggested that the β-lactam pharmacody-
namic parameter in CSF that correlates to efficacy is actually the peak concentra-
tion rather than the time above MIC, the results from these studies are inconclu-
sive [88–90]. Using a rabbit pneumococcal meningitis model to investigate the
relationship between CSF penicillin concentration and bactericidal rate of killing,
the investigators demonstrated that maximal killing occurred at 10–30 times the
minimal bactericidal concentration (MBC) of the pathogen [91]. Unfortunately,
they did not also determine the duration of time above MBC. As the concentration
of drug increases, the time above MBC in the CSF will also increase and will
most likely approach 100% of the dosing interval. When the dose of the antibiotic
is high enough to provide 100% time above MIC, the pharmacodynamic parame-
ters of time and concentration cannot be separated to determine which parameter
really correlates to efficacy.

In contrast, the one study to examine the relationship between the pharma-
codynamic parameters of time above MBC, peak/MBC, and AUC/MBC demon-
strated that T � MIC continues to be the important pharmacodynamic parameter
for β-lactams, even in the CSF. By varying the doses and dosing intervals of
ceftriaxone in a rabbit meningitis model of cephalosporin-resistant S. pneumoniae
(MIC and MBC � 4.0 µg/mL), the investigators determined that T � MBC is
the only pharmacodynamic parameter that independently correlated with ceftriax-
one’s bactericidal activity. During the first 24 h, the highest rate of bactericidal
killing occurred when T � MBC exceeded 95% of the dosing interval. Also, in
the first 24 h, twice-daily administration of the same total ceftriaxone dose re-
sulted in longer time � MBC and higher killing rates [92]. On the basis of this
study, it appears that the same pharmacodynamic model, time-dependent killing,
that defines β-lactam activity in serum and other tissue compartments also defines
β-lactam efficacy in the CSF [93].

6 �-LACTAM AND �-LACTAMASE INHIBITOR

COMBINATIONS

The incidence of gram-negative bacterial resistance has been on the rise in recent
years. Escherichia coli, the leading cause of gram-negative bacteremia in both
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the community and hospital setting, develops resistance to β-lactams by the pro-
duction of TEM-1 and TEM-2 plasmid-mediated β-lactamases. β-Lactamases are
a large family of enzymes, ubiquitous to bacteria, that hydrolyze the β-lactam
ring of penicillins and cephalosporins. The incidence of gram-negative bacterial
resistance as well as the increasing incidence of nosocomial gram-positive infec-
tions (due to bacteria such as S. aureus that are intrinsically resistant to β-lactams)
have led to the search for new antibiotics. One approach is to combine a β-lactam
with a potent β-lactamase inhibitor. Currently in the United States there are three
β-lactamase inhibitors on the market (clavulanate, sulbactam, and tazobactam)
that are used in combination with a β-lactam antibiotic. The goal of β-lactam–
β-lactamase inhibitor combinations is to expand the coverage of the β-lactam to
gram-positive bacteria and overcome drug resistance to gram-negative bacteria
[94,95].

Strategies for the optimal dosing of β-lactam–β-lactamase inhibitors based
on pharmacodynamic principles have not been established or even extensively
studied. In addition to the pharmacodynamic issues that relate to the individual
β-lactam, several additional pharmacodynamic questions arise in relation to com-
bination drugs. These questions include: Would the sequential dosing of inhibitor
and β-lactam affect the bactericidal activity of the combination? Second, is it the
ratio of the combination of drugs that matters, or is it the time above the MIC
of the component drugs that determines efficacy? Finally, if it is the time above
the MIC of each drug that correlates to overall efficacy, what is the optimal time
above the MIC for the inhibitor, and how does that affect the time above the
MIC required for the β-lactam?

Two pharmacodynamic studies have addressed the issue of sequential dos-
ing. In vitro, the sequential dosing of tazobactam followed by piperacillin does
not enhance the bactericidal activity of piperacillin [96]. Similarly, in vivo, as
studied in E. coli bacteremia in mice, the pharmacodynamics of ampicillin-sul-
bactam does not depend on whether sulbactam is dosed sequentially or simulta-
neously with ampicillin [97].

The question of optimal T � MIC is complicated for β-lactam–β-lactamase
inhibitor combinations because the turnover rate of both the enzyme and the
inhibitor will affect the inactivation of the β-lactamase [98]. The amount and
type of enzyme produced by the bacteria have a marked effect on the dynamics
of the inhibitor [99]. Subsequently, the amount of inhibitor present determines
restoration of susceptibility to the partner drug [100]. Current dosing regimens
provide concentrations of inhibitor that exceed the in vitro susceptibility
breakpoint for only 2–3 h, not the entire dosing interval. Inasmuch as these drugs
have been shown to work clinically, the unique pharmacodynamics of the β-
lactam–β-lactamase inhibitor combination is clearly the determining factor [101].

One explanation for the clinical efficacy of these drugs may relate to a
post-β-lactamase inhibition effect. In an adaptation of the model used to deter-
mine post-antibiotic effect, the effect of tazobactam was evaluated in β-lacta-



�-Lactam Pharmacodynamics 113

mase-producing strains of E. coli. Preincubation of bacteria with tazobactam and
piperacillin resulted in piperacillin-induced killing during a second exposure to
piperacillin alone. Bacteria not initially exposed to tazobactam were not killed
by piperacillin during the second exposure [102]. Similarly, other investigators
have reported a post-β-lactamase inhibition effect in which regrowth of amoxicil-
lin-resistant bacteria is prevented by amoxicillin alone following exposure to and
removal of amoxicillin and clavulanate [103].

In an in vitro study of piperacillin versus piperacillin/tazobactam, as ex-
pected, the addition of tazobactam to piperacillin did not alter the killing of an
E. coli piperacillin-susceptible strain. By adding tazobactam to piperacillin, the
killing of an isogenic TEM-3 E. coli resistant to piperacillin became equivalent
to the killing of the susceptible strain, even though the concentration of tazobac-
tam fell below 4 mg/L (the concentration used in susceptibility testing) at 3 h.
As an explanation, the investigators suggest that several hours of an essentially
β-lactamase-negative state, during which bacteria must reaccumulate sufficient
quantities of β-lactamase to inactivate the drug, follow exposure to high levels
of inhibitor. Therefore, the dosing interval of β-lactam–β-lactamase inhibitor
combinations can be extended for some finite period of time limited by the re
accumulation of β-lactamase by persisting bacteria [104]. On the basis of this
small number of in vitro studies, it appears that dosing piperacillin-tazobactam
every 8 h instead of every 6 h is a reasonable dosing regimen.

7 CORRELATION TO IN VITRO RESISTANCE

Clinical studies evaluating resistance rates and patient outcomes have been pri-
marily conducted in respiratory tract infections. In comparison to other infection
sites, respiratory tract infections are more prevalent and recovery of bacteria is
primarily noninvasive, allowing more data to be compiled. A limitation to inter-
preting these data is that only a handful of the most commonly isolated bacteria
are studied, often excluding serious pathogens such as vancomycin-resistant En-
terococcus faecium (VRE) or methicillin resistant Staphylococcus aureus
(MRSA), which are not associated with these body sites. Although limited, these
studies provide clues for the treatment of other infections that require aggressive
antibiotic therapy. The reporting of resistance continues to rise, but the impact
on clinical outcomes may not always correlate with microbiological reports.

Using a retrospective review of pneumonia caused by Streptococcus pneu-
moniae, Pallares and colleagues compared cases involving penicillin-nonsensi-
tive strains (MIC 	 0.12–8 µg/mL) to a matched control group with penicillin-
sensitive strains (MIC 
 0.1 µg/mL) [105]. Of the 24 cases, 14 presented with
intermediate-resistant pneumococci (0.12 
 MIC 
 1 µg/mL) and the remaining
10 were resistant (MIC 	 2 µg/mL). A higher mortality rate (54% vs 25%, P
� 0.0298) was observed when these cases were compared to the control group.
This difference may have been multifactorial because cases also had statistically
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significant more episodes of pneumonia in the past year (P � 0.01), exposure
to β-lactam therapy in the past 3 months (P � 0.0008), recent hospitalizations
(P � 0.0038), and nosocomial pneumonia (P � 0.0032) and were initially criti-
cally ill (P � 0.0030). These factors provide evidence that cases with penicillin-
nonsensitive strains had more comorbidities. When the authors examined their
data, they reported that of the 19 cases that received a β-lactam as treatment, 11
recovered. Furthermore, all eight deaths occurred in patients who were initially
critically ill, suggesting that this parameter, not the choice of drug therapy, ac-
counted for mortality differences. Two strains with a higher MIC (4 and 8 µg/
mL) resulted in therapeutic failures, providing support that current breakpoints
need to be revised upward to correlate with clinical outcomes. The authors con-
cluded that penicillin-resistant strains with MIC 
 2 µg/mL responded well to
β-lactam therapy if patients were not critically ill at the initial presentation.

As a followup, the same group performed a 10-year prospective study
[106]. It was shown that mortality was higher (38% vs. 24%, P � 0.001) when
a penicillin-resistant S. pneumoniae was isolated. As described previously, when
all other factors relating to severity were included, no statistical significance was
found (P � 0.32). The mortality resulting from the administration of penicillin
G, ampicillin, ceftriaxone, or cefotaxime was in the range of 19–25% regardless
of the susceptibility patterns or agent used. These data suggest that the use of
cephalosporin or high dose intravenous penicillin may be effective for treatment
even when the MIC of penicillin predicts resistance (
2 µg/mL).

These studies have since been substantiated by the work of other investiga-
tors [107,108]. Gress et al. [107] compared the outcomes of intermediate-resistant
and susceptible S. pneumoniae and found no difference in length of stay (P �
0.96), fever (P � 0.74), or mortality (P � 0.15). The treatment in this study was
penicillin or ampicillin, and the conclusion was that both agents provided ade-
quate serum and tissue concentrations to effectively treat organisms that had an
MIC of 
1 µg/mL. Cabellos et al. [108] confirmed the usefulness of procaine
penicillin in the treatment of pneumococcal pneumonia. Fifteen of 16 patients
were cured, and the only failure occurred in a patient who had a S. pneumoniae
with penicillin MIC of 4 µg/mL. The findings were supported with pharmacoki-
netic and serum bactericidal activity data.

Friedland [109] prospectively studied children with pneumococcal pneu-
monia and found that after 3 days of therapy, clinical improvement was noted
in 70% (12/17) of patients with penicillin-resistant strains, compared to 62% (28/
45) of patients with penicillin-susceptible strains [109]. At the day 7 evaluation,
88% (15/17) of patients with a penicillin-resistant strain had improved along with
93% (42/45) in whom a penicillin-susceptible S. pneumoniae was isolated. Two
deaths occurred in each group and all were treated with intravenous therapy.
Every patient treated with oral β-lactam therapy improved, regardless of the peni-
cillin susceptibility profile. These data show poor correlation between penicillin
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resistance (
2 µg/mL) and clinical outcome for non-CNS infections caused by
S. pneumoniae.

Although resistance data for pneumococcal pneumonia do not correlate
well with clinical outcomes, studies in acute otitis media (AOM) have produced
more predictable outcomes. In a comparative study utilizing either cefuroxime
axetil or cefaclor for the treatment of AOM, Dagan et al. [110] found that cefuro-
xime axetil consistently produced better outcomes. These data showed that in-
creasing penicillin resistance correlated with statistically significant (P � 0.001)
bacteriological failures despite cephalosporin therapy. The penicillin MIC ranges
of �0.1, 0.125–0.25, and 0.38–1 µg/mL resulted in overall failure rates of 6%,
21%, and 64%, respectively. When further stratified to the drug regimens, the
failure rate of cefuroxime axetil was 9%, 8%, and 50%, respectively. In these
same ranges, the cefaclor failure rate was 4%, 43%, and 80%. The escalating
failure rate in these patients probably resulted from poor antibiotic penetration
into the middle ear fluid, because the pharmacodynamics was not optimized with
these dosage regimens.

Gehanno et al. [111] also reported the diminished activity of cefuroxime
axetil as the penicillin MIC increased. When 84 children with S. pneumoniae were
treated with 30 mg/kg of cefuroxime suspension for 8 days, a clinical success rate
of 86% (72/84) was observed for the penicillin MIC range of 
0.015 to 	4 µg/
mL. The clinical success rate was 92% (39/42) for penicillin-susceptible strains,
90% (9/10) for penicillin-intermediate strains, and 75% (24/32) for penicillin-
resistant strains. The conclusion was that cefuroxime axetil was clinically effec-
tive for AOM but may not be the drug of choice when resistant strains emerge
due to the higher failure rate.

Craig and Andes [112] had predicted this scenario when they evaluated
the pharmacokinetics and antimicrobial effects of these agents in AOM. Against
penicillin-intermediate and -resistant S. pneumoniae, failure was expected with
cefaclor because the usual dosage regimen did not produce any appreciable time
above the minimal inhibitory concentration (T � MIC) that is required of β-
lactams for clinical success. Cefuroxime was more likely to produce a successful
outcome because the T � MIC against penicillin-intermediate S. pneumoniae
ranged from 33% to 53% whereas the T � MIC for penicillin-resistant strains
was 0–23%. The T � MIC can be thought of as a surrogate marker for resistance,
because as the MIC increases the T � MIC is reduced, predicting failure. In the
analysis of AOM, an inverse correlation was observed between resistant strains
and clinical outcomes.

The previous examples do not provide a strong correlation between micro-
biological resistance and clinical outcomes. The primary reason for these discrep-
ancies is that microbiological tests are performed with only bacteria and antibiot-
ics, whereas clinical outcomes include an additional component of host-specific
factors. When the host has a functional immune system or is not critically ill,
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outcomes may be much better than predicted by pharmacodynamic relationships
alone. Conversely, a host with comorbidities or situations that compromise the
pharmacodynamics can unmask the true effectiveness of an antibiotic. Linden
et al. [113] reported that the poor outcomes between vancomycin-resistant and
-susceptible Enterococcus faecium (VREF vs. VSEF) were multifactorial, with
the antibiotic accounting for a partial effect. The effect of reduced antibiotic
susceptibility also increased the number of adverse events for patients infected
with Pseudomonas aeruginosa–resistant isolates [114]. These patients simulta-
neously presented with additional problems that may have added to their poor
outcomes. The in vitro reporting of bacterial resistance should be used as a guide
but cannot serve as the sole determinant of therapeutic decision making, because
it is the triad of antibiotic, host, and bacteria that determines outcomes.

8 CONCLUSION

β-Lactam antibiotics are time-dependent agents that display bactericidal activity
within the therapeutically achievable dosages. Because most agents in this drug
class have short half-lives, it is often necessary to administer frequent doses or use
novel dosing strategies to optimize their pharmacodynamic and pharmacokinetic
properties. The data gathered over the past half century using in vitro, animal,
and human studies clearly show their usefulness in the treatment of numerous
infections when factors such as tissue penetration, postantibiotic effect, and pro-
tein binding are considered.
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1 INTRODUCTION

Aminoglycosides are highly potent, broad-spectrum antibiotics that have re-
mained an important therapeutic option for the treatment of life-threatening in-
fections. Since the introduction of this class of agents into clinical practice some
five decades ago, the major obstacle to their use is the potential for drug-related
toxicity. However, over the last decade new information concerning the phar-
macodynamic profile of these agents has been revealed that leads not only to
the potential for improved antibacterial effectiveness but also to the minimiza-
tion of their toxicodynamic profile. As a result of our contemporary understand-
ing of these principles, parenteral dosing techniques for the aminoglycosides
have been modified from the administration of frequent small intermittent dos-
ages to once-daily regimens that not only optimize the pharmacodynamic and
toxicodynamic profiles but also substantially reduce the expenditure associated
with this therapeutic option. Application of these new principles together with
the aminoglycosides’ in vitro activity, proven clinical effectiveness, and syner-
gistic potential form the rationale for their continued use in the management of
serious infections.
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2 HISTORY AND MECHANISM OF ACTION

OF AMINOGLYCOSIDES

The aminoglycosides include an important group of natural and semisynthetic
compounds. The first parenterally administered aminoglycoside, streptomycin,
was introduced in 1944 and was followed by a number of other naturally oc-
curring compounds, including neomycin, kanamycin, tobramycin, gentamicin,
sisomicin, and paromomycin. Amikacin and netilmicin are semisynthetic deriva-
tives of kanamycin and sisomicin, respectively, whereas isepamicin is a semisyn-
thetic derivative of gentamicin.

Like that of many antibiotics (i.e., macrolides, tetracyclines, streptogram-
ins), the bactericidal activity of the aminoglycosides is thought to be ribosomally
mediated. Existing data suggest that their antibacterial activity results from inhi-
bition of protein biosynthesis by irreversible binding of the aminoglycoside to
the bacterial ribosome. The intact bacterial ribosome is a 70S particle that consists
of two subunits (50S and 30S) that are assembled from three species of rRNA
(5S, 16S, and 23S) and 52 ribosomal proteins. The smaller 30S ribosomal submit,
which contains the 16S rRNA, has been identified as a primary target for amino-
glycoside that ultimately induces mistranslation on prokaryotic ribosomes [1,2].

To reach their cytoplasmic ribosomal target, aminoglycosides must initially
cross the outer membrane (in gram-negative organisms) and the cytoplasmic
membrane (in gram-negative and gram-positive bacteria). In gram-negative bac-
teria the initial step involves ionic binding of the highly positively charged amino-
glycosides to negatively charged phosphates mainly in lipopolysaccharides on
the outer membrane surface; uptake across this membrane is likely due a ‘‘self-
promoted uptake’’ mechanism [3,4]. The cationic aminoglycosides may act by
competitively displacing the divalent cations in the membrane, resulting in the
entry of the antibiotic [3]. The rapid initial binding of the aminoglycosides to
the cell accounts for the rapid bactericidal activity, which appears to increase with
increasing aminoglycoside concentration. This characteristic of concentration- or
dose-dependent killing explains in part the recent attention given to administering
the entire dose of the aminoglycoside on a once-daily basis in order to maximize
bacterial killing.

Aminoglycoside uptake across the cytoplasmic membrane is the result of
its electrostatic binding to the polar heads of phospholipids, whereas the driving
force for aminoglycoside entry is provided by a cellular transmembrane electrical
potential. The combination of these effects is characterized by rapid binding to the
ribosome and an acceleration of aminoglycoside uptake across the cytoplasmic
membrane.

Aminoglycosides of the gentamicin, kanamycin, and neomycin families
induce misreading of mRNA codons during translation and also inhibit transloca-
tion [5]. Streptomycin induces misreading of the genetic code in addition to inhib-
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iting translational initiation. By contrast, spectinomycin, an agent with only bacte-
riostatic activity, does not cause translation errors but inhibits translocation.
These findings support the notion that translational misreading is at least partly
responsible for the bactericidal activity characteristic of aminoglycosides [5–8].

Although the ribosome has been identified as a primary target for these
agents, the precise mechanism by which aminoglycosides exert their bactericidal
activity has remained elusive, because these drugs manifest pleiotropic effects
on bacterial cells. These effects include, but are not limited to, disruption of the
outer membrane, irreversible uptake of the antibiotic, and blockade of initiation
of DNA replication [9].

3 MICROBIOLOGIC SPECTRUM

Although the aminoglycosides are highly potent broad-spectrum antibiotics, their
in vitro activity is considered to be most notable against a variety of gram-
negative pathogens. These pathogens include common clinical isolates of Acinet-
obacter spp., Citrobacter spp., Enterobacter spp., Escherichia coli, Klebsiella
spp., Serratia spp., Proteus spp., Morganella spp., and Pseudomonas aeruginosa.
However, although these agents are generally considered active against these
microbes, substantial differences in antimicrobial potency exist among the vari-
ous aminoglycosides. For example, even though the antimicrobial spectra of gen-
tamicin and tobramycin are quite similar, tobramycin is generally more active in
vitro against P. aeruginosa, whereas gentamicin is more active against Serratia.

Although streptomycin has been used extensively for many years, the
emergence of resistance against Mycobacterium tuberculosis and aerobic gram-
negative bacilli and the relatively frequent occurrence of vestibular toxicity com-
bined with the availability of less toxic antibiotics have greatly diminished its
clinical utility. The introduction of kanamycin provided a broader spectrum of
activity against gram-negative bacilli, including streptomycin-resistant strains,
but it was not active against P. aeruginosa. As with streptomycin, extensive use
of kanamycin quickly led to the emergence and widespread dissemination of
kanamycin resistance among Enterobacteriaceae. The development of other
agents within the class (i.e., gentamicin, tobramycin, netilmicin, and amikacin)
further expanded the spectrum of antimicrobial activity of this class to cover
many kanamycin-resistant strains, including P. aeruginosa.

Although the aminoglycosides are also active against Salmonella spp., Shi-
gella spp., N. gonorrhea, and Haemophilus influenzae, they are not recommended
for infections caused by these species because of the wide availability of effective
and less toxic drugs. Also, although they are generally active against Staphylo-
cocci, aminoglycosides are not advocated as single agents for infections due to
this genera. However, an aminoglycoside, usually gentamicin, is frequently ad-
ministered in combination with a cell-wall-active agent to provide synergy in the
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treatment of serious infections due to Staphylococci, Enterococci, and Viridans
streptococci.

4 PHARMACOKINETIC CHARACTERIZATION

Although the focus of this chapter is related to the pharmacodynamics of amino-
glycosides and their application in the management of systemic infection, it
should be noted that although these agents are poorly absorbed after oral adminis-
tration the prolonged use of large oral doses in patients with altered renal function
may result in detectable aminoglycoside serum concentrations and the develop-
ment of toxicity. In addition, although they penetrate poorly through intact skin
their use as a topical antibacterial for large areas of denuded skin (i.e., thermal
injury) may lead to substantial systemic absorption. Similarly, the use of amino-
glycosides for local irrigation of closed body cavities may result in considerable
systemic accumulation and potential toxicity.

As a consequence of poor oral bioavailability the aminoglycosides must
be given parenterally in order to achieve a consistent serum concentration profile.
The intramuscular route is well tolerated and results in essentially complete ab-
sorption, but intravenous administration is generally preferred because of the
rapid and predictable serum profile. The importance of the rapid and reliable
attainment of sufficient peak concentrations will be further discussed in subse-
quent sections of this chapter.

The aminoglycosides are weakly bound to serum proteins and therefore
freely distribute into the interstitial or extracellular fluid. The apparent volume
of distribution of this class of agents is approximately 25% of the total body
weight, which corresponds to the estimated extracellular fluid volume. Although
the volume of distribution is generally approximated at 0.25–0.3 L/kg, patients
who are malnourished, obese, or pregnant, are in the intensive care unit, or have
ascites may have substantial alterations in this parameter that require dosage and/
or schedule modifications to maintain the desired serum profile. In general, the
concentrations of the aminoglycosides attained in tissue and body fluids are less
than that obtained in serum, with the notable exceptions of the kidney, perilymph
of the inner ear, and urine. Approximately 20–50% of the serum concentration
can be achieved in bronchial, sputum, pleural, or synovial fluid and unobstructed
bile. Although low aminoglycoside bronchial fluid concentrations have been re-
ported, the administration of large single daily doses versus conventional dosing
substantially improves drug penetration into this fluid while reducing drug accu-
mulation in the renal tissue [10–12]. Compared with other body sites, the penetra-
tion into prostate tissue and bone is poor. Penetration of aminoglycosides into
cerebral spinal fluid in the presence of inflammation or into the fluid of the eye is
inadequate and variable; therefore, direct instillation is often required to provide
sufficient concentrations at these sites. Additionally, these agents cross the pla-
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centa; therefore the potential risk to the fetus and mother must be considered
prior to use.

The kidneys, via glomerular filtration, are responsible for essentially all
aminoglycoside elimination from the body. As a result, there is a proportional
relationship between drug clearance and glomerular filtration rate, which is rou-
tinely used to assist with aminoglycoside dosage modification [13]. In adults and
children older than 6 months with normal renal function, the elimination half-
life is approximately 2–3 h. In premature or low birth weight infants less than
1 week old, the half-life is 8–12 h, whereas the half-life decreases to 5 h for
neonates whose birth weight exceeds 2 kg. As a result of the primary renal elimi-
nation, it should be expected that substantial increases in the half-life would be
observed in patients with renal dysfunction.

5 PHARMACODYNAMIC OVERVIEW

Over the last several decades new data emerged that extended our understanding
of the complex interactions that take place among the pathogen, drug, and host
during the infection process. Much of the focus has been on the influence of drug
concentration on bacterial cell death. The pharmacodynamic properties or the
correlation of drug concentration and the clinical effect (e.g., bacterial killing)
of a specific antibiotic class are therefore an integration of two related areas, one
being microbiological activity and the other pharmacokinetics (refer to Chapter
2 for a more complete review of this topic). Distinct pharmacodynamic profiles
exist for all antimicrobials, because the influence of drug concentration on the
rate and extent of bactericidal activity differs among the various classes of drugs.

The pharmacodynamic profile of the aminoglycosides has been character-
ized both in vitro and in vivo. Utilization of both static (i.e., time-kill studies)
and dynamic (i.e., pharmacokinetic modeling) in vitro techniques has provided
fundamental information concerning the pharmacodynamic profile of the amino-
glycosides. These data indicate that a general pharmacodynamic division among
antimicrobials occurs between agents whose rate and extent of bactericidal activ-
ity is dependent upon drug concentration (aminoglycosides and fluoroquinolones)
and agents such as the β-lactams whose bactericidal activity is independent of
drug concentration when their concentration exceeds four times the minimum
inhibitory concentration (MIC) [14–17].

Figure 1 depicts these principles as illustrated with ciprofloxacin, tobra-
mycin, and ticarcillin. In this experiment bacteria are exposed to various multiples
of the MIC in vitro and, as shown with ticarcillin, little difference in the rate of
bactericidal activity is noted when its concentration exceeds 4 times the MIC.
Therefore, this type of killing, which is characteristic of β-lactams, is termed
concentration- or dose-independent bactericidal activity (refer to Chapter 5 for
a more complete discussion of β-lactam pharmacodynamics).
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FIGURE 1 Influence of drug concentration on the bactericidal activity of tobra-
mycin, ciprofloxacin, and ticarcillin against Pseudomonas aeruginosa. (From
Ref. 15.)

By contrast, when the same multiples of the MIC are studied with tobra-
mycin and ciprofloxacin, the number of organisms is seen to decrease more rap-
idly with each rising MIC interval. Because these agents eliminate bacteria more
rapidly when their concentrations are appreciably above the MIC of the organism,
their killing activity is referred to as concentration- or dose-dependent bacteri-
cidal activity [15]. These in vitro data indicate that optimum bactericidal activity
for the aminoglycosides is achieved when the exposure concentration is approxi-
mately 8–10 times the MIC [14,15,18,19]. In addition to maximal bactericidal
activity, Blaser et al. [20] demonstrated that the peak/MIC ratio of 8:1 is corre-
lated with a decrease in the selection and regrowth of resistant subpopulations
occurring during treatment with netilmicin.

Antimicrobial activity in vivo is a complex and multifactorial process. As
described elsewhere in this text, to be effective an antimicrobial must reach and
maintain adequate concentrations at the target site and interact with the target
site for a period of time so as to interrupt the normal functions of the cell. In
vivo this description of the interaction between the pathogen and the drug (i.e.,
microbiological activity) is influenced by the drug disposition or pharmacokinetic
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profile of the host species. As a result of the complex interactions occurring
among the pathogen–drug–host triad, in vivo pharmacodynamic characterization
of compounds is required.

Because we are not yet able to measure drug concentrations at the site of
action (i.e., ribosome for the aminoglycosides) we commonly employ a microbio-
logical parameter (i.e., the MIC) as the critical value in the interpretation of these
in vivo pharmacodynamic relationships. When integrating the microbiological
activity and pharmacokinetics, several parameters appear to be significant constit-
uents of drug efficacy. The pharmacokinetic parameters, AUC (area under the
concentration–time curve), maximum observed concentration (Cmax or peak), and
half-life, are often integrated with the MIC of the pathogen to produce pharmaco-
dynamic parameters such as the AUC/MIC, peak/MIC, and the time for which
the drug concentration remains above the MIC (T � MIC). For the aminoglyco-
sides the AUC/MIC, peak/MIC, and T � MIC have all been shown to be pharma-
codynamic correlates of efficacy [14,20,21]. However, it is not surprising that
several pharmacodynamic parameters have been related to efficacy with these
agents, because all of these parameters are related (Fig. 2). Therefore, since the
amount of drug delivered against the pathogen is proportional to the amount of
drug delivered to the host (AUC), the AUC is the primary pharmacokinetic

FIGURE 2 Antimicrobial pharmacodynamics: integration of microbiological
potency and selected pharmacokinetic parameters.
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parameter associated with efficacy. However, because the AUC is a product of
concentration and time under certain conditions, the influence of concentration
will appear to be a predominant factor, whereas under a different set of conditions
the exposure to the drug or the time above the MIC may assume a larger role
in bacterial eradication. In the case of the aminoglycosides, which display concen-
tration-dependent killing and a relatively long PAE, the influence of the time
above the MIC is small compared to the influence of peak concentration. As a
result the pharmacodynamic parameter that is believed to best characterize the
profile of the aminoglycosides in vivo is the peak/MIC ratio.

In support of the concentration-dependent bactericidal activity of the
aminoglycosides displayed in in vitro studies and animal models of infection,
several studies in humans have also demonstrated the importance of achieving
sufficient peak/MIC ratios as related to defined treatment success. Aminoglyco-
side concentrations have been associated with treatment success in a three studies
reported by Moore and colleagues [22–24]. In the first report by this group, higher
Cmax concentrations were associated with improved outcomes in gram-negative
pneumonia, whereas in the second report, higher concentrations were associated
with improved survival in gram-negative bacteremia [22,23]. Results of these
studies suggest the importance of achieving adequate and early aminoglycoside
concentrations in severely ill patients with gram-negative infection. Their last
study, published in 1987, evaluated the relationship between the ratio of the peak
concentration to MIC and clinical outcome through data collection from four
randomized, double-blind, controlled clinical trials that used gentamicin, tobra-
mycin, or amikacin for the treatment of gram-negative bacterial infections [22].
For the purposes of the study, the maximal peak concentration (Cmax) was defined
as the highest concentration determined during therapy, and the mean peak con-
centration was calculated as the average of all Cmax values during the course of
treatment. The investigators demonstrated that ratios of high maximal and mean
peak aminoglycoside concentrations (8.5 � 5.0 µg/mL and 6.6 � 3.9 µg/mL,
respectively) to MIC were significantly (p � 0.00001 and p � 0.0001, respec-
tively) correlated with clinical response. Of the 188 patients who had a clinical
response to therapy, the Cmax/MIC average value was 8.5 � 5.0 µg/mL, whereas
the 48 nonresponders had a ratio of 5.5 � 4.6 µg/mL (p � 0.00001). Although
these studies used fixed dosing intervals and were not designed to assess the in
vivo pharmacodynamic parameters and their relationship to outcome, the data
provide the backbone for our commitment to the value of the peak/MIC ratio in
clinical practice. Deziel-Evans et al. [25] demonstrated that a 91% cure rate was
observed in patients with peak/MIC ratios greater than 8, whereas only a 12.5%
cure rate was observed for patients with ratios of 
4 in a retrospective study
with 45 patients. In a study by Keating et al. [26], response rates of 57%, 67%,
and 85% were observed in neutropenic patients with mean serum aminoglycoside
concentration/MIC ratios of 1–4, 4–10, and �10, respectively. Williams et al.
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[27] have also reported that Cmax/MIC ratios correlated significantly with cure in
42 patients undergoing amikacin treatment who could be evaluated for clinical
outcome [27]. Additionally, Fiala and Chatterjee [28] noted that infection was
cured more frequently in patients with severe gram-negative infections who
achieved higher peak/MIC ratios. The association of high peak/MIC ratios with
improved outcomes has also been noted in orthopedic patients receiving genta-
micin, and recently a similar relationship was noted for 61 febrile neutropenic
patients with hematological malignancies [29,30]. Other investigators have also
observed beneficial correlations between serum concentrations or pharmacody-
namic parameters and therapeutic outcomes in patients treated with aminoglyco-
sides [31–33].

More recently, Kashuba et al. [34,35] reported that achieving an aminogly-
coside peak/MIC of 	10 within 48 h of initiation of therapy for gram-negative
pneumonia resulted in a 90% probability of therapeutic response by day 7 of
therapy. They also note that aggressive aminoglycoside dosing (initial dose of 7
mg/kg) followed by individualized pharmacokinetic monitoring should maximize
the rate and extent of response in this patient population.

Additionally, many once-daily aminoglycoside trials and their meta-analy-
sis studies (which will be described in a later section in this chapter) also proved
the importance of the correlation between the peak/MIC ratio and clinical out-
come.

6 POSTANTIBIOTIC EFFECT

The postantibiotic effect (PAE) is defined as the persisting suppressive activity
against bacterial growth after limited exposure of bacteria to an antibiotic. In
order to measure the in vitro PAE of aminoglycosides, after a 1–2 h exposure
of an antibiotic or a combination antibiotics to bacteria the drug is removed rap-
idly by dilution, drug inactivation [e.g., cellulose phosphate powder or tobra-
mycin-acetylating enzyme AAC (3)-II and acetyl coenzyme A], or filtration
(0.45 µm pore size filters). After this drug elimination process, viable counts
(CFU/mL) at each time point are required to develop viability curves. The in
vitro PAE is calculated with the equation PAE � T � C, where T is the time
required for the count of CFUs in the test culture to increase by 1 log10 above
the count observed immediately after drug removal and C is the time needed
for the count of CFUs in an untreated control culture to increase by 1 log10

above the count observed immediately after the same procedure used on the test
culture for drug removal [36].

Like quinolones, aminoglycosides represent a antibiotic class that has a
clinically meaningful PAE; however, several factors may affect the presence and
duration of the PAE. A range of 0.5–7.5 h has been reported for the PAE of
aminoglycosides [36,37]. Major factors influencing PAE include organism, con-
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centration of antibiotic, duration of antimicrobial exposure, and antimicrobial
combinations. Minor factors include size of the inoculum, growth phase of the
organism at the time of exposure, mechanical shaking of the culture, type of
medium, pH and temperature of the medium, and the effect of re-exposure [36].

The examples below illustrate how the above factors affect the presence
and duration of the PAE. Unlike β-lactam antibiotics with PAEs against only
gram-positive organisms, aminoglycosides exhibit a PAE on both gram-positive
and gram-negative organisms [37,38]. However, the PAE duration depends on
the type of bacterium. For example, the duration of the PAE following exposure
of Pseudomonas aeruginosa to gentamicin and tobramycin is 2.2 h and 2.1 h,
respectively, whereas that of Escherichia coli is 1.8 h and 1.2 h, respectively
[36]. Additionally, it has been shown that there is a positive correlation between
subsequent dose or concentration of aminoglycosides and duration of the PAE
[39–42]. The maximum concentration to exert the maximal PAE effect of amino-
glycosides is difficult to determine because most bacteria are completely and
rapidly killed at high drug concentrations. In contrast, the PAE of penicillin G
gradually increases up to a point of maximal effect at a concentration 8–16 times
the MIC [42–44]. The same theory also applies to duration of exposure.

The duration of PAE also varies depending on concurrently applied antibi-
otics when they are tested as a combination therapy. The combined effect of
aminoglycosides and cell wall inhibitors on the duration of the PAE was studied
by several researchers [45–48]. In general, these combinations produced additive
effects (i.e., similar to the sum of PAEs for individual drugs) or synergistic effects
(i.e., at least 1 h longer than the sum of PAEs for individual drugs) in Staphylococ-
cus aureus and various streptococci. The effects of antibiotic combinations
against gram-negative bacilli were mainly additive or indifferent (i.e., no different
from the longest of the individual PAEs). As an exception, the addition of tobra-
mycin to rifampin, which can achieve prolonged PAEs in gram-negative bacilli
showed synergism of the PAE in P. aeruginosa, E. coli, and K. pneumonia.

However, there are unavoidable limitations in this in vitro determination
of the PAE duration. One major drawback is that bacteria undergo a single expo-
sure for a short period of time to a fixed concentration of a testing antimicrobial
agent. However, in a clinical setting the antimicrobial agent should be used multi-
ple times. In addition, it should maintain the concentration above the MIC for a
relatively longer time period than that which occurs during PAE testing, and
the concentration should decline continuously throughout the dosing interval.
Karlowsky et al. [49,50] demonstrated that multiple exposures of E. coli and P.
aeruginosa to aminoglycosides significantly decreased the duration of PAE along
with attenuating bacterial killing activity. McGrath et al. [51] suggested that the
reasons for this phenomenon may be adaptive resistance or the selection of drug-
resistant variants. Li et al. [52] demonstrated that P. aeruginosa organism ex-
posed to constant tobramycin concentrations have a longer PAE than those ex-
posed to exponentially decreasing tobramycin concentrations at similar AUCs
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above the MIC. These studies suggest that conventional testing yields an overesti-
mate of the PAE in comparison to the PAE presented in a clinical situation with
continuously changing concentrations.

Furthermore, the duration of PAE significantly varies depending on the
testing environment; important factors influencing the testing environment in-
clude inoculum concentration, temperature, pH, oxygen tension, and free cation
(Ca2�, Mg2�) content [53–57]. The other obstacle to applying this in vitro PAE
duration to clinical practice is that the PAE does not consider host immunity.
However, some effort has been undertaken to include host immunity by using
other terminology such as postantibiotic leukocyte enhancement (PALE) and
postantibiotic sub-MIC effect. PALE describes the phenomenon that pathogens
in the PAE phase are more susceptible to the antimicrobial effect of human leuko-
cytes than non-PAE controls. The postantibiotic sub-MIC effect illustrates the
additive effects of PAE and the bactericidal effects when the drug is still present,
only in sub-MIC levels.

Despite some of the limitations involved in predicting the exact duration
of PAE, the general consensus is that PAE is an important factor to be considered
in the development of a drug regimen. The precise mechanisms of the PAE are
largely unknown. However, several hypotheses have been suggested. They in-
clude limited persistence of antibiotic at the site of action, recovery from nonle-
thal damage to cell structures, and the time required for synthesis of new proteins
or enzymes before growth. Drug-induced nonlethal damage due to the irreversible
binding to bacterial ribosomes represents a feasible mechanism of the PAE of
aminoglycoside [42,59]. In a study measuring the rate of [3H]-adenosine incorpo-
ration, Gottfredsson et al. [60] showed that DNA synthesis by P. aeruginosa after
exposure to tobramycin was markedly affected during the PAE phase. However,
in a study that used cumulative radiolabeled nucleoside precursor uptake in a
clinical strain of E. coli, Barmada et al. [61] showed that DNA and RNA synthesis
resumed almost immediately after exposure to tobramycin, whereas protein syn-
thesis did not recover until 4 h later. Therefore the duration of PAE produced
by aminoglycosides against E. coli seems to be better correlated with inhibition
of protein synthesis than with inhibition of DNA or RNA synthesis [61]. Even
if the rationale for this difference is unknown, it may be due to a discrepancy in
the mechanisms of action of two species. Theoretically, provided that a certain
threshold of growth suppression to restrain DNA synthesis is attained, greater
accumulation or entrapment of intracellular tobramycin in P. aeruginosa may
account for this disagreement [60,61].

Although numerous data are available on the in vitro PAE, there is less in
vivo information. Six animal models have been developed to evaluate the in vivo
PAE: thigh infection in mice, pneumonia in mice, infected subcutaneous threads
in mice, meningitis in rabbits, infected tissue cages in rabbits, and endocarditis
in rats [36]. Among these models, the mice thigh infection model is commonly
used to evaluate the PAE of aminoglycosides, although the pneumonia model is
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also adopted for them [62–65]. The endocarditis rat model has been used to
evaluate the in vivo PAEs of aminoglycosides when they are added to penicillin
or imipenem [40,66]. In these models, antibiotic is administered to achieve a
concentration that exceeds the MIC during the first 1–2 h. Next, bacterial loads
from tissue are counted at various time points and drug concentrations of plasma
are measured simultaneously. After graphing the bacterial growth curve, in vivo
PAE can be calculated by the equation

PAE � T � C � M

where M is the length of time serum concentration exceeds the MIC, T is the
time required for the counts of CFU in tissue to increase by 1 log10 above the
count at the time closest to but not less than time M, and C is the time required
for the counts of CFU in tissue of untreated control to increase by 1 log10 above
the count at time zero [36].

Major factors affecting the in vivo PAE include the infection site, type
of organism, type of antimicrobial agent, the drug dose, simulation of human
pharmacokinetics, and the presence of leukocytes [36,37]. For example, the in
vivo PAEs for 15 clinical isolates of Enterobacteriaceae following administration
of gentamicin (8 mg/kg) ranged from 1.4 to 7.3 h [67]. Like the in vitro PAE,
higher doses of drugs are correlated with longer in vivo PAEs [36]. The PAEs
of single doses of 4, 12, and 20 mg/kg tobramycin in the thighs of neutropenic
mice infected with P. aeruginosa were 2.2 h, 4.8 h, and 7.3 h, respectively. Gener-
ally, the combinations of aminoglycoside and β-lactam lengthened the PAE for
S. aureus and P. aeruginosa by 1.0–3.3 h, compared to the longest PAE of the
individual drugs. However, no difference was observed against E. coli and K.
pneumoniae [65]. The adoption of a different infection model also may influence
the duration of the in vivo PAE. PAEs with amikacin against Klebsiella pneumon-
iae in the mouse pneumonia model was roughly 1.5–2.5 times as long as that
observed in the mouse thigh model at the corresponding dose [65]. Furthermore,
other environmental conditions also influence the in vivo PAE [67].

The in vivo PAE can be used to incorporate the effect of host immunity
in conjunction with the PAE. The duration of the in vivo PAE of aminoglycosides
was prolonged 1.9–2.7-fold by the presence of leukocytes [67]. In addition, neu-
trophils are also proven to prolong the in vivo PAEs for aminoglycosides against
a standard strain of K. pneumoniae [68]. The other benefit of the in vivo PAE
is that the half-life of some antimicrobials can be prolonged to simulate human
pharmacokinetics by inducing transient renal impairment in mice with uranyl
nitrite. The in vivo PAE in the renally impaired mice was approximately 7 h
longer than that observed in normal mice, with large doses inducing a similar
effect. This difference is likely due to sub-MIC levels that persist for a longer
time with renal impairment than with normal renal function [36].
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In spite of the lack of an ideal method to apply the PAE to clinical practice,
the PAE has a major impact on antimicrobial dosing regimens. For antibiotics
with longer PAEs, dosing may be less frequent than that of antibiotics with shorter
PAEs. Therefore, PAE may be one of the rationales for the implementation of
once-daily aminoglycoside dosing.

7 RESISTANCE AND SYNERGY

Although this chapter primarily concerns the pharmacodynamic profile of the
aminoglycosides and its implications for clinical practice, it is important to realize
that the development of antimicrobial resistance is often the rate-limiting step
for a compound’s clinical utility. Not unlike other antimicrobials, the aminogly-
cosides face similar issues regarding resistance. Although this topic is beyond
the scope of this chapter, it should be noted that at least three mechanisms confer
resistance to the aminoglycosides: impaired drug uptake, mutations of the ribo-
some, and enzymatic modification of the drug. Intrinsic resistance is often due
to impaired uptake, whereas acquired resistance usually results from acquisition
of transposon- and plasmid-encoded modifying enzymes [69]. To this end the
pharmacodynamic implications regarding resistance are that one should select a
regimen that maximizes the rate and extent of killing. If this approach is univer-
sally endorsed, it will likely minimize the development of resistance in vivo,
because the pharmacodynamic optimization of aminoglycosides has been shown
to have this effect in vitro [20,70]. Additionally, adaptive resistance and refracto-
riness to aminoglycosides has been demonstrated in vitro and in a neutropenic
murine model by exposing Pseudomonas aeruginosa to concentrations below or
at the MIC of the organism [71–73]. Exposure to an aminoglycoside without a
drug-free period leads to decreased bacterial killing. Therefore, longer dosing
intervals which can be achieved with the pharmacodynamically based once-daily
aminoglycoside dosing approach allow for a drug-free period in which the bacte-
ria are not exposed to an aminoglycoside; yet they still preserve the antibacterial
activity of these agents after multiple doses.

Aminoglycosides exhibit synergistic bactericidal activity when given in
combination with cell-wall-active agents such as β-lactams and vancomycin
[74,75]. For example, enterococcal endocarditis should be treated with a combi-
nation of an aminoglycoside plus a penicillin or vancomycin because by itself
neither agent is sufficiently bactericidal. However, when combination therapy is
advocated to achieve synergy for gram-negative organisms, maximally effective
doses of both agents should be maintained, because synergy does not occur uni-
versally for all pathogens to all β-lactam–aminoglycoside combinations [74,76].
It should also be noted that combination exposure may also prolong the in vitro
and in vivo PAE observed with the aminoglycosides (see Sect. 6) although the
clinical relevance of this effect is not fully understood.
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8 TOXICODYNAMICS

Since the introduction of aminoglycosides into clinical practice a variety of ad-
verse events have been reported during aminoglycoside therapy; however, most
(e.g., gastrointestinal) are mild and resolve when the drug is discontinued. The
aminoglycosides rarely produce hypersensitivity reactions, and despite direct in-
jection into the central nervous system and the eye, local adverse events (i.e.,
seizures, hypersensitivity reactions) are generally not observed. Although infre-
quent in contemporary clinical practice, the aminoglycosides have the potential
to cause or exacerbate neuromuscular blockade. Despite the concern for increased
risk with the administration of the high doses routinely used in once-daily dosing
protocols, this adverse event has not been observed [77,78]. However, although
they are generally well tolerated, the major obstacle that has curtailed the use of
aminoglycosides is the potential for ototoxicity and nephrotoxicity.

Although ototoxicity has long been recognized as a potential complication
of aminoglycoside therapy, questions still remain regarding the full delineation
of risk factors and a universally accepted definition. As a result of discrepancies
in both the definition of ototoxicity and the sensitivity of testing, the reported
incidence of ototoxicity has spanned a wide range (2–25%). Two distinct forms
of ototoxicity—auditory and vestibular—have been reported and may occur
alone or simultaneously. The precise mechanism of injury remains elusive; how-
ever, ototoxicity is believed to result from the destruction of the sensory hair
cells in the cochlea and the vestibular labyrinth [79].

Auditory toxicity often occurs at frequencies that are higher than that re-
quired for conversation, and thus patient complaints that usually manifest as tinni-
tus or a feeling of fullness in the ear are usually voiced after considerable auditory
damage has already been done [80]. Like the progression of auditory loss, the
initial symptoms of vestibular toxicity often go unrecognized due to the nonspe-
cific nature of its initial presentation (i.e., nausea, vomiting, cold sweats, nystag-
mus, vertigo, and dizziness) [81]. Although considered to be less frequent than
auditory toxicity, these vestibular effects are by and large irreversible and there-
fore may have a profound impact on the daily function status. Owing to the lack
of well controlled comparative trials with sufficient power to detect differences in
ototoxicity among aminoglycosides and the generally poor risk factors analysis, it
is difficult if not impossible to substantiate that a particular agent may preferen-
tially result in one form of ototoxicity rather than another.

Although serum concentration data may be useful to ensure an adequate
pharmacodynamic profile, these data cannot accurately predict the development
of ototoxicity. Recently acquired data suggest that toxicity is related to drug accu-
mulation within the ear, not peak concentrations, which supports the concept of
saturable transport and reinforces the belief that higher peak concentrations
should not result in increased ototoxicity [82]. For these reasons the once-daily
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administration techniques may minimize drug accumulation and therefore drug-
related toxicity [83,84].

Although nephrotoxicity has been reported in more than half of patients
receiving aminoglycoside therapy, the broad range of definitions and the poor risk
factor assessment of the affected patient population often make the true incidence
difficult, if not impossible, to determine. Considered by many to be a noteworthy
event, toxicity is nevertheless generally mild and reversible, and few patients
have progressive toxicity severe enough to warrant dialysis [85]. At present it is
thought that this toxicity is due to aminoglycoside accumulation in the lysosomes
of the renal proximal tubule cells, which results in necrosis of the tubular cells,
and the clinical presentation of acute tubular necrosis manifested by nonoliguric
renal failure within a week [86].

Several investigators have reported that advanced age, pre-existing renal
dysfunction, hypovolemia, shock, liver dysfunction, obesity, duration of therapy,
use of concurrent nephrotoxic agents, and elevated peak/trough aminoglycoside
concentrations are risk factors for development of nephrotoxicity [87–90]. Addi-
tionally, in the last-cited study [90], multiple logistic regression analysis also
revealed that trough concentration, duration of therapy, advanced age, leukemia,
male gender, decreased albumin, ascites, and concurrent clindamycin, vancomy-
cin, piperacillin, or cephalosporins were independent risk factors for nephrotoxic-
ity. Similar risk factors were identified in patients receiving once-daily aminogly-
cosides [91].

Similar to that previously described in the inner ear, a saturable aminogly-
coside transport system has been used to describe the uptake of drug in the kidney.
Therefore, less frequent single daily dose administration may minimize accumu-
lation and nephrotoxicity [10,92]. In this regard, once-daily regimens have been
reported to lessen the incidence of nephrotoxicity [78,84,93].

Although the risk of these toxicities cannot be completely eliminated, rec-
ognition of risk factors and the implementation of regimens that minimize drug
accumulation will lead to optimal therapeutic outcomes and minimize toxicity.

9 CLINICAL USE AND APPLICATION

OF PHARMACODYNAMICS

The parenteral aminoglycosides, particularly gentamicin, tobramycin, and ami-
kacin, have long been used empirically for treatment of the febrile neutropenic
patient or of patients with serious nosocomial infection. Although aminoglyco-
side utilization has generally been declining owing to the introduction of paren-
teral fluoroquinolones, emergence of fluoroquinolone-resistant P. aeruginosa will
likely result in resurgence in clinical use of the aminoglycosides. To this point
it is also apparent that the antipseudomonal β-lactams should not be given alone
to treat systemic pseudomonal infections, because this organism often develops
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resistance under therapy. Thus the aminoglycosides play an important role in
combination therapy for gram-negative infections.

As discussed earlier, the aminoglycosides are also commonly used with a
cell-wall-active agent for synergistic purposes for gram-positive infections. In
this situation gentamicin is frequently administered to provide synergy in the
treatment of serious infections due to Staphylococci, Enterococci, and Viridans
streptococci.

In the current era of aminoglycoside utilization, two predominant intrave-
nous administration techniques are employed in clinical practice. The older of
the two approaches is the administration of multiple doses, usually 1.7–2 mg/
kg every 8 h for gentamicin and tobramycin, whereas amikacin was frequently
dosed using regimens of 5 mg/kg every 8 h or 7.5 mg/kg every 12 h (Fig. 3).
Using this technique, maintenance of concentrations within the therapeutic range
for patients with alterations in elimination or volume of distribution was achieved
with the use of a nomogram or by individualized pharmacokinetic dosing meth-
ods based on the patient-specific aminoglycoside disposition. Of the nomogram-
based methods, the scheme of Sarubbi and Hull [94] appears to have gained the
widest acceptance. By this method, a loading dose of 1–2 mg/kg gentamicin or
tobramycin and of 5–7.5 mg/kg amikacin based on ideal body weight was given
to adults with renal impairment. After the loading dose, subsequent doses were

FIGURE 3 Concentration–time profile comparison of (�) conventional q8h in-
termittent dosing versus (�) the once-daily daily administration technique.
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selected as a percentage of the chosen loading dose according to the desired
dosing interval and the estimated creatinine clearance of the patient (Table 1).
Alternatively, one-half the loading dose may be given at intervals equal to that
of the estimated half-life. Although the nomogram approach has been utilized
frequently, the preferred method of dosage adjustment is to individualize the
regimen by using the standard pharmacokinetic dosing principles when aminogly-
coside concentrations are available [95,96].

The second method has been referred to as the once-daily, single-daily, or
extended interval dosing method (Fig. 3). Although the potential benefits of this
second method were not well described until the early 1990s, this administration
technique has now become the standard of practice in the United States; three
of every four hospitals surveyed in 1998 used it [97,98]. For this reason and the
wide availability of tertiary text references concerning the dosing of aminoglyco-
sides using the more frequent intermittent approach, the remainder of this section
will focus on the once-daily dosing methodology.

When considering the pharmacodynamic profile of aminoglycosides as de-
scribed earlier in this chapter, four distinct advantages of using extended dosing

TABLE 1 Selection of Aminoglycoside Maintenance
Dosing Using the Method of Sarubbi and Hull

Dose interval
Creatinine clearance Half-life
(mL/min) (hs) 8 h 12 h 24 h

90 3.1 84% — —
80 3.4 80 91% —
70 3.9 76 88 —
60 4.5 71 84 —
50 5.3 65 79 —
40 6.5 57 72 92%
30 8.4 48 63 86
25 9.9 43 57 81
20 11.9 37 50 75
17 13.6 33 46 70
15 15.1 31 42 67
12 17.9 27 37 61
10 20.4 24 34 56

7 25.9 19 28 47
5 31.5 16 23 41
2 46.8 11 16 30
0 69.3 8 11 21

Source: Ref. 94.
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intervals are readily apparent [99]. As stated previously, giving aminoglycosides
as a single daily dose, as opposed to conventional strategies, provides the opportu-
nity to maximize the peak concentration/MIC ratio and the resultant bactericidal
activity (Fig. 3). Second, this administration technique should minimize drug
accumulation within the inner ear and kidney and therefore minimize the potential
for toxic effects to these organs. Third, the PAE may also allow for longer periods
of bacterial suppression during the dosing interval. Finally, this aminoglycoside
dosing approach may prevent the development of bacterial resistance.

Once-daily aminoglycoside therapy has been evaluated in several large
clinical studies with a total study population of 100 or more patients [100–109].
Compared with multidose aminoglycoside regimens, the once-daily regimen was
shown to be as efficacious as or superior to traditional dosing for the treatment
of a wide variety of infections. Toxicity evaluations showed that there were no
differences between the two dosing methods for either nephrotoxicity or ototoxi-
city. These toxicity data have been supported by other recent observations from
investigators in Detroit [84,93]. In addition, clinical experience at our own institu-
tion in a large patient population who received 7 mg/kg of either gentamicin or
tobramycin indicates a reduced potential for nephrotoxicity [78].

Studies have also been conducted in pediatrics [110,111] and pregnant pop-
ulations [112] for determination of serum concentrations as well as clinical effi-
cacy. Several recently published meta-analyses evaluating once-daily dosing with
standard dosing regimens also demonstrate that increased bacterial killing and
trends for decreased toxicity are actually borne out in clinical practice when the
extended interval dosing is used [113–121].

At present, the strategy for once-daily dosing has not been consistent in
the literature, as doses for gentamicin, tobramycin, and netilmicin have ranged
from 3 to 7 mg/kg, whereas the usual amikacin dose is 15–20 mg/kg. Dosing
regimens that use doses of less than 6 mg/kg for gentamicin, tobramycin, and
netilmicin have arrived at the dose by converting the conventional mg/kg dose
to a dose that is then administered once daily. At present there appear to be four
commonly advocated methods for the once-daily administration of aminoglyco-
sides. Although these approaches differ somewhat with regard to dose and/or
interval, all reflect the need for dosage modification in the patient with renal
disease. As of yet, no method has been shown to be superior to any of the others.
Concerns about the extended intervals and possible risk of increased toxicity in
patients with reduced drug clearance should be mentioned, but they should be
no greater than those encountered with conventional dosing based on our current
understanding of aminoglycoside-induced toxicity.

The first method of once-daily dosage determination was proposed and
implemented on the basis of the pharmacokinetic and pharmacodynamic profiles
of these agents. This method, which was developed at our institution, is intended
to optimize the peak/MIC ratio in the majority of clinical situations by adminis-
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tering a dose of 7 mg/kg of either gentamicin or tobramycin [78]. Like conven-
tional regimens, once-daily protocols require modification for patients with renal
dysfunction in order to minimize drug accumulation. In the Hartford Hospital
program this is accomplished by administering a fixed dose with dosing interval
adjustments for patients with impaired renal function [78]. Due to the high peak
concentrations obtained and the drug-free period at the end of the dosing interval,
it is no longer necessary to draw standard peak and trough samples; rather a
single random blood sample is obtained between 6 and 14 h after the start of the
aminoglycoside infusion. This serum concentration is used to determine the dos-
ing interval based on a nomogram for once-daily dosing (Fig. 4). Although Dem-
czar et al. [122] suggested that the nomogram may be inappropriate for the moni-
toring of therapy, based on their assessment of aminoglycoside distribution in
11 healthy subjects, a subsequent population pharmacokinetic analysis using data
derived from more than 300 patients receiving 7 mg/kg of tobramycin further
supports the clinical utility of the original nomogram [123].

As a result of low toxicity, the short duration of therapy, and the excellent
renal function of most patients, criteria have been developed to withhold the
initial random concentration (which is obtained after the first or second dose) in
patients (1) receiving 24 h dosing, (2) without concurrently administered nephro-
toxic agents (e.g., amphotericin, cyclosporine, vancomycin), (3) without exposure

FIGURE 4 Once-daily aminoglycoside nomogram for the assessment of dos-
ing interval using a 7 mg/kg dose of gentamicin or tobramycin. (From Ref. 78.)
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to contrast media, (4) neither quadriplegic nor amputee, (5) not in the intensive
care unit, and (6) less than 60 years of age [78]. Even though the initial random
concentration may be withheld in eligible patients, monitoring of the serum creat-
inine should continue to occur at 2–3 day intervals throughout the course of
therapy. For patients who continue on the once-daily regimen for 5 or more days,
a random concentration is obtained on the fifth day and weekly thereafter. Even
though an initial random concentration may no longer be necessary in many pa-
tients, for those experiencing rapidly changing creatinine clearances or those in
whom the creatinine clearance is significantly reduced (i.e., 
30 mL/min) it may
be necessary to obtain several samples to adequately structure the administration
schedule to maximize efficacy and minimize toxicity. The 7 mg/kg dosage regi-
men has also been advocated by other investigators to rapidly obtain sufficient
aminoglycoside exposures [34,124].

The second method proposed by Gilbert uses a 5 mg/kg gentamicin or
tobramycin dose in patients without renal dysfunction [99,125]. If dosage adjust-
ment is required to compensate for diminished renal function, the dose and/or
dosing interval may be modified to optimize therapy and minimize drug accumu-
lation (Table 2). A similar scheme for dosage modification was advocated by

TABLE 2 Suggested Once-Daily Dosage Requirements for Patients with
Altered Renal Function

Creatinine clearance Dosage Dose
Aminoglycoside (ml/min) interval (h) (mg/kg)

Gentamicin/tobramycin �80 24 5.0
70 24 4.0
60 24 4.0
50 24 3.5
40 24 2.5
30 24 2.5
20 48 4.0
10 48 3.0

Hemodialysisa 48 2.0
Amikacin �80 24 15

70 24 12
50 24 7.5
30 24 4.0
20 48 7.5
10 48 4.0

Hemodialysisa 48 5.0

a Administered post-hemodialysis.
Source: Adapted from Ref. 125.
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Prin et al. [126] for patients with renal dysfunction. Finally, Begg et al. [127]
suggested two methods to optimize once-daily dosing. The first, suggested for
patients with normal renal function, uses a graphical approach with target AUC
values. The second method, for patients with renal dysfunction, uses two amino-
glycoside serum concentrations and a target AUC value based on the 24 h AUC
that would result with multiple-dose regimens for dosage modifications.

Although all the above-noted once-daily methodologies have used fixed
doses, subsequent dosage adjustments may be guided by individualized pharma-
cokinetic methods similar to that used for the conventional multiple-dose ap-
proach. On the other hand, although individualization of therapy can be accom-
plished, no data are available to support the assumption that these manipulations
will improve outcomes or minimize toxicity further than the fixed dose methodol-
ogies.

At the time of once-daily implementation, the methodology was introduced
into clinical practice to further optimize the clinical outcomes of patients receiv-
ing these agents for serious infections. However, in addition to meeting this goal
and reducing the incidence of drug-induced adverse events, this approach has
also substantially reduced expenditures associated with the initiation of aminogly-
coside therapy compared to traditional dosing techniques [128–130].

10 SUMMARY

The pharmacodynamic profile of aminoglycosides is maximized when high dose,
extended interval aminoglycoside therapy is employed. The use of this aminogly-
coside administration technique has considerable in vitro and in vivo scientific
support, which justifies its wide-scale use within this country. The implementa-
tion of such programs should maximize the probability of clinical cure and mini-
mize toxicity and may help to avoid the development of resistance. Although
such dosing is not appropriate for all patients, this strategy appears to be useful in
the majority of patients requiring aminoglycoside therapy and can be successfully
employed as a hospital-wide program.
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Pharmacodynamics of Quinolones

Robert C. Owens, Jr.

Maine Medical Center, Portland, Maine, and University of Vermont College
of Medicine, Burlington, Vermont

Paul G. Ambrose

Cognigen Corporation, Buffalo, New York

1 INTRODUCTION

‘‘We know everything about antibiotics except how much to give,’’ Maxwell
Finland once stated. With the proliferation of pharmacodynamics as a science,
we are finally addressing the question of how much to give. We are watching
the pendulum swing from an era of more-or-less arbitrary dosage selection toward
the present-day science that integrates both pharmacokinetic and microbiologic
data to determine optimal dosing strategies and to set perhaps more clinically
meaningful breakpoints. It is conceivable that body-site-specific susceptibility
breakpoints based on the pharmacodynamic profiles of antimicrobial agents will
exist in the not-too-distant future, replacing the one breakpoint fits all approach
that we have historically endured. Pharmacodynamics is central to the idea of
optimizing antimicrobial therapy. Figure 1 illustrates the relationship between
pharmacodynamics and the optimal selection, dosing, and duration of antimicro-
bial therapy. A comprehensive review by Ron Polk [1] provides, in great detail,
the various aspects of the optimal use of antibiotics.
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FIGURE 1 Pharmacodynamics is central to the optimization of antimicrobial
therapy. (Courtesy of Robert Owens, Pharm.D.)

During the three decades since nalidixic acid was first introduced, thou-
sands of related quinolone compounds have been synthesized, and most have
been abandoned prior to development for a variety of reasons. A better under-
standing of structure–activity and structure–toxicity relationships has allowed
chemists to modify the adaptable basic quinolone structure to enhance or limit
the extent of antimicrobial activity and to improve various other product attri-
butes such as the pharmacokinetic profile, tolerability, drug interaction potential,
and toxicity of each new agent. The quinolones have undergone a ‘‘structural
evolution’’ that began in 1962 upon the inadvertent discovery of nalidixic acid,
and the pilgrimage continues today with the search for the perfect compound
[2].

For some time now, clinicians have been familiar with antibiotic classes
categorized by generations (e.g., cephalosporins, quinolones, macrolides). Cer-
tain schemes have been based upon pharmacodynamics [2–5] (Table 1), rather
than relying on simply microbiological susceptibility data or merely the date a
compound was licensed for use. Classifying quinolones by generations allows
one to realize the pharmacokinetic and microbiological evolution of the quino-
lones as a direct result of structural changes. To this day, the fluoroquinolones
remain the prototypical class of antibiotics because they are available in both
oral and parenteral dosage forms, have excellent oral bioavailability, are active
against a wide range of bacteria, achieve therapeutic concentrations both intracel-
lularly and extracellularly, distribute widely into organ tissue and secretions, and
are rapidly bactericidal. It is for these reasons that the fluoroquinolones have
revolutionized transitional therapy as well as other aspects of the treatment of
modern infectious diseases.
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2 PHARMACODYNAMIC CONCEPTS

Since the dawn of the antibiotic era in the late 1930s, controversy has existed
as to the most appropriate method to administer and dose antibiotics to maximize
the killing of microorganisms while minimizing toxicity. Harry Eagle, a half-
century ago, pioneered the first pharmacodynamic studies using penicillin in
streptococcal and syphylitic animal models of infection [6–8]. It was at this time
that dosing methods (e.g., continuous infusion versus intermittent injection) as
well as the dose of penicillin employed in relation to the minimum inhibitory
concentration (MIC) were evaluated for their ability to impact in vivo outcome.
Following a long respite, the science known as pharmacodynamics reemerged
as Shah et al. [9] classified antimicrobial agents on the basis of their patterns
of bactericidal activity. One of the two patterns described was a concentration-
dependent killing effect, where an increase in the rate and extent of bacterial
killing occurred with increasing drug concentrations in relation to the MIC of the
bacteria. Agents that demonstrated concentration-dependent bactericidal activity
included the aminoglycosides (and now include the fluoroquinolones and most
likely metronidazole) (see Fig. 2).

The second pattern, now known as time-dependent killing, exhibited a satu-
rable concentration-dependent increase in the rate and extent of bacterial killing,
occurring at approximately 2–4 times the MIC of the pathogen. In essence, these
agents proceeded to kill bacteria most efficiently when the concentration of drug
remained in excess of the MIC of the pathogen for a specified length of time,
rather than when doses were employed that provided high serum concentrations

FIGURE 2 Concentration-dependent versus time-dependent bactericidal ac-
tivity. (From Ref. 20.)
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(relative to the MIC), because the latter did not result in enhanced bacterial kill-
ing. β-Lactams (e.g., penicillins, cephalosporins, monobactams, carbapenems),
lincosamides (e.g., clindamycin), macrolides (e.g., erythromycin, clarithro-
mycin), and oxazolidinones (e.g., linezolid) best fit this pattern of bactericidal
activity. For the purposes of this chapter, we will focus on the quinolones and
concentration-dependent bacterial killing.

Historically, the MIC has been used by the practicing clinician to select
drug therapy for a particular infection. The lower the MIC, the better the drug
must be, and the choice has been traditionally made accordingly and sometimes
still is today. Unfortunately, the MIC has many shortcomings and therefore can-
not be used alone to predict the outcome for a given infection. The MIC is a
measure of a drug’s potency against a particular organism. It should be remem-
bered that the MIC is an artificial value, and is further subject to a one-tube
dilution standard error if broth dilution techniques are used. This can translate
into a considerable difference in actual MIC values (e.g., is the MIC 8 µg/mL
or 16 µg/mL, or somewhere in between?). The MIC does not describe the rate
and extent of bacterial killing or persistent antimicrobial effects such as the post-
antibiotic effect (PAE) or the more clinically relevant sub-MIC effect (SME).
The PAE and SME are used to describe the continued suppression of bacterial
growth despite either complete removal of the antimicrobial agent from the organ-
ism’s milieu or concentrations of the agent that are below the MIC value for the
particular organism, respectively. Also, the MIC does not describe the impact
of increasing drug concentrations or increased time of exposure of the drug on
bacteriological outcome. MIC testing does not account for protein binding; al-
though somewhat controversial, this has historically misled clinicians to choose
therapies with confidence based solely on in vitro data. For example, the use of
oxacillin for the treatment of enterococcal endocarditis (despite MIC values in
the susceptible range) has led to clinical and microbiological failures in humans;
similarly, the use of cefonicid and teicoplanin for the treatment of staphylococcal
infections has led to treatment failures, some so extensive that clinical trials were
terminated sooner than planned [10–12]. Fortunately, these weaknesses can be
overcome or a drug selection can be modified if the appropriate pharmacokinetic
aspects of the antimicrobial agent are also factored into the equation.

Bacterial killing can be characterized mathematically. For example, the
product of concentration and time (C � t) may be reflected by the pharmacoki-
netic term ‘‘area under the concentration–time curve’’ (AUC). Hence, bacterial
killing is a function of a drug’s AUC when it is indexed to the MIC. The 24 h
AUC/MIC ratio is the pharmacodynamic correlate that can be used to describe
the time course of antimicrobial activity and to predict clinical or microbiological
outcome and perhaps the development of resistance.

Under certain circumstances, one of the terms of the product (either concen-
tration or time) makes a small or negligible contribution to the killing process
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and can therefore be ignored. The pharmacodynamic parameter can be simplified
to the peak concentration (peak)/MIC ratio or the length of time the serum con-
centration remains above the MIC (t � MIC). How this simplification occurs
depends on the pattern of bactericidal activity demonstrated by the antimicrobial
agent in question (e.g., concentration-dependent killing or time-dependent kill-
ing). For concentration-dependent killing agents (e.g., aminoglycosides, quino-
lones), the 24 h AUC/MIC ratio and peak/MIC ratio have been used to correlate
in vivo outcome. For the time-dependent killing agents (e.g., β-lactams), t �
MIC has best correlated with efficacy.

3 CLINICAL PHARMACODYNAMIC TARGETS

For the quinolones, as one might expect, both the peak/MIC ratio and the 24 h
AUC/MIC ratio have been correlated with outcome. The magnitude of the peak/
MIC ratio that has been associated with improved outcomes is 10–12 [13]. In
addition, the peak/MIC ratio has been suggested to be the parameter of choice
when resistant subpopulations of bacteria exist [26]. Unfortunately, increasing
the amount of drug given in excess of standard doses for many agents in this
class also increases the probability of unwanted adverse events, so unless the
pathogen is relatively susceptible this ratio may not always be the best parameter
to optimize.

When a peak/MIC ratio of at least 10:1 is not possible, one can no longer
ignore the contribution of the time of exposure (Fig. 3). Under these circum-

FIGURE 3 Pharmacodynamic relationships of (a) peak/MIC ratio and (b) 24 h
AUC/MIC ratio. (Courtesy of Robert Owens, Pharm. D.)
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stances, the parameter that best correlates with efficacy defaults to the 24 h AUC/
MIC ratio.

The optimal pharmacodynamic targets are pathogen-specific. Data obtained
from animal models of sepsis, in vitro pharmacodynamic experiments and clinical
outcome studies indicate that the magnitude of the 24 h AUC/MIC ratio can be
used to predict clinical response. Forrest et al. [14] demonstrated that a 24 h
AUC/MIC ratio of 	125 was associated with the best clinical cure rates in the
treatment of infections caused by gram-negative enteric pathogens and P. aerugi-
nosa. However, for gram-positive bacteria, data collected in humans by Drusano
and colleagues [13] and Ambrose et al. [15] suggest that the 24 h AUC/MIC
ratio can be appreciably lower. For infections caused by anaerobic pathogens,
the optimal pharmacodynamic correlate for efficacy remains to be determined.
However, the likely 24 h AUC/MIC ratio target will again be below 125. The
24 h AUC/MIC ratio for trovafloxacin ranged from 50 to 100 [16], similar to
that of metronidazole, and was successful within this range. One must also re-
member that free drug concentrations should be considered, so taking into ac-
count that trovafloxacin is 75% protein-bound, a free drug 24 h AUC/MIC ratio
required to predict success against anaerobic pathogens may in fact be as low as
15–25. Pharmacodynamic studies evaluating quinolones against anaerobic patho-
gens are needed considering that most newer agents (e.g., gatifloxacin, moxiflox-
acin, gemifloxacin, sitafloxacin) have in vitro activity against these organisms.

4 PHARMACOKINETICS OF FLUOROQUINOLONES

The pharmacokinetic profiles for the newer and some older fluoroquinolones are
listed in Table 2. Once a standard of care for most infections, the appeal of
parenteral therapy has lost significant ground to newer, equally potent, and phar-
macokinetically equivalent oral dosing formulations. Although bacteria have be-
come quite sophisticated, they are still unable to discriminate between the routes
by which an antibiotic is delivered to the infection site. The fluoroquinolones
have revolutionized the treatment of modern infectious diseases for a variety of
reasons, none perhaps more important than their pharmacokinetic characteristics.
Whether administered intravenously or orally, similar pharmacodynamic rela-
tionships can be achieved because of their high degree of bioavailability, which
is consistent among the newer generation agents. Protein binding is one character-
istic that is highly variable among the quinolones. The degree of protein binding
not only influences penetration into tissues but also determines the amount of
drug that is capable of interacting with bacteria at the site of infection [17]. The
exact role of protein binding is often more controversial than not, but clearly,
the pharmacokinetic parameter used in pharmacodynamic analyses should reflect
free drug (active drug) rather than total drug concentrations.
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5 OUTCOME DATA

5.1 Animal Models and In-Vitro Models of Infection

In 1991, Leggett et al. [18] published data evaluating ciprofloxacin in neutropenic
murine thigh and pulmonary infection models using strains of P. aeruginosa and
K. pneumoniae, respectively. The manipulation of the dosing intervals in these
studies minimally affected the extent of bacterial killing, suggesting that the
AUC/MIC ratio may be most closely associated with this endpoint.

Drusano et al. [26] evaluated lomefloxacin in the neutropenic rat model of
Pseudomonas sepsis. Doses were administered in a variety of regimens to study
the effect of different pharmacodynamic indices associated with outcome. The
peak/MIC ratio was significantly associated with reduced mortality, compared
with the AUC/MIC ratio and the time � MIC. The doses used in this study
provided peak/MIC ratios of approximately 20:1 and �10:1. The reason for the
clear association between the index of the peak/MIC ratio and survival was stated
to be the increased inoculum size used (1 � 109) in the study. These findings
demonstrated that with a higher burden of organisms, one is more likely to en-
counter resistant subpopulations, and in such settings the peak/MIC ratio be-
comes the more appropriate pharmacodynamic index that predicts outcome.

Several studies have been recently published or presented evaluating the
pharmacodynamic relationships of quinolones against gram-positive pathogens,
particularly S. pneumoniae. Onyeji et al. [19] compared the efficacy of ciproflox-
acin and levofloxacin in a murine model of peritoneal sepsis. Clinical isolates of
S. pneumoniae were used that displayed a variety of susceptibilities to penicillin,
and MIC values for ciprofloxacin (1 and 2 µg/mL) and levofloxacin (1 and 2
µg/mL) were reflective of those also seen clinically. Dosing regimens were varied
such that concentrations of drug measured in the animals simulated those in hu-
mans. Five-day survival rates between ciprofloxacin (2–6%) and levofloxacin
(7–9%) groups were negligible (p � 0.05), perhaps because the 24 h AUC/MIC
ratios were not very different from those seen in humans. For ciprofloxacin, 24
h AUC/MIC ratios ranged between 17.5 and 35, and for levofloxacin values
ranged between 22 and 44. Neither ciprofloxacin nor levofloxacin achieved a
desirable peak/MIC ratio of at least 10, as expected.

Studies evaluating the impact of protein binding have been conducted.
Craig and Andes [20] studied six fluoroquinolones in the classic nonneutropenic
murine thigh infection model in an effort to determine optimal AUC/MIC ratios
in terms of survival and bactericidal activity, using both free and total drug con-
centrations. After being infected with S. pneumoniae, mice were treated with
ciprofloxacin, levofloxacin, sitafloxacin, moxifloxacin, gemifloxacin, or gati-
floxacin. Serum concentrations and protein binding were determined using micro-
biological assay and ultrafiltration, respectively. The Emax model was used to cor-
relate 24 h AUC/MIC values using both free and total drug concentrations with
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colony forming units in the thigh on day 1 and survival on day 5. Results indicated
that the 24 h AUC/MIC ratio correlated with survival on day 5 and the extent
of bacterial killing on day 1 (p � 0.001). Additionally, free drug better correlated
with survival on day 5 than did total drug concentrations (R 2 � 82% and 74%,
respectively) (see Fig. 4). Survival (90% of animals) was predicted with an 24 h
AUC/MIC ratio of 34 � 4, and a similar value predicted a 2.5 log10 kill after
one day of treatment. Again, agreement existed among all quinolones tested as
to the pharmacodynamic breakpoint required for endpoints of survival and the
extent of bacterial killing (24 h AUC/MIC somewhere between 25 and 35), and
unbound drug was better correlated with these effects than total drug concentra-
tions.

Similarly, for S. pneumoniae, in vitro models of infection have demon-
strated that for levofloxacin and ciprofloxacin a 24 h AUC/MIC ratio of approxi-
mately 30 was associated with a 4 log kill, whereas values less than 30 were
associated with a significantly reduced extent of bacterial killing and in some
instances bacterial regrowth [21,22]. These observations are supported by data
from nonneutropenic animal models of infection, where maximal survival was
associated with a 24 h AUC/MIC ratio of 25 against the pneumococcus [23].
Clinically, there have been a significant number of treatment failures and superin-
fections involving meningeal seeding from S. pneumoniae in patients receiving
ciprofloxacin, where the 24 h AUC/MIC ratio is approximately 12 [24]. Con-
versely, similar treatment failures or superinfections have not occurred with quin-

FIGURE 4 Correlation between survival and (a) free-drug concentration (R 2 �
74) and (b) total drug concentrations (R 2 � 82). (From Ref. 20.)
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olones for which the 24 h AUC/MIC ratios against this bacterium are greater
than 30–40 [15].

5.2 Human Studies

Some of the first data to correlate pharmacodynamics and response in humans
were published by Peloquin et al. [25]. Intravenous ciprofloxacin was evaluated
in the treatment of lower respiratory tract infections in seriously ill patients hospi-
talized in the intensive care unit. A relationship between time of exposure and
outcome was established. Interestingly, against P. aeruginosa, a low peak/MIC
ratio (�10:1) was observed and resulted in the development of resistance in 10
of 13 pathogens. Although the researchers concluded that the time duration of
exposure was the important determinant of outcome, against difficult to treat and
less susceptible pathogens (e.g., P. aeruginosa), failure to obtain an optimal peak/
MIC ratio resulted in the emergence of resistance. This is consistent with findings
from the animal model of infection reported by Drusano et al. [26], further em-
phasizing the importance of the peak/MIC ratio when dealing with resistant sub-
populations. Eventually, after the addition of 24 new patients, Forrest et al. [14]
in 1993 published their reanalyzed data from the 1989 publication (see Fig. 5).
Multivariate analysis and logistic regression showed that the 24 h AUC/MIC ratio
predicted outcome best, rather than the time of exposure as previously reported.

A relationship also exists between the 24 h AUC/MIC ratio and the likli-
hood of developing resistance while on therapy. Thomas et al. [27] described
this relationship in 107 hospitalized patients being treated for bacterial pneumo-
nia. Patients were treated with a variety of dosing regimens involving a fluoro-
quinolone (ciprofloxacin, 200 mg q12h to 400 mg q8h) or a cephalosporin (cef-
menoxime, 1–2 g q4-6h or ceftazidime, 1–2 g q8-12h), providing a wide range
of exposures. Gram-negative pathogens predominated, as expected in nosocomial
pneumonia, accounting for over 90% of the organisms isolated. Gram-positive
pathogens such as S. aureus and S. pneumoniae were infrequently isolated. With
the exception of Bush group 1 β-lactamase elaborating organisms (e.g., Entero-
bacter spp.) treated with a β-lactam, a pharmacodynamic breakpoint was estab-
lished. If a 24 h AUC/MIC ratio of at least 100 was achieved, the potential to
develop resistance was �10%. In contrast, the probability of developing a resis-
tant strain during therapy was greater than 80% if the 24 h AUC/MIC was �100.
Because the majority of pathogens encountered were gram-negative bacilli, most
of which were P. aeruginosa, it is difficult to generalize this identified pharmaco-
dynamic relationship to gram-positive pathogens. More information is clearly
needed here.

Ciprofloxacin, a second-generation fluoroquinolone, remains the most po-
tent antipseudomonal quinolone in terms of in vitro microbiological activity. For
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FIGURE 5 Pharmacodynamic correlates of efficacy for gram-negative patho-
gens. (From Ref. 14.)

instance, ciprofloxacin is consistently 4–8 times as active against Pseudomonas
aeruginosa in vitro as trovafloxacin and levofloxacin. Along these lines, ci-
profloxacin is also pharmacodynamically superior to other available fluoroquino-
lones against P. aeruginosa in terms of an achievable 24 h AUC/MIC ratio when
dosed appropriately. Unfortunately none of the currently available fluoroquino-
lones routinely achieve a target 24 h AUC/MIC ratio against P. aeruginosa of
at least 125, which is one reason combination therapy is always recommended
for the treatment of infection outside of the lower urinary tract when a quinolone
is employed.

One must consider, however, that ciprofloxacin’s strength against P. aeru-
ginosa is counterbalanced by its poor pharmacodynamic profile against many
gram-positive microorganisms. For instance, ciprofloxacin, even when dosed at
750 mg every 12 h, does not reach a pharmacodynamic goal of approximately
30 for S. pneumoniae. This poor pharmacodynamic profile is consistent with
numerous reports of failures and superinfections when ciprofloxacin has been
used in community-acquired infection due to S. pneumoniae [24,28–33].

With the advent of newer generation fluoroquinolones (e.g., temafloxacin)
with significantly greater potency against the pneumococcus in the early 1990s
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and the recent observations of increasing β-lactam resistance among pneumo-
cocci, it is not surprising that Daniel Musher in 1992 stated, ‘‘Those of us who,
a few years ago, scoffed at the notion of using a quinolone for treatment of
pneumococcal pneumonia may be just doing that in the not-too-distant future.’’

Newer generation fluoroquinolones are filling the ever-widening niche be-
ing created by pneumococci that are now demonstrating widespread resistance
to multiple drug classes, including the β-lactams, macrolides and azalides, sulfon-
amides, and tetracyclines. In fact, with respect to the treatment of community-
acquired pneumonia, Marvin Turck has widely been quoted as saying ‘‘a fluoro-
quinolone for your mother or a β-lactam for your mother-in-law’’. Despite their
high degree of activity against most strains of S. pneumoniae, the fluoroquino-
lones, particularly less active agents such as ciprofloxacin, ofloxacin, and lev-
ofloxacin, are showing elevated rates (albeit small percentages) of resistance
[34,35]. Some newer generation fluoroquinolones (e.g., moxifloxacin, gatifloxa-
cin, gemifloxacin) are also affected, but to a lesser degree [34,36]. The fluoroqui-
nolones do have the potential for overuse because of their convenience and agent-
specific low side effect profiles. Appropriate use of these compounds, and the
selection of those agents with optimized pharmacodynamic profiles, will most
likely reduce the selective pressure being placed on pneumococci.

Preston et al. [13] evaluated the association between levofloxacin’s pharma-
codynamic profile and clinical as well as microbiological outcomes. In this study,
concentrations of levofloxacin in serum were obtained from patients being treated
for urinary tract, pulmonary, and skin/soft-tissue infections after they had been
given standard doses appropriate for the site of infection. Of the initial 313 pa-
tients, 116 had sufficient pharmacokinetic, microbiological, and outcome data for
evaluation. Patients in whom a peak/MIC ratio of �12.2 was achieved had a
100% chance of a eradicating the infecting organism from the site of infection.
Conversely, if the peak/MIC ratio was �12.2, the liklihood of successful eradica-
tion was 80.8%. Although there was significant covariation between the peak/
MIC and 24 h AUC/MIC indices on outcome predictability, the peak/MIC ratio
reached statistical significance for all pathogens and infection sites. A recent re-
analysis of the infections caused by S. pneumoniae, however, revealed that a 24
h AUC/MIC ratio of �30 was associated with favorable outcomes [37]. These
data are consistent with the previous work conducted by Drusano’s group which
demonstrated that when a peak/MIC ratio of at least 10:1 could not be achieved,
the index most closely associated with outcome was the 24 h AUC/MIC ratio.

Most recently Ambrose and Grasela [15] reported a correlation between
the free-drug 24 h AUC/MIC ratio and microbiological eradication of S. pneu-
moniae in patients enrolled in phase III, double-blinded, randomized trials in
North America. Of the initial 778 patients enrolled in these studies involving
community-acquired pneumonia and acute bacterial exacerbations of chronic
bronchitis, 376 patients had sufficient clinical and microbiological data for evalu-
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FIGURE 6 Pharmacodynamic correlates of efficacy for Streptococcus pneu-
moniae. (Courtesy of Paul Ambrose.)

ation. Of these patients, 58 were infected with S. pneumoniae that was isolated
from either blood or sputum. These data established that for gatifloxacin and
levofloxacin a 24 h AUC/MIC ratio of at least 33 correlated with the eradication
of S. pneumoniae in patients being treated for pneumococcal pulmonary infec-
tions (Fig. 6). Although not every patient with an 24 h AUC/MIC ratio that did
not reach this pharmacodynamic breakpoint failed therapy, these patients cer-
tainly had a high probability of failure.

In the clinic, we are now seeing what has already been predicted pharmaco-
dynamically [38]. As MICs continue to increase gradually for older fluoroquino-
lones, the pharmacokinetics of these agents can no longer compensate for this
decrease in activity. Davidson et al. [39] reported recently well documented clini-
cal failures that could be traced back to the inability of a less active fluoroquino-
lone to eradicate S. pneumoniae. When pulse field gel electropheresis and PCR
were performed on the pretherapy and post-therapy isolates, it was evident that
the organisms were in fact the same and resistance had developed during therapy.
Pretherapy isolates in both cases were susceptible to the agent, and after receiving
levofloxacin for the treatment of community-acquired pneumococcal pneumonia,
the strains had acquired resistance via gyrA and parC mutations. A likely expla-
nation for these findings are the propensity to select for resistant strains secondary
to reduced concentrations at the end of the dosing interval. There are differences
among the newer generation fluoroquinolones in their ability to select for resistant
strains. The rank order, in terms of most likely to least likely to select for resis-
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tance among pneumococci, is as follows: ciprofloxacin � levofloxacin � gati-
floxacin � moxifloxacin [40–43].

Finally, various pharmacodynamic targets for predicting higher probabili-
ties for successul outcomes in humans now exist. For quinolones against gram-
negative enteric bacilli and P. aeruginosa, a 24 h AUC/MIC ratio of 125 may
be targeted for the treatment of infections by these pathogens. For preventing the
emergence of resistance, primarily for non-Bush group 1 β-lactamase-elaborating
gram-negative bacilli, a 24 h AUC/MIC ratio of at least 100 has been suggested.
And for gram-positive pathogens such as S. pneumoniae, an AUC/MIC ratio of
at least 30 has been associated with higher probabilities of successful eradication
of these organisms. More data are clearly needed to assess the effect of these
pharmacodynamic indices on newly emerging mechanisms of resistance and for
anaerobic pathogens.

6 PHARMACODYNAMIC ANALYSES

Once data have become available demonstrating an association between a phar-
macodynamic relationship and outcome, one can predict the efficacy of certain
compounds using available pharmacokinetic and microbiological data individual-
ized toward specific patient and pathogen populations. This can be quite useful to
the clinician in the assessment of newer agents in the formulary decision process,
particularly when they are being compared to other, newer agents as well as more
traditional anti-infectives. The methodology of such analyses should be viewed
with a certain amount of skepticism, as these analyses have now become popular
among the marketing departments of the pharmaceutical industry. Moreover, cli-
nicians should be careful when performing these analyses to ensure that the data
are generalized to appropriate patient populations. Ultimately, this approach
would be most useful when performed individually at the bedside, using patient-
specific data, in an effort to optimize treatment in real time.

6.1 Single-Point Analyses

Because of the recent interest in pharmacodynamics and its ability to distinguish
anti-infective agents, it has become popular to perform so-called single point
pharmacodynamic analyses. These analyses are popular because they are both
convenient and easy to perform. They rely primarily on the selection of mean
pharmacokinetic values (e.g., 24 h AUC) collected in healthy volunteers which
can be readily gleaned from product package inserts. In addition to the mean
pharmacokinetic parameters, MIC90 values are obtained most often from large
national surveillance studies. By integrating these data, one can calculate 24 h
AUC/MIC ratios for various quinolone–pathogen combinations very quickly. At
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best, these evaluations convey what is possible rather than what is probable. At
worst, they are meaningless to the practicing clinician [44]. Unfortunately, many
hazards exist with these evaluations. For instance, significant variability exists
in both pharmacokinetic data and MIC values; local resistance trends are not
represented when national susceptibility data are used, and significant bias is
often introduced into the analysis.

Considerable variability exists when fixed doses of drug are administered
to populations of individuals with varying weights, heights, and organ function.
Additionally, healthy volunteers must be discriminated from clinically sick pa-
tients. Mean 24 h AUC values cannot adequately reflect the range of possibilities.

Similarly, the MIC90 value of a given drug versus a specific organism, al-
though perhaps useful for comparing susceptibility data from different locations,
cannot possibly be used alone to simulate the range of potential susceptibilities
encountered clinically. In fact, most strains encountered would have MIC values
far less than the MIC90 value they are labeled with. By the same token, how do
we accommodate for the 10% of organisms whose MICs are in excess of the
MIC90 value?

Because of this rather arbitrary method for conducting a pharmacodynamic
analysis, one can also foresee the introduction of bias. With the availability of
a variety of surveillance studies, one is left to decide which MIC value to select.
A twofold variance in MIC can lead to the resulting 24 h AUC/MIC ratio being
either below or above the desired pharmacodynamic target, with the agent being
deemed either unfavorable or favorable, respectively. As an example, for lev-
ofloxacin, if one selects an MIC90 of 1.0 or 2.0 µg/mL, keeping the mean 24 h
AUC value fixed (500 mg dose administered orally, 24 h AUC � 47.5 µg ⋅ h/
mL), the conclusions are dramatically different. If an MIC90 of 1.0 µg/mL is
used, the resulting 24 h AUC/MIC ratio is 47.5; whereas if 2.0 µg/mL is used,
the 24 h AUC/MIC ratio is 23.75. Keeping in mind that the 24 h AUC/MIC
ratio pharmacodynamic target of 30 is desirable for S. pneumoniae, the seemingly
minute one-dilution difference in MIC resulted in two discordant conclusions.
One can clearly see that although this approach might seem convenient, the re-
sults may equate to ‘‘garbage in, garbage out.’’

6.2 Monte Carlo Analysis

A departure from a past paradigm involves a novel method for conducting phar-
macodynamic analyses. The use of a certain methodology has received consider-
able attention lately. This methodology, termed Monte Carlo analysis, accounts
for individual variability across a wide range of input variables. The results of
Monte Carlo analyses estimate what is probable, rather than defining what is
possible [45–48]. Monte Carlo simulations are sampling experiments for estimat-
ing the distribution of an outcome that is dependent on multiple probabilistic
input variables. For example, MIC values obtained from an institution or region
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FIGURE 7 Pharmacodynamics and the use of Monte Carlo methodology. *In-
dividual AUC values obtained from patients (clinical trials). **Individual MIC
values derived from local or national surveillance data.

and the 24 h AUC values from patients are considered as input variables. Random
values across input variables that conform to their probabilities are generated,
and then an output is calculated (e.g., AUC/MIC ratio) (see Fig. 7). Each individ-
ual output that is calculated is then plotted in a probability chart. Monte Carlo
methodology demonstrates the range of possible outcomes and the probability
associated with each.

In a recent study, we characterized the pharmacodynamics of levofloxacin,
gatifloxacin, and moxifloxacin using pharmacokinetic parameters and local clini-
cal isolates of Streptococcus pneumoniae [47]. Clinical isolates of Streptococcus
pneumoniae were collected consecutively over the 1999–2000 respiratory infec-
tion season by our laboratory (n � 100). Pharmacokinetic data were obtained
from patients enrolled in a variety of trials for levofloxacin (172 acutely ill adult
patients with community-acquired infections enrolled in multicenter clinical trials
treated intravenously [mean AUC � SD � 50.8 � 35.8 µg/(mL ⋅ h)]) [13],
gatifloxacin (64 acutely ill adult patients with community-acquired infections en-
rolled in a multicenter trial treated intravenously [mean AUC � SD � 41 �
16.3 µg/mL ⋅ h)]) [46], and moxifloxacin (286 adult volunteers in phase I and
II trials that received oral moxifloxacin were used [mean AUC � SD � 18.5 �
4.5 µg/mL ⋅ h)]) [49]. Twenty-four-hour AUC values were corrected for protein
binding based on the following: levofloxacin 30% protein-bound, gatifloxacin
20%, and moxifloxacin 50% protein bound. Monte Carlo simulation (1000 sub-
jects � 3) was used to estimate the probability of attaining a free-drug 24 h
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AUC/MIC ratio of at least 30. Streptococcus pneumoniae susceptibility testing
results were as follows: gatifloxacin, MIC50/90 0.25/0.25, range 0.125–12.0; levo-
floxacin, MIC50/90 0.75/1.0, range 0.125 to �32; moxifloxacin, MIC50/90 0.125/
0.19, range 0.023 to 6.0. The probabilities (mean % � SD) of achieving a 24 h
AUC/MIC ratio of at least 30 against S. pneumoniae isolates were as follows:
gatifloxacin, 98.8 � 0.23%; moxifloxacin, 97.9 � 0.75%; and levofloxacin, 81.1
� 1.44%.

Our results indicated that in our region of the country, gatifloxacin and
moxifloxacin were associated with high probabilities of reaching a target 24 h
AUC/MIC ratio of 30 over a wide range of actual AUCs and MICs compared
with levofloxacin. The results of our regional pharmacodynamic analysis were
similar to those previously presented using similar pharmacokinetic data and the
national SENTRY database of 1977 isolates of S. pneumoniae [46]. A limitation
of our analysis is that the 24 h AUC values for moxifloxacin were obtained from
individuals enrolled in phase I and II trials rather than from infected patients.
However, because moxifloxacin is considered to have a dual route of elimination
(e.g., urinary, hepatobiliary elimination), the AUC values would not be expected
to be dramatically influenced by moderate renal or hepatic impairment [49]. Also,
24 h AUC values for gatifloxacin and levofloxacin were measured after intrave-
nous administration, whereas moxifloxacin AUC values were obtained after oral
dosing. Nevertheless, because of the high degree of bioavailability of all three
compounds, it is not likely that this fact would change the results of the analysis
significantly [49].

The implications of more sophisticated pharmacodynamic analyses are
wide ranging, but from a practical viewpoint we have been able to use these data
for formulary evaluation of new antimicrobial agents where sufficient data exist
to correlate findings with clinical outcome. Furthermore, clinicians practicing at
institutions that perform such analyses will have an opportunity to select agents
that demonstrate optimal pharmacodynamic profiles against specific pathogens
such as, in this case, the pneumococci.

7 SUMMARY

Over the last several years an amalgam of information has become available to
clinicians and researchers alike, illustrating the importance of pharmacodynamics
and its role in optimizing drug selection and dosing. Once of putative value,
recent developments in pharmacodynamics have provided insight into far more
than the basic understanding of how antimicrobial agents actually kill bacteria
more efficiently. In terms of the fluoroquinolones, new pharmacodynamic
breakpoints have been discovered and validated in humans. Twenty-four-hour
AUC/MIC ratios of 125 and around 25–35 have been established for many gram-
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negative and gram-positive pathogens, respectively. More data are needed to as-
sess anaerobic breakpoints in patients to clarify outcome determinants.

Pharmacodynamic data have provided insight into the determination of
new, clinically meaningful breakpoints germane to patient care for other drug
classes as well. One day, clinicians may not ask why their patients with pulmo-
nary infections caused by penicillin-resistant S. pneumoniae still, in fact, respond
to penicillin. Pharmacodynamics will provide the backbone of such a monumen-
tal shift in both theory and practice.
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1 INTRODUCTION

Pharmacodynamics represents a blending of pharmacokinetic parameters with a
measure of bacterial susceptibility, the minimum inhibiting concentration (MIC).
As such, there is a prerequisite that the pharmacokinetic parameters of the antibi-
otic be adequately defined prior to exploring the drug’s pharmacodynamic proper-
ties. This in itself has not been an easy task with a drug such as vancomycin,
which has undergone several different formulation changes to remove impurities
and increase the drug’s purity.

Measuring vancomycin concentrations by any method other than microbio-
logical assay was not possible until the late 1970s when a radioimmunoassay was
introduced. Microbiological assays were technically challenging, were accurate at
best to �10% [1], and often could not be performed if patients were receiving
other antibiotics.
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Pharmacokinetically, vancomycin, the only commercially available gly-
copeptide in the United States, has been characterized using one-, two-, and
three-compartment models as well as noncompartmentally. As a result, there is
model-dependent variability in the reporting of vancomycin pharmacokinetic
parameters. Thus, getting to a point where clinically applicable pharmacodynamic
parameters could be identified and quantified has not been easy. Even today,
there are extremely limited in vitro, animal, and human data characterizing vanco-
mycin’s performance against only a few bacteria. Clearly, the characterization
and quantification of vancomycin pharmacodynamics remains a work in progress.
The purpose of this review is to examine the microbiology, pharmacology, and
pharmacokinetics of vancomycin so as to build on the data presently available
for describing the pharmacodynamics of the drug.

1.1 History of Vancomycin

Vancomycin was first introduced in 1956, with widespread clinical use by 1958
[2]. Originally, the drug was isolated from the actinomycete Streptomyces orien-
talis; however, its structure and molecular weight were not identified until 1978.
The compound consists of a seven-membered peptide chain and two chlorinated
β-hydroxytyrosine moieties with a molecular weight of 1449 [2]. Clinical use of
the drug was highly prevalent in the late 1950s due to the emergence of penicil-
linase-producing strains of staphylococcus, but it soon lost favor with the intro-
duction of methicillin. Impurities in early vancomycin formulations led to an
unacceptable incidence of infusion-related reactions. Subsequently, for 20 years,
vancomycin was used exclusively for the treatment of serious staphylococcal
infections in patients with severe penicillin allergies. The current Eli Lilly formu-
lation, marketed in 1986, is estimated to be 93% pure factor B (vancomycin) and
is the result of several production changes and improved separation techniques
[2]. With the enhancement in purity and the heightened frequency of methicillin-
resistant staphylococci and ampicillin-resistant enterococci, clinical use of vanco-
mycin has significantly increased. Today, approximately 800,000 patients receive
vancomycin each year, accounting for 14,000 kg of drug worldwide [3].

1.2 Antimicrobial Spectrum

Vancomycin is primarily effective against gram-positive cocci, including staphy-
lococcus, streptococcus, and enterococcus, and is considered to be bactericidal
(MBC/MIC 
 4) against most gram-positive pathogens with the exception to
enterococci, limited numbers of tolerant (MBC/MIC � 32) S. pneumoniae, and
tolerant staphylococci. The National Committee for Clinical Laboratory Stan-
dards has established minimum inhibitory concentration (MIC) standards of sus-
ceptibility for vancomycin against staphylococci and enterococci [4]. Sensitive
strains have MICs of 
4 mg/L, intermediate isolates have MICs of 8–16 mg/



Glycopeptide Pharmacodynamics 179

L, and resistant strains have MICs �32 mg/L. Staphylococcus aureus and Staphy-
lococcus epidermidis, including both methicillin-susceptible and methicillin-re-
sistant strains, are usually sensitive with MIC90 values of 
2 mg/L [5]. All strains
of Streptococcus are sensitive to vancomycin, regardless of penicillin susceptibil-
ity, with MIC90 values less than 1 mg/L [4]. A recent report, however, claims
that approximately 2% of S. pneumoniae isolates have developed tolerance to
vancomycin [6]. Enterococcus faecalis organisms are typically susceptible to
vancomycin with MIC50 
1 mg/L, whereas Entercoccus faecium are generally
nonsusceptible with MIC50 	16 mg/L [5]. Vancomycin is also effective against
other Streptococcus spp., Listeria monocytogenes, Bacillus spp., Corynebacteria,
and anaerobes such as diphtheroids and Clostridium spp., including C. per-
fringens and C. difficile. Vancomycin has no activity against gram-negative or-
ganisms, atypical pathogens, fungi, or viruses.

2 PHARMACOLOGY

Vancomycin has multiple mechanisms of action: preventing the synthesis and
assembly of a growing bacterial cell wall, altering the permeability of the bacte-
rial cytoplasmic membrane, and selectively inhibiting bacterial RNA synthesis
[7]. Vancomycin prevents polymerization of the phosphodisaccharide–pentapep-
tide–lipid complex of the growing cell wall at the D-alanyl-D-alanine end of the
peptidoglycan precursor during the latter portion of biosynthesis [7–8]. By tightly
binding the free carboxyl end of the cross-linking peptide, vancomycin sterically
prevents binding to the enzyme peptidoglycan synthetase. This activity occurs
at an earlier point and at a separate site from that of penicillins and cephalosporins
[8]. Therefore, no cross resistance or competition of binding sites occurs between
the classes. Vancomycin, like β-lactams, does require actively growing bacteria
in order to exert its bactericidal effect. However, vancomycin’s bactericidal activ-
ity is restricted to gram-positive organisms because the molecule is too large to
cross the outer cell membrane of gram-negative species.

Many factors appear to impede vancomycin’s bactericidal activity: the ab-
sence of environmental oxygen, the size of the bacterial inoculum, and the phase
of bacterial growth. The antibiotic appears to kill bacteria more effectively under
aerobic conditions than under anaerobic conditions [9]. The fact that many gram-
positive pathogens, including streptococcus and staphylococcus, can grow under
aerobic and anaerobic conditions could prove problematic in clinical situations.
Vancomycin activity was reduced by 19% and 99% with increases in inoculum
size from 106 CFU/mL to 107 and 108 CFU/mL, respectively [10–11]. When
vancomycin was evaluated against growing and nongrowing Staphylococcus
epidermidis cells, the drug was found to be effective only against actively grow-
ing cultures [12]. Finally, activity is relatively unaffected by extremes in pH but
is maximal at pH 6.5–8.0 [10,11,13].
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3 PHARMACOKINETICS

The pharmacokinetics of vancomycin are highly dependent upon the modeling
method used to characterize the parameters. Data can be found in the literature
that characterize vancomycin using one-, two-, three-compartment and noncom-
partmental pharmacokinetic models that employ different serum sampling
schemes and vary in the duration of study. As a result the literature varies in the
reporting of vancomycin pharmacokinetic parameters.

Absorption is complete only when the drug is given intravenously, because
oral absorption is poor and intramuscular administration is both erratic and pain-
ful. Vancomycin is readily absorbed after intraperitoneal administration also [14].

The distribution of vancomycin is a complex process and is best character-
ized by using a multicompartmental approach. Vancomycin has a large volume
of distribution, varying from 0.4 to 0.6 L/kg in patients with normal renal function
and up to 0.9 L/kg in patients with end stage renal disease [13,15,16]. Distribution
includes ascitic, pericardial, synovial, and pleural fluids as well as bone and kid-
ney. Penetration into bile, however, is generally considered poor. Cerebral spinal
fluid concentrations are minimal unless sufficient inflammation is present where
10–15% of serum concentrations can be obtained [13,15]. Approximately 10–
50% of vancomycin is protein-bound, primarily to albumin, providing a relatively
high free fraction of active drug [13,17]. Studies attempting to measure the effect
of other serum proteins have reported virtually no binding to the reactive protein,
α-1 glycoprotein, but have noted binding to IgA [17].

Drug elimination is almost exclusively via glomerular filtration, with 80–
90% of the vancomycin dose appearing unchanged in the urine within 24 h in
patients with normal renal function [13,15,16]. The remainder of the dose is elim-
inated via biliary and hepatic means. Vancomycin, when taken orally, is excreted
primarily in the feces. Vancomycin is not significantly removed by conventional
hemodialysis or peritoneal dialysis owing to its large molecular weight (�2000),
however, high-flux dialyzers can remove vancomycin and other molecules with
molecular weights of less than 20,000 [18].

The elimination of vancomycin is multicompartmental, with an alpha, or
distribution, half-life of 0.6–3 h and a beta, or elimination, half-life of 4–8 h
with normal renal function [15,16]. Renal insufficiency can prolong the terminal
half-life to as much as 7–12 days. Due to the complexity of this biexponential
decay, attempts to utilize various modeling techniques are difficult. A one-com-
partment model inappropriately characterizes the distribution phase by formulat-
ing a regression line that is a hybrid of the alpha and beta phases. The pharmacoki-
netic parameters produced are accordingly mythical values that may or may not
relate to the actual parameters. The extrapolated peak concentration and the half-
life can be greatly underestimated depending upon the sampling scheme used.
Generally, pairing a serum concentration obtained early in the distribution phase
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with a serum concentration late in the elimination phase results in the greatest
error. Because one compartment modeling also underestimates the area under the
serum concentration–time curve, this error is passed along in the calculation of
both distribution volume and drug clearance.

For a concentration-independent or time-dependent antibiotic, vancomycin
has an almost ideal pharmacokinetic profile. The drug has a large volume of
distribution, low serum protein binding, and a long terminal half-life. Addition-
ally, due to modest hepatic metabolism, vancomycin-drug interactions are lim-
ited. As such, vancomycin can be used effectively and conveniently to treat infec-
tions in most body sites.

4 GLYCOPEPTIDE RESISTANCE

Vancomycin has been in clinical use for over 40 years without the emergence
of resistance. The multiple modes of action of vancomycin necessitate significant
alterations in bacterial wall synthesis in order for the intrinsically susceptible
organisms to develop resistance. Thus, the rarity of acquired vancomycin resis-
tance led to predictions that such resistance is unlikely to occur on any significant
scale [19,20].

The first reports of vancomycin-resistant enterococci, however, began to
appear in Europe in the mid-1980s [19]. How the enterococci were able to de-
velop resistance to vancomycin is unclear. However, several hypotheses have
been elucidated, ranging from the overuse of antibiotics to the incorporation of
glycopeptide antibiotics into animal feed.

Enterococci are normal gut flora, and the emergence of resistance has been
linked to vancomycin overuse in the treatment of Clostridium difficile enterocoli-
tis [20]. Additionally, the parenteral use of vancomycin has steadily increased
since the late 1970s and may have played a role in the development of vancomy-
cin-resistant enterococci (VRE) [21]. The agricultural use of avoparcin, a related
glycopeptide, may have been important in Europe, but this drug has not been
used in the United States. In any case, the enterococci were the first class of
organisms to acquire vancomycin resistance, and vancomycin resistance are now
problematic in both Europe and the United States [20].

The genetic basis for glycopeptide resistance in enterococci is complex
and is characterized by several different phenotypes. Resistance-conferring genes
encode a group of enzymes that enable the enterococci to synthesize cell wall
precursors generally ending in D-alanine-D-lactate rather than the usual D-ala-
nine D-alanine vancomycin binding site [22–23]. The affinity of vancomycin and
teicoplanin for D-alanine-D-lactate is 1,000-fold less than that for D-alanine-D-
alanine [20].

The most frequently encountered resistance phenotype, vanA, consists of
high level vancomycin resistance (MIC 	 32 mg/L) accompanied by high level
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resistance to teicoplanin [22]. The resistance found on vanA strains is vancomy-
cin- and/or teicoplanin-inducible. The genes encoding vanA resistance are rela-
tively easily transferred to other enterococcal species via conjugation [22,23].
Significant concern has been expressed in both the lay and professional literature
that this plasmid mediated form of resistance could be passed on not only to
other enterococci but also to gram-positive organisms, such as staphylococci,
which could lead to catastrophic consequences worldwide. Although this event
has not been realized naturally, the vanA plasmid has been successfully intro-
duced into staphylococci in the laboratory, raising concerns that given enough
time vancomycin-resistant staphylococci will eventually become a clinical prob-
lem [24].

Enterococci with vanB phenotypic resistance have variable levels of vanco-
mycin resistance and are susceptible to teicoplanin. The vanB phenotype is induc-
ible by vancomycin but not teicoplanin, and vancomycin exposure produces tei-
coplanin resistance. Genes that encode VanB are more commonly chromosomal
but can be transferred by conjugation [22,25].

The vanC resistance phenotype consists of relatively low levels of vanco-
mycin resistance (MIC � 8–16 mg/L) and is devoid of teicoplanin resistance.
Resistance to vanC is chromosomally produced by encoded genes found in all
strains of Enterococcus flavescens, Enterococcus casseliflavus, and Entercoccus
gallinarum. Genes encoded with vanC are not transferable [20]. In 1996 Perichon
et al. [26] described a fourth phenotype, vanD, similar to vanB, found in a rare
strain of Enterococcus faecium [26].

Following a steady increase of VRE prevalence in the United States over
the past 10 years, almost 15% of enterococci in hospital intensive care units
(participating in the National Nosocomial Infections Surveillance surveys) ex-
hibit vancomycin resistance [23,27]. Similarly rapid increases in VRE prevalence
have also been observed outside the intensive care units in U.S. hospitals [23].
Approximately 70% of VRE found in the United States exhibit the vanA resis-
tance phenotype with the remaining 25% mostly constituted by the vanB resis-
tance phenotype [28].

Evidence exists for both clonal dissemination of resistant strains and rapid
transfer of vancomycin resistance genes among species of hospital enterococci
[29–30]. With the transfer of resistance genes, multiple different enterococcal
subtypes carry the same vancomycin resistance genes, suggesting a possible
‘‘plasmid or transposon VRE epidemic’’ [20]. Considerable heterogeneity in the
genetic sequence of vancomycin resistance genes found in the United States fur-
ther suggest that these genes are being modified as they spread among the various
enterococcal strains [31].

The greatest threat VRE pose is the potential that they could transfer their
resistance encoding genes to other more pathogenic gram-positive bacteria. Van-
comycin resistance has been transferred from enterococci to streptococci, listeria,



Glycopeptide Pharmacodynamics 183

and S. aureus in vitro [24,32]. Also, the recent description of a naturally occurring
vancomycin-resistant strain of Streptococcus bovis harboring the vanB resistance
phenotype is of significant concern [33].

Low-level vancomycin resistance was reported in clinical isolates of coag-
ulase-negative staphylococci in the late 1980s and early 1990s [34–36]. Al-
though troubling, these reports were not terribly feared due to the relative lack of
virulence associated with the coagulase-negative staphylococci. In vitro studies,
however, demonstrated that both coagulase-negative staphylococci and S.
aureus isolates, when exposed to increasing levels of glycopeptides, demon-
strated the ability to select for resistant subpopulations [37,38]. Given these
findings and the spread of VRE, for which excessive use of vancomycin was
identified as an important control measure, the prudent use of vancomycin was
suggested by the CDC as critical to prevent the emergence of resistance among
staphylococci [39].

In May 1996 a methicillin-resistant Staphylococcus aureus (MRSA) clini-
cal isolate that had reduced susceptibility to vancomycin (MIC � 8 mg/L) was
isolated from a 4 month-old boy with a sternal surgical incision site [40,41]. This
isolate has been referred to as Mu50 by the investigators who isolated the organ-
ism. By current NCCLS standards, this S. aureus clinical isolate is classified as
having intermediate resistance to vancomycin. In August 1997, the first MRSA
isolate intermediately susceptible to vancomycin was reported in Michigan and
New Jersey [42,43]. Since these reports, the organism has been identified in New
York and England. The two U.S. isolates exhibited different antimicrobial suscep-
tibility patterns, suggesting that these strains are developing de novo secondary
to vancomycin exposure. All of these decreased susceptibility strains were iso-
lated from patients who had received multiple extended courses of vancomycin
therapy.

The exact mechanism of resistance for these glycopeptide intermediate sus-
ceptibility S. aureus (GISA) strains remains largely unknown. None of the GISA
strains isolated to date have carried the vanA or vanB genes as judged by PCR
DNA amplification. Changes in the GISA cell wall structure have been noted,
however, and may be in part responsible for the decreased sensitivity to vancomy-
cin. This is inferred from three findings: The cell wall appeared twice as thick
as the wall of control strains on electron microscopy; there was a three fold
increase in cell wall murein precursor production compared with vancomycin-
susceptible MRSA strains; and there was a threefold increase in the production
of penicillin-binding protein (PBP) 2 and PBP2′ [40,41].

To date, there is no evidence that vancomycin resistance genes have been
naturally transferred to the staphylococci or pneumococci, however, that does not
preclude this event from happening in the future. If such a transfer of vancomycin
resistance were to occur, particularly if the S. aureus strain is already methicillin-
resistant, the result would be an especially terrifying pathogen.
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5 PHARMACODYNAMICS

5.1 Introduction to Basic Principles

Evaluations of serum peak/MIC ratios, the ratio of the area under the serum
concentration–time curve for 24 h to the MIC (AUC/MIC24), and the length of
time for which antibiotic concentration exceeds the MIC of the infecting organ-
ism (T � MIC) have been employed as surrogate markers of the bactericidal
effects of antibiotics. Pharmacodynamic indices for vancomycin have been
poorly characterized, and therefore most dosing strategies have been based on
extrapolations from aminoglycoside studies. By modifying aminoglycoside dos-
ing models, specific peak and trough concentrations have been proposed with
the assumption that similar clinical outcomes will be produced, high peak concen-
trations being essential for bacterial killing and definitive trough concentration
ranges minimizing drug-related toxicity.

On the basis of limited in vitro studies, T � MIC appears to most closely
predict efficacy of vancomycin. Therefore, the length of time the antibiotic con-
centration exceeds the MIC of the offending organism and not the height of the
peak above the MIC, as in aminoglycosides, should be considered the goal of
the dosing of vancomycin. Although higher serum concentrations of vancomycin
may be helpful in driving the drug to relatively inaccessible sites of infection
such as endocardial vegetation or cerebrospinal fluid, they are unlikely to improve
the rate of bacterial kill. Attempting to push the dose of vancomycin for serious
but relatively accessible infections will likely only expose patients to an increased
risk of adverse reactions; it is unlikely this approach will alter bacterial response.

Investigations of other pharmacodynamic parameters, including postantibi-
otic effect (PAE), sub-MIC effect (SME), and postantibiotic sub-MIC effect (PA
SME), have also been undertaken to create a more informative depiction of van-
comycin bactericidal activity than MICs allow alone. The PAE, or the continued
suppression of microbial growth after limited antibiotic exposure of vancomycin
against gram-positive bacteria, can persist for several hours depending on the
organism and the initial antibiotic concentration [44,45]. This effect may inhibit
regrowth when antibiotic concentrations fall below the MIC of the infecting or-
ganism, and may be important to consider when dosing vancomycin because of
the extended half-life and prolonged dosing intervals. The postantibiotic effect
of vancomycin was evaluated against Staphylococcus epidermidis by Svensson
et al. [12]. The PAE was dependent upon concentration, as drug concentration
increased from 0.5 to 8 times the MIC of the organism, the PAE increased from
0.2 h to 1.9 h. Another study found PAEs ranging from 0.6–2.0 h for S. aureus
to 4.3–6.5 h for S. epidermidis [46].

Because patients receiving antibiotics will always have some amount of
drug remaining in the body after dosing and elimination, PAEs are typically stud-
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ied in vitro. SMEs and PA SMEs are parameters studied in vivo. Generally all
of these effects are longer when measured in vivo than when mesaured in vitro.
SMEs characterize the inhibition of bacterial regrowth following initial sub-MIC
concentrations of antibiotic [46]. Postantibiotic SMEs, on the other hand, illus-
trate microbial suppression following bacterial exposure to supra-MIC concentra-
tions that have declined below the MIC. This phenomenon is important clinically
where patients given intermittent boluses will experience gradually lowered se-
rum and tissue levels that will expose bacteria to both supra- and sub-MICs during
the dosing interval [46].

5.2 In Vitro Studies

In vitro investigations have demonstrated that, like β-lactam antibiotics, vanco-
mycin is a concentration-independent or time-dependent killer of gram-positive
organisms and exhibits minimal concentration-dependent killing. In vitro studies,
however, can be limiting for several reasons [47]:

1. One compartment models represent only concentrations that would ex-
ist in the central compartment and not necessarily those that would
exist at the site of infection.

2. Typically only bacteria in log phase growth at standard inocula (105

or 106 CFU/mL) are used.
3. The effects of the immune system or protein binding are generally not

considered.

Despite the limitations, in vitro studies appear to correlate well with animal and
human studies and therefore provide useful information for optimal dosing strate-
gies in clinical situations.

Several investigators demonstrated the concentration-independent killing
of vancomycin by exposing various bacteria to increasing amounts of the drug.
Vancomycin’s killing effect against Staphylococcus aureus was investigated in
vitro by Flandrois et al. [48]. The early portion of the time–kill curve was the
focus of the study to characterize the bactericidal activity in the initial phases of
the dosing interval. A decrease in CFU of only 1 log was obtained at the end of
the 8 h study at concentrations of 1, 2.5, 5, and 10 times the MIC, indicating a
concentration-independent, slow rate of kill. The killing phase occurred between
hours 2 and 4, with the CFU/mL being held constant for the remainder of the
curve. Ackerman et al. generated mono- and biexponential killing curves for
vancomycin over a 2–50 µg/mL concentration range to evaluate the relationship
between concentration and pharmacodynamic response against Staphylococcus
aureus and coagulase-negative Staphylococcus species. For all organisms tested,
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killing rates did not change with increasing concentrations of vancomycin, and
maximum killing appears to be achieved once concentrations of 4–5 times the
MIC of the pathogen are obtained.

Because the pharmacokinetics of vancomycin involve, at minimum, biex-
ponential decay, further studies attempting to simulate this elimination and any
effects on bacterial killing were investigated. Utilizing an in vitro model simulat-
ing mono- or biexponential decay, Larrson et al. [9] found no statistically signifi-
cant difference in either the rate or extent of bacterial killing of Staphylococcus
aureus. Again, varying concentrations did not induce a change in bactericidal
activity, thereby demonstrating that the high drug concentrations achieved during
the distribution phase did not enhance the bactericidal activity attained during
the elimination phase.

With the understanding that vancomycin killed staphylococci in a concen-
tration-independent fashion, the need to select a pharmacodynamic index that
best predicts efficacy was warranted. Duffull et al. [47] used four different vanco-
mycin regimens against S. aureus in an in vitro dynamic model.47 Three dosing
schedules with different peak concentrations but the same AUC and a fourth
dosing regimen with a smaller AUC were compared for efficacy. The authors
found that killing was independent of both peak concentrations and total exposure
to drug (AUC). In addition, maintaining a constant concentration above the MIC
was equally effective, even with an AUC that was half of that obtained by the
other three dosing regimens. This investigation thus supported T � MIC as the
optimal parameter for efficacy.

Greenberg and Benes [50] produced time-kill curves from experiments per-
formed in a static environment with 50% bovine serum and constant antibiotic
concentrations. They reported a significantly increased rate and extent of killing
of Staphylococcus aureus when the concentration of vancomycin increased from
20 to 80 mg/L, even though free drug concentrations for all regimens exceeded
the MIC by at least three fold. This experiment is one of a few that demonstrated
significant concentration-dependent killing with vancomycin alone with concen-
trations beyond the MIC of the organism.

Vancomycin in combination with other antimicrobials has also been evalu-
ated. Houlihan et al. [51] investigated the pharmacodynamics of vancomycin
alone and in combination with gentamicin at various dosing intervals against
Staphylococcus aureus–infected fibrin-clots in an in vitro dynamic model. Van-
comycin monotherapy simulations included continuous infusion, 500 mg every
6 h, 1 g every 12 h, and 2 g every 24 h all of which produced varying peaks and
troughs. While all regimens produced concentrations above the MIC for 100%
of the dosing intervals, no difference in kill was seen with higher peak concentra-
tions. The investigators also discovered that vancomycin killing was significantly
enhanced by the addition of gentamicin whether it was given every 12 or 24 h
and, in fact, it killed in a concentration-dependent fashion. The 2 g dosing scheme
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of vancomycin significantly reduced bacterial counts to a greater extent than any
other combination regimen. Whether this finding is due to augmented penetration
into the fibrin clots in the presence of gentamicin is unknown.

The vast majority of pharmacodynamic investigations with vancomycin
include the use of Staphylococcus aureus, few studies involve other gram-positive
or anaerobic organisms. Levett [52] demonstrated time-dependent killing of Clos-
tridium difficile by vancomycin in vitro. Vancomycin was sub inhibitory at con-
centrations below the MIC of the organism. Once concentrations at the MIC were
obtained, no difference in kill was seen whether 4 mg/L (at the MIC) or 1000
mg/L (250 � MIC) was utilized. Therefore, as for other organisms, vancomycin
kills C. difficile in a concentration-dependent manner until the MIC is achieved,
beyond which time-dependent killing is observed.

Odenholt-Tornqvist, Lowdin, and Cars have been the primary source of
investigations on the SMEs and PA SMEs of vancomycin. In an initial study
with Streptococcus pyogenes and Streptococcus pneumoniae, the investigators
found that the PA SME with concentrations as low as 0.3 � the MIC prevented
regrowth of both Steptococcus species for 24 h [53]. In a recent in vitro investiga-
tion of the pharmacodynamic properties of vancomycin against Staphylococcus
aureus and Staphylococcus epidermidis, the same authors detected no concentra-
tion-dependent killing [46]. Low killing rates were demonstrated by time to 3
log kill (T3K) at 24 h with all strains, the exception being a methicillin-sensitive
strain of Staphylococcus epidermidis (MSSE) that attained T3K at 9 h. Regrowth
occurred between 12 and 24 h when drug concentration had declined to the MIC.
PA SME, SME, and post-MIC effect (PME) were also evaluated in this study.
Long PA-SMEs (2.3 to ��20 h) were found with all strains while SMEs were
shorter (0.0–15.8 h). Both PA-SMEs and SMEs increased with increasing multi-
ples of the MIC. Interestingly, longer PMEs, ‘‘the difference in time for the num-
bers of CFU to increase 1 log/mL from the values obtained at the time when the
antibiotic concentration has declined to the MIC compared with the correspond-
ing time for a antibiotic-free growth control’’ [46], were found with shorter half-
lives. Other investigations have suggested that the regrowth of bacteria can occur
if insufficiently inhibited bacteria are allowed to synthesize new peptidoglycan
to overcome the antimicrobial’s bactericidal effect [54]. The authors assumed
that the PAE, PA SME, and PME would emulate the time for which the amount
of peptidoglycan is kept below a critical level needed for bacterial growth [46].
Subsequently, the investigators postulated that longer PMEs may occur with
shorter half-lives due to the fact that the MIC is obtained faster, thereby not
allowing adequate peptidoglycan production to initiate regrowth. Conversely,
shorter PMEs were found with longer half-lives. With a slower decline to the
MIC and a longer period of time at the MIC, sufficient peptidoglycan could be
produced to allow regrowth. How PA-SMEs, SMEs, and PMEs will influence
dosing schedules is unknown and further investigations are needed.
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5.3 Animal Studies

Animal studies focusing on pharmacodynamic predictors of efficacy for vanco-
mycin are quite limited. Peetermans et al. [10], with a granulocytopenic mouse
thigh infection model, showed concentration-dependent killing of staphylococcus
for concentrations at or below the MIC. Once concentrations exceeded that value,
however, no further kill was seen with increasing doses.

The activity of vancomycin was again evaluated against penicillin-resistant
pneumococci using a mouse peritonitis model [55]. In comparing various
pharmacokinetic/pharmacodynamic parameters at the ED50, values investigators
concluded that both T � MIC and Cmax were important predictors of efficacy
in their model. These parameters were deemed best predictors because they varied
the least. Also, of significance with this study was the discovery that vancomycin
activity was not influenced by the penicillin susceptibility of the organism.

Cantoni et al. [56], in an attempt to compare the efficacy of amoxicillin–
clavulanic acid against methicillin-sensitive and methicillin-resistant Staphylo-
coccus aureus (MSSA and MRSA, respectively) versus vancomycin in a rat
model of infection, found vancomycin activity to be dependent upon strain.
Against the MSSA strain, vancomycin at 30 mg/kg given every 6 h was more
effective than the same dose every 12 h. Against the MRSA strain, the four
times daily regimen only marginally improved outcome compared to the twice-
daily regimen. In that vancomycin concentrations were undetectable after 6 h
of therapy, the four times daily regimen was the only therapy that allowed
concentrations to remain above the MIC for a majority of the dosing interval.
This finding further supports the dependence of vancomycin activity upon the T
� MIC.

5.4 Human Studies

In vivo, serum bactericidal titers (SBTs) have been evaluated to determine antimi-
crobial efficacy. An SBT of 1:8 with vancomycin has been associated with clini-
cal cure in patients with staphylococcal infections [57–58]. This SBT was associ-
ated with serum concentrations greater than 12 mg/L. James et al. [59] conducted
a prospective, randomized, crossover study to compare conventional dosing of
vancomycin versus continuous infusions in patients with suspected or docu-
mented gram-positive infections. In that the most effective concentration of van-
comycin against staphylococcus is not known, the investigators chose a target
concentration of 15 µg/mL via continuous infusion and peak and trough concen-
trations of 25–35 and 5–10 µg/mL, respectively, with conventional dosing of 1
g every 12 h. Despite variability in actual concentrations obtained, continuous
infusion produced SBTs of 1:16, whereas conventional dosing produced trough
SBTs of 1:8, which was not found to be statistically insignificant. Concentrations
remained above the MIC throughout the entire dosing intervals for all patients,
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whether they received conventional dosing or continuous infusion, and therefore
the authors concluded that both methods of intravenous administration demon-
strated equivalent pharmacodynamic activities. Although continuous infusion
therapy was more likely than conventional dosing to produce SBTs of 1:8 or
greater, this study did not attempt to evaluate clinical efficacy associated with
such values. Therefore it is unknown, whether improved patient outcome was
obtained.

Klepser et al. [60], in a preliminary report of a multicenter study of patients
with gram-positive infections receiving vancomycin therapy, found increased
rates of bactericidal activity with vancomycin trough concentrations greater than
10 mg/L [60]. Bacterial eradication was also correlated with trough SBTs of 1:
8 or greater. Patients that failed therapy had pathogen MICs of �1 mg/L. Hyatt
et al. [61] suggest that the area under the inhibitory serum concentration–time
curve (AUIC) as well as the organism’s MIC were associated with clinical out-
come. By performing a retrospective analysis of 84 patients receiving vancomy-
cin therapy for gram-positive infections, these authors found that therapy that
produced AUIC �125 and pathogens with MICs �1 mg/L had a higher likeli-
hood of failure. Therefore, these two studies propose that not only T � MIC but
also trough values may be important for maximum clinical efficacy.

In summary, vancomycin demonstrates concentration-independent killing
of gram-positive bacteria, and peak concentrations do not appear to correlate with
rate or extent of kill. Maximum killing is achieved at serum concentrations of
4–5 times the MIC of the infecting pathogen, and sustaining concentrations at
or above these levels for the entire dosing interval will likely produce the best
antimicrobial effect. Dosing strategies should therefore be aimed at maximizing
the time in which concentration at the site of infection remains above the MIC
of the pathogen. Whether the most efficient killing is obtained by continuous
infusion of vancomycin or by intermittent bolus is controversial. Several studies
revealed that no difference in killing is seen between the two methods of adminis-
tration [51,59,62]; however, such benefits as predictable serum concentrations
and ease of administration might be advantageous [62]. Conversely, due to vanco-
mycin’s long half-life and the perceived better tolerability associated with inter-
mittent bolus injections, continuous infusion of this drug may not be needed and
is often discouraged [62].

6 CLINICAL APPLICATION

6.1 Clinical Uses

Vancomycin is available as vancomycin hydrochloride (Vancocin, Lyphocin,
Vancoled, and others) for intravenous use, as powder for oral solution, and as
capsules for oral use (Vancocin Pulvules). The indications for vancomycin use
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are limited in relation to its strong gram-positive spectrum. Although vancomycin
is bactericidal against most gram-positive cocci and bacilli, the intravenous prepa-
ration should be reserved for serious gram-positive infections not treatable with
β-lactams or other traditional options. The use of vancomycin should not precede
therapy with β-lactams for susceptible organisms. Clinical outcomes in both
staphylococci and enterococci show vancomycin inferiority as compared to naf-
cillin and ampicillin regarding bactericidal rate and rapidity of blood sterility
[63–67].

Vancomycin is the drug of choice for serious staphylococcal infections that
cannot be treated with β-lactams due to bacterial resistance [methicillin-resistant
Staphylococcus aureus (MRSA), and methicillin-resistant Staphylococcus epid-
ermidis (MRSE)] or to the patient’s inability to receive these medications [68–
70]. Staphylococcal infections include bacteremia, endocarditis, skin and soft
tissue infections, pneumonia, and septic arthritis. Dialysis peritonitis due to staph-
ylococci may also be treated with IV vancomycin. Although vancomycin is indi-
cated for S. aureus osteomyelitis, bone penetrations are extremely variable, espe-
cially between published studies, and treatment with other options could prove
more effective [71–75]. Vancomycin is also indicated for infections due to coagu-
lase-negative staphylococci including catheter-associated bacteremia, prosthetic
valve endocarditis, vascular graft infections, prosthetic joint infections, central
nervous system shunt infections, and other infections associated with indwelling
medical devices [68–70]. Complete cure of most medical-device-related infec-
tions usually requires the removal of the device due to the biofilm secreted by
the S. epidermidis. Staphylococcal treatment with vancomycin may require up
to 1 week or longer for clinical response in serious infections such as MRSA
[70]. Courses of vancomycin that fail to cure serious staphylococcal infections
may require the addition of gentamicin, rifampin, or both [69,70,76].

Two significant clinical issues surround the use of vancomycin for the treat-
ment of staphylococcal endocarditis. First, controversy exists as to whether the
addition of rifampin is synergistic or antagonistic. Although certain studies have
proven the combination to be more efficacious than single therapy with vancomy-
cin [77–79], other more recent publications site the combination as antagonistic
[65]. Additionally, clinical experience with the combination has been inconsistent
[80].

The second issue that surrounds vancomycin use for staphylococcal endo-
carditis is the potentially better outcome with β-lactams. In addition to the in
vitro data that suggest that vancomycin is less rapidly bactericidal than nafcillin,
clinical data exist to support this conclusion [63–67]. Although no large-scale
comparison studies exist to evaluate the efficacy of vancomycin versus β-lactams
in staphylococcal endocarditis, assumptions can be formulated from published
studies. In a study by Korzeniowski and Sande [67], the duration of bacteremia
due to S. aureus endocarditis lasted a median of 3.4 days after treatment with
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nafcillin, whereas bacteremia lasted a median of 7 days for patients treated with
vancomycin in a study conducted by Levine et al. [65]. The patients in the Levine
study were infected with methicillin-resistant S. aureus in comparison to the
methicillin-sensitive organisms from the Korzeniowski study, yet, in general, the
morbidity and mortality of bacteremic infections due to MSSA and MRSA are
comparable [66]. In a small study that compared vancomycin to nafcillin in S.
aureus endocarditis, the investigators found that patients treated with nafcillin
plus tobramycin had a cure rate of 94%, whereas only 33% of patients treated
with vancomycin plus tobramycin were cured [64]. Worth mentioning, however,
is the fact that while the nafcillin plus tobramycin group consisted of 50 patients,
only three patients received vancomycin plus tobramycin due to β-lactam allergy.
Small and Chambers [63] performed another study that evaluated the use of van-
comycin in 13 patients with staphylococcal endocarditis, five of whom failed
therapy. The reason for vancomycin ineffectiveness in these cases may be the
need for prolonged high levels of a bactericidal antibiotic, however, with longer
durations of bacteremia and poorer clinical outcomes, serious consideration needs
to be given to whether vancomycin should be considered at all in patients with
MSSA endocarditis who can tolerate β-lactam therapy.

Streptococcal infections not treatable with β-lactams or other traditional
options are also proper indications for vancomycin [68–70]. Endocarditis due to
β-lactam-resistant S. viridans or S. bovis is a common use of vancomycin, al-
though organisms with elevated MIC values may require that it be combined
with an aminoglycoside. Vancomycin is the drug of choice for pneumococcal
infections showing high-level resistance to penicillin [68–70]. Cefotaxime or
ceftriaxone plus rifampin may be needed to adequately cover S. pneumoniae men-
ingitis due to vancomycin’s poor penetration in the central nervous system
[81–82]. Although penetration is enhanced while meninges are inflamed, as in
meningitis and shunt infections, certain cases may require intrathecal or intraven-
tricular administration to obtain therapeutic levels.

As for enterococcal infections, vancomycin represents the treatment of
choice for ampicillin-resistant enterococcus [68–70]. Enterococcus endocarditis
and other infections may require the addition of an aminoglycoside, such as genta-
micin. Vancomycin is also the treatment of choice for corynebacterial infections
[68–70].

Empirically, vancomycin should be used only in limited situations. Vanco-
mycin can be considered for febrile neutropenic patients presenting with clinical
signs and symptoms of gram-positive infections in areas of high MRSA preva-
lence [39]. Other indications for empirical use of vancomycin in neutropenic
patients with fever include the presence of severe mucositis, colonization with
MRSA or penicillin-resistant Streptococcus pneumoniae, prophylaxis with quino-
lone antibiotics, or obvious catheter-related infection [83]. Vancomycin should
be discontinued after 4–5 days if no infection is identified or if initial cultures
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for gram-positive organisms are negative after 24–48 h. For prophylaxis, vanco-
mycin may be used perioperatively with prosthesis implantation only in severely
β-lactam allergic patients [39]. Vancomycin is also used for endocarditis prophy-
laxis for β-lactam allergic patients.

Orally, vancomycin is indicated for metronidazole-refractory antibiotic-
associated colitis caused by Clostridium difficile [39,68–70]. Intravenous admin-
istration of vancomycin typically does not achieve adequate levels in the colon
lumen to successfully treat antibiotic-associated colitis; however, there are rare
reports of success with this route cited in the literature.84 Administration via na-
sogastric tube, enema, ileostomy, colostomy, or rectal catheter may be needed
if the patient presents with severe ileus. Oral vancomycin has also been used
prophylactically to prevent endogenous infections in cancer and leukemia pa-
tients. This regimen seems to decrease the C. difficile associated with the chemo-
therapy [85–87].

6.2 Inappropriate Uses

Although vancomycin is an effective option for most gram-positive infections,
the drug needs to be judiciously used to prevent the emergence and spread of
resistance. Vancomycin should not be used when other drug options such as β-
lactams are viable. Microbial susceptibilities need to be treated to determine the
appropriateness of vancomycin therapy, and the antibiotic should be changed if
the organism is susceptible to a different agent.

The CDC has published guidelines for the appropriate use of vancomycin
(Tables 1 and Table 2) [39]; however, vancomycin misuse around the nation is
widespread. A retrospective study from May 1993 to April 1994 identified 61% of
vancomycin usage as inappropriate according to the CDC criteria [88]. A similar
evaluation published in 1997 found that only 47% of vancomycin orders pre-
scribed for 7147 patients were appropriate [89]. According to this study, inade-

TABLE 1 Appropriate Use of Vancomycin

Treatment of serious infections due to β-lactam-resistant gram-positive
pathogens

Treatment of gram-positive infections in patients with serious β-lactam
allergies

Antibiotic-associated colitis failure to metronidazole
Endocarditis prophylaxis per American Heart Association

recommendations
Antibiotic prophylaxis for implantation of prosthetic devices at institutions

with a high rate of infections due to methicillin-resistant staphylococci

Source: Ref. 37.
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TABLE 2 Inappropriate Use of Vancomycin

Routine surgical prophylaxis
Empirical treatment for febrile neutropenic patients without strong

evidence of gram-positive infection and high prevalence of β-lactam
resistant organisms in the institution

Treatment in response to a single positive blood culture for coagulase-
negative staphylococci when other blood cultures taken appropriately in
the same time frame are negative

Continued empirical use without positive culture for β-lactam-resistant
gram-positive pathogen

Systemic or local prophylaxis for central or peripheral catheter
Selective gut decontamination
Eradication of methicillin-resistant Staphylococcus aureus colonization
Primary treatment of antibiotic-associated colitis
Routing prophylaxis for patients on chronic ambulatory peritoneal dialysis
Routine prophylaxis for very low birthweight infants
Topical application or irrigation

Source: Ref. 37.

quate use and inappropriate control patterns were similar whether large teaching
centers or small rural hospitals were evaluated. As such, alternative methods of
vancomycin control need to be implemented to ensure adequate use and limit
resistance.

6.3 Toxicity and Adverse Drug Reactions

A variety of adverse reactions have been associated with vancomycin, including
fever, rash, phlebitis, neutropenia, nephrotoxicity, auditory toxicity, interstitial
nephritis, and infusion-related reactions. Many of the infusion-related reactions
were likely due to impurities in the initial formulations and have been signifi-
cantly reduced with the newer formulations. The red man or red neck syndrome
is an anaphylactoid reaction related to rapid infusion of large doses, typically
�12 mg/(kg ⋅ h) [13,69–70]. The reaction begins 10 min after infusion and gener-
ally resolves within 15–20 min after stopping the dose. Patients may experience
tachycardia, chest pain, dyspnea, urticaria, and swelling of the face, lips, and
eyelids. Additionally, patients may experience a hypotensive episode with a 25–
50% reduction in systolic blood pressure. Interestingly, volunteers receiving van-
comycin infusions have a higher propensity toward the reaction than patients [62].
The reason is unknown. Symptoms of red nan syndrome appear to be histamine-
mediated; however, investigations are inconclusive. Extending the administration
of vancomycin to 1 h or a maximum of 15 mg/min should prevent most infusion-
related reactions.
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Vancomycin toxicity was retrospectively studied by Farber and Moellering
[90] in 98 patients. They noted a 13% incidence of phlebitis, a 3% incidence of
fever and rash, and a 2% incidence of neutropenia. However, this report may
overestimate true adverse reactions because of the inclusion of many potentially
high-risk patients. Interestingly, whereas other studies have shown that concomi-
tant aminoglycosides are not a risk factor for nephrotoxicity [91], patients receiv-
ing both vancomycin and an aminoglycoside experienced a 35% incidence of
reversible nephrotoxicity, which is more than expected from either antibiotic
alone. Only 5% of patients receiving vancomycin alone experienced nephrotoxic-
ity. The authors also found that patients with nephrotoxicity had trough concen-
trations of 20–30 mg/L.

Vancomycin ototoxicity has been reported with peak serum concentrations
of 80–100 mg/L [92]. Geraci [92] identified two patients with vancomycin-
induced ototoxicity, one of whom had a history of renal disease, an elevated
blood urea nitrogen on admission, and a recorded diastolic blood pressure of
zero. Serum concentrations determined 3–6 h after the dose was administered
ranged from 80 to 95 mg/L. Due to the biexponential nature of the vancomycin
serum concentration–time curve, the true vancomycin peak was likely near 200–
300 mg/L. Farber and Moellering [90] also reported the occurrence of ototoxicity
in a patient who, at 1 h postinfusion, had serum concentrations of �50 mg/L;
however, the true peak was likely in the toxic range as defined by Geraci [92].

In summary, the incidence of adverse reactions associated with vancomycin
are relatively infrequent. Only approximately 40 cases of oto- and nephrotoxicity
were reported in the medical literature in the years 1956–1984 despite incessant
use. Most of these cases were complicated by concomitant aminoglycoside ther-
apy and pre-existing renal problems, as well as investigator discrepancies in inter-
preting serum levels.

6.4 Dosing and Therapeutic Monitoring

Medical literature abounds that questions the need to therapeutically monitor van-
comycin concentrations. Cantu et al. [93] suggest that monitoring vancomycin
concentrations is unnecessary in that no correlation has been demonstrated be-
tween drug levels, toxicity, and clinical response. Opponents propose that vanco-
mycin can be dosed using published nomograms based on the the patient’s age,
weight, and estimated creatinine clearance. Conversely, Moellering et al. [94]
argue that therapeutic vancomycin monitoring would in fact be prudent for opti-
mal clinical response and restriction of toxicity in such situations as patients on
hemodialysis, patients with rapidly changing renal function, and patients receiv-
ing high dose vancomycin or concomitant aminoglycoside therapy.

Numerous strategies do exist for empirically dosing vancomycin. Adminis-
tering 500 mg every 6 h, 1 g every 12 h, or 20–40 mg/kg body weight/day are
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commonly employed. In addition, nomograms exist such as those established by
Matzke et al. [95], Moellering et al. [94], Lake and Peterson [96], and Nielsen
et al. [97]. Serious faults lie in the dependence of these nomograms on efficacious
use of vancomycin, however, because the authors assume rather than prove that
their method of pharmacokinetically modeling the data was appropriate. Most
empirical regimens were designed to provide peak concentrations of 20–40 mg/
L and trough concentrations of 5–10 mg/L (or approximately 5 times the MIC
of the infecting pathogen), however, such practices place only 3–23% of patients
in this therapeutic range, according to one published study [98]. Unfortunately,
although such goals in serum levels are set, no solid data are available to support
this therapeutic range and accordingly, serum peak and trough concentrations
have been selected somewhat arbitrarily, based on speculations from retrospec-
tive studies, case reports, and personal opinions. Peak concentrations appear to
play little to no role in the efficacy of the drug and appear to have limited involve-
ment in toxicity unless exceedingly large peak values are obtained. On the other
hand, trough concentrations may be useful monitoring parameters. Because van-
comycin is a concentration-independent killer, the goal of therapy should be to
maintain the unbound concentration above the microbial MIC for a significant
portion of the dosing interval because regrowth of most organisms will begin
shortly after drug concentrations fall below the MIC. A depiction of predicted
vancomycin pharmacodynamic indices obtained from a typical intravenous dose
using various pathogen MICs is presented in Table 3.

The role of vancomycin degradation products also needs to be considered
when interpreting levels in patients with renal failure where half-lives are signifi-
cantly extended [99–100]. In vitro and in vivo, vancomycin breaks down over
time to form crystalline degradation products. Antibodies in commercial assays,
such as TDx fluorescence polarization immunoassay, cross react with major and

TABLE 3 Estimated Vancomycin Pharmacodynamic
Ratios for Various MIC Valuesa

MIC (mg/L) Cpmax
/MIC T � MIC (h) AUC24/MIC

0.25 140 12 784
0.5 70 12 392
1.0 35 12 196
2.0 17.5 12 98
4.0 8.75 12 49
8.0 4.38 11 24.5

a Calculations based on a 1 g dose given every 12 h to a 70 kg
patient with normal renal function.
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minor degradation products thereby overstating factor B (active drug) content in
the level. This can result in an overstated vancomycin concentration of 20–50%.

In summary, trough concentrations of 5–10 mg/L appear to be reasonable
goals for vancomycin therapy in that MICs of most gram-positive pathogens are

1 mg/L. Such concentrations would allow the unbound concentrations to re-
main above the MIC of the organism for the entire dosing interval. Administering
10–15 mg/kg per dose and adjusting the dosing interval per renal function based
upon numerous published nomograms is not likely to produce ‘‘toxic’’ peak con-
centrations and should allow ‘‘therapeutic’’ concentrations throughout the dosing
interval in the majority of patients with normal renal function. Loading doses
are not typically needed, because transiently high distribution phase concentra-
tions are unlikely to enhance bacterial killing. However, loading doses may be
reasonable in patients in whom the site of infection is distal to the central compart-
ment or poorly accessible. Until a relationship among clinical efficacy, toxicity,
and vancomycin concentration is established, vancomycin therapy will inevitably
continue to be monitored in an attempt to improve patient outcome. Whether
therapeutic monitoring of vancomycin should be a standard of practice or is nec-
essary only in patients receiving high dose therapy, patients on concomitant
aminoglycoside therapy, or patients with renal insufficiency or failure on dialysis
is likely to remain a personal preference until further studies establish guidelines.
However, if the CDC guidelines for appropriate vancomycin usage were strin-
gently followed, at least half of vancomycin use could be eliminated, leaving the
remaining patients to be monitored.

7. OTHER GLYCOPEPTIDES

7.1 Teicoplanin

Teicoplanin, like vancomycin, binds to the terminal D-alanyl-D-alanine portion
of the peptidoglycan cell wall of actively growing gram-positive bacteria to exert
its bactericidal activity [101]. Currently available only in Europe, teicoplanin can
be used to treat infections caused by both methicillin-sensitive and -resistant
strains of Staphylococcus aureus, S. epidermidis, streptococci, and enterococci.
Clinical trials have demonstrated teicoplanin to be a safe, well tolerated agent,
with reports of side effects occurring in 6–13% of recipients [101]. The most
prevalent adverse reactions reported are pain at the injection site and skin rash.
Nephro- and ototoxicity are uncommon even when the drug is used concomitantly
with other nephro- and ototoxic drugs. Pharmacokinetically, teicoplanin differs
from vancomycin. The half-life is considerably longer (�47 h) and the percent
protein-bound nears 90% [101]. Also, teicoplanin can be administered by either
the intravenous or intramuscular route as opposed to vancomycin, which is lim-
ited parenterally to the intravenous route. Pharmacodynamic evaluations virtually
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duplicate those of vancomycin once the heightened protein binding of teicoplanin
and subsequent lower active free concentrations are accounted for [102]. Further
reviews of teicoplanin can be found elsewhere [101,103].

7.2 LY333328

LY333328 (Eli Lilly and Company) is a synthetic glycopeptide that is currently
being developed to treat gram-positive bacterial infections, including those resis-
tant to vancomycin. Because it is still in the early stages of development, little
is known about the antibiotic. The drug acts on the same molecular target as
vancomycin and other glycopeptide antibiotics [104]; however, LY333328 ap-
pears to display concentration-dependent bactericidal activity against gram-
positive pathogens [102–106]. The half-life is long, approaching 10.5 days,
which may allow for infrequent dosing [107]. Pharmacodynamic investigations
and clinical efficacy trials are needed prior to drug approval and utilization.

8. CONCLUSION

With years of clinical experience, vancomycin has proven to be a safe and effica-
cious agent against gram-positive pathogens, including many multidrug-resistant
strains. Despite this history, to date the therapeutic range has not been rigorously
defined, however, going beyond the currently suggested therapeutic range is not
likely to improve antibiotic performance. The accumulation of in vitro and in
vivo studies suggests that vancomycin is a concentration-independent killer of
gram-positive organisms with maximum killing occurring at serum concentra-
tions of 4–5 times the MIC of the infecting organism. High peak concentrations
are not associated with an improved rate or extent of kill, and therefore therapy
should be targeted toward sustaining serum concentrations above the MIC for a
large portion of the dosing interval. With the high level of vancomycin use, the
development and spread of vancomycin-resistant organisms is a formidable and
predictable occurrence. At a time when we are attempting to be more prudent
and judicious in the use of vancomycin, we also find ourselves more dependent
on the drug. Unfortunately, this combination of factors may drive bacterial resis-
tance and ultimately nullify a drug that has been a gold standard product for a
half a century.
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1 INTRODUCTION

The macrolides and azalides have activity against gram-positive bacteria and are
relatively weakly active against many gram-negative bacteria. These agents also
penetrate well into mammalian tissue and achieve high concentrations in mamma-
lian cells and are therefore very useful in the treatment of infections caused by
intracellular pathogens. Their spectrum of activity makes them a good choice
for the treatment of community acquired respiratory tract infections, because the
organisms associated with such diseases usually involve Streptococcus pneumon-
iae, Haemophilus influenzae, and Moraxella cattarhalis and frequently involve
intracellular organisms (Table 1) [1–3]. The macrolides and azalides (either as
the parent compound or in combination with a microbiologically active metabo-
lite) have adequate activity against these pathogens and have emerged as useful
and popular agents for the treatment of milder forms of these diseases.
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TABLE 1 MIC90 Values of Organisms Commonly Associated
with Community Acquired Respiratory Tract Infections

Organism Erythromycin Clarithromycin Azithromycin

S. pneumoniae 0.03 0.015 0.12
S. pyogenes 0.03 0.015 0.12
H. influenzae 4 1(w/14-OH) 0.5
M. catarrhalis 0.25 0.25 0.06
M. pneumoniae 0.01 0.03 0.001
C. pneumoniae 0.06 0.015 0.5
Legionella sp. 1 
0.125 
0.125

The macrolides and azalides bind to the 50S ribosome in the bacterial cell
and therefore interfere with the production of bacterial protein [4,5]. The protein
is essential for the bacterial life cycle, and because of the presence of the antibi-
otic the bacteria cannot make the needed protein and eventually die or stop repro-
ducing. Although it is essential for bacterial life, apparently existing stores of
the protein must be depleted before effects of the antibiotic are noticeable. As a
result, many studies that use concentrations in the therapeutic range classify these
compounds as bacteriostatic, and pharmacodynamic studies have shown them to
be concentration independent (time-dependent) bacterial killers [6].

The first commercially available antibacterial agent in popular worldwide
use was erythromycin. It is used as a single agent for the treatment of a variety
of community associated respiratory tract infections and as a second agent (due
to its effectiveness against intracellular pathogens) as part of a combination regi-
men for hospitalized patients. Although still popular as a less costly macrolide
option, it does cause gastrointestinal side effects that many patients cannot toler-
ate for a complete course of therapy. This has implications for the selection of
macrolide resistant organisms, which is the topic of another chapter in this book.
Additionally its half-life is shorter than those of the newer agents, requiring daily
frequent multi-dosing. The drug is also, owing to its metabolic pathway of elimi-
nation, involved in a number of drug interactions [7,8]. The popularity of erythro-
mycin is decreasing, and it is being replaced in clinical use with the newer macro-
lide and azalide drugs (clarithromycin, roxithromycin, and azithromycin). As a
result less attention will be devoted to erythromycin in this chapter and the phar-
macodynamics of the macrolides/azalides will be discussed with a focus on the
newer drugs.

Information on the new ketolide class of antibiotics, semisynthetic macro-
lide characterized by the replacement of the clandinose moiety with a ketone
group, will also be discussed [9]. The ketolides are effective in treating gram
positive pathogens, especially those exhibiting resistance to macrolides, by utiliz-
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ing the same mechanism of action as the macrolide and azalide compounds [10].
Due to the high achievable drug concentrations in white blood cells and broncho-
pulmonary tissues, the ketolides are especially effective against common respira-
tory pathogens and intracellular organisms [11].

Because the purpose of this chapter is to discuss the pharmacodynamics
of these agents, issues such as utility in clinical use, side effect profiles, and drug
interactions will not be discussed. The reader is referred to standard textbooks
and primary literature references on these topics. Additionally, no attempt will
be made to provide every detail on pharmacodynamic properties of each drug.
Rather there are certain principles that are important for this class of agents from
a pharmacodynamic perspective, and these principles will be discussed and illus-
trated using some (but not all) of the newer agents.

2 OVERVIEW OF MACROLIDE AND AZALIDE

PHARMACODYNAMICS

As discussed in an earlier chapter, antibiotics can be classified as either bacterio-
static or bactericidal drugs and further subcategorized as concentration dependent
or time dependent bacterial killers. In reality, every antibiotic has all of these
properties; however, the property that emerges, and upon which the classification
is dependent, is a function of the concentrations achieved after clinical dosing
relative to its activity against the pathogen. For the macrolides, the currently
available data indicate that when the serum plasma concentrations are high
enough the pharmacodynamic parameter that correlates best with bacterial eradi-
cation is the time for which the organism is exposed to adequate concentrations
of these agents (clarithromycin, roxithromycin) [12]. Obviously, if the concentra-
tion of the drug is not high enough, one cannot make the simplifying assumption
that the concentration part of the AUC (Cp � time) contributes little to the bacte-
rial eradication process and can be ignored. In such a case bacterial eradication
is related not just to the time of exposure of the bacteria to the drug (T � MIC)
but also to the concentration of drug to which the bacteria are exposed (AUC).
Bacteria that have relatively high MICs may correlate clinical cure rates better
to the pharmacodynamic parameter AUC/MIC. This may become an issue as the
MICs of pathogens increase owing to the emergence of resistant strains. At the
present time, however, most bacteria worldwide for which the macrolides have
been useful agents still have MICs low enough such that the pharmacodynamic
parameter of T � MIC is appropriate. This will probably change as resistance
increases and may already have changed in some countries. Although the exact
duration of exposure that is adequate to cure or manage an infection in the clinical
setting is not known, animal experiments and in vitro data [12] suggest that a
good working number is a time above the MIC of approximately 50% of the
dosing interval for patients with a functioning host defense system [12–15]. Ani-
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mal studies in which neutropenia was induced indicate that superior animal sur-
vival was associated with drug concentrations of 4–5 times the MIC [12,13].
This suggests that more appropriate pharmacodynamic criteria for neutropenic
patients might be a T � MIC of 100% of the dosing interval.

It has been reported that azithromycin has a prolonged post antibiotic effect
(PAE) [12,13]. It is controversial whether this PAE is sufficiently long to signifi-
cantly affect clinical outcome. The usual regulatory agency approved doses of
drugs are based on clinical studies that are derived after treatment with a particu-
lar dose and dosing regimen. This incorporates the total properties of the drugs
and is then correlated to clinical outcome. To state this in another way, good
clinical outcomes are due to the dose and dosing regimen of the drug used. This
takes into account concentration issues and drug exposure issues, which include
issues of protein binding and PAE. It has been stated, however, that because of
the long PAE of azithromycin, the proper pharmacodynamic parameter would
not be the T � MIC but rather the AUC/MIC ratio. Unfortunately, there are
insufficient data to substantiate this assumption in humans. Another assumption,
also unsubstantiated, is that azithromycin, like the macrolides, eradicates bacteria
by having an adequate exposure time (T � MIC). For the macrolides we sug-
gested a T � MIC of approximately 50% of the dosing interval. Because of the
PAE of azithromycin, an appropriate number might be somewhat less than 50%,
i.e., 35% or 40%. This hypothesis is also possible; however, further investigation
is needed to clarify this issue.

3 TISSUE DISTRIBUTION

The macrolides and azalides share the common property of extensive distribution
into mammalian tissues. Other drug classes such as the quinolones also have this
property, but not to the extent exhibited by the macrolides and azalides. One
consequence of this, as noted above, is that the latter particularly useful in the
treatment of infections caused by intracellular pathogens. Another consequence
of this property is that it is responsible for the drugs’ longer serum half-life com-
pared to erythromycin (Table 2) [16,17]. Examination of Table 2 reveals that all
of the newer agents have a longer half-life than erythromycin. The azithromycin
half-life is particularly long (actually this is a working half-life, the true half life
is even longer than shown in this table) [4,16,18–20]. The reason for the long
azithromycin half-life is not the fact that the normal excretory routes of the body
have difficulty in eliminating this drug. Rather the body can only eliminate what
is available to it. The rate of appearance to excretory organs is a function of its
release from tissue storage sites. Kinetically we can calculate only the slowest
step in the elimination process, which in the case of azithromycin is release from
tissue. The long half-life of azithromycin, therefore, is really an estimate of the
half-life of tissue elimination.



Macrolide, Azalide, and Ketolide Pharmacodynamics 209

TABLE 2 Important Parameters of the Pharmacokinetics of Macrolides

Erythromycin Clarithromycin Azithromycin Roxithromycin
Parameter (250 mg) (500 mg) (250 mg) (150 mg)

Half-life 2–4 3–4 68 8–15
Cpmax

/(µg/mL) 0.25–0.5 2 0.24 6.6–7.9

% Absorption 3.5–40% 50–55% 37% —
AUC (µg/mL) — 12.14 2.1 72.6–81

Distribution into tissue sites has ramifications related to the clinical use of
these agents. This can be illustrated by referring to two studies of a similar nature
[12,13]. In these studies human volunteers were dosed to steady state with clar-
ithromycin and azithromycin. Plasma samples were obtained and bronchial la-
vage was performed, allowing the calculation of epithelial lining fluid (ELF) drug
concentrations and determination of alveolar macrophage (AM) concentrations
of both drugs. The results of both experiments demonstrate the same relationships
between drug concentrations in these sites as they relate to the microbiological
activity of target pathogens.

It is interesting to examine three figures that emanate from these studies.
Figure 1 shows the plasma concentrations of both agents at steady state, and in

FIGURE 1 Plasma concentrations of clarithromycin and azithromycin with S.
pneumoniae MIC90.
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this figure the typical MIC for S. pneumoniae is superimposed upon the kinetic
curves. One can see that for clarithromycin, concentrations in plasma at steady
state yield a T � MIC of 100% of the dosing interval. The azithromycin curve
indicates that this drug stays above the MIC of this pathogen (when a 250 mg
once per day dose is used) for somewhat less than 50% of its dosing interval.
Of course, if all the pathogens are eradicated or if the remaining pathogens can
be eliminated by the patient’s host defense mechanisms, then this drug would be
expected to be clinically useful against this organism. However, if any bacteria
survive such a dose and dosing regimen, they are exposed to subtherapeutic con-
centrations of active azithromycin for long periods of time. Theoretically this is
a condition that can select for resistant organisms and exists because of the exten-
sive tissue distribution properties of azithromycin [12]. Resistance issues are dis-
cussed more completely in another chapter of this book.

As described in an earlier chapter, the drug and bacteria need to be in the
same place at the same time in order for the antibiotic to function by interfering
with the bacterial life cycle. The question of where the bacteria reside in relation-
ship to the drug is an important and yet unresolved issue. This affects the applica-
tion of pharmacodynamics to any agent that has extensive tissue distribution and
is a topic of discussion in the next section. Assuming, however, that in a lung
infection the extracellular bacteria reside in some interstitial fluid such as the
ELF, it is the concentration in the ELF that might be of clinical importance.
Figure 2 shows the calculated ELF concentrations for each agent, and again the
MIC for S. pneumoniae is superimposed on the kinetic curves. In this case both
drugs clearly show that the T � MIC is 100% of the dosing interval. This analysis

FIGURE 2 Epithelial lining fluid concentrations of clarithromycin and azithro-
mycin with S. pneumoniae MIC90.
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needs to be determined with each target pathogen to predict clinical differences
in the treatment of respiratory infections between these drugs.

Finally, as mentioned previously, the macrolides and azalides have utility
in the treatment of respiratory tract infections caused by intercellular organisms.
Examination of Fig. 3 allows one to understand the relationship between penetra-
tion into mammalian tissue and the MIC of these target organisms. Figure 3
shows the penetration of these drugs into the alveolar macrophage, which is used
as a marker for mammalian tissue uptake. It can be seen that the AM concentra-
tions for both drugs are well above the MIC for some typical intracellular patho-
gens (T � MIC for 100% of the dosing interval). One would predict that the two
agents would be equally effective in eradicating intracellular bacteria in a clinical
setting.

Pharmacodynamically, the ketolide telithromycin demonstrates a concen-
tration dependent kill, rather than a time dependent kill. In vitro studies also have
supported the theory that telithromycin exhibits primarily concentration depen-
dent and inoculum dependent bacteriostatic activity [21]. Additionally, animal
studies have determined the AUC/MIC ratio to be the best predictor of in vivo
efficacy for telithromycin and, therefore, once daily dosing is an appropriate dos-
ing regimen for this ketolide [22]. A study evaluating telithromycin’s pharmaco-
kinetics after an 800 mg oral dose demonstrated a Cmax of 1.90 mg/l, AUC of
8.96 mg*h/l, and Tmax of 1.0 h [23]. As a result of this favorable kinetic profile,
effective AUC/MIC ratios are observed for respiratory pathogens. A summary
of MICs of telithromycin for these organisms is listed in Table 3. H. influenzae

FIGURE 3 Alveolar macrophage concentrations of clarithromycin and azithro-
mycin with S. pneumoniae MIC90.
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TABLE 3 Ketolide Pharmaacodynamics

Telithromycin ABT773

MIC90 MIC90

Streptococcus pneumoniae 0.06 mg/L 0.03mg/L
Haemophilus influenzae 2 mg/L 4 mg/L
Moraxella cattarhalis 0.06 mg/L 0.12 mg/L
Mycoplasma pneumoniae 0.004 mg/L NR
Chlamydia pneumoniae 0.25 mg/L NR
Legionella spp. 0.03 mg/L 1 mg/L

NR � Not reported at this time.

has an increased MIC for telithromycin but still demonstrates similar in vitro
activity to azithromycin and clarithromycin against this organism. Treatment
success relies heavily on factors other than the interaction of the antibiotic with
the bacteria. These were previously described and include the patient’s immuno-
competency. ABT 773 demonstrates time dependent kill, but unfortunately there
are few pharmacokinetic data published and, therefore, the T�MIC cannot be
accurately determined at the present time. However, it is expected to demonstrate
an adequate pharmacodynamic profile against its target organisms, i.e., those
causing community-acquired respiratory infections.

For good clinical cure of respiratory intracellular organisms, the alveolar
macrophage drug concentration is an important consideration, because this is
where the organism is believed to reside. A study evaluating steady state pharma-
codynamics of the ketolide telithromycin in healthy volunteers demonstrated
good penetration into the bronchopulmonary tissues, surpassing the plasma con-
centration in these individuals. The mean concentrations of this ketolide in the
alveolar macrophages, epithelial lining fluid and bronchial mucosa exceeds the
MIC for most common respiratory pathogens [24]. High intracellular concentra-
tions of this drug were also observed in the white blood cells of healthy volun-
teers, again exceeding the MIC for the typical intracellular organisms for 100%
of the dosing interval [25].

It is unfortunate that one is exposed to the pseudo pharmacodynamic term
penetration ratio. We call the term pseudo pharmacodynamic because the way
it is used implies that it has pharmacodynamic meaning, but usually insufficient
information is given to understand its meaning. To illustrate this point we refer
you to Table 4, which came from the same datasets. Examination of this table
reveals that the clarithromycin AM/plasma ratio goes from approximately 340
to 1300, whereas that of azithromycin goes from approximately 1300 to 15,000.
Also note that these data were obtained after the last dose of the drug was given.
Generally the ratio increases as a function of time after the last dose. This is
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TABLE 4 Clarithromycin/Azithromycin Alveolar
Macrophage/Plasma Ratio

AM cell ratio
Time after
dosing (h) Clarithromycin Azithromycin

4 543 1,292
8 465 15,237

12 1041 12,807
24 1265 14,386

intuitively problematic, because one expects to see concentrations decrease after
dosing. Upon reflection one must realize that the ratio has a numerator and de-
nominator. To make the ratio larger, one can increase the numerator or decrease
the denominator or both. Usually insufficient data are presented to determine
which is occurring, and the meaning of the ratio is therefore unknown. It is indeed
unfortunate that when one sees a high ratio, one assumes that the numerator is
large. Examination of this table and the plasma and AM concentration data (Figs.
1 and 3) reveals that the ratio is increasing because the denominator (plasma
concentrations) is decreasing much faster than the numerator (AM concentra-
tions) after dosing is stopped. The high ratios, in this case, are not a function of
superior tissue concentration (Fig. 3) but of differences between the drugs’ AM
and plasma concentrations (Fig. 3), i.e., the lower the plasma concentration, the
higher the ratio. As a result one must evaluate ‘‘penetration’’ data carefully to
fully understand that importance of delivering drug to the body site where the
bacteria may reside.

4 APPROPRIATE PHARMACODYNAMIC MODEL

To understand the practical applicability of the current pharmacodynamic model
to drugs such as the macrolides and azalides we must remember two important
criteria. First, the pharmacodynamic models index microbiological activity to
serum or plasma concentrations. The question is whether this is appropriate for
a drug class that has a large degree of tissue distribution. The second factor is
where the pathogen reside in the body. Figure 4 helps clarify this latter issue
[16,17]. Bacteria that are not in intimate contact with mammalian cells, e.g., in
a mucus layer of the respiratory tract, are not pathogens. They may be detected
after laboratory tests, but they are colonizers. For bacteria to be pathogens they
usually need to attach to a mammalian cell membrane (extracellular organisms)
or penetrate into the mammalian cell (intracellular organisms). Let us consider
extracellular organisms that act as pathogens and examine the existing pharmaco-
dynamic model to see how it applies to this class of agents.
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FIGURE 4 Proposed stages of infection of the bronchial mucosa. IgA, immu-
noglobulin A.

Figure 5 schematically shows the typical time dependent pharmacodynamic
model as it applies to β-lactam antibiotics. These drugs do not penetrate into
mammalian cells (the square boxes). The drug concentration, shown by the A’s
in the schematic, represent the average interstitial fluid concentration, which we
assume is represented by the average serum or plasma concentration (which is
what we usually measure). If this average concentration is high enough (2–4

FIGURE 5 Time-dependent pharmacodynamic model.
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FIGURE 6 Macrolide pharmacodynamic model in mammalian cells.

times the MIC) and remains above the MIC for a long enough period of time (T
� MIC for �50% of the dosing interval), then the drug is expected to be clinically
effective in eradicating the pathogens. A similar model is schematically shown
in Fig. 6. In this figure the macrolides and azalides penetrate into the mammalian
cells. If the average drug concentration is high enough (2–4 times the MIC) and
is exposed to the bacteria for a long enough period of time (T � MIC for �50%
of the dosing interval), then the bacteria will be exposed to lethal concentrations
of drug. This occurs when the MIC of the bacteria is very low, i.e., the bacteria
is sensitive to the drug. In essence the model collapses to the β-lactam model.
If the MIC of the bacteria were high relative to the average serum concentrations,
then this model would predict that the bacterial would not be eradicated. This is
illustrated in Table 5, which shows the pharmacodynamic prediction when the

TABLE 5 Macrolide Pharmacodynamic
Analysis—H. influenzae

Macrolide T � MIC Cpk/MIC AUC/MIC

Erythromycin, 250 mg 0 0.13 —
Clarithromycin, 500 mg 3 0.25 12
Azithromycin, 250 mg 0 0.48 5
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macrolides or azalides are targeted against an organism with a higher MIC such
as H. influenzae. Whether one prefers the pharmacodynamic parameter of AUC/
MIC, T � MIC, or Cp/MIC, the result is the same. The pharmacodynamic parame-
ters are too low to predict clinical success of these drugs against this pathogen.
Clinical studies indicate that macrolides/azalides are effective in respiratory tract
infections when H. influenzae is involved. Obviously there is a mismatch between
what nature is telling us and what the existing model is predicting. It is our belief
that this model does not fully apply when the pathogen has a relatively high MIC.
Simply put, if the model indexes microbiological data to average serum or plasma
concentrations and the organism resides elsewhere (attached to the outer mem-
brane of the bacteria), indexing microbiological activity to serum concentration
may not be correct if the MIC is high. To explain this further, one must recognize
that although these drugs tend to easily move into tissues, they do not remain
there forever. They slowly (azithromycin) or not so slowly (clarithromycin) come
out of these tissue sites. A concentration gradient probably exists, with the highest
concentrations just outside the mammalian cell membrane, the place where patho-
gens are believed to reside. These pathogens could be exposed to high concentra-
tions of active antibiotic and be killed as a result. This could explain the apparent
paradox between clinical results and pharmacodynamic predictions for bacteria
with higher MICs. As time goes by and resistance continues to develop, the MICs
will continue to increase. At some point the concentrations will be too high to

FIGURE 7 Macrolide pharmacodynamic model in the presence of white blood
cells.
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even evoke this expanded model, and we will clinically observe patient failures
upon therapy. Of course, the entire situation is further complicated by the host’s
immune system (Fig. 7). White blood cells are attracted to the site of infection
because the bacteria secrete chemotactic factors. They are also capable of en-
gulfing bacteria and killing them, and it is believed that they actually bring active
drug to the ‘‘battlefield.’’ None of this has been adequately studied and represents
hypothesis to some extent. It is necessary, however, to evoke an explanation
like the one presented above to explain the discrepancy between the existing
pharmacodynamic models and human clinical empirical data. The point is that
the macrolide and azalide pharmacodynamic situation is rather complex and a
simple pharmacodynamic model that indexes microbiological activity to serum
concentrations cannot fully explain such a complex situation.

5 FUTURE CONSIDERATIONS

The macrolides, azalides, and ketolides are a useful class of drugs for the treat-
ment of respiratory tract infections. For these agents, however, owing to their
ability to easily penetrate into mammalian tissue, serum concentrations appear
to be predictive of clinical outcome for only very sensitive organisms. For organ-
isms with higher MICs the drug concentrations at the site in the body where the
bacteria reside may be of more clinical relevance; however, these data are difficult
or even impossible to obtain in humans. It is indeed unfortunate that the reporting
of resistant organisms is not strongly base on the pharmacodynamic characteris-
tics of these drugs. They are determined by the setting of so-called breakpoints,
which are an interpretation of mostly in vitro and some clinical and pharmacody-
namic data. These breakpoints can be somewhat arbitrarily set in spite of the
good intentions and hard work of the officials setting them. It is possible, as in
the case of macrolides, to report many isolates as resistant, but the reporting
system does not provide any information about the magnitude of the resistance.
Ketolides, which in a sense are macrolides with activity against macrolide resis-
tant agents, are an exception to this phenomenon at the present time. Whether
the drug (macrolide or azalide) can eradicate the organism depends on the serum
and tissue concentrations achieved in relationship to the MIC. If drug concentra-
tions are high enough for a long enough time after the usual clinical doses, then the
organism will be adversely affected (die) regardless of whether one classifies it as
resistant or sensitive. Clarithromycin has been developed in an extended release
form in an attempt to increase drug concentrations over a longer period of time.
These tablets are taken once daily and have a steady state AUC equivalent to con-
ventional immediate release clarithromycin, which is taken twice daily [26].

Unfortunately the reporting of in vitro resistance data has a strong impact
on the drug selection process, because for the most part macrolide and azalide
therapy is empirical. This issue is not easy to address, because the existing phar-
macodynamic data use serum or plasma as their index to microbiological efficacy,
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which may not be appropriate for the macrolides when they are targeted against
organisms with higher MICs that reside in bodily fluids whose drug concentration
profiles are not the same as that of serum. As time passes and more organisms
become resistant and therefore have higher MICs, this situation will become more
confused, and one can predict that the macrolide class of antibiotics will probably
be replaced by the ‘‘respiratory’’ quinolones for the empirical therapy of respira-
tory tract infections. This may be an unfortunate occurrence that may relegate
the macrolides to the role of adjunctive agent in the treatment or prophylaxis
of infections believed to be caused by intracellular pathogens. This would be
unfortunate if it is based upon erroneous resistance data and as a result deprives
patients of an acceptable and somewhat unique (due to its high tissue penetration
and immunological properties) class of agents.
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1 METRONIDAZOLE

Metronidazole (Flagyl) is a nitroimidazole antibiotic that has been available for
use in clinical practice for over 25 years. Its original indication was for treatment
of infections caused by Trichomonas vaginalis, but over the years it has been
discovered to be useful in treating a variety of infections caused by various organ-
isms. Although the nitroimidazole class of antibiotics includes tinidazole, secni-
dazole, and ornidazole, the wealth of information about the pharmacokinetics
and pharmacodynamics of these agents comes from published data about metroni-
dazole. However, even with the vast amount of information about metronidazole,
there is very little information regarding its pharmacodynamic properties com-
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pared to other antimicrobial agents such as the β-lactams, aminoglycosides, and
fluoroquinolones. The only distinguishing features of tinidazole, ornidazole, or
secnidazole are prolonged T1/2 values compared to metronidazole.

1.1 Chemistry and Mechanism of Action

Metronidazole is a nitroimidazole (chemical name 1-[β-hydroxyethyl]-2-methyl-
5-nitromidazole) that belongs to the same chemical class as tinidazole and ornida-
zole (structure shown in Fig. 1). The compound was discovered in the late 1950s
when researchers at Rhône–Poulenc Research Laboratories in France were trying
to create a synthetic product from a Streptomyces spp.–derived compound called
azomycin that would have appreciable activity against Trichomonas vaginalis
[1].

From the research of different investigators, metronidazole’s mechanism
of action is believed to involve four phases: (1) entry into the bacterium cell, (2)
reduction of the nitro group, cytotoxic effect of the reduced product, and (4)
liberation of end products that are inactive [2]. It is the redox intermediate intra-
cellular metabolites that are believed to be the key components of microorganism
killing for metronidazole. The intracellular targets for these intermediates could
be organisms’ RNA, DNA, or cellular proteins.

1.2 Antimicrobial Activity

Following their work in 1959, Cosar and Julou and other researchers over the
next several years found a variety of potential human uses for metronidazole that
went beyond treatment for T. vaginalis infection. The following is a summary
of metronidazole’s antimicrobial activity.

FIGURE 1 Metronidazole molecule.
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1.2.1 Protozoa

In addition to T. vaginalis, metronidazole has exhibited activity against other
protozoan organisms, including Giardia lamblia and Entamoeba histolytica [3–
15].

1.2.2 Bacteria

Gram-Negative Bacteria. Shinn [8] and later Tally et al. [9] discovered
the potential of using metronidazole for anaerobic infections. Metronidazole has
since been used and studied extensively for treatment of various anaerobic infec-
tions [10–12]. Even today metronidazole is considered the gold standard by
which other antimicrobials with perceived antianaerobic activity are compared.
This is due primarily to metronidazole’s rapid killing of Bacteroides species and
the very low rate of resistance acquired by these bacteria [13–15]. Other Bacteroi-
des species and Fusobacterium spp. have been reported as being at least as sus-
ceptible to metronidazole as Bacteroides as well as Helicobacter (formerly
Campylobacter) pylori, Actinobacillus, and Prevotella, although resistance to
metronidazole may be common in various regions of the world [9,13,14,16–20].
Minimum bactericidal concentrations (MBCs) of metronidazole when reported
in these studies are the same or within one dilution of the reported MICs.

Gram-Positive Bacteria. As for gram-positive anaerobes, the peptostrep-
tococci have usually been reported to exhibit MICs in the range of 0.25–4.0
mg/L [13,21,22].

Susceptibility of Clostridium perfringens to metronidazole is also in the
MIC range of 1.0–4.0 mg/L, although not all clostridia are so susceptible
[13,21,24,21]. Metronidazole is also considered to be one of the few drugs with
activity against Clostridium difficile [21,25,26].

1.2.3 Other Organisms

Metronidazole has also been reported to have in vitro activity against Campylo-
bacter fetus, Gardnerella vaginalis, Leptotrichia buccalis, and Treponema pal-
lidum to varying degrees [27–32].

1.3 Pharmacokinetic and Pharmacodynamic Properties

The following is a brief summary of the many trials that have studied metronida-
zole’s kinetics.

1.3.1 Absorption

The absorption of metronidazole has been studied for oral tablets, vaginal and
rectal suppositories, and topical gel.
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Oral Absorption. The oral absorption of metronidazole is excellent, with
bioavailability often reported as 	90% [37–39]. The oral Cmax with a 500 mg
dose is approximately 8.0–13.0 mg/L, with a corresponding Tmax of 0.25–4.0 h
[33–36].

Rectal Absorption. Rectal administration of metronidazole 500 mg has
produced Cmax values of approximately 4.0–5.5 mg/L at Tmax’s of 0.5–1.0 for
a retention enema to 4.0–12 h for suppositories [11,33,37,38]. Metronidazole
absorption from the rectum has been reported as being approximately 67–82%
based upon calculations with equivalent intravenous (IV) doses used as references
[38].

Intravaginal Absorption. Intravaginal absorption of metronidazole has
varied considerably depending on the vehicle used. The 0.75% metronidazole
intravaginal gel at a dose of 5.0 g has produced Cmax values of 0.2–0.3 mg/L
with Tmax values of 8.3–8.5 h [39]. For vaginal suppositories and inserts, the 500
mg dose Cmax values have been approximately 1.9 mg/L with corresponding Tmax

values of 7.7–20 h [36,40]. The bioavailability of vaginal suppositories is 25%
of an oral 500 mg dose, but the vaginal gel’s bioavailability was 56% that of a
500 mg IV dose [36,39].

Topical Absorption. Systemic absorption of 1.0 g of 0.75% metronidazole
gel is reportedly quite low. After 1.0 g of the gel was applied to the face of adults
with rosacea, the resulting serum concentrations ranged from undetectable to 66
ng/mL in the following 24 h [41,42].

1.3.2 Distribution

Protein binding of metronidazole is �20% [35,43]. Metronidazole crosses cell
membranes well in general and distributes well into a variety of tissues and fluids.
The reported volumes of distribution (Vd) in studies for various age groups have
ranged from 0.51 to 1.1 L/kg [43,44].

Single-dose studies using metronidazole 500 mg IV or oral doses have
determined AUCs to be approximately 100–159 mg/(L ⋅ h) [36]. Oral or IV doses
of 1.0 g have displayed AUCs of 214–257 mg/(L ⋅ h) [33,45]. The penetration
of metronidazole into polymorphonuclear leukocytes has been described as
equivalent to the concentration found in the extracellular fluid [46].

1.3.3 Metabolism

Metronidazole undergoes hepatic metabolism, forming five metabolites. The two
major metabolites are an acid metabolite and a hydroxy metabolite. The acid
metabolite’s activity is considered to be clinically negligible, having only 5% of
the activity of metronidazole [47].
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Hydroxymetronidazole. The hydroxy metabolite of metronidazole is the
most clinically important, because it also has antimicrobial activity but to a lesser
extent than the parent compound. Hydroxymetronidazole has been reported as
having 30–65% of the activity of the parent compound with respect to similar
isolates [19,24,47].

1.3.4 Excretion

Metronidazole is primarily excreted in the bile as the parent drug and in the urine
as its various metabolites. Only about 6–18% of metronidazole is excreted in the
urine unchanged [35]. Hydroxymetronidazole is entirely excreted in the urine,
being approximately 25% of the original dose [48].

The elimination half-life (T1/2) has been reported to range from 6 to 10 h for
metronidazole in volunteers and patients with normal hepatic and renal functions
[37,44]. The hydroxy metabolite’s T1/2 reportedly ranges from 8 to 12 h [36].
Patients may have altered clearance values, such as T1/2 values that are 	10 h
[49]. Metronidazole appears to exhibit dose-dependent clearance in doses ranging
from 250 to 2000 mg [44,49].

1.4 Pharmacodynamics

1.4.1 Bactericidal Effect

Metronidazole appears to have an extremely rapid rate of killing against suscepti-
ble anaerobes [15,50].

Outcomes associated with the use of metronidazole in mixed aerobic–an-
aerobic infections, such as intra-abdominal infections, have yielded excellent re-
sults in terms of bacterial eradication when an antianaerobic agent such as metro-
nidazole was included as part of the therapeutic regimen [51,52].

1.4.2 Concentration-Dependent Killing

Nix et al. [53] discovered that metronidazole had a concentration-dependent kill-
ing effect against T. vaginalis under anaerobic conditions at concentrations that
ranged from 0.1 to �8.0 mg/L [53]. Time-kill kinetic studies of ciprofloxacin
alone (concentration 0.5 mg/L; MIC 0.25 mg/L) compared to a combination of
ciprofloxacin with metronidazole (10.0 and 40.0 mg/L) displayed more rapid
killing with the combined antibiotics against C. perfringens. If this concentration-
dependent effect truly exists for metronidazole, it would suggest that the general
optimal dosing strategy for metronidazole against organisms like T. vaginalis and
B. fragilis would be to give higher doses less frequently rather then smaller doses
more frequently, similar to the use of aminoglycosides and fluoroquinolones
against susceptible gram-negative aerobic bacteria.
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1.4.3 Postantibiotic Effect

Like aminoglycosides and fluoroquinolones, metronidazole appears to exhibit a
postantibiotic effect (PAE) extending over 3 h [54].

1.4.4 Serum Bactericidal Titers

Serum bactericidal titers (SBTs) have been used in studies as an ex vivo method
of assessing metronidazole’s effect on anaerobes, primarily B. fragalis. Results
from an SBT study reported a median metronidazole SBT of 1:2 against various
Bacteroides species at 0.5, 1.0, and 6.0 h after administration of a single dose
of metronidazole 500 mg IV [55]. Results with metronidazole against two strains
of B. fragilis at the 6 h time point were �1:2, but titers related to Fusobacterium,
Peptostreptococcus, and Eubacterium lentum were all �1:8 at all time points.

Fluoroquinolones have often been studied for use in combination with met-
ronidazole for antibacterial activity against gram-negative aerobes and anaerobes.
Boeckh et al. [56] studied the effect of fluoroquinolones (ofloxacin, ciprofloxacin,
enoxacin, fleroxacin) in combination with antianaerobic antibiotics, including
metronidazole, via SBTs. SBTs were performed from serum samples obtained
at 1, 2, 6, and 8 h, depending upon the antibiotic combination, against various
gram-positive and gram-negative aerobic pathogens as well as strains of B. frag-
ilis and B. thetaiotaomicron. None of the combinations appeared to interfere
with the individual antibiotics’ antibacterial activities, and mean SBTs for the
ciprofloxacin-metronidazole, ofloxacin-metronidazole, enoxacin-metronidazole,
and fleroxacin-metronidazole combinations were all in the 1:2–1:4 dilution
range for the various strains and species of Bacteroides. Similarly, Pefanis et
al. [57] established greater effectiveness at eradicating mixed aerobic–anaerobic
gram-negative pathogens from experimentally induced abscesses in a rat model
based upon reduced CFU counts.

Serum bactericidal titer studies involving the combination of metronidazole
1.0 g with extended spectrum cephalosporins have also yielded results in the
1:4–1:8 range for B. fragilis at the end of 12 or 24 h for ceftizoxime or ceftriax-
one, respectively [58–60].

1.5 Summary—Metronidazole

Although data are scarce, metronidazole’s concentration-dependent bactericidal
activity, prolonged T1/2, and sustained bactericidal activity in plasma support the
clinical evaluation of higher doses and longer dosing intervals. In vitro and ex
vivo human studies have corroborated metronidazole’s effectiveness as an anti-
protozoal and antianaerobic agent.

The rapid concentration-dependent killing of anaerobes by metronidazole;
its active metabolite, which helps to extend its effective duration of action; the
penetrability of metronidazole into various tissues; the near lack of resistance of
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anaerobes like B. fragilis to metronidazole; and its low cost make metronidazole
the preferred agent for antianaerobic therapy in many cases.

The other nitroimidazoles doubtless have identical pharmacodynamic prop-
erties, although their respective pharmacokinetics may be somewhat different
from those of metronidazole. As newer nitroimidazoles are brought to market and
are used with greater frequency, metronidazole’s use may continue to gradually
decline. However, the value of metronidazole is still readily apparent, and it still
has an important role in today’s antimicrobial armamentarium.

2 CLINDAMYCIN

Clindamycin (Cleocin, Pharmacia & Upjohn Co.), a lincosamide antibiotic, has
been used in clinical practice for over 30 years. Compared to its parent compound
lincomycin, clindamycin has improved oral absorption and a wider antibacterial
spectrum of activity, making it the most popular agent in this classification of
antibiotics. It is commercially available as an intravenous formulation, oral cap-
sules, and suspension as well as in several topical preparations (solution, gel,
lotion, individual pledgets, and vaginal cream). Clinically, clindamycin is used
in the treatment of gram-positive and anaerobic bacterial infections of the abdo-
men, bone, lung, skin and soft tissues, and pelvis and is often an alternative agent
in those who are allergic to β-lactam antibiotics. Additionally, it is used in the
treatment of opportunistic protozoal infections of the lung and central nervous
system in patients infected with the human immunodeficiency virus.

Usual oral doses in adults range from 150 to 450 mg every 6 h, whereas
parenteral doses are generally 600–900 mg every 8 h [61].

2.1 Chemistry and Mechanism of Action of Clindamycin

Clindamycin (7-chloro-7-deoxylincomycin) is a semisynthetic derivative of lin-
comycin and is therefore classified as a lincosamide antibiotic. Similar to macro-
lides, streptogramins, and chloramphenicol, clindamycin exerts its activity
against susceptible pathogens by binding to the 50S ribosomal subunit, which
inhibits microbial protein synthesis through its effects on peptide chain initiation.

2.2 Antimicrobial Activity

Clindamycin is active against a variety of gram-positive and anaerobic bacterial
pathogens [62]. Most streptococci, including Streptococcus pneumoniae and
Streptococcus pyogenes, are susceptible, as are most methicillin-susceptible
strains of Staphylococcus aureus. However, it is not active against enterococci
or aerobic gram-negative organisms. Clindamycin is active against a broad range
of anaerobic gram-negative bacilli including Bacteroides species, Fusobacterium
species; anaerobic gram-positive bacilli such as Propionibacterium, Eubacte-
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rium, and Actinomyces; and anaerobic gram-positive cocci such as Peptococcus,
Peptostreptococcus, microaerophilic streptococci, and most strains of Clostrid-
ium perfringens. It is also active against pathogens that cause bacterial vaginosis,
which include Bacteroides, Gardnerella vaginalis, Mobiluncus, and Mycoplasma
hominus.

Additionally, many protozoa, including Toxoplasma gondii, Plasmodium
falciparum, Babesia, and Pneumocystis carinii, are susceptible to clindamycin
[62,63].

Two recent surveillance studies in the United States demonstrated that
greater than 95% of all pneumococcal strains were susceptible to clindamycin
with reported MIC90 values of 0.12 mg/L [64,65]. In one of the studies 76% of
969 S. aureus isolates were susceptible, with reported MIC50 and MIC90 values
of 0.25 and �8 mg/L [65]. The susceptibility breakpoint is 0.5 mg/L for Staphy-
lococcus spp. and 0.25 mg/L for Streptococcus spp. and S. pneumoniae [66].

2.3 Pharmacokinetic Properties of Clindamycin

Clindamycin oral preparations are rapidly absorbed, and reported oral bioavail-
ability is around 90%. Other notable pharmacokinetic properties include �90%
protein binding, wide distribution in body fluids and tissues except for cerebral
spinal fluid, extensive hepatic metabolism to active metabolites, and a half-life
of around 2.0–2.4 h [61,62,67–69]. For severe liver dysfunction, clindamycin
doses should be reduced.

For 600 mg intravenous doses, peak serum concentrations are around 10.9
g/mL, while trough concentrations are 2.0 and 1.1 mg/L at 6 and 8 h, respectively
[61]. Peak concentrations after intramuscular doses of 600 mg are 9.0 mg/L,
which is slightly lower than those reported after intravenous dosing. For 900 mg
intravenous doses, reported peak and trough concentrations at 8 h are 14.1 and
1.7 mg/mL, respectively [61].

2.4 Pharmacodynamics of Clindamycin

Until recently, little was known about the pharmacodynamic characteristics of
clindamycin. Recent studies have demonstrated that clindamycin displays time-
dependent pharmacodynamics against S. pneumoniae, methicillin-susceptible S.
aureus, and B. fragilis [68,70]. Furthermore, clindamycin has an extended post-
antibiotic effect against Staphylococcus [54,71].

2.4.1 In Vitro Studies

Two time-kill studies have evaluated clindamycin’s activity against B. fragilis
[71,72]. Clindamycin was shown to display concentration-independent activity
in a study conducted by Klepser et al. [70]. In this study clindamycin concentra-
tions were evaluated over a range of 1–64 times the MIC. Five strains of B.
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fragilis with clindamycin MICs of 0.03–8.0 mg/L were studied. Bactericidal ac-
tivity (	3 log decrease in the starting inoculum) was independent of clindamycin
concentration for three of the five strains. A bacteristatic effect was noted for the
isolate with an MIC of 8.0 mg/L for all tested concentrations. Against another
strain with an MIC of 1.0 mg/L, regrowth was observed at the MIC concentration,
and bactericidal activity was observed for all other concentrations.

Aldridge and Stratton [72] described concentration-dependent activity for
clindamycin, ceftizoxime, and cefotetan against B. fragilis. However, these inves-
tigators studied only antibiotic concentrations over a range of 0.5–4 times the
MIC. In this study metronidazole, chloramphenicol, and cefoxitin were also eval-
uated, and reported clindamycin MIC values against the study isolates were 0.5
and 1.0 mg/L. As described in the above study, clindamycin clearly displays
concentration-independent pharmacodynamic activity at concentrations that ex-
ceed 4 times the MIC [70]. Furthermore, several in vitro and in vivo studies
demonstrate that cephalosporins have time-dependent, and not concentration-
dependent, pharmacodynamics, which differs from the results reported by Al-
dridge [54].

2.4.2 Serum Inhibitory and Bactericidal Titers

Klepser et al. [68] evaluated the duration of serum bactericidal activity for 300
mg oral and intravenous doses of clindamycin dosed every 8 h and every 12 h
against two isolates each of S. aureus, S. pneumoniae, and B. fragilis at steady
state in healthy volunteers. Median MICs for the study isolates were 0.125 and
0.25 mg/L for S. aureus, 0.125 mg/L for both S. pneumoniae isolates, and 0.5
mg/L for the B. fragilis isolates. For the every 8 h regimens, measurable activity
was observed for 87.5–100% of the dosing interval against all study isolates. For
the every 12 h regimen, bactericidal activity was observed for 50–77% of the
dosing interval against S. aureus, 100% for S. pneumoniae, and 80–88% for B.
fragilis. These investigators concluded that dosing intervals of every 8 or every
12 h for 300 mg oral or intravenous doses of clindamycin provided adequate
coverage against S. aureus, S. pneumoniae, and B. fragilis, except that an every
8 h interval may be necessary for treatment of S. aureus infections.

Serum inhibitory titers were measured by Flaherty et al. [67] in six volun-
teers participating in a multiple dose intravenous clindamycin study against a
reference strain of B. fragilis with an MIC of 0.25–0.5 mg/L. Clindamycin regi-
mens assessed in this study were as follows: 600 mg every 6 h, 900 mg every
8 h, and 1200 mg every 12 h. When considering the doses used in this study it
is not surprising that activity was observed throughout the entire dosing interval
for all regimens and that reciprocal inhibitory titers at the trough ranged from 5
to 12.

The synergistic effects of clindamycin with fluoroquinolones have also
been studied [73,74]. Increased serum bactericidal activity was observed when
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clindamycin was combined with ciprofloxacin, ofloxacin, and fleroxacin against
S. aureus and S. pneumoniae [73]. This single-dose study evaluated 600 mg intra-
venous and 300 mg oral doses of clindamycin given in combination with the
quinolone test agents against both gram-positive organisms and anaerobes. En-
hanced activity was observed when clindamycin (600 mg IV) was given in combi-
nation with ciprofloxacin (200 mg IV) and ofloxacin (200 mg IV) for S. aureus
and S. pneumoniae. Against S. aureus, reported reciprocal titers at 6 h were 5.4
for ciprofloxacin-clindamycin compared to 2.3 for ciprofloxacin alone. Similarly,
ofloxacin-clindamycin reciprocal titers of 4.1 were observed compared to 2 for
ofloxacin alone at 6 h. Against S. pneumoniae reciprocal titers at 6 h were 2
and 13.6 for ciprofloxacin alone and ciprofloxacin-clindamycin, respectively. For
ofloxacin and ofloxacin-clindamycin, reciprocal titers of 2 and 13.5 were noted
at 6 h. Less activity was observed when oral clindamycin (300 mg) was given
in combination with oral enoxacin (400 mg) and fleroxacin (400 mg) than either
quinolone alone at 8 h against S. aureus.

The serum bactericidal activity of an oral combination of ciprofloxacin (750
mg every 12 h � 3 doses) and clindamycin (300 mg every 6 h � 5 doses) was
studied by Weinstein et al. [74] in healthy elderly volunteers. Unlike the results
reported by Boeckh et al. [73], the bactericidal activity of ciprofloxacin against
S. aureus was antagonized by clindamycin when clindamycin-susceptible strains
were tested. However, the reported MBCs for clindamycin against the three test
S. aureus strains were either 4.0 or 8.0 mg/L. This antagonistic effect was not
observed for the combination against S. pyogenes and S. pneumoniae in this
study.

2.4.3 Postantibiotic Effect

Several investigators have studied the postantibiotic effect (PAE) for clindamycin
against S. aureus [75,76]. Xue et al. [76] reported that the duration of the PAE
for clindamycin is dependent on both concentration and duration of exposure to
clindamycin, with longer PAEs observed at higher concentrations. In this study,
which used 21 clinical osteomyelitis isolates of S. aureus, observed PAEs ranged
from 0.4 to 3.9 h. Reported PAE values were not influenced by multiple dosing.
When considering clinically achievable concentrations and estimated PAE values
of 2.4 h, these investigators concluded that oral clindamycin could be adminis-
tered at 300 mg every 8 h for the treatment of S. aureus, whereas recommended
intravenous dosing is 300 mg every 6 h.

2.5 Summary—Clindamycin

Similar to that observed for β-lactams, macrolides, vancomycin, and others, only
recently have the time-dependent pharmacodynamics of clindamycin been dis-
covered. Studies demonstrating serum bactericidal activity against susceptible
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bacteria for either the majority or the entire dosing interval has been demonstrated
with lower doses than are currently recommended. The application of the pharma-
codynamics of clindamycin needs to be more fully evaluated in actual clinical
situations.

3 STREPTOGRAMIN

The streptogramin class of antibiotics are new introductions into the United
States; however, they have been available in Europe for many years for mild to
moderate staphylococcal infections. Recent modifications to the structure allow
for formulation of water-soluble forms of the compounds and subsequent use
in intravenous solutions [77]. These efforts have led to the combination drug
quinupristin-dalfopristin (RP 59500, Synercid) and its evaluation for treatment
of severe, antibiotic-resistant infections.

3.1 Chemistry and Mechanism of Action of Streptogramin

Streptomyces pristinaespiralis produces two clinically unrelated antibiotics
(streptogramin A and B), which in combination exert their antibacterial action.
The streptogramin A antibiotics are polyunsaturated cyclic macrolactones and
include pristinamycin IIA, virginiamycin M, and dalfopristin. Streptogramin B
antibiotics are cyclic depsipeptides and include pristinamycin IA, quinupristin,
and virginiamycin S [78]. Quinupristin was produced by modifying pristinamycin
IA to quinuclindinylthiomethyl pristinamycin IA. Dalfopristin is diethylamino-
ethyl-sulfonyl-pristinamycin IIA [79]. A mixture of quinupristin, a streptogramin
B, and dalfopristin, a streptogramin A, in a 30:70 ratio is capable of synergisti-
cally inhibiting protein synthesis. Streptogramin A binds to the 50S and 70S
subunits of the ribosome when they are not actively synthesizing protein. It has
been suggested that they block the elongation phase of bacterial protein synthesis.
Conversely, streptogramin B can bind to active ribosomes at the 50S subunit.
The synergistic activity of the streptogramins is achieved through a conforma-
tional change in the 50S subunit after binding a type A streptogramin, which
leads to a strengthening of the binding of the type B streptogramin. Ultimately,
the streptogramin combination inhibits early- and late-stage protein synthesis
[80].

3.2 Antimicrobial Activity of Streptogramin

3.2.1 Gram-Positive Bacteria

The quinupristin-dalfopristin combination inhibits growth of most gram-positive
bacteria. It has useful activity against Staphylococcus aureus, Staphylococcus
epidermidis, Streptococcus pneumoniae, Streptococcus agalactiae, Streptococcus
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pyogenes, viridans streptococci, and Enterococcus faecium. Enterococcus fae-
calis is resistant to the streptogramins [81].

3.2.1 Gram-Negative Bacteria

Quinupristin-dalfopristin has acceptable activity for many respiratory pathogens.
Most Moraxella spp., Legionella spp., Mycoplasma spp., and Neisseria spp. have
an MIC90 of �4.0 mg/L. Against Haemophilus influenzae, it has less activity
with MIC90 values of 4.0–8.0 mg/L [79,81]. Quinupristin-dalfopristin has no
activity against Enterobacteriaceae or Pseudomonas aeruginosa [81].

3.22 Other Bacteria

Quinupristin-dalfopristin maintains useful activity against both Bacteroides frag-
ilis, (MIC90 4.0 mg/L) and other Bacteroides species (MIC90 4–8 mg/L) [82,83].

3.3 Pharmacokinetic Properties of Streptogramin

The pharmacokinetics of quinupristin-dalfopristin are reported in a very small
number of studies. Further data is needed for complete dosing recommendations,
especially in patients.

3.3.1 Absorption

Quinupristin-dalfopristin is available only as an injectable product, although oral
derivatives are being developed.

Etienne et al. [84] studied the pharmacokinetics in doses ranging from 1.4
to 29.4 mg/kg administered as a 1 h intravenous infusion. Maximum concentra-
tions at the end of the infusion rose linearly from 0.95 to 24.2 mg/L for the
doses studied. As would be expected, the area under the time–concentration curve
(AUC) also increased linearly from 15.9 to 37.7 mg⋅h/L for the 12.6 and 29.4
mg/kg doses. Antibacterial activity was present for up to 6 h after the doses
µg⋅h/ml or mg⋅h/L is the most frequently used units for AUC despite plasma
concentrations below the typical MIC for staphylococci and streptococci, prob-
ably indicating the importance of active metabolites [84].

A more extensive study by Bergeron and Montay [85] used single doses
of 5, 10, and 15 mg/kg given intravenously over 1 h to 18 healthy volunteers.
At the 3 doses, quinupristin Cmax increased linearly (from 1.2 to 2.3 to 3.6 mg/
L), and dalfopristin Cmax values were 4.6, 6.4, and 8.5 mg/L. The dalfopristin
metabolite RP 12536 appeared rapidly and increased disproportionally from 0.9
to 2.5 to 3.8 mg/L. However, a combined AUC0–∞ for both dalfopristin and its
metabolite did increase linearly. Quinupristin AUC values increased from 1.4 to
3.0 to 4.7 mg⋅h/L [85].

3.3.2 Distribution

In the Etienne et al. study, the mean T1/2 for quinupristin/dalfopristin ranged from
1.27 to 1.53 h. The RP 12536 metabolite of dalfopristin had a T1/2 of 0.75–0.84 h
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[84]. Bergeron and Montay [85] reported that following biphasic plasma elimina-
tion, the elimination T1/2 values for quinupristin and dalfopristin were 0.93–0.96
h and 0.39–0.91 h, respectively. Variability was higher for dalfopristin, and
T1/2 increased with increasing doses.

Quinupristin and dalfopristin are highly protein bound in animal infection
models. Quinupristin in plasma was bound approximately 80% in rats and 90%
in monkeys. Dalfopristin binding appears to increase over time from 45% to
90% or greater in rats and monkeys [85]. Protein binding ranges from 23% to
32% for quinupristin and from 50% to 56% for dalfopristin in humans [86].
Volume of distribution (Vd) and Vd at steady state (Vdss) were 1.37–1.44 L/kg
and 0.79–0.83 L/lg, respectively, for quinupristin and were unaffected by dose.
Dalfopristin Vd and Vdss rose with each dose. For the 5, 10, and 15 mg/kg doses
Vd was 0.54, 0.88, and 1.8 L/kg, while Vdss was 0.33, 0.43, and 0.70 L/kg, respec-
tively [85].

Radiolabeled quinupristin and dalfopristin were injected into rats and mon-
keys and radioactivity was assessed for distribution. Either drug was rapidly and
extensively distributed to tissues in both species. High concentrations were seen
in the gall bladder and in bile, indicating biliary excretion. Both components
reached high concentrations in gastrointestinal tissues, kidneys, and liver. The
brain and spinal cord had very low concentrations of quinupristin or dalfopristin
[85].

Bernard measured blister fluid penetration after a single 12 mg/kg IV dose
in six healthy male volunteers. Although a microbiological assay method was
employed that is incapable of differentiating between the two components or
metabolites, the mean percent tissue penetration was 82.4%, indicating good tis-
sue penetration. Six hours after the end of the infusion, the combination was
detectable at a concentration of 0.92 mg/L, which should be sufficient for bacte-
rial activity [87].

3.3.3 Metabolism

Bergeron and Montay [85] reported that clearance rates were high and approxi-
mated hepatic blood flow, 1.1 L/(h⋅kg) and 1.0 to 1.2 L/(h⋅kg) for quinupristin
anddalfopristin, respectively. Bernard et al. [87] found similar values after a sin-
gle 12 mg/kg IV infusion, reported as 74 L/h for quinupristin-dalfopristin.

A single intravenous infusion of 430 mg for over 1 h was administered to
six healthy male volunteers. The radioactivity of quinupristin and dalfopristin
was measured to determine their metabolic fate. The two drugs are both metabo-
lized to active metabolites in humans. Quinupristin’s cysteine derivative (RP
100391) accounts for 38% and 7.5% of total radioactivity in urine and feces,
respectively. No unchanged dalfopristin was recovered in either urine or feces.
In urine, dalfopristin was recovered as pristinamycin IIA (RP 12536), 70%, and
cysteine derivatives, 30% [85,88].
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3.3.4 Excretion

After IV administration, both quinupristin and dalfopristin are excreted primarily
in the feces. Fecal excretion as measured by radioactivity of quinupristin and
dalfopristin accounted for 74.7% and 77.5%, respectively. The remainder of quin-
upristin and dalfopristin was recovered in urine, 15% and 18.7%, respectively.
Thirty-five percent of quinupristin in urine was recovered unchanged, with a cor-
responding value of 15% in feces [88].

Renal Dysfunction. The pharmacokinetics of quinupristin and dalfopristin
are not altered by the presence of continuous ambulatory peritoneal dialysis. The
concentrations of quinupristin and dalfopristin in dialysis effluent were very low
and below the MIC of most pathogens [86]. Patients with severe renal failure
may have impaired clearance of quinupristin metabolites, and Cmax and AUC
values for dalfopristin were elevated 30% over those in healthy volunteers [86].

3.4 Pharmacodynamic Properties of Streptogramin

3.4.1 Bactericidal Effect

The MBC for streptogramin can be up to 5 dilutions higher than the MIC for E.
faecium and 3–6 dilutions higher against S. aureus. Against streptococci, the
MIC and MBC were within one dilution for each other [89].

Quinupristin-dalfopristin has been evaluated in several studies using time-
kill studies. It exerts a time-dependent, bacteriostatic, and what is sometimes
referred to as slow bactericidal activity against E. faecium and S. aureus [89,90].
However, in several studies, quinupristin-dalfopristin has a good bactericidal ef-
fect on certain strains of both organisms [91,92]. Further studies with many
strains of E. faecium have shown that quinupristin-dalfopristin at a concentration
of 6.0 mg/L can have a concentration-dependent bactericidal effect for isolates
with MBCs of 4.0 mg/L; however, most strains appear to possess higher MBCs
[91]. The quinupristin-dalfopristin concentration/MBC ratio and quinupristin
MICs were significantly correlated with the bactericidal rate [91]. Other investi-
gators have found that bactericidal activity is more likely to be demonstrated for
enterococci in the log growth phase and those with at least intermediate suscepti-
bility to erythromycin [93]. Against S. aureus, quinupristin-dalfopristin also dem-
onstrates a variable bactericidal rate, presumably as a result of differences in
MBCs. Against methicillin-susceptible S. aureus (MSSA) and methicillin-resis-
tant S. aureus (MRSA), quionupristin-dalfopristin decreased the inoculum 1–2
log10 over 24 h compared to 3–4 log10 for oxacillin, vancomycin, or gentamicin
[89]. In other experiments, quinupristin-dalfopristin has shown the ability to re-
duce the inoculum by 2–3 log10 in only 6–12 h [92]. The presence of a constitu-
tively erythromycin-resistant phenotype is predictive of bacteriostatic activity
[94].
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Quinupristin-dalfopristin in early studies showed a consistent rapid bacteri-
cidal activity against penicillin-susceptible S. pneumoniae. The inoculum was
decreased by 2–3 log10 in only 10 min. This bactericidal rate was faster than that
of all comparators, including penicillin G, erythromycin, ciprofloxacin, sparflox-
acin, and vancomycin. However, three out of ten strains only a bacteriostatic
effect was seen [95]. Later studies with larger numbers of S. pneumoniae isolates
demonstrated its rapid bactericidal effect against all S. pneumoniae regardless of
penicillin or erythromycin susceptibility at 2 times the MIC [96,97]. Against
viridans streptococci, quinupristin-dalfopristin exerts a bactericidal effect over
12–24 h. The bactericidal rate against viridans streptococci is less when the iso-
lates are erythromycin-resistant through loss of quinupristin activity [98].

3.4.2 Postantibiotic Effect

The influence of postantibiotic effect (PAE) on antibiotic dosing is controversial.
With quinupristin/dalfopristin possessing short half-lives, long PAEs may influ-
ence the dosing schedule.

The PAE against E. faecium in in vitro experiments has produced variable
results. Against E. faecium, the PAE after a 1 h exposure to 0.25 times the MIC
was 8.5 and 2.6 h for vancomycin-susceptible and -resistant strains, respectively
[99]. However, others have found the PAE 4 times the MIC to be as short as
0.2–3.0 h for vancomycin-resistant strains and inversely related to the MBC and
quinupristin MIC [91]. The presence of multiple and unmeasured antibiotic resis-
tance may affect the results of PAE determinations for enterococci.

Staphylococci are also reported to possess a long concentration-dependent
PAE after exposure to quinupristin/dalfopristin. The in vitro PAE at 10 times
the MIC was 4.6–7.0 h for MSSA and MRSA, either erythromycin-susceptible
or inducibly resistant. For MRSA containing the constitutively erythromycin-
resistant phenotype, the PAE was reduced to 2.4 h [29]. Other investigators have
also found a longer PAE in MSSA compared to MRSA at 4 times the MIC, 	7
h versus 5 h, respectively [100].

Pneumococci show concentration-dependent PAEs to quinupristin-dalfo-
pristin. The rapid bactericidal rate complicates the determination of PAE; how-
ever, at 0.5 times the MIC the PAE ranges from 1.7 to 4.1 h [99].

In the mouse thigh infection model, the PAEs against S. aureus and S.
pneumoniae were 10 and 9.1 h, respectively [101].

3.4.3 Experimental Infection Models

Few studies have been published with quinupristin-dalfopristin, and limited infor-
mation is available from in vitro or in vivo models. These models are also limited
through the use of only a few bacterial strains in primarily endocarditis and may
not be completely predictive of results in humans for other types of infections.
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In Vitro Models. Quinupristin/dalfopristin was evaluated in an in vitro
infection model of simulated endocardial vegetations. The drug was dosed to
simulate a human dose of 7.5 mg/kg every 8 h for 96 h, low-dose continuous
infusion (Css � 1.5 mg/L), and high-dose continuous infusion (Css � 9.2 mg/L).
Two vancomycin-resistant and constitutively erythromycin-resistant E. faecium
strains were used, and one of the isolates possessed an elevated MBC. Against
the isolate with a low MBC, all regimens were bacteriostatic with the exception
of the high-dose continuous infusion regimen, which achieved bactericidal activ-
ity after 90 h. The addition of doxycycline to the every 8 h regimen resulted in
increased killing, although it did not reach a value indicating synergy. The isolate
with an elevated MBC was unaffected by quinupristin/dalfopristin as an every
8 h regimen or low-dose continuous infusion. Doxycycline possessed the greatest
activity alone, and no increased killing was observed when it was administered
with quinupristin-dalfopristin. The use of a high-dose continuous infusion regi-
men or the addition of doxycycline reduced or eliminated the appearance of resis-
tant isolates during the model [102].

Quinupristin-dalfopristin activity against S. aureus in a fibrin clot model
was compared to vancomycin over 72 h. A 7.5 mg/kg every 8 h dose was simu-
lated. Quinupristin-dalfopristin was more active than vancomycin; however, nei-
ther reached bactericidal activity. This was despite both the MSSA and MRSA
isolate possessing MBCs close to the MIC. The combination of quinupristin-
dalfopristin and vancomycin led to greater decreases in log10 counts (not syner-
gistic) and prevented the emergence of quinupristin-dalfopristin resistance [103].

This same model further evaluated quinupristin-dalfopristin in simulated
doses of 7.5 mg/kg given every 6, 8, and 12 h and by continuous infusion (6.0
mg/L) against S. aureus. One strain was an MRSA with constitutive erythromy-
cin resistance, and the other was an MSSA and erythromycin-susceptible. All
regimens were bactericidal against the MSSA strain, but no regimens reached
this level of activity against the MRSA isolate. The AUC0-24 was significantly
correlated with activity against the MRSA strain [104].

In Vivo Models. Two inducibly erythromycin-resistant and one sensitive
E. faecium strain were studied in a rabbit endocarditis model for 4 days. Quinu-
pristin-dalfopristin was given in a dose of 30 mg/kg IM evert 8 h and compared to
thrice daily regimens of amoxicillin or gentamicin or combinations. Quinupristin-
dalfopristin when given alone had equivalent activity to amoxicillin against the
erythromycin-susceptible strain. For the erythromycin-resistant strains, quinu-
pristin-dalfopristin was not effective. Additional experiments against one of the
erythromycin-resistant strains showed that combinations of quinupristin-dalfo-
pristin with gentamicin or amoxicillin were more active than either of the drugs
alone. No information was presented on pharmacodynamic parameters [105].

Quinupristin-dalfopristin has been studied in a rabbit infected fibrin clot
model against two strains each of S. aureus and S. epidermidis. A rapid bacteri-
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cidal rate was observed after the single dose of 50 mg/kg for S. aureus; however,
only bacteriostatic activity was seen against S. epidermidis. The elevated MBCs
for S. epidermidis at the inoculum tested may explain the disparate results. Also,
the Cmax obtained with this dose is considerably higher than that observed in
humans and may not be predictive of human experience [106].

An early rabbit endocarditis model administered quinupristin-dalfopristin
in a dose of 20 mg/kg intramuscularly (IM) every 6 h versus vancomycin 25 mg/
kg IV every 12 h for 4 days. Three susceptible S. aureus strains with increasing
quinupristin-dalfopristin MICs (0.5–2.0 mg/L) and MBCs (4.0–8.0 mg/L) were
used. The peak serum concentration of quinupristin-dalfopristin measured by bio-
assay was 1.9 mg/L with a T1/2 of 1.3 h. Vancomycin was effective against all
strains, whereas quinupristin-dalfopristin was effective against the strains with
MICs of 0.5 and 1.0 mg/L although less effective at sterilizing vegetations at an
MIC of 1.0 mg/L. It failed against the strain with an MIC of 2.0 mg/L. Higher
doses of 40 mg/kg in this model resulted in animal toxicity and death [107].
Given the pharmacokinetic data, these regimens would be expected to produce
a time above the MIC during the dosing interval (T � MIC) of approximately
57%, 36%, and 0% for S. aureus with MICs of 0.5, 1.0, and 2.0 mg/L, respec-
tively. Therefore, it appeared that quinupristin-dalfopristin required a T � MIC
of approximately 50% for equivalent bactericidal activity.

Quinupristin-dalfopristin was compared to vancomycin in another S.
aureus rabbit endocarditis model. The isolate had an MIC and MBC of 0.5 mg/
L to quinupristin-dalfopristin. Vancomycin and quinupristin-dalfopristin were
dosed at 30 mg/kg IM every 12 h for 4 days. Quinupristin-dalfopristin was as
effective as vancomycin, and no resistant isolates were recovered from vegeta-
tions. The T � MIC for quinupristin-dalfopristin was 33%. Concentrations were
also measured in the vegetations, and at 1 h after a single injection the ratio of
vegetation to serum concentration was 4.1. These data along with a prolonged
PAE may explain the efficacy of quinupristin-dalfopristin [108]. However, this
S. aureus strain may not be representative of most clinical isolates due to its
equivalent MIC and MBC.

A S. aureus rat endocarditis model demonstrated that quinupristin-dalfo-
pristin in a regimen simulating a human dose of 7 mg/kg every 12 h was as
effective as vancomycin only against S. aureus strains that were erythromycin-
susceptible. For constitutively erythromycin-resistant strains that had quinupristin
MICs of �64 mg/L, the shorter dalfopristin T1/2 in rats did not allow for the T
� MIC (�20%) to be sufficient for efficacy. A regimen that prolonged the dalfo-
pristin concentration did allow the regimen to be effective for these macrolide-
resistant strains. The authors recommended that efficacy would be improved
through use of an every 8 h regimen or continuous infusion [24]. Similar findings
were found in a rabbit endocarditis model evaluating the efficacy of quinupristin-
dalfopristin against S. aureus with variable erythromycin susceptibilities. Quinu-
pristin-dalfopristin doses were 30 mg/kg IM every 8 or 12 h and 10 mg/kg IV
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every 12 h. These regimens were as effective as vancomycin against erythromy-
cin-susceptible or inducibly resistant strains regardless of oxacillin susceptibility.
Quinupristin-dalfopristin was less active in all doses against the two strains with
constitutively erythromycin-resistant phenotypes. The AUC for quinupristin-dal-
fopristin in plasma divided by the quinupristin MIC was most predictive of activ-
ity. The determination of quinupristin MICs may be necessary prior to beginning
therapy with quinupristin-dalfopristin for endocarditis [77].

A mouse S. aureus septicemia model compared quinupristin-dalfopristin
to vancomycin. Only one S. aureus strain was used, and no MBC or other drug
resistant data were reported. Quinupristin-dalfopristin regimens of a single dose
of 120 mg/kg, 60 mg/kg every 12 h, 40 mg/kg every 8 h, and 30 mg/kg every
6 h were administered for 24 h. Quinupristin-dalfopristin in all doses demon-
strated a faster bactericidal rate than vancomycin, with some dose-dependent bac-
tericidal activity being noted. No data were presented on which parameter was
more closely associated with activity, because all AUCs were similar [109].

In a mouse thigh infection model, the influence of dosing interval on the
activity of quinupristin-dalfopristin was evaluated against S. aureus and S. pneu-
moniae. The dose ranged from 12.5 to 800 mg/kg and administered in one, two,
or four doses over 24 h. A sigmoidal dose–response model indicated that the
AUC was best correlated with efficacy [101].

3.4.4 Synergy

The importance of synergistic combinations is well documented for certain en-
terococcal and staphylococcal infections. Given quinupristin-dalfopristin’s slow
bactericidal activity against many of these strains, synergy testing has been evalu-
ated.

As already mentioned, quinupristin and dalfopristin are synergistic when
used in combination. The IV product contains a quinupristin-dalfopristin ratio
of 30:70. The more variable T1/2 of dalfopristin and information on decreased
penetration of dalfopristin into cardiac vegetations underlies the importance of
investigating the effect of different ratios on activity [104]. Studies of in vitro
and in vivo activity show that the combination remains synergistic and effective
in a range from 16:84 to 84:16, which should accommodate most clinical situa-
tions [110].

Quinupristin-dalfopristin has no effect on the MIC of ciprofloxacin, genta-
micin, or cefotaxime against E. coli, K. pneumoniae, C. freundii, E. cloacae, S.
marcescens, or P. aeruginosa. Quinupristin-dalfopristin increased the MIC for
ciprofloxacin against B. fragilis in nine out of 20 strains but had no effect on
other Bacteroides species or S. aureus [82]. The quinupristin-dalfopristin MIC
for vancomycin-resistant E. faecium was decreased when the combination com-
bined with ciprofloxacin, teicoplanin, and tetracycline [100].

Using time-kill methods, quinupristin-dalfopristin was not found to have
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synergy against E. faecium when combined with clinafloxacin, LY333328, or
eperozolid. These isolates had quinupristin-dalfopristin MBCs of 	8.0 mg/L
[111]. No synergy was seen defined by an FIC index of 0.5 when quinupristin-
dalfopristin was combined with vancomycin; however, time-kill studies indicated
synergy against S. aureus at higher inocula (5 � 107 CFU/mL) [103]. An induci-
bly erythromycin-reistant, gentamicin-resistant, amoxicillin-sensitive E. faecium
strain was exposed to quinupristin-dalfopristin with and without gentamicin or
amoxicillin, but the combinations did not demonstrate faster killing rates [105].

3.5 Summary—Streptogramins

Quinupristin-dalfopristin has been shown effective against E. faecium, S. aureus,
and S. pneumoniae. The pharmacodynamic parameter most associated with effi-
cacy in animal models is the AUC. The presence of erythromycin resistance has
a dramatic effect on the activity of the combination drug quinupristin-dalfopristin.
This phenotype will lead to elevated quinupristin MICs and may need to be deter-
mined prior to beginning therapy. Further data are needed from patients to deter-
mine the most appropriate dosing requirements that maximize its bactericidal
effect.
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77. B Fantin, R Lequercq, Y Merlé, L Saint-Julien, C Veyrat, J Duval, C Carbon.
Critical influence of resistance to streptogramin B-type antibiotics on activity of
RP 59500 (quinupristin-dalfopristin) in experimental endocarditis due to Staphylo-
coccus aureus. Antimicrob Agents Chemother 1995; 39:400–405.

78. R Rende-Fournier, R Leclercq, M Galimand, J Duval, P Courvalin. Identification
of the satA gene encoding a streptogramin A acetyltransferase in Enterococcus
faecium BM4145. Antimicrob Agents Chemother 1993;37:2119–2125.

79. JM Andrews, R Wise. The in-vitro activity of a new semi-synthetic streptogramin
compound, RP 59500, against staphylococci and respiratory patohgens. J Antimi-
crob Chemother 1994;33:849–853.

80. C Cocito, M Di Giambattista, E Nyssen, P Vannuffel. Inhibition of protein synthesis
by streptogramins and related antibiotics. J Antimicrob Chemother 1997;39(suppl
A):7–13.

81. DH Bouanchaud. In-vitro and in-vivo antibacterial activity of quinupristin/dalfo-
pristin. J Antimicrob Chemother 1997;39(suppl A):15–21.

82. HC Neu, NX Chin, JW Gu. The in-vitro activity of new streptogramins, RP 59500,
RP 57669 and RP 54476, alone and in combination. J Antimicrob Chemother 1992;
30(suppl A):83–94.

83. PC Appelbaum, SK Spangler, MR Jacobs. Susceptibility of 539 gram-positive and
gram-negative anaerobes to new agents, including RP59500, biapenem, trospecto-
mycin and piperacillin/tazobactam. J Antimicrob Chemother 1993;32:223–231.

84. SD Etienne, G Montay, A Le Liboux, A Frydman, JJ Garaud. A phase I, double-
blind, placebo-controlled study of the tolerance and pharmacokinetic behaviour of
RP 59500. J Antimicrob Chemother 1992;30(suppl A):123–131.

85. M Bergeron, G Montay. The pharmacokinetics of quinupristin/dalfopristin in labo-
ratory animals and in humans. J Antimicrob Chemother 1997;39(suppl A):129–
138.

86. CA Johnson, CA Taulor, SW Zimmerman, WE Bridson, P Chevlaier, O Pasquier,
RI Baybutt. Pharmacokinetics of quinupristin-dalfopristin in continuous ambula-
tory peritoneal dialysis patients. Antimicrob Agents Chemother 1999, 43:152–
156.

87. E Bernard, M Bensoussan, F Bensoussan, S Etienne, I Cazenave, E Carsenti-Etesse,
Y Le Roux, G Montay, P Dellamonica. Pharmacokinetics and suction blister fluid
penetration of a semisynthetic injectable streptogramin RP 59500 (RP 57669/RP
54476). Eur J Clin Microbiol Infect Dis 1994;13:768–771.



Metronidazole, Clindamycin, and Streptogramin 245

88. C Gaillard, J Van Cantfort, G Montay, D Piffard, A Le Liboux, S Etienne, A
Scheen, A Frydman. Disposition of the radiolabelled streptogramin RP 59500 in
healthy male volunteers. In: Programs and Abstracts of the 32nd Interscience Con-
ference on Antimicrobial Agents and Chemotherapy, Anaheim, 1992, Abstract
1317. Am Soc Microbiol, Washington, DC.

89. RJ Fass. In vitro activity of RP 59500, a semisynthetic injectable pristinamycin,
against staphylococci, streptococci, and enterococci. Antimicrob Agents Chemo-
ther 1991;35:553–559.

90. RL Hill, CT Smith, M Seyed-Akhavani, MW Casewell. Bactericidal and inhibitory
activity of quinupristin/dalfopristin against vancomycin- and gentamicin-resistant
Enterococcus faecium. J Antimicrob Chemother 1997;39(suppl A):23–28.

91. JR Aeschlimann, MJ Rybak. Pharmacodynamic analysis of the activity of quinu-
pristin-dalfopristin against voncomycin-resistant Enterococcus faecium with dif-
fering MBCs via time-kill-curve and postantibiotic effect method. Antimicrob
Agents Chemother 1998;42:2188–2192.

92. DE Low, HL Nadler. A review of in-vitro antibacterial activity of quinupristin/
dalfopristin against methicillin-susceptible and -resistant Staphylococcus aureus. J
Antimicrob Chemother 1997;39(suppl A):53–58.

93. F Caron, HS Gold, CB Wennersten, MG Farris, RC Moellering Jr, GM Eliopoulos.
Influence of erythromycin resistance, inoculum growth phase, and incubation time
on assessment of the bactericidal activity of RP 59500 (quinupristin-dalfopristin)
against vancomycin-resistant Enterococcus faecium. Antimicrob Agents Chemo-
ther 1997;41:2749–2753.

94. JM Entenza, H Drugeon, MP Glauser, P Moreillon. Treatment of experimental en-
docarditis due to erythromycin-susceptible or -resistant methicillin-resistant Staph-
ylococcus aureus with RP 59500. Antimicrob Agents Chemother 1995;39:1419–
1424.

95. GA Pankuch, MR Jacobs, PC Applebaum. Study of comparative antipneumococcal
activities of penicillin G, RP 59500, erythromycin, sparfloxacin, ciprofloxacin, and
vancomycin by using time-kill methodology. Antimicrob Agents Chemother 1994;
38:2065–2072.

96. GA Pankuch, MR Jacobs, PC Applebaum. MIC and time-kill study of antipneumo-
coccal activities of RPR 106972 (a new oral streptogramin), RP 59500 (quinupris-
tin-dalfopristin), pyostacine (RP 7293), penicillin G, cefotaxime, erythromycin, and
clarithromycin against 10 penicillin-susceptible and -resistant pneumococci. Anti-
microb Agents Chemother 1996;40:2071–2074.

97. GA Pankuch, C Lichtenberger, MR Jacobs, PC Appelbaum. Antipneumococcal ac-
tivities of RP 59500 (quinupristin-dalfopristin), penicillin G, erythromycin, and
sparfloxacin determined by MIC and rapid time-kill methodologies. Antimicrob
Agents Chemother 1996;40:1653–1656.

98. F L’Heriteau, JM Entenza, F Lacassin, C Leport, MP Glauser, P Moreillon. RP
59500 prophylaxis of experimental endocarditis due to erythromycin-susceptible
and -resistant isogenic pairs of viridans group streptococci. Antimicrob Agents
Chemother 1995;39:1425–1429.

99. GA Pankuch, MR Jacobs, PC Appelbaum. Postantibiotic effect and postantibiotic
sub-MIC effect of quinupristin-dalfopristin against gram-positive and -negative or-
ganisms. Antimicrob Agents Chemother 1998;42:3028–3031.



246 Lamp et al.

100. A Nougayrede, N Berthaud, DH Bouanchaud. Post-antibiotic effects of RP 59500
with Staphylococcus aureus. J Antimicrob Chemother 1992;30(suppl A):101–106.

101. W Craig, S Ebert. Pharmacodynamic activities of RP 50500 in an animal infection
model. In: Programs and Abstracts of the 33rd Interscience Conference on Antimi-
crobial Agents and Chemotherapy, New Orleans, 1993, Abstract 470. Am Soc Mi-
crobiol Washington, DC.

102. JR Aeschlimann, MJ Zervos, MJ Rybak. Treatment of vancomycin-resistant En-
terococcus faecium with RP 59500 (quinupristin-dalfopristin) administered by in-
termittent or continuous infusion, alone or in combination with doxycycline, in an
in vitro pharmacodynamic infection model with simulated endocardial vegetations.
Antimicrob Agents Chemother 1998;42:2710–2717.

103. SL Kang, MJ Rybak. Pharmacodynamics of RP 59500 alone and in combination
with vancomycin against Staphylococcus aureus in an in vitro-infected fibrin clot
model. Antimicrob Agents Chemother 1995;39:1505–1511.

104. MJ Rybak, Houlihan, RC Mercier, GW Kaatz. Pharmacodynamics of RP 59500
(quinupristin-dalfopristin) administered by intermittent versus continuous infusion
against Staphylococcus aureus-infected fibrin-platelet clots in an in vitro infection
model. Antimicrob Agents Chemother 1997;41:1359–1363.

105. B Fantin, R Leclercq, L Garry, C Carbon. Influence of inducible cross-resistance
to macrolides, lincosamides, and streptogramin B-type antibiotics in Enterococcus
faecium on activity of quinupristin-dalfopristin in vitro and in rabbits with experi-
mental endocarditis. Antimicrob Agents Chemother 1997;41:931- 935.

106. A Turcotte, MG Bergeron. Pharmacodynamic interaction between RP 59500 and
gram-positive bacteria infecting fibrin clots. Antimicrob Agents Chemother 1992;
36:2211–2215.

107. HF Chambers. Studies of RP 59500 in vitro and in a rabbit model of aortic valve
endocarditis caused by methicillin-resistant Staphylococcus aureus. J Antimicrob
Chemother 1992;30(supp A):117–122.

108. B Fantin, R Leclercq, M Ottaviani, JM Vallois, B Maziere, J Duval, JJ Pocidalo,
C Carbon. In vivo activities and penetration of the two components of the strepto-
gramin RP 59500 in cardiac vegetations of experimental endocarditis. Antimicrob
Agents Chemother 1994;38:432–437.

109. N Berthaud, G Montay, BJ Conard, JF Desnottes. Bactericidal activity and kinetics
of RP 59500 in a mouse model of Staphylococcus aureus septicaemia. J Antimicrob
Chemother 1995;36:365–373.

110. DH Bouanchaud. In-vitro and in-vivo synergic activity and fractional inhibitory
concentration (FIC) of the components of a semisynthetic streptogramin, RP 59500.
J Antimicrob Chemother 1992;30(suppl A):95–99.

111. RC Mercier, SR Penzak, MJ Rybak. In vitro activities of an investigational quino-
lone, glycylcycline, glycopeptide, streptogramin, and oxazolidinone tested alone
and in combinations against vancomycin-resistant Enterococcus faecium. Antimi-
crob Agents Chemother 1997;41:2573–2575.



11

Tetracycline Pharmacodynamics

Burke A. Cunha

Winthrop-University Hospital, Mineola, and the
State University of New York School of Medicine, Stony Brook, New York

Holly M. Mattoes

DesignWrite Incorporated, Princeton, New Jersey

1 INTRODUCTION

The first tetracycline to be discovered, chlortetracycline, was isolated from
Streptomyces aureufaciens in 1944. Since 1944, several tetracycline analogs have
been developed including oxytetracycline, which was introduced in 1950, tetracy-
cline hydrochloride (1953), and demethylchlortetracycline (demeclocycline). In
the late 1950s it was discovered that the 6-hydroxyl group could be removed
from the basic tetracycline group, which resulted in 6-deoxytetracyclines, with
significantly different microbiological and pharmacokinetic properties. In the
1960s, the long-acting tetracyclines were introduced. Doxycycline was isolated
in 1962, and minocycline was introduced in 1967. Although all tetracyclines
inhibit bacterial protein synthesis, there are significant differences in inherent
antibacterial activity between short-acting tetracyclines, e.g., tetracycline, and
long-acting second generation tetracyclines, e.g., doxycycline and minocycline
[1–3]. The ‘‘second generation’’ tetracyclines have better activity, excellent phar-
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macokinetics, better intestinal absorption, better tissue penetration, and decreased
toxicity [4].

Recently, the glycylcyclines, minocycline derivatives, have demonstrated
potent activity against a wide range of pathogens including vancomycin-resistant
enterococcus (VRE) [5]. The glycylcyclines have enhanced activity against aero-
bic and anaerobic bacteria that are typically resistant to tetracycline antimicrobi-
als [6]. This enhanced activity is due to the agents’ ability to overcome both of
the major resistant mechanisms, ribosomal protection and active efflux, which
result in tetracycline resistance. As a result, the glycylcycline spectrum of activity
includes penicillin-resistant Streptococcus pneumoniae, VRE, and anaerobes like
doxycycline [1–3,5].

2 PHARMACOKINETICS OF TETRACYCLINES

2.1 Tetracycline

The tetracycline class of antibiotics are variably absorbed, and their pharmacoki-
netic properties are often due to the differing relative lipid solubilities and protein-
binding capacities. Tetracycline has a shorter serum half-life (6 h) than that of
the second-generation antimicrobials, doxycycline (22 h) and minocycline (11–
33 h). As a result, the short half-life of tetracycline means it needs to be given as
four divided doses daily. In patients with renal failure the half-life of tetracycline
dramatically increases, and in patients with severe renal failure the half-life can
be prolonged to 57–120 h. Doxycycline does not accumulate in renal failure, and
the dose of doxycycline remains unchanged even in dialysis patients with renal
failure. Among the class of tetracyclines, protein binding is the lowest with tetra-
cycline, demonstrated to be 20–65% depending on the method of analysis [3].
Unlike doxcycline, the absorption of tetracycline is significantly affected by food
and milk, decreasing by up to 50%. Additionally, tetracycline is chelated by ca-
tions and therefore should not be used concurrently with antacids.

Pharmacokinetic studies of tetracycline found that serum concentrations
after a single 500 mg oral dose peaked at 3–4.3 µg/mL after 2–4 h, whereas in
patients with normal renal function at steady state the same dose achieved a peak
concentration of 2–5 µg/mL. A 250 mg oral dose had an average peak serum
concentration of 2.4 µg at 3 h, and this dropped to 1 µg/mL at 12 h. An in vitro
model determined that at therapeutic doses the tissue distribution in the lung
achieved concentrations of 0.2–2 µg/mL. Tissue penetration into the lungs ap-
pears to be the same whether the lungs are healthy or diseased [7]. Tetracycline
has the ability to penetrate into reticuloendothelial cells, which allows for its use
against infections by intracellular pathogens such as Rickettsia, Chlamydia, and
Legionella [8]. Gram-positive resistance to tetracycline has dramatically limited



Tetracycline Pharmacodynamics 249

its use to treat common infections, however, doxycycline and minocycline have
no resistance after decades of extensive use [2,10].

2.2 Minocycline

Minocycline and doxycycline are considered second generation tetracyclines,
owing to their pharmacokinetic advantages over tetracycline, which result in en-
hanced tissue and fluid penetration and more convenient once or twice daily dos-
ing regimens. Fewer data have been published regarding the pharmacokinetics
of minocycline than that of doxycycline. Minocycline may be given PO or IV,
and serum concentrations following a typical dosing regimen of an initial 200
mg dose followed by 100 mg every 12 h results in steady state of 2.3–3.5 µg/
mL. The half-life is approximately 17 h after a single dose and 21 h after multiple
dosing, and, unlike tetracycline, the half-life is not prolonged or substantially
increased in renal failure [8]. The absorption of minocycline is decreased by
approximately 20% following ingestion of food and/or milk, but is not clinically
significant. Chelation occurs with minocycline; therefore, concomittant antacid
use should be avoided. Similar to tetracycline, doxycycline, minocycline demon-
strate high concentrations intracellularly, which is useful in treating Chlamydia
and Legionella infections.

2.3 Doxycycline

Doxycycline is highly protein-bound (82%) and has the advantage of being 5
times as lipid-soluble as tetracycline. It is rapidly and almost completely (93%)
absorbed from the upper portion of the gastrointestinal tract following oral admin-
istration; tetracycline is less efficiently (25–80%) absorbed. Food does not have
an important effect on the absorption of orally administered doxycycline, and
serum levels are not decreased in the presence of antacids, gluten, or metallic
cations. The absorption half-life of doxycycline is approximately 50 min, and
detectable serum levels are achieved within 30 min following oral administration.
Peak levels occur 2 h after dosing, and the serum t1/2 is �22 h. Oral antacids,
however, have been found to increase the total clearance of IV doxycycline, re-
sulting in a decreased half-life [28].

Peak serum levels of doxycycline following a single 200 mg oral dose are
�2.7 µg/mL (range 2.1–4.4 µg/mL). A single 200 mg dose of doxycycline re-
sults in serum levels of �1.6 µg/mL (range of 1.5–1.7 µg/mL). After a 400 mg
oral dose, doxycycline serum concentrations are approximately 4.0 µg/mL. Se-
rum levels of doxycycline are the same with either oral or intravenous administra-
tion after a steady state is achieved. Intravenous administration of doxycycline
results in higher initial serum concentrations, 100 mg (IV) q12h � 4 µg/mL;
100 mg (IV) q8h � 7 µg/mL; 200 mg (IV) q12h � 15 µg/mL. Doxycycline is
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widely distributed throughout body tissues. Lung levels after 200 mg of doxycy-
cline (IV) achieve concentrations of 6.8 µg/g. Average levels of doxycycline are
�5.9 µg/g. Doxycycline achieves therapeutic levels in the gallbladder, bile duct
wall, and bile and readily penetrates respiratory secretions. In patients with acute
maxillary sinusitis, doxycycline reaches concentrations of 2.1 µg/mL in sinus
secretion. Mean prostatic concentration of doxycycline is �1.63 µg/g, and doxy-
cycline accumulates in prostatic tissue. In patients given 200 mg doxycycline
orally followed by 100 mg/day, average ovarian levels ranged from 3.04 to 3.24
µg/g. Levels of doxycycline in fallopian tubes were 3.21 µg/g. Mean doxycycline
levels in breast milk at 24 h after drug administration were about 40% of serum
levels. Moderate doxycycline concentrations are also found in umbilical blood
and amniotic fluid [1–3,9,10].

Based on doxycyclines pharmacokinetics, therapy should be initiated with
a 72 h loading regimen because of its high lipid solubility for serious infections,
e.g., Legionnaire’s disease. A dose of 200 mg IV q12h provides rapid tissue
saturation of doxycycline and is effective in achieving maximum serum concen-
trations rapidly because �5 serum half-lives are required before steady-state ki-
netics are achieved. Doxycycline 100 mg (IV) q12h basis requires 4–5 days of
therapy before a therapeutic effect can be achieved. Since the serum t1/2 of doxy-
cycline is �22 h, an initial 72 h loading regimen is required if a rapid therapeutic
effect is desired [9,27]. Doxycycline does not significantly accumulate in patients
with renal insufficiency. Blood levels of doxycycline in patients with severely
impaired renal function are the same as in patients with normal kidneys. Thus,
doxycycline should be administered in the usual dosage to patients with renal
impairment without risk of accumulation. Hemodialysis has a negligible effect
on the serum half-life of doxycycline, and a dosage adjustment is not needed
when doxycycline is administered in patients undergoing hemodialysis [1–
3,9,10].

2.4 Glycylcyclines

The glycylcyclines are a derivative of minocycline and have good activity against
gram-positive/gram-negative pathogens. GAR-936, a member of the glycylcy-
cline class, has good penetration into tissues, with a high tissue/plasma ratio, and
a large volume of distribution, 1.01 L/kg, in rats [11]. A study evaluating healthy
subjects found that the maximal serum concentration (Cmax) and area under the
serum concentration versus time curve (AUC) values of this antimicrobial agent
was of proportional following a 1 h IV infusion of 12.5 mg, resulting in a Cmax

of 0.11 µg/mL and an AUC of 0.9 µg⋅h/mL. Following a 300 mg dose the
Cmax and AUC increased to 2.8 and 17.9 µg⋅h/mL, respectively. When GAR-
936 was dosed at 50 mg/kg subcutaneously in a murine model of Pseudomonas
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aeruginosa, AUC values reached 63.3 µg⋅h/mL, achieving better concentra-
tions than a similarly dosed gentamicin, which demonstrated an AUC of 51.1
µg⋅h/mL [12]. Additionally, the half-life of GAR-936 was found to be long at
36 h [13]. Similarly to tetracycline and minocycline, GAR-936 chelates cal-
cium [11].

3 PHARMACODYNAMICS OF TETRACYCLINES

The tetracyclines are believed to be bacteriostatic when used in vitro; however,
in high concentrations are bacteriocidal [3]. Tetracyclines to have time-dependent
kill, meaning that the parameter of the time above the minimum inhibitory con-
centration of the pathogen (T � MIC) best describes the killing by these drugs.
For time-dependent killing, the killing is dependent on the length of time the
bacteria are exposed to the antibiotic. As the area under the concentration versus
time curve for plasma (AUC) approaches 2–4 times the MIC value of the organ-
ism, the effect is maximized. Here the rate of killing plateau and additional serum
drug concentration have a negligible effect, and it is the time above the MIC is
the important parameter related to bacterial kill and antibacterial activity. Gener-
ally for these agents the T � MIC should be at least 50% of the dosing interval
for immunocompetent patients, whereas immunocompromised patients may re-
quire the T � MIC 100% of the dosing interval.

Tetracycline was once useful for a variety of gram-positive and gram-
negative pathogens. However, as a result of increased resistance, it is now typi-
cally reserved for uncommon infections. Additionally, plasma-mediated resis-
tance is occurring as a result of overuse in animal feeds containing tetracycline,
and it appears that most acquired resistance of gram-positive and -negative
pathogens is a result of this plasma-mediated problem [3]. This makes it diffi-
cult to treat infections by common gram-positive organisms, which currently
demonstrate a high level of resistance to tetracycline. Tetracycline resistance is
usually a result of active drug efflux due to an exogenous metal–tetracycline/
H� antiporter. Similarly, doxycycline and minocycline do not share this resistance
problem, these second generation tetracyclines have excellent antimicrobial activ-
ity [14].

Doxycycline is useful against a broad range of pathogens. However, it was
introduced prior to the appreciation of current pharmacodynamic concepts, and
as a result it is only recently that the optimal dosing regimen for doxycycline
was determined [15–20]. Time-kill kinetic studies demonstrated that at low con-
centrations, i.e., at 2–4 times the MIC, 100 mg (IV/PO) q12h of doxycycline
kills the organisms tested in a time-dependent manner. At higher serum concen-
trations, 200 mg (IV/PO) q12h or 400 mg (IV/PO) q24h, i.e., 8–16 times the MIC
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of the organisms, doxycycline exhibits concentration-dependent killling [17–20]
(Fig. 1). Additionally, the postantibiotic effect (PAE) of doxycycline influences
the pharmacodynamics of this agent. PAE � T � C, where T is the time required
for the counts of CFU/mL in the test culture to increase by 1 log10 above the
count observed immediately after antibiotic removal and c is the time required
for the count of CFU/mL in an untreated control culture to increase 1 log10 above
the count observed immediately after completion of the same procedure used on
the test culture for antibiotic removal. Doxycycline has a PAE for gram-positive
and gram-negative aerobic organisms that was found to be concentration-depen-
dent. Doxycycline has a PAE of 2.1–4.2 h with gram-positive and gram-negative
organisms [20] (Fig. 2). This is similar to the PAE of tetracycline, which varies
between 2 and 3 h.

Glycylcyclines demonstrate time-dependent (concentration-independent)
kinetics. This was demonstrated in a thigh infection model, which found that
T � MIC was the best correlated pharmacodynamic model [21]. The study
compared two glycylcyclines, GAR 936 and WAY 152,288, against a variety of
common gram-positive and gram-negative pathogens. Whereas the glycylcy-
cline GAR 936 only required the concentration of free drug to remain above the
MIC for 50% of the dosing interval for effective eradication of Streptococcus
pneumoniae, Escherichia coli, and Klebsiella pneumoniae, similar killing with
WAY 152,288 required the MIC to be exceeded for at least 75% of the dosing
interval using the same isolates. Because of the long half-lives and PAEs of these
agents, the AUC also may play a predictive role in the killing of organisms
[21].

It has been determined that for GAR 936 a single dose of 300 mg IV would
provide a concentration of 2 µg/mL for 75% of the time [22]. The glycylcyclines
would also have excellent activity against Staphylococcus aureus (MSSA), which
for GAR 936 demonstrates MICs ranging from 0.06 to 1 µg/mL, and the MIC90

values for MSSA is 0.5 µg/mL [23]. An endocarditis model [24] found that when
serum levels fell below the MIC before 50% of the dosing interval GAR 936
was as effective in eradicating VanA-resistant Enterococcus faecium as when
serum levels were constantly above the MIC throughout the dosing interval. The
authors concluded that this result may be due to the low clearance of the agent,
GAR 936, from the endocarditis vegetations as well as the long PAE against
enterococci [24].

Glycylcyclines has good activity against anaerobic bacteria, covering most
common anerobic pathogens. Unlike doxycycline and minocycline, glycylcyines
have litle activity against Bacteroides fragilis and possibly Clostridium per-
fringens [25]. For Mycoplasma pneumoniae the susceptibility of GAR 936 mea-
sured by the MIC50 was 0.2 µg/mL, twice that of doxycycline/minocycline and
twofold less than that of tetracycline [26].
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FIGURE 1 Doxycycline kill curves for (a) Staphylococcus aureus; (b) Strepto-
coccus pneumoniae; (c) Pasteurella multocida; (d) Escherichia coli. (With per-
mission from Ref. 20.)
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FIGURE 2 Doxycycline postantibiotic effects (PAEs) for (a) Staphylococcus
aureus; (b) Streptococcus pneumoniae; (c) Pasteurella maltophilia; (d) Esche-
richia coli. (With permission from Ref. 20.)
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DISCUSSION

Although tetracyclines have been useful in treating a wide variety of pathogens
since the early 1900s, increased resistance has made tetracycline second-line ther-
apy until recently with the advent of doxycycline and minocycline. Glycylcy-
clines appear to be effective in treating a wide range of gram-positive, gram-
negative, and anaerobic bacteria. The second generation tetracyclines doxycy-
cline and minocycline have increased pharmacokinetic and pharmacodynamic
advantages over tetracycline, and other advantages in overall dosing, allowing
for their potential once daily dosing as a result of their long PAEs and half-lives
and increased activity against common pathogens which maintain their position
in the antibiotic armamentarism as first line agents [27–30].
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1 INTRODUCTION

Although pharmacodynamic relationships for antibacterial agents have been
sought and identified for a long period of time, it has been a general feeling that
the treatment of viral and fungal infections was different in kind. A corollary to
this is that delineation of pharmacodynamic relationships would be much more
difficult.

In reality, the exact principles that govern the delineation of pharmaco-
kinetic/pharmacodynamic (PK/PD) relationships for antibacterials also govern
antifungals and, as will be shown here, antivirals.

The first issue, as always in the development of dynamics relationships, is
to decide upon an endpoint. Most of the data for this chapter have been derived
from studies of the human immunodeficiency virus (HIV), Type 1. Consequently,
this chapter addresses the in vitro and in vivo data for this virus. Other viruses
should behave in a similar fashion (as is seen with cytomegalovirus). An excep-
tion to the rule is hepatitis C virus (among others), because of our inability to
obtain more than one round of viral replication in vitro.

With HIV-1, there are a number of endpoints that may be chosen. Some are
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1. Survivorship
2. Change in CD4 count consequent to therapy
3. Change in viral load consequent to therapy
4. Change in the hazard of emergence of resistance consequent to therapy
5. Durability of maintaining the viral load below detectable levels

Survivorship is, as always, the ultimate test of an intervention. With the advent
of potent HIV chemotherapy, this disease process has been converted from a
relatively rapid killer to one that will likely take its toll over a number of decades.
Consequently, survivorship may not be the best endpoint to examine for clinical
studies, because of the long lead times. In this chapter, we concentrate on end-
points 2–5 for clinical studies.

In anti-HIV chemotherapy, as in antibacterial chemotherapy, one can gener-
ate pharmacodynamic relationships from in vitro approaches as well as from
clinical studies. One difference between these areas is the ease of employing
animal systems for the generation of dynamic relationships. For antibacterials,
there are many examples of the generation of dynamic relationships for different
drug classes [1–3]. For HIV, the cost and ethical implications of using simian
models has prevented much work in this area. The McCune model and its variants
are attractive, but again, because of the cost of maintaining the system, little has
been done to develop dynamic relationships for HIV in animal systems. Other
retroviruses have been employed [4,5], but it is difficult to draw inferences for
human chemotherapy of HIV from a different pathogen with different pathoge-
netic properties.

Consequently, in this chapter, in vitro but not animal model systems are
also reviewed to add insight gleaned from these systems.

2 IN VITRO SYSTEMS

Although one might consider determination of viral EC50 or EC90 to be a pharma-
codynamic system measurement, this chapter takes the view that this is simply
a static measure of drug potency. It will play (see below) an important role in
determining the final shape of the pharmacodynamic relationship when added to
other measures. Alone, it is merely a measure of compound potency.

For in vitro systems to be true pharmacodynamic systems, there must be
the possibility of changing drug concentrations over time to examine the effect
for a pathogen of known susceptibility to the drug employed. The only system
with peer-reviewed publication for HIV-1 is shown in Fig. 1. In addition, it is
important to factor in the effect of protein binding, as only the free drug is virolog-
ically active.
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FIGURE 1 Schematic diagram of the in vitro pharmacodynamic model sys-
tem. One of the two systems enclosed within a single incubator housed in a
biological safety cabinet is shown. Cells are grown, and samples are removed
from the extracapillary compartment of HF bioreactors. Constant infusion,
oral, or intravenous bolus doses are introduced through the dosing ports in
the diluent reservoir, absorption compartment, or central reservoir, respec-
tively. Exposure of cells to fluctuating concentrations of D4T is affected by
programmed dilution of drug within the central reservoir, while the volume
of the central compartment is maintained constant by elimination. The mean
pore diameter of the HF capillaries (10 kDa) would prevent HIV or HIV-infected
cells from exiting the bioreactor and from circulating through the tubing. (Fur-
ther information is available upon request.)
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3 PROTEIN BINDING

The effect of protein binding has been examined in greatest detail for its effect
on the anti-HIV potency of a drug by this laboratory. Bilello et al. [6] examined
an HIV-1 protease inhibitor (A-80987) and determined the effect of protein bind-
ing on free-drug concentration, on drug uptake into infected cells, and, finally,
on the virological effect of the drug. This set of experiments has a ‘‘transitive
logic’’ organization.

In the first experiment (Fig. 2), increasing concentrations of the binding
protein, α�1 acid glycoprotein, were introduced into the test system and the con-
centration of unbound drug was determined. As can be seen, increasing binding
protein concentration leads to monotonically decreasing free-drug concentrations.

In Fig. 3, the amount of drug that penetrates infected CEM cells is shown
as a function of the free fraction of the drug. Increased external free-drug concen-
tration results in an increased amount of intracellular drug (stop oil experiments)
in a linear function. Finally (Fig. 4), the amount of intracellular drug is related
to the decrement of p24 output, as indexed through an inhibitory sigmoid-Emax
model. It is clear through this series of experiments that only the free-drug con-
centration can induce a decrease in viral production.

These data make it clear that it is important to interpret drug concentrations
in the hollow fiber system as representing the external free-drug concentrations
necessary to induce the desired antiviral effect.

FIGURE 2 Relationship between increasing ″�1 acid glycoprotein concentra-
tion and A-80987 free drug concentration.
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FIGURE 3 Relationship between increasing A-80987 free fraction and intracel-
lular A-80987.

FIGURE 4 Relationship (inhibitory sigmoid Emax) between intracellular A-
80987 and HIV viral output from infected PBMCs.
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The most obvious place to initiate evaluation of anti-HIV agents is with
the nucleoside analogs and with the HIV-1 protease inhibitors. The first published
hollow fiber evaluation of an antiviral was the nucleoside analog stavudine (d4T).
Bilello et al. [7] examined issues of dose finding and schedule dependency for
this drug.

It is important to examine the development of stavudine in order to place
its evaluation in the hollow fiber system in the proper perspective. The initial
clinical evaluation of stavudine was initiated at a total daily dose of 2 mg/kg per
day. The initial schedule chosen was every 8 h. Whereas the initial dose had an
effect, dose escalation to 12 mg/kg per day produced no change in effect but
much higher rates of drug-related neuropathy [8].

After this, the dose was de-escalated to 4 mg/kg per day and the schedule
was lengthened to every 12 h. Further dose de-escalation was taken from this
point on a 12 h schedule, and nine dosing cohorts were eventually examined.
This process took approximately 2 years.

The hollow fiber evaluation took approximately 3 months. The identified
dose was ultimately the dose chosen by the phase I/II trial and has stood the test
of time and usage. It is, at least to our knowledge, the first prospective identifica-
tion of a drug dose and schedule from an in vitro test system with clinical valida-
tion. The outcome of the experiments is illustrated in Fig. 5. This evaluation
makes clear that for nucleoside analogs the pharmacodynamically linked variable
is AUC/EC90. With matching AUCs (Fig. 5), there was no difference in outcome
between the exposure being given in a continuous infusion mode and half the
exposure every 12 h (data not shown). The reason is likely the phosphorylation
of the parent compound into the virologically active form of the molecule (the
triphosphate for stavudine, or diphosphate for prephosphorylated compounds
such as tenofovir). It is clear from Figs. 6 and 7 that there is full effect at 0.5
mg/kg every 12 h, irrespective of starting challenge. At half the exposure (0.25
mg/kg q12h), there is a hint of loss of control late in the experiment. Finally, at
0.125 mg/kg q12h, there is no discernible antiretroviral effect.

HIV-1 protease inhibitors have also been examined in this system. The first
to be examined was the early Abbott inhibitor A-77003. This drug was a proof-
of-principle agent and was administered intravenously as a continuous infusion.
Consequently, the hollow fiber evaluation was performed as a continuous infu-
sion. When protein binding was taken into account, the concentrations required
for effect were above those tolerable clinically. Consequently, the drug was pre-
dicted to fail. Indeed, an extensive phase I/II evaluation came to this conclusion
[9,10].

The next protease inhibitor evaluated was amprenavir (141W94). Here
[11], time � EC90 was demonstrated to be the pharmacodynamically linked vari-
able. Dosing intervals of q12h and q8h with matching AUCs were compared to
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FIGURE 5 The concentration–time profile for stavudine in the hollow fiber
unit is displayed for a 1 mg/(kg ⋅ day) dose administered either as a continu-
ous infusion or as 0.5 mg/kg administered every 12 h. The AUCs developed
are identical. The ability to suppress viral replication was identical for the
regimens.

continuous infusion of the same AUC. Continuous infusion provided the most
robust viral control, followed closely by q8h dosing. Every 12 h dosing lost a
significant fraction of the control of viral turnover. This outcome was to be ex-
pected, as HIV-1 protease inhibitors are reversible inhibitors, freely cross cell
membranes without the requirement for energy or a transporter, and do not re-
quire activation (phosphorylation) for effect as the nucleoside analogs do.

A third protease inhibitor was examined, the potent once-daily PI BMS
232632 [12]. In addition to the hollow fiber unit evaluation, the technique of
Monte Carlo simulation was also brought to bear on the outcome of these experi-
ments.

In Fig. 8, it is clear that time � EC90 is the pharmacodynamically linked
variable. In the one instance, complete control of viral replication in vitro is
achieved with a continuous infusion regimen at 4 � EC50 (about EC90–95). This
same daily AUC administered as a bolus allows breakthrough growth. Four times
this daily AUC administered as a bolus regains control of the viral replication.
Indeed, this latter part of the experiment demonstrates that free-drug concentra-
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FIGURE 6 Panel a displays the increase in p24 output over time in a hollow
fiber tube that was an untreated control (�), in a treated (0.5 mg/kg q12h)
tube where 1/1000 cells were chronically HIV-infected at start (■) or where
1/100 cells were HIV-infected at start (�). Panel b shows numbers of HIV DNA
copies in treated and untreated hollow fiber units.
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FIGURE 7 Panel a displays the increase in p24 output over time in a hollow
fiber tube that was an untreated control (�), in a treated (0.25 mg/kg q12h)
tube where 1/1000 cells were chronically HIV-infected at start (■) or where
1/100 cells were HIV-infected at start (�). Panel b shows p24 output in a
treated hollow fiber unit (0.125 mg/kg q12h [■]) and untreated control (�).
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FIGURE 8 Effect of BMS 232632 on HIV replication. Three infected hollow fiber
units were treated with BMS 232632. One tube was treated with a concentra-
tion of four times the EC50 as a continuous infusion. This produced a 24 h
AUC of 4 � 24 � EC50. The second tube received the same 24 h AUC but
was given in a peak-and-valley mode once daily. The third tube received an
exposure calculated a priori to provide a time � EC90 that would give essen-
tially the same suppression as the continuous infusion of 4 � EC50.

tions need to exceed the EC90 for approximately 80–85% of a dosing interval in
order to maintain control of the HIV turnover. This served as the therapeutic
target for further evaluation.

The sponsor provided pharmacokinetic data for BMS 232632 administered
to normal volunteers at doses of 400 mg and 600 mg orally, once daily at steady
state. Population pharmacokinetic analysis was performed, and the mean parame-
ter vector and covariance matrix were employed to perform Monte Carlo simula-
tion. The ability to attain the therapeutic target was assessed, accounting for the
population variability in the handling of the drug. This is demonstrated in Fig.
9. The viral isolate susceptibilities to BMS 232632 are displayed as EC50 values.
However, an internal calculation corrects for the difference between EC50 and
EC90 as well as for the protein binding of the drug. The fractional target attainment
is for free drug being greater than the nominal EC90 for 85% of the dosing interval
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FIGURE 9 A Monte Carlo simulation of 1000 subjects performed three times
was employed to estimate the fraction of these subjects whose concentra-
tion–time curve would produce maximal viral suppression on the basis of
the data presented in Fig. 2. The evaluation was performed for doses of (�)
400 mg and (�) 600 mg of BMS 232632, administered once daily by mouth.
(■) Forty-three isolates from a clinical trial of BMS 232632 were tested by the
Virologics Phenosense assay.

(the therapeutic target determined in Fig. 8). As can be seen, as the viral isolates
become less and less susceptible to BMS 232632, the greater the difference be-
tween the 400 mg and 600 mg doses. The sponsors also determined the viral
susceptibility to 43 clinical isolates from a phase I/II clinical trial of the drug in
patients who were HIV-treatment naive. As can be seen, all had EC50 values
below 2 nM. Consequently, this allows us to take an expectation over the distribu-
tion of measured EC50 values to determine the fraction of patients who will attain
a maximal response to the drug, under the assumptions that the viral susceptibility
distribution is correct for naive patients and that the kinetics in normal volunteers
and its distribution are a fair representation of the kinetics of the drug in infected
but treatment-naive patients. When this calculation is performed, approximately
69% of subjects taking the 400 mg dose will obtain a complete response, whereas
slightly greater than 74% of patients taking 600 mg will obtain a complete re-
sponse.
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A clear lesson learned regarding the chemotherapy of HIV is that combina-
tion chemotherapy is more effective than monotherapy. However, little has been
done to determine optimal combination dosing regimens. An initial effort to de-
termine the interaction of antivirals in a fully parametric system was published
by Drusano et al. [13]. The Greco model was fit to the data from an in vitro
examination of 141W94 (amprenavir, an HIV-1 protease inhibitor) plus 1592U89
(abacavir, a nucleoside analog). This interaction is displayed in Figs. 10–12. Fig-
ure 10 displays the full effect surface from these two agents. The effects of protein
binding are taken into account as the effects are developed in the presence of

FIGURE 10 1592U89 and 141W94 combination study with albumin (40 mg/
mL) and α�1 acid glycoprotein (1 mg/mL). A three-dimensional response sur-
face representing the interaction from the in vitro matrix is displayed. Percent
inhibition data from a 3-(4.5-dimethylthiazol-2-yl)-2,5-diphenyltetrazolium
bromide assay with HIV-1IIIB and MT-2 cells is displayed.
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FIGURE 11 Synergy plot drawn from the data displayed in Figure 10. Plotted
at the 95% confidence level.

physiological amounts of the binding proteins human albumin and human α�1
acid glycoprotein. The drug interaction can be seen by subtracting the theoretical
additive surface, and the synergy surface is seen in Fig. 11. It is important to
note that there in synergy across all concentrations of the agents. As a model
was fit to the data, the weighted residuals are displayed in Fig. 12 to demonstrate
that the actual regression process was unbiased. The actual degree of interaction
is given by estimation of the interaction parameter, α, which is 1.144. The 95%
confidence bound about the interaction parameter is from 0.534 to 1.754. As this
boundary does not cross zero, the synergy is significant at the 0.05 level.

This fully parametric analysis was employed in combination with Monte
Carlo simulation to examine whether the drugs at the doses used clinically would
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FIGURE 12 Weighted residual plot from the fully parametric analysis. The re-
siduals are scattered about the zero line without bias.

be synergistic and whether the dosing interval affected the outcome [14]. The
answer to both these questions was found to be yes. The data are displayed in
Chapter 14.

4 CLINICAL STUDIES OF ANTIVIRAL

PHARMACODYNAMICS

As noted previously, the first decision required for determining a pharmacody-
namics relationship in the clinic is the choice of an endpoint. In this section, the
change in CD4 counts, the change from baseline viral load, prevention of resis-
tance, and durability of maintenance of viral loads below detectability are the
endpoints examined. Where possible, they are examined for both nucleoside ana-
logs and HIV-1 protease inhibitors, both alone and in combination.

Use of nucleoside analogs as monotherapy occurred mostly at a time when
viral copy number determinations were not freely available. Consequently, virtu-
ally all the available studies employed change in CD4 cell count or p24 as the
dynamic endpoint.
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One of the first studies in this regard examined dideoxyinosine (ddI) use
in a naive patient population [15]. No concentration–effect response was found
for CD4 cells, but a clear relationship was discerned between the number of CD4

cells present at baseline and the number of cells that returned with the initiation
of ddI therapy (Fig. 13). In addition, this study found a relationship between ddI
exposure (as indexed to the area under the plasma concentration–time curve,
AUC) and the fall in p24, both within patients and across the population (Fig.
14). The finding reported in the study just cited was also found for zidovudine
[16].

More recently, Fletcher et al. [17] examined the relationship between ddI
AUC and fall in viral load in children (Fig. 15). This study is flawed by the fact
that the relationships were developed in patients receiving combination chemo-
therapy without any effort being made to account for the interaction between
drugs.

With regard to emergence of resistance, there was one important study,
largely ignored, that demonstrated the importance of viral susceptibility for effect.
Kozal et al. [18] examined patients switching from zidovudine to didanosine
(ddI). Over half of such patients developed a mutation at codon 74 by week 24
of ddI therapy that is known to confer ddI resistance. The effect on the number

FIGURE 13 Linear regression between the number of CD4-positive T-lympho-
cytes during therapy with dideoxyinosine and the baseline CD4 count.
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FIGURE 14 Relation between the suppression of p24 antigen and the steady-
state area under the plasma concentration–time curve of dideoxyinosine.

FIGURE 15 Didanosine AUC versus baseline to week 24 changes in plasma
HIV RNA levels. The solid line represents the line of best fit as determined
with linear regression; the equation for this line is y � 1.337 � (3.47 � AUC);
r 2 0.51; p � 0.03.
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FIGURE 16 Mean CD�
4 T-cell changes before the appearance of the HIV-1 re-

verse transcriptase mutation at codon 74 and CD4
� T-cell changes after the

appearance of the mutation in 38 patients switched from zidovudine to dida-
nosine.

of CD4 cells is demonstrated in Fig. 16. At the time of appearance of the mutation,
the CD4 count dips below the baseline number of CD4 cells, indicating that the
increase in EC90 attendant to the mutation drives a loss of virological effect.

There is considerably more information relating exposure to effect for the
HIV-1 protease inhibitors. Because of the time at which they were studied, virtu-
ally all of the data link some measure of exposure to the change from baseline
in the viral load. Early publications examining the relationship between indinavir
exposure and the CD4 count were published by Stein and Drusano [19,20]. In
the first of these publications, it was demonstrated that the return of CD4 count
was related to the baseline CD4 count, as with nucleoside analogs. In the second,
it was demonstrated that the return of CD4 cells had another component attached
to it. The model was expanded to include the decline in viral load. The return
of CD4 cell count was better explained by the larger model of baseline CD4 count
plus viral load change as the independent variables than either alone.

The first published paper examining the relationship between drug exposure
and viral load decline studied high dose saquinavir. Schapiro et al. [21] demon-
strated a relationship between the saquinavir AUC and the change in viral load.
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FIGURE 17 Drug levels at week 4 (AUC to 24 h) plotted against the decrease
in plasma HIV RNA levels at week 4 for each patient in whom pharmacokinet-
ics were studied. The line represents best fit and was determined using the
least squares algorithm, r � 0.801, expressed as the Pearson correlation coef-
ficient. (�) Patients receiving 3600 mg of saquinavir per day; (�) patients re-
ceiving 7200 mg of saquinavir per day.

A problem with this analysis is that the form of the function is not specified.
Consequently, interpretation is difficult.

Shortly thereafter, Stein et al. published a small phase I/II study of indinavir
[22]. This was the first ‘‘high dose’’ indinavir study (2400 mg/day) and was the
first to demonstrate robust viral suppression with this drug. In addition, the au-
thors examined the relationship between indinavir exposure and both CD4 cell
return and viral load decline. These relationships are shown in Fig. 18. One should

FIGURE 18 Modeling of data using a sigmoid Emax relationship and inhomoge-
neous differential equations. (a) The relationship of baseline CD4 lymphocyte
count to the average CD4 lymphocyte count obtained over 24 weeks of ther-
apy. (b) The relationship of the inhibition of HIV generation to total drug expo-
sure (AUC). (c) The relationship of the inhibition of HIV generation to Cmin

serum concentration.
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not draw the conclusion that HIV suppression is linked to AUC (as this has a
slightly better r2). In this study, the drug was administered on a fixed dose and
schedule, maximizing the co-linearity (i.e., one could not make the AUC rise
without also increasing the Cmin). The in vitro studies simulated different doses
and schedules, minimizing the co-linearity, and definitively showed that time �
EC90 is the dynamically linked variable. This is correlated with Cmin. The compari-
son of the in vitro and in vivo results also raises the issue of the importance of
the EC90.

Drusano et al. demonstrated for both indinavir [23] and amprenavir [24]
that normalizing the measure of drug exposure to the EC50 (or EC90) of a particular
patient’s isolate decreased the variance and increased the r2. This makes sense,
as the amount of exposure needed to suppress a sensitive isolate will, on first
principles, be less than that needed to suppress a resistant isolate (see above for
the case of ddI and CD4 cells).

An issue that is not addressed by these studies is the duration of HIV sup-
pression and the closely linked issue of suppression of emergence of resistance.
The first study to examine this issue was that of Kempf et al. [25], who showed
that obtaining a viral load below the detectability limit of the assay was important
to the duration of control of the infection. Shortly, thereafter, Drusano et al. [26]
examined this issue both for protease inhibitor monotherapy with indinavir and,
for the first time, for combination therapy that included indinavir. The results for
monotherapy are displayed in Fig. 19. It is clear that patients who attain viral
loads that are below the detectability of the assay have the lowest hazard of losing
control of the infection or emergence of resistance. The time to loss of control
of infection is clearly related to the nadir viral load attained.

Of greater interest is the situation with combination chemotherapy, as this is
the clinical norm. This study also examined the influence of different combination
regimens on the hazard of loss of control of the viral infection. Combination
regimens of zidovudine-indinavir, zidovudine-didanosine-indinavir and zidovud-
ine-lamivudine-indinavir were examined and compared to their monotherapy
arms in a stratified analysis. The results are displayed in Table 1. Only the regi-
men of zidovudine-lamivudine-indinavir remained significantly different from
monotherapy after adjustment for the fall in viral copy number.

This result caused the in vitro investigation of this regimen [27]. A fully
parametric analysis demonstrated that the interaction among all three drugs was
key to the effect obtained in the clinical studies with this regimen. This is shown
in Table 2, where the α’s represent the interaction parameters. There are three
two-drug interaction parameters and one for the interaction of all three com-
pounds. Indinavir plus zidovudine interact in an additive manner as the value is
close to zero and the 95% confidence interval overlaps zero. The same is true
of indinavir plus lamivudine. Zidovudine plus lamivudine has a value that is
positive and a 95% confidence interval that does not overlap zero, indicating a



Pharmacodynamics of Antivirals 279

FIGURE 19 Kaplan–Meier estimate of probability that patient’s isolate is not
resistant to therapy (lack of sustained increase of 	0.75 log10 copies/mL of
HIV-1 RNA from patient’s minimum level) at a given study day, stratified by
minimum HIV-1 RNA achieved. Plot shows that probability of remaining sus-
ceptible is largest for patients who achieve undetectable level of HIV-1 RNA.
Vertical slashes on plot indicate censoring events.

TABLE 1 Effect of Combination Therapy Versus Indinavir
Monotherapy Before and After Adjusting for the Effect of the Minimum
Level of HIV-1 RNA

Combination P before Hazard ratiob

therapy adjustment Coefficienta (95% CI) P

IDV/AZT .264 �0.35 � 0.52 0.705 (0.254,1.957) .497
IDV/AZT/ddI .002 �1.36 � 0.90 0.258 (0.044,1.514) .105
IDV/AZT/3TC �.001 �1.68 � 0.80 0.186 (0.039,0.893) .016

a Estimate � S.E. b Hazard ratio is vs. IDV monotherapy group in the same study.
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TABLE 2 In Vitro Assessment of Drug Interaction
of AZT-3TC-Indinavir

95% Confidence
Parametera Estimate interval

Econ 98.99 97.80–100.2
IC50,IND 146.90 128.30–165.60
m IND 1.711 1.393–2.030
IC50,AZT 118.4 108.20–128.60
mAZT 12.89 5.576–20.20
IC50,3TC 1029.0 1018–1041
m3TC 68.75 36.9–100.6

αIND,AZT 0.0001301 �0.6191–0.6194
αIND,3TC 0.6881 �0.05189–1.428
αAZT,3TC 0.9692 0.9417–0.9966
αIND,AZT,3TC 8.94 3.434–14.45

a Econ, effect seen in the absence of drug (percent); IC50, concen-
tration of drug necessary to reduce HIV-1 turnover by half when
used alone (nM); m, slope parameter, corresponding to the rate
of rise of effect with increasing drug concentration; ″, interac-
tion parameter.

degree of synergistic interaction that is statistically significant. Finally, the magni-
tude of the synergistic interaction for the three-drug term is very large (and sig-
nificant). It may be this exceptionally strong synergistic interaction that explains
the superb results seen with this particular three-drug combination.

It is of interest that lamivudine not only plays a key role in the regimen
but is also its Achilles’ heel. Holder et al. [28] demonstrated that when the triple
regimen fails, in about 70% of cases, the failure is due to an M184V mutation
that produces high level resistance to lamivudine. So that although lamivudine
appears to be a key part of this therapeutic regimen and its synergy, it also has
the lowest genetic barrier to resistance. If there is some nonadherence to the
regimen, enough rounds of viral replication may occur to allow the point mutant
(M184V) to be amplified in the total population. When this clone becomes domi-
nant in the population, lamivudine will lose most of its contribution to the regi-
men. Most of the synergy is also lost, and the result is viral rebound. As Holder
and colleagues demonstrated, this occurs most of the time with mutation solely
affecting the low genetic barrier drug.

It is obvious, then, that optimal chemotherapeutic regimens for HIV (and
other viral pathogens) are likely to require explicit modeling of the interaction
of the drugs in the regimens.
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Burger et al. [29] also examined this combination. In a multivariate logistic
regression with attaining a viral load below the limit of assay detectability as the
endpoint, they demonstrated that baseline viral load, indinavir trough concentra-
tions, and prior HIV-1 protease inhibitor use influenced the probability of at-
taining this endpoint.

All of the above has related to HIV. Other viruses can also have a pharma-
codynamic evaluation elucidated. For CMV, there is a clear-cut dynamic relation-
ship [30] that has been set forth in Chapter 14.

In summary, viruses follow the same laws of physics as bacterial pathogens
(and fungal pathogens). It is important to delineate relationships both in vitro
and in vivo between different measures of drug exposure and the endpoint that
is deemed important. The in vitro investigations allow delineation of the true
dynamically linked variable in a more straightforward manner. The in vivo inves-
tigations are important for validation. The future is in generating exposure–
response relationships for combinations of agents. In this way, optimal therapy
regimens can be generated to provide the greatest benefit for patients infected
with viral pathogens.
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1 INTRODUCTION

Over the last two decades, advances in the characterization of antibacterial phar-
macodynamics have greatly improved therapeutic strategies in the use of antimi-
crobial therapy. Progress in our understanding of antifungal pharmacodynamics,
however, remains severely limited. Prospective clinical trials for serious fungal
infections are difficult to complete and rarely evaluate multiple treatment strate-
gies [1]. Moreover, the high mortality associated with systemic fungal disease
lessens the likelihood that dose-ranging studies for antifungal agents will be pur-
sued. Perhaps more surprising, however, is the profound lack of in vitro and
animal data describing concentration–effect relationships for antifungals. This
lack of even fundamental knowledge regarding the pharmacodynamics of antifun-
gals can even be appreciated in the clinical literature, where optimal dosing strate-
gies for amphotericin B remain largely undefined despite over 40 years of clinical
use [2,3].

With the emergence of the AIDS epidemic, widespread use of broad-spec-
trum antibacterial therapy, and a growing population of immunocompromised
patients, the spectrum of nosocomial pathogens has changed dramatically [4].
Fungi are now the fourth most commonly isolated nosocomial bloodstream patho-
gens in U.S. hospitals and have been identified as an independent risk factor for
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in-hospital death [5,6]. This staggering increase in the frequency of fungal infec-
tions coupled with the introduction of new antifungal agents has made the identi-
fication of optimal antifungal treatment strategies even more critical. Although
still in its infancy, the study of antifungal pharmacodynamics is already providing
important new information of the activity, dosing, and use of antifungals for
treatment of candidiasis and cryptococcosis.

2 PROBLEMS WITH DESCRIBING ANTIFUNGAL

PHARMACODYNAMICS

2.1 In Vitro Data

One of the primary factors that has hindered the study of antifungal pharmaco-
dynamics over the last two decades was the lack of standardized methods for
performing in vitro susceptibility testing of fungi. Prior to the 1980s, fungi were
relatively infrequent pathogens and amphotericin B was the sole systemic antifun-
gal therapy available; thus susceptibility testing of fungi was impractical and
remained largely undeveloped. With the frequency of fungal infections increasing
and the number of new antifungal agents growing, the development of standard-
ized antifungal susceptibility testing methods has become a priority. Problems
with inter- and intralaboratory reproducibility, however, hindered early efforts
to develop antifungal susceptibility testing into a clinically useful tool. One study
evaluating the interlaboratory reproducibility of antifungal susceptibility testing
noted a 512-fold variation in MIC values among collaborating laboratories that
used the same published but unstandardized methodology [7].

In the late 1990s, the National Committee for Clinical Laboratory Standards
(NCCLS) approved standardized methods for in vitro antifungal susceptibility
testing and susceptibility breakpoints for Candida species [8,9]. This step not
only enabled the quantitative description of antifungal resistance but also pro-
vided the groundwork for performing in vitro pharmacodynamic work with anti-
fungals.

2.2 Animal Models

Historically, animal (mostly rodent) models have been the preferred method of
testing antifungal efficacy. Much of this deference to the use of animal models
was a result of not having standardized in vitro susceptibility testing methods
for fungi. Moreover, many fungal pathogens exhibit different morphology and
growth characteristics in vivo from those of growth in culture media. Candida
albicans, for example, generally does not form the hyphal structures in culture
media that are seen with in vivo tissue invasion [10–12]. Published data from
animal models, however, also suffer the limitation of unstandardized methodol-
ogy and poor reproducibility [13]. Selection of the endpoint for evaluation of
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study results in vivo, i.e., survival versus mycology, can profoundly influence
interpretation of data. Although survival is often the desired endpoint in vivo,
animal studies are generally not conducted over a sufficient length of time to
provide an adequate opportunity for relapse of infection once therapy is discon-
tinued. Additionally, it is reasonable to theorize that if fungi are detectable in
body tissues or fluids at the end of a treatment cycle these viable organisms may
proliferate and cause relapse after antifungal therapy is withdrawn. Therefore,
counts of viable fungi often provide the best information regarding in vivo anti-
fungal efficacy. This can be problematic, however, for extrapolating pharmacody-
namic parameters predictive of in vivo antifungal efficacy. Many antifungals pos-
sess fungistatic activity; thus the actual differences in counts of viable fungi in
vivo may be too small to delineate pharmacodynamic relationships [13,14].

2.3 Clinical Data

Using clinical data to determine dose–response relationships for antifungals can
be especially difficult. The multiplicity of non-drug factors that play a part in
the development of severe fungal infections (i.e., previous chemotherapy, intra-
vascular catheters, etc.) profoundly influence the overall effectiveness of antifun-
gal therapy in the individual patient. Fungal infections are also a diagnostic chal-
lenge, and serial blood cultures are generally insensitive markers for diagnosis
and response to antifungal therapy [15]. Moreover, monitoring of serum drug
concentration for antifungals is rarely performed; thus comparison of different
clinical studies is unfeasible.

Distinct diagnostic criteria compared to other systemic fungal infections
generally make cryptococcal meningitis and/or oropharyngeal candidiasis best
suited to the extrapolation of outcome data with respect to antifungal therapy.
Cryptococcal meningitis, however, may be preferred for outcome measurement,
because the mortality associated with oropharyngeal candidiasis is comparatively
lower than that of other systemic infections.

3 PHARMACODYNAMICS

3.1 Amphotericin B

Despite the availability of better-tolerated agents, the broad spectrum of activity
and potency of amphotericin B have maintained its role as the drug of choice
for deep-seated mycoses. Amphotericin B is thought to act primarily by binding
to ergosterol in the fungal cell membrane resulting in intercalation of the mem-
brane and leakage of intracellular contents [3]. Amphotericin B has also been
shown to induce oxidative damage to the cell membrane and to stimulate host
immune responses [16], which may contribute to the overall elimination of fungal
pathogens from the infected host.
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Even with nearly 40 years of clinical use, relatively few pharmacodynamic
data exist for this agent. This lack of data is surprising considering the numerous
toxicities associated with amphotericin B therapy. The recent introduction of lipid
formulations of amphotericin B, which have considerably different pharmacoki-
netic characteristics than those of the standard formulations, have further compli-
cated issues regarding the optimal dosing of this agent.

3.1.1 In Vitro Data

In vitro data describing the pharmacodynamics of amphotericin B are relatively
scarce. Although the NCCLS has proposed standardized methods for microbroth
susceptibility testing of amphotericin B, these methods are still not well suited
for detecting amphotericin B resistance and are still under active investigation
[8,9,17,18].

Standardized methods for performing time-kill studies with amphotericin
B against Candida and Cryptococcus spp., however, have been published [19].
These methods have been used to evaluate concentration–effect relationships of
amphotericin B against Candida albicans [20] and Cryptococcus neoformans
[21]. A representative graph from these studies is presented in Fig. 1. Against

FIGURE 1 Representative graph of amphotericin B time-kill activity against
Candida and Cryptococcus species. (From Refs. 20 and 21.)
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both fungal species, amphotericin B at concentrations above the MIC produced
rapid fungicidal activity. As concentrations of amphotericin B in the growth me-
dia increased, both the rate and extent of antifungal activity improved. This im-
provement in activity continued up to the maximal concentrations tested, 16–32
times the MIC of the test isolates. This concentration-dependent relationship of
killing has also been reported by other investigators [22].

The postantifungal effect (PAE) of amphotericin B has also been evaluated
for both Candida and Cryptococcus species [23]. Amphotericin B produces a
prolonged PAE ranging from 0.5 to 10.6 h against Candida species and from 2.8
to 10.4 h against C. neoformans. Additionally, the authors noted that the PAE
exerted by amphotericin B was dependent on the duration of exposure and the
concentrations of drug tested.

According to these data, it appears that amphotericin B exhibits concentra-
tion-dependent antifungal activity in vitro. However, it is important to gauge
in vitro results against clinically achievable drug concentrations. Examining the
sigmoidal dose–response curves constructed from the time-kill data representa-
tive of fully susceptible Candida and Cryptococcus spp. (Fig. 2), one notes that
the transitional portion of the dose response curve for amphotericin B against
these isolates (in vitro) occurred over a concentration range of 0.25–2 times the

FIGURE 2 Representative sigmoidal dose–response curves of amphotericin
B, �, and fluconazole, �, against Candida and Cryptococcus spp. (From Refs.
20 and 21.)
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MIC (0.2–2.0 µg/mL). This transitional portion represents a relatively broad
range of serum concentrations that can be achieved with clinically used dosages
of amphotericin B of 0.25–1.5 mg/kg q24h [3]. Therefore, these data predict
over a range of clinically achieved concentrations that amphotericin B would be
expected to exhibit concentration-dependent pharmacodynamics.

3.1.2 In Vivo Data

Currently, no studies, animal or human, specifically designed to evaluate the phar-
macodynamic characteristics of amphotericin B have been published. However,
some animal and clinical studies do exist that have evaluated multiple doses of
amphotericin B under identical or similar testing conditions and can therefore be
carefully evaluated for dose–response relationships. George et al. [24] used a
rabbit model of aspergillosis to evaluate the efficacy of amphotericin B adminis-
tered at 0.5 and 1.5 mg/(kg ⋅ day). These investigators employed both clinical
(survival) and mycological (tissue burden) endpoints to evaluate the efficacy of
the two dosing regimens. They reported that although there was no difference
between the two amphotericin B regimens with respect to survival (both regimens
yielded 100% survival), amphotericin B at 1.5 mg/(kg ⋅ day) resulted in fewer
positive cultures and reduced fungal tissue burdens compared with the lower dose
regimen.

Pharmacodynamic data from controlled human studies are lacking. There-
fore, we are left to evaluate data from multiple studies in order to construct a
picture of pharmacodynamic relationships. As mentioned, one of the best patient
populations available for comparison among studies are patients with cryptococ-
cal meningitis. Some of the primary reasons that this patient population lends
itself to interstudy comparisons are the defined criteria used to diagnose and de-
fine disease, the ability to detect the pathogen relatively reliably, and the relatively
standard endpoints used for clinical and microbiological outcomes. The major
problem with extrapolating pharmacodynamic relationships from studies of
cryptococcal meningitis, however, is the lack of data describing amphotericin B
concentrations at the site of infection (cerebrospinal fluid). This could somewhat
skew the dose–response relationships observed because distribution of amphoter-
icin B into the CSF is generally poor (�10%) [3]. Several studies evaluating
amphotericin B for the treatment of cryptococcal meningitis are presented in
Table 1. Examination of these studies reveals a trend of improved outcomes with
increasing doses of amphotericin B. It is interesting to note that mortality associ-
ated with cryptococcal meningitis decreased from 14% at a dose of 0.3 mg/kg
per day to 2.9% at a dose of 1.0 mg/kg per day [25–27].

3.1.3 Summary

In vitro and in vivo data both reveal improved fungicidal activity with amphoteri-
cin B as concentrations or doses of the drug are increased. Therefore, in light of
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the long half-life and PAE associated with the drug, it appears that the optimal
dosing strategy for this agent would be to administer amphotericin B at relatively
high doses (i.e., 	0.8 mg/kg per day) at intervals of no less than every 24 h.

3.2 Azole Pharmacodynamics

Fluconazole has been the most widely studied of the azole antifungals. A syn-
thetic triazole antifungal, fluconazole exhibits fungistatic activity against a variety
of Candida species and C. neoformans.

3.2.1 In Vitro Data

Similar to amphotericin B, limited data are available regarding the pharmacody-
namic characteristics of fluconazole. Klepser et al. [20,21] examined the fungi-
static activity produced by fluconazole against C. albicans and C. neoformans
using time-kill methods. According to their data, the fungistatic activity produced
by fluconazole was maximized at concentrations of 2–4 times the MIC of the
test isolates (Figs. 2 and 3). Similar findings have been reported by other investi-
gators [22]. Additionally, using an in vitro dynamic model of infection, these

FIGURE 3 Representative graph of fluconazole time-kill activity against Can-
dida and Cryptococcus spp. (From Refs. 20 and 21.)



Antifungal Pharmacodynamics 293

investigators compared the activity of two fluconazole dosing regimens, 200 mg
and 400 mg administered every 24 h, against C. albicans [28]. No differences
with respect to the rate or extent of activity produced by the two fluconazole
regimens were noted. It is important to note that the fluconazole MICs for the
test isolates were 0.25 and 0.5 µg/mL. Given the long half-life of fluconazole,
approximately 20–50 h, drug concentrations in the model for both regimens
would be expected to remain above 10 times the MIC for each regimen and
isolate tested.

Voriconazole is an investigational triazole antifungal with an enhanced
spectrum of activity against Candida, Cryptococcus, and Aspergillus species. Us-
ing time-kill methods, Klepser et al. [29] examined the in vitro activity of vorico-
nazole against C. albicans, C. glabrata, C. tropicalis, and C. neoformans over
concentrations ranging from 0.125 to 16 times the MIC of test isolates. Against
C. albicans and C. neoformans, voriconazole produced fungistatic activity that
was maximized at concentrations between 1 and 4 times the MIC.

In vitro, fluconazole produces a short PAE against Candida species [30–
33]. Against C. albicans, fluconazole produces a PAE of �0.5 h. The duration
of the PAE is not increased with higher concentrations or by increasing the dura-
tion of exposure. Some investigators have noted that the PAE induced by fluco-
nazole may increase if human serum is added to the in vitro system [30]. This
observation led the investigators to suggest that the PAE induced by fluconazole
may be significantly longer in vivo than in vitro.

3.2.2 In Vivo Data

Using a murine model of deep-seated C. albicans infection, Louie et al. [34]
evaluated the pharmacodynamic characteristics of fluconazole. In this study, the
investigators determined the range of concentrations over which response in the
model was noted to change from minimal to maximal (transition portion of
the dose–response curve). Then dose-fractionation studies were performed to
evaluate the relationship between pharmacodynamic parameters such as peak/
MIC and AUC/MIC ratios, and time above the MIC and outcome at concentra-
tions near the transition portion of the dose–response curve. Upon analysis, the
authors determined that a concentration-associated parameter, the AUC/MIC ra-
tio, was best correlated with positive results. Although these in vivo data may
appear to contradict previous in vitro findings, some limitations of this study
warrant cautious interpretation of this study. First, the doses of fluconazole used
in the study produced serum concentrations in the model that ranged from approx-
imately 4 to 8 µg/mL, well below clinically observed concentrations even with
low-dose, 200 mg daily, fluconazole. Second, viable colony counts of fungi in
kidney homogenate served as the endpoint for the study, and the authors state
that fungal densities were similar for groups that received the same daily dose
of fluconazole. However, according to their data, there does not appear to be a
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difference among fungal densities in any of the dosing groups, suggesting poor
sensitivity in the model. Finally, the authors specifically studied the transition
portion of the dose–response curve. By definition, the measured response should
increase as exposure to increased amounts of drug increase. This portion of the
curve was noted to occur over a narrow range of concentrations. If one were to
examine these data in the context of clinically achievable concentrations (Fig.
2), it would be apparent that this transition portion of the dose–response curve
would be easily surpassed. Therefore, one might conclude that even though the
activity noted in the transition portion of the curve may correlate with the AUC/
MIC ratio, under clinical conditions activity would be dictated according to the
concentration relationships of the flat portion or non-concentration-dependent
portion of the curve against fully susceptible fungi (Fig. 2).

3.2.3 Clinical Studies

Clinical trials designed specifically to study the pharmacodynamic properties of
fluconazole have not been completed. However, Witt et al. [35] examined the
activity of fluconazole at doses ranging from 400 to 2000 mg in patients with
cryptococcal meningitis. A total of 12, 15, 20, and 10 patients received intrave-
nous fluconazole at doses of 400, 1200, 1600, and 2000 mg, respectively. The
authors reported that no association was observed between the dose of flucona-
zole administered and outcome.

3.2.4 Summary

Although the fungistatic activity of fluconazole may improve as drug concentra-
tions increase to 2–4 times the MIC of a given fungus, fluconazole appears to
exhibit non-concentration-dependent characteristics over the range of concentra-
tions yielded by clinically used doses. Therefore, it is not likely that the activity
produced by fluconazole will be improved via the administration of larger than
normal doses, i.e., 400 mg daily, unless the fungal pathogens exhibit relatively
high MICs (�32–64 µg/mL) to fluconazole.

3.3 Flucytosine Pharmacodynamics

3.3.1 In Vitro Data

Flucytosine is a fluorinated pyrimidine that possesses antifungal activity against
a variety of fungal species including Candida and Cryptococcus. In order to exert
its antifungal activity, flucytosine must be converted to fluorouracil by cytosine
deaminase located inside the fungal cell. The use of flucytosine is frequently
limited secondary to its narrow therapeutic index, four times daily dosing interval,
and rapid emergence of resistance if single-drug therapy is attempted.

As with the other antifungal agents discussed, few data currently exist re-
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garding the pharmacodynamic characteristics of flucytosine. Lewis et al. [36]
examined the influence of drug concentrations on the antifungal activity ex-
pressed by flucytosine using time-kill methods. Several Candida species and C.
neoformans were tested at multiples of their flucytosine MICs ranging from 0.25
to 64 times the MIC. Against isolates of C. albicans, C. glabrata, C. krusei,
and C. tropicalis, flucytosine exhibited fungistatic activity that improved as the
concentration of flucytosine increased up to 16 times the MIC. In contrast, against
C. neoformans there did not appear to be an identifiable relationship between
concentration and increased antifungal activity once flucytosine concentrations
exceeded the MIC of the isolate. It should be noted that even at 16 times the
MIC of the test isolates, these concentrations are well within the range of clini-
cally observed concentrations. In fact, steady-state serum and cerebrospinal fluid
concentrations in humans average 50–100 µg/mL [26,37–39]. The MICs of the
isolates used by Lewis et al. ranged from 0.06 to 4 µg/mL; therefore, clinically
achievable concentrations would represent levels approximately 50–1600 times
the MICs of these isolates. As a result, even though flucytosine does exhibit
concentration-dependent activity in vitro, it is likely that concentration-indepen-
dent activity would be observed clinically.

A measurable PAE has been reported for flucytosine [23,36]. In general,
flucytosine produces an in vitro PAE ranging from 0.5 to approximately 4 h. The
duration of the PAE is prolonged as the concentration of drug tested increases
[36].

3.3.2 In Vivo Data

Using a murine model of disseminated candidiasis, Andes and colleagues exam-
ined the pharmacodynamic characteristics of flucytosine [40]. In their model the
investigators determined that minimal concentration-dependent activity was
noted. They determined that the time that concentrations remained above the
MIC of the pathogen and the AUC/MIC ratio held the best correlation with ob-
served effect. It is important to note, however, that the half-life of flucytosine in
their model was approximately 0.35–0.45 h, significantly less than the 6 h half-
life reported for humans.

3.3.3 Summary

Flucytosine exhibits non-concentration-dependent fungistatic activity over a
range of clinically achievable concentrations. Therefore, given the relatively long
half-life of this agent, its narrow therapeutic window, and correlation between
time above the MIC and activity, it appears reasonable to advocate the use of
low dose, 100 mg/(kg ⋅ day), regimens administered at extended intervals every
8–12 h. This strategy would appear to provide optimal activity while minimizing
patient exposure to the drug.
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3.4 Antifungal Combinations

With increasing reports of antifungal resistance and a limited number of therapeu-
tic agents, the use of combination antifungal regimens to offset toxicity and im-
prove efficacy has become common clinical strategy. Amphotericin B–flucyto-
sine combination therapy has been proven to be an efficacious combination in
the treatment of cryptococcal meningitis [26,38]. Some clinical data are available
to suggest that azole-flucytosine combinations may be useful in the treatment of
fungal peritonitis [41].

One of the most controversial topics in antifungal therapeutics, however,
concerns azole-amphotericin B combinations. Considering the pharmacology of
these two antifungals, this combination should result in antagonism. Theoreti-
cally, the inhibition of ergosterol synthesis by fluconazole should result in de-
creased binding and antagonism of amphotericin B activity. Results from many
in vitro studies have supported this theory of azole-amphotericin B antagonism,
yet the results of in vivo rodent and rabbit studies have been unequivocal [42].
Unlike many of the other azole antifungals, fluconazole exhibits reversible bind-
ing to the target enzyme, 14α-demethylase, and is relatively hydrophilic [43].
Based of these differences and data from in vivo models, several investigators
have predicted that antagonism between amphotericin B and fluconazole would
not occur in vivo [42,44–48].

If fluconazole does antagonize the activity of amphotericin B against yeast,
two important pharmacodynamic questions need to be answered: (1) What is
the time course (rate) for the development of antagonism—is pre-exposure to
fluconazole necessary? (2) If antagonism does develop, to what extent will overall
antifungal activity be lost? This second question is critical, because it may explain
why many in vivo models have failed to show increased mortality with an ampho-
tericin B-fluconazole combination.

Recently studies have been published examining these questions [28,49].
De novo ergosterol biosynthesis and incorporation into the fungal membrane in
Candida species have been reported to occur over a period of approximately 6
h [50]. Considering the pharmacodynamics of each antifungal (Figs. 1–3), it ap-
pears that some amount of pre-exposure to fluconazole would be necessary to
antagonize the activity of amphotericin B. Ernst and coworkers noted that the
fungicidal activity of amphotericin B is dramatically decreased when isolates are
pre-exposed to fluconazole for more than 8 h. The activity of amphotericin B
against yeast exposed to fluconazole for at least 8 h was indistinguishable from
that of fluconazole alone and was fungistatic (
2 log10 decrease from starting
inoculum). A limitation of these studies, however, was the static nature of drugs
in the test conditions.

To test the likelihood of fluconazole antagonizing the fungicidal activity
of amphotericin B over a range of dynamic concentrations, Lewis et al. [28]
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developed an in vitro pharmacodynamic infection model of candidemia. In this
model, the investigators simulated the human pharmacokinetic profile of five anti-
fungal regimens plus control: (1) fluconazole 200 mg q24h, (2) fluconazole 400
mg q24h, (3) amphotericin B 1 mg/kg per day, (4) amphotericin B plus flucon-
azole (400 mg) simultaneously, and (5) amphotericin B administered 8 h after
the fluconazole bolus. Similar to previous time-kill studies, amphotericin B ad-
ministered 8 h after a fluconazole bolus drastically reduced amphotericin B fungi-
cidal activity (Fig. 4).

Data from these pharmacodynamic studies have several implications. First,
the time course and order of administration for amphotericin B and fluconazole
are important for the development of antagonism. Therefore, traditional methods
for screening antifungal antagonism that rely on static concentration of antifun-
gals administered simultaneously (i.e., checkerboard testing) may not necessarily
detect antagonism. Especially notable, the fungistatic activity of fluconazole
seems to persist despite the loss of amphotericin B fungicidal activity (Fig. 4).
If this antifungal activity persists in vivo, it is unlikely that studies using mortality
as the principal endpoint would be able to detect antagonism of amphotericin B.
This is also true clinically, as fluconazole has been shown to be as efficacious
as moderate doses of amphotericin B for the treatment of systemic candidiasis
in neutropenic and non-neutropenic patients [51,52].

FIGURE 4 Representative graph of amphotericin B-fluconazole antifungal
combination activity tested in an in vitro pharmacodynamic infection model
against Candida albicans. (From Ref. 28.)
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4 CONCLUSIONS

Clearly, the study of antifungal pharmacodynamics is still in its infancy. Never-
theless, early in vitro and in vivo work has provided some important new informa-
tion on the activity, dosing, and use of antifungals for the treatment of candidiasis
and cryptococcosis. The next challenge will be to bring pharmacodynamic data
from benchtop and animal studies to the bedside. Other systemic mycoses criti-
cally need pharmacodynamic study. Aspergillosis, for example, has become a
major cause of mortality among oncology patients, yet no clinical trials exist
describing the optimal therapy for these fungal infections. Future progress in the
field of antifungal pharmacodynamics will hopefully optimize our ability to treat
mycoses despite a limited armamentarium.
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Clinical Trial Data
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1 INTRODUCTION

Determination of the relationship between drug exposure and response or be-
tween drug exposure and toxicity is key to achieving the ultimate aim of chemo-
therapy: obtaining the maximal probability of a good therapeutic response while
engendering the smallest possible probability of toxicity.

In the area of anti-infective chemotherapy, there is a single difference from
other areas of clinical pharmacological investigation. In other areas, we deal with
receptors for the drug that are human in origin. There are true between-patient
differences in receptor affinity for the drug that are, currently, not measurable.
This unmeasured variance leads to difficulty in generating pharmacodynamic re-
lationships.

In anti-infectives, however, we are dealing with an external invader.
Whether we are dealing with bacteria, viruses, or fungi, we can, with few excep-
tions (e.g., hepatitis C virus), grow the offending pathogen and obtain a measure
of the drug’s potency for that particular pathogen. These measures have different
names, depending on the pathogen [e.g., minimal inhibitory concentration (MIC),
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effective concentration that reduces growth by half (EC50), minimal fungicidal
(static) concentration (MFC)]. These measures of pathogen sensitivity to the drug
can then be used to normalize the drug exposure in the patient relative to the
invading pathogen. This markedly reduces the observed variability and improves
the ability to define a relationship between exposure and response.

2 DETERMINANTS OF A PHARMACODYNAMIC

RELATIONSHIP FOR ANTI-INFECTIVES

2.1 Endpoints

In order to determine a relationship between exposure and response or between
exposure and toxicity, the first step is to identify an endpoint. Such endpoints
differ according to what is being studied. Endpoints may be continuous in nature
[e.g., change in glomerular filtration rate (GFR) after drug exposure], dichoto-
mous or polytomous (e.g., success vs. failure; survival vs. death, a four-point
pain scale), or time to an event (time to death, time to relapse, time to viral
clearance). As will be discussed later, the endpoint chosen will in many ways
determine a good deal of the rest of the analysis.

The first and most important step in defining a pharmacodynamic relation-
ship is to obtain solid response endpoint data. If all other steps are performed
well but the endpoint data are poorly defined, then the relationship will be poor
at best and possibly misleading.

2.2 Pathogen Identification and Susceptibility

Determination

If one is attempting to construct an effect relationship (i.e., between drug expo-
sure and response), it is imperative that the offending pathogen be isolated and
identified and that the susceptibility of that specific pathogen to the drug being
used for therapy be measured. This is straightforwardly performed in many clini-
cal antibacterial trials, because pathogen identification and MIC determination are
integral parts of making a clinical study case both clinically and microbiologically
evaluable for the Food and Drug Administration.

Amazingly little has been done regarding the EC50 of viruses and their
influence on outcome in clinical trials of antiviral chemotherapy. It has only been
recently, with the availability of commercial homologous recombination assays
or rapid sequencing assays for HIV, that determination of drug susceptibility has
become a part of the clinical trial arena. Nonetheless, EC50 has an important role
to play, as demonstrated by the data in Figs. 1a–1f. In this evaluation the HIV
protease inhibitor indinavir was administered as a single agent. Plasma concentra-
tions were measured by HPLC, and EC50 values were determined for indinavir
by the ACTG/DOD consensus assay. A sigmoidal Emax effect model was fit to
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FIGURE 1 Pharmacodynamics of indinavir. Emax model of plasma copy num-
ber change. For part explanations, see text.
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FIGURE 1 Continued
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FIGURE 1 Continued
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the data with area under the plasma concentration–time curve (AUC), peak con-
centration, and trough concentration each as the independent variable (Figs. 1a–
1c). In Figs. 1d–1f, the drug exposures were normalized to the EC50 of that pa-
tient’s virus [1]. It can be seen that the normalization improves the fit of the
model to the data. It should be noted that the normalization transforms several
points from well off the best-fit curve to an area where the fit improves. This is
because of the added information gained from treating a very susceptible viral
strain.

It should also be noted that because the drug was administered at essentially
the same dose and schedule in all the patients there is significant co-linearity.
That is, one cannot make the peak rise without also raising the trough and without
increasing the AUC. Therefore one should not draw the inference from these
data that the AUC/EC50 ratio is the pharmacodynamically linked variable for
indinavir. Indeed, from other sources of data, the trough/EC50 ratio or (perhaps
preferably) the time � EC95 is the linked variable for protease inhibitors [2].
Clearly, normalization to a measure of potency for the viral isolate to indinavir
improves the relationship between exposure and response.

Much the same is true for any type of pathogen. Our ability to grow the
organism and identify its sensitivity to the therapeutic agent is key to our ability
to formulate an exposure–response relationship.

However, the measure of sensitivity of the pathogen to the drug, although
important, is not a sufficient condition for the development of a dynamics rela-
tionship. In order to have the highest probability of attaining a robust dynamics
relationship, obtaining a good estimate of drug exposure for the individual patient
is also critical. This was seen in a neutropenic rat model of fluoroquinolone phar-
macodynamics [3]. Two stable mutants of a parental strain of Pseudomonas aeru-
ginosa (MICs to the test fluoroquinolone of 1, 4, and 8 mg/L) were derived.
Therapy with the same dose of drug produced a clear difference in response by
MIC (80 mg/kg once daily as therapy with survivorships of 70%, 15%, and 0%
for the groups challenged with MICs of 1, 4, and 8 mg/L, respectively). However,
when the dose was altered (20 mg/kg once daily for the MIC of 1.0 mg/L chal-
lenge strain) so that the peak/MIC ratio and AUC/MIC ratio were the same as
those seen for the challenge group with an MIC of 4.0 treated with 80 mg/kg
once daily, the survivorship curves were identical. Because isogenic mutants were
employed, this demonstrates that both pieces of information (drug exposure plus
a measure of drug susceptibility) are necessary for the best pharmacodynamic
relationships to be developed.

2.3 Drug Exposure in Clinical Trial Patients

Amazingly few pharmacodynamic relationships have been derived in the anti-
infective arena. Part of the reason for this is that patients being treated for infec-
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tions are often quite ill and unwilling or unable to undergo the rigors of a tradi-
tional pharmacokinetic evaluation. Often, dose has been employed as a surrogate
for actual exposure estimates. This has proven to be a failed strategy. Dose is
a poor measure of exposure. There are true between-patient differences in the
pharmacokinetic parameter values such as clearance and volume of distribution.
Such true differences (but unmeasured, when dose is used as a measure of expo-
sure) translate into large differences in peak concentration, trough concentration,
and AUC in a population of patients receiving the same dose. It should not be
surprising that dose is a particularly poor measure of drug exposure and a poor
exposure variable to employ in developing pharmacodynamic relationships.

Figure 2 demonstrates the inadequacy of examining just dose as a measure
of drug exposure. This is the marginal density plot for clearance for levofloxacin.
This drug was studied in 272 patients enrolled in the first study to prospectively
develop a relationship between exposure and response [4]. This was done in a
multicenter study that included 22 centers in the United States. In the study proto-
col, patients with serum creatinine values in excess of 2.0 mg/dL were excluded.
Nonetheless, by inspection, the range of clearance exceeded tenfold. This also
indicates that the range of AUC for a fixed dose would exceed tenfold. Obviously,
any attempt to link exposure to outcome employing dose as the measure of expo-
sure would be doomed to failure.

Over the past decade, a number of mathematical techniques have found
their way into the toolbox of the kineticist or clinician wishing to construct such
relationships. The first is optimal sampling theory. This technique allows identi-

FIGURE 2 Approximate marginal density for clearance of levofloxacin.
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fication of sample times that are laden with ‘‘information.’’ The definition of
‘‘information’’ is dependent upon the measure that is defined by the user. For
instance, the most commonly employed measure is the determinant of the inverse
Fisher information matrix. This is referred to as D-optimality. It has several prop-
erties that are desirable. The answers obtained are independent of how the system
is parameterized and are also independent of units. This measure also has the
remarkable property of replicativeness. That is, if one defines a four-parameter
system, there will be exactly four optimal sampling times. If the investigator
wishes to make the sampling scheme more robust to errors, D-optimality will
tell the investigator to repeat one of the optimal sampling times. This is because
D-optimality is deterministic and is based upon the (incorrect) assumption that
there is only one true parameter vector, without true between-patient variability.
Most other measures of information content (e.g., C-optimality, A-optimality)
also suffer from being deterministic. Publications by D’Argenio [5] and Tod and
Rocchisani [6] extended optimal sampling into the stochastic framework and al-
lowed true between-subject variability in the parameter values. This allows the
investigator to increase the number of samples and to have increasing amounts
of information in the sampling scheme for patients whose values are more re-
moved from the mean values.

Traditional (deterministic) optimal sampling has been well validated. Fur-
ther, it is possible to employ traditional optimal sampling and still obtain sam-
pling schedule designs robust for a large portion of the population.

One problem with optimal sampling strategy is that it assumes that the
answer is already known, that is, that one knows the true mean parameter vector
for the model system. This obviously places limitations on the use of optimal
sampling strategy in the early phases of drug development when little is known
regarding the ‘‘true’’ model to be employed for a specific drug and less is known
regarding the true mean parameter vector. Nonetheless, with only a little informa-
tion regarding these issues, optimal sampling has been employed successfully.

There was no validation of this technique in patients until a series of studies
were published by Drusano and coworkers [7–10]. In what was, to our knowl-
edge, the first clinical validation of optimal sampling theory, the drug ceftazidime
was examined in young patients with cystic fibrosis receiving a single dose [7].
With the use of a Bayesian estimator, the optimal sampling subset of the full
sampling set produced precise and unbiased estimates of the important pharmaco-
kinetic parameter values.

This group then examined the drug piperacillin in a population of septic,
neutropenic cancer patients [8]. Whereas the study with ceftazidime was per-
formed with a single dose of drug, the study with piperacillin examined two
issues: (1) whether optimal sampling would provide precise and unbiased esti-
mates of parameter values in the steady-state situation and (2) whether obtaining
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duplicate samples obtained at the specified sample times would improve the preci-
sion of parameter estimation.

The results demonstrated that optimal sampling would, as expected, pro-
vide reasonably precise and unbiased parameter estimates. Further, this study
also showed that resampling at the designated optimal times did not improve the
precision of parameter estimation. The latter result was a bit of a surprise and
flew in the face of the then-accepted theory regarding optimal sampling. Optimal
sampling theory assumes that the mean parameter vector is known without error.
Further, true between-patient variance is not incorporated into the optimal sam-
pling time calculation. Given these limitations, it is not surprising that when que-
ried regarding the next most optimal time to obtain a sample after the original
optimal times have all been obtained, the theory forces one of the optimal times
to be repeated (property of replication). This strategy may improve the precision
for the mean patient, but in the clinical situation, where one is trying to construct
a population model (part of the creation of a pharmacodynamic model), it is
important to recognize that true between-patient variance exists for the parameter
values.

If an investigator is to limit the number of plasma samples obtained to an
optimal sampling set, it is important to know how robust optimal sampling is
with regard to errors in nominal parameter values. This group also addressed this
issue [10]. Theophylline has been demonstrated to have its clearance altered by
smoking cigarettes. The degree of this alteration has been on the order of a 50%
increase in the mean clearance of the population. It was felt that by studying a
population of smokers as well as a population of nonsmokers and employing
optimal sampling strategies for both smokers and nonsmokers they could examine
how badly optimal sampling sets performed when systematic errors on the order
of 50% (either high or low) were introduced into the nominal value for clearance.
This study demonstrated that errors of this magnitude did not introduce significant
bias or imprecision into the overall estimation of theophylline clearance. Further,
because this study was performed in two stages, after the first stage they embed-
ded a sampling set that was calculated by employing the patient’s initial parame-
ter values estimated from the full sample set obtained during the first stage. They
demonstrated that the patient’s own optimal samples provide excellent precision
and minimal bias for the second stage of the study (patient by patient). Such a
finding is important in that it means that toxic drugs can be adequately controlled
with minimal sample acquisition if patients are to be dosed over a relatively long
period of time (as is the case in antiretroviral chemotherapy). Likewise, obtaining
information about the patient’s parameter values for effect control with limited
sample acquisition also becomes possible in the routine clinical situation.

Others have recognized the importance of optimal sampling theory in guid-
ing the acquisition of plasma samples in the clinical trial setting for the develop-
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TABLE 1 Precision (%) of Kinetic Parameters of Theophylline as
Determined from Different Optimal Sampling Strategies Relative to Those
Determined from the Full Sampling Strategya

Vc Vss Varea SCl T1/2β

Correct7 2.20 1.26 1.30 2.97 2.99
Wrong7 1.66 1.01 1.04 3.56 3.98
Patient’s7 2.28 1.34 1.30 2.98 3.66
Patient’s4 2.60 2.20 2.28 2.99 3.77

a Correct7 represents the 7 sample times derived from the ‘‘correct’’ prior population.
Wrong7 represents the seven sample times derived from the ‘‘wrong’’ prior population.
Patient’s7 and Patient’s4 represent the seven and four sample times derived from the
patient’s own prior parameter values.

ment of exposure–response relationships. Forrest’s group [11] developed an opti-
mal sampling strategy for ciprofloxacin that is useful in the environment of
seriously ill hospitalized patients with lower respiratory tract infections. Fletcher
and colleagues [12] adapted optimal sampling strategy to the AIDS arena for the
development of concentration-controlled trials.

The second technique is population pharmacokinetic modeling. Credit for
the initial development of this technique reflects to Sheiner, Beal, and colleagues
[13–15]. After the initial development of the NONMEM system, other groups
developed population modeling programs—Mallet (NPML) [16], Schumitzky et
al. (NPEM) [17], the PPHARM system [18], Davidian and Gallant [19], Lind-
strom and Bates [20], and Forrest et al. [21], among others. Population modeling
allows the development of a mean parameter vector for the model without requir-
ing that every patient have a robust sampling set. It also provides an estimate of
the covariance matrix, allowing construction of parameter distributions and also
allowing Monte Carlo simulation, which has recently been shown to be useful in
evaluation of doses and schedules. Of course, the important issue with population
modeling is that the data must be well timed. The looseness of execution often
associated with performing population PK modeling is not an excuse for poor
timing of sample collection. Such poor attention to detail can severely impact
upon the estimates, rendering them either biased or imprecise. Nonetheless, it
should be recognized that the ability to perform population modeling has resulted
in nothing short of a revolution in our ability to obtain information about drug
disposition in ill target patients. The data presented in Fig. 2 are from an analysis
employing NPEM [4]. Ill patients with community-acquired infections were stud-
ied, with each patient having an optimal sampling set of seven plasma determina-
tions, each guided by stochastic design theory.
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Once population modeling has been performed, it is then useful to perform
maximal a posteriori probability (MAP) Bayesian estimation. This allows point
estimates of the model parameters to be obtained for all the patients in the popula-
tion. Measures of drug exposure [peak concentration, trough concentration, area
under the plasma concentration–time curve (AUC)] can be calculated and then
normalized to the potency parameter (e.g., peak/MIC ratio, AUC/MIC ratio,
time � MIC). It is now possible to examine the relationship between exposure
and response and/or toxicity.

In the study cited above, a parameter vector was calculated for each patient
by Bayesian estimation. The plasma drug concentrations were then simulated for
the specific times they were obtained, and a predicted versus observed plot was
produced. Figure 3 displays this analysis. The best-fit line was

Observed � 1.001 � predicted � 0.0054, r2 � 0.966; p �� 0.001

Once robust estimates of parameter values are obtained for each patient,
it is straightforward to attempt to link measures of exposure (peak concentration/
MIC or AUC/MIC ratio, time � MIC, etc.) to outcomes. For continuous outcome
variables (e.g., viral copy number, CD4 counts), continuous functions, such as a
traditional sigmoidal Emax effect function would be a natural choice (see Figs.
1a–1f).

However, clinical trials frequently have either dichotomous outcome vari-
ables (e.g., success/failure, eradication/persistence) or have time-to-event end-

FIGURE 3 Scatterplot and least squares line for the entire population.
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points (e.g., time to death, time to opportunistic infection, time to lesion change
in CMV retinitis). For dichotomous outcome variables, logistic regression analy-
sis is a natural choice. For the prospective study examining levofloxacin cited
above, we had an analysis plan that tested 13 covariates univariately [4,22].
Model building then ensued from the covariates that significantly altered the
probability of a good clinical or microbiological outcome (separate sets of analy-
ses). The final models for clinical and microbiological outcomes are displayed
graphically in Figs. 4 and 5, respectively.

It should also be noted that small boxes on the probability curve denote
independent variable ‘‘breakpoints.’’ These are arrived at through classification
and regression tree (CART) analysis. These merely indicate that patients whose
independent variable (here, peak concentration/MIC ratio) has a value equal to
or greater than the breakpoint value have a significantly higher probability of
obtaining a good outcome. CART is a useful adjunctive technique in pharmaco-
dynamic analyses but should probably be seen as an exploratory tool and one
for rational setting of breakpoints. Logistic regression should be seen as the pri-
mary tool for analysis with dichotomous endpoints.

In addition to modeling success/failure, logistic regression can also be em-
ployed to model the probability of occurrence of toxicity. An example can be
seen in the analysis of aminoglycoside-related nephrotoxicity published by Rybak
et al. [23]. These authors performed a prospective, randomized, double-blind trial
in which patients received their aminoglycoside either once daily or twice daily.

FIGURE 4 Logistic regression relationship between levofloxacin peak/MIC ra-
tio and the probability of a good clinical outcome.
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FIGURE 5 Logistic regression relationship between levofloxacin peak/MIC ra-
tio and the probability of organism eradication.

In the final model, the schedule of administration, the daily AUC of aminoglyco-
side, and the concurrent use of vancomycin all independently influenced the prob-
ability of occurrence of aminoglycoside-related nephrotoxicity.

Sometimes, as with the therapy of cytomegalovirus retinitis, the endpoint
examined is the time to an event, here the time to CMV lesion progression. In
this circumstance, after having performed the Bayesian estimation, the measures
of exposure may be employed as covariates in a Cox proportional hazards model
analysis. This semiparametric approach is a useful way to approach such analyses.
For those instances where fuller knowledge of the shape of the hazard function
is available, fully parametric analyses (e.g., Weibull analysis) can be performed.

In an analysis of the use of foscarnet for the therapy of cytomegalovirus
retinitis, Drusano et al. [24] performed a population pharmacokinetic analysis
followed by Bayesian estimation. The exposures then became part of the pharma-
codynamic analysis. Five covariates were examined: (1) baseline CD4 count, (2)
peak CD4 count during therapy, (3) whether or not the patient had a baseline
blood culture positive for CMV, (4) the peak concentration achieved, and (5) the
AUC achieved. Trough concentrations were not considered, because they would
generally be below the level of assay detection. In fact, all five covariates signifi-
cantly shifted the hazard function. With model building, only AUC and the base-
line CMV blood culture status remained in the final model. Figure 7 demonstrates
the exposure response from the final Cox model.

Monte Carlo simulation has recently been demonstrated to be useful for
the evaluation of doses and schedules for anti-infective agents. This technique
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FIGURE 6 Probability of aminoglycoside toxicity. (a) Twice daily dosing—
vancomycin use, and daily AUC. (b) Once daily dosing—vancomycin use and
daily AUC.
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FIGURE 7 Exposure response of final Cox model. (a) Baseline cytomegalovi-
rus blood culture negative; (b) baseline cytomegalovirus blood culture posi-
tive. (�) Lowest AUC observed in the population; (�, �, ■) 20th, 50th, and
80th percentiles, respectively, of AUC in the population.

was first applied for this purpose by Drusano at a meeting of the FDA Anti-
Infective Drug Products Advisory Committee [25]. Two applications are demon-
strated here. The first is for dose adequacy and for preclinical MIC breakpoint
determination. The second is for the evaluation of the dosing schedule.

To evaluate the adequacy of a 500 mg dose of the fluoroquinolone lev-
ofloxacin, Drusano and Craig collaborated for the following analysis. The mean
parameter vector and covariance matrix from the levofloxacin study cited earlier
were employed to create a 10,000 subject Monte Carlo simulation. The AUC
distribution for a 500 mg IV dose for these subjects was generated. The data



318 Drusano

FIGURE 8 Levofloxacin 10,000-subject Monte Carlo simulation. Pneumococ-
cal target attainment with a 500 mg qid dose. (�) 1 Log drop target; (�) stasis
target; (■) MIC distribution.

from the levofloxacin TRUST (Tracking Resistance in the United States Today)
study was employed for the MIC distribution for Streptococcus pneumoniae. The
key for this analysis was to set a ‘‘target goal.’’ Craig’s mouse thigh model
allowed setting the AUC/MIC target goal of 27.0 (total drug) associated with
stasis and 34.5 (total drug) for a drop in the CFU of one log10 unit (associated
with the shutoff of bacteremia) for levofloxacin [26]. Each of the 10,000 AUCs
in the distribution were divided by the MIC range from 0.125 to 4.0 (in a twofold
dilution series). The resultant values were compared to the target goals, and the
frequency with which the target was achieved was ascertained. The outcome of
this analysis is displayed in Fig. 8.

It is obvious that the goal attainment rate is 100% for both targets until an
MIC of 0.5 mg/L is reached. At 1.0 mg/L, both target attainments decline, but

TABLE 2 Levofloxacin 10,000-Subject Monte Carlo Simulation: Target
Attainment Over a 4296 Isolate Database of Streptococcus pneumoniae

Target 1 Log drop (34.5 AUC/MIC ratio) Stasis (27 AUC/MIC ratio)
Attainment 94.7 � 0.2% 97.8 � 0.1%

Source: PK parameters, from Ref. 33; isolate MICs from the 1998–1999 TRUST study;
target attainment data from Ref. 26.
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FIGURE 9 One randomly chosen concentration time profile resulting from
Monte Carlo simulations of different dosage schedules for abacavir and am-
prenavir with 500 subjects. (a–d) Concentration–time profiles. (a, c) (�) Am-
prenavir 800 mg g8h; (�) abacavir 300 mg q12h. (b, d) (�) Amprenavir 1200
mg q12h; (�) abacavir 300 mg q12h. (e, f) Effect–time profiles for a specific
patient.
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FIGURE 10 Average percent of maximal antiretroviral effect for combination
therapy with abacavir plus amprenavir. Amprenavir schedule of administra-
tion was 800 mg (q8h) or 1200 mg (q12h). Abacavir schedule was 300 mg
(q12h) in both groups. Results weere calculated from a Greco interaction
model. Drug concentrations were from Monte Carlo simulation.

both are in excess of 90%. Only after this do we see a large decline in target
attainment.

It is possible to remove the variability in the MIC by performing an expecta-
tion over the MIC distribution. In essence, we can multiply the target attainment
rate by the fraction of the strains of pneumococcus represented at each levofloxa-
cin MIC value. This gives us an estimate of the target attainment rate in a clinical
trial, subject to the assumptions that the MIC distribution is representative of that
seen in clinical trials and that the AUC distribution is likewise representative of
a clinical trial. The target attainment rates are shown in Table 2.

This example demonstrates that a 500 mg dose of levofloxacin would likely
be adequate for pneumococcal infections, given the distribution of the AUCs for
the drug and the distribution of the MICs. This has been demonstrated in clinical
trials of levofloxacin in community-acquired pneumonia [22,27].

It is also possible to examine schedule with this technique. Drusano et al.
[28] examined the combination of abcavir plus amprenavir for HIV. The interac-
tion of the two agents was quantitated in the presence of human binding proteins
in vitro using the Greco interaction equation [29]. Population pharmacokinetic
models were then derived from clinical trial data for both drugs. Monte Carlo
simulations were derived of the effect–time curves for 500 subjects. In the simu-
lations, doses of 300 mg of abacavir every 12 h (q12h) plus 800 mg of amprenavir
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every 8 h (q8h) were simulated, as well as doses of abacavir 300 mg every 12
h plus 1200 mg of amprenavir every 12 h. In Figs. 9a and 9b the mean concentra-
tion–time profiles are shown for the various simulations for 500 subjects. Figures
9c and 9d show one subject selected from the population. Figures 9e and 9f show
the effect vs. time curves derived from that specific patient at steady state for
the different schedules of administration.

The effect–time curves can be integrated over a 24 h steady-state interval

FIGURE 11 Frequency histograms for average percent of maximal effect for
abacavir/amprenavir combination therapy. In (a), abacavir was 300 mg (q12h)
and amprenavir dose was 800 mg (q8h). In (b), abacavir was 300 mg (q12h)
and amprenavir was 1200 mg (q12h). Values were determined as in Fig-
ure 10.
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and divided by the interval length (24 h). An average percent of maximal effect
results from the calculation. These are plotted in Fig. 10 for the two schedules
of administration for all 500 simulated subjects.

It is obvious from inspection that the schedule of administration that is
more fractionated for the protease inhibitor (amprenavir q8h) is providing greater
effects. This can clearly be seen in the frequency histograms presented in Fig.
11. Irrespective of how one tests the differences between regimens (frequency
�90% maximal effect, frequency �70% maximal effect, difference between
mean percent maximal effects), the more fractionated regimen is always statisti-
cally significantly superior.

Consequently, Monte Carlo simulation can be used for both dose and regi-
men evaluations and can also set preclinical and, after the human pharmacody-
namic trials have been performed, clinical MIC breakpoints. It is obvious that
there are other uses for this flexible and powerful technique for the clinical arena
(e.g., drug penetration to the site of infection [30]).

Each of the foregoing examples leads to a simple paradigm. It is straightfor-
ward to attempt to define pharmacodynamic relationships in the clinical trial set-
ting. The approach is set forth in Table 3. Once such relationships are defined,
particularly when relationships are available for both efficacy and toxicity, as is
the case for aminoglycoside antibiotics [23,31], the true goal of anti-infective
chemotherapy (maximal effect with minimal toxicity) can be sought by using
stochastic control techniques [32]. As part of the approach, it is clear that plasma
concentration determination is a requirement. It should be brought home force-

TABLE 3 Paradigm for the Development of Exposure–Response
Relationships for Anti-Infective Agents

1. Decide on an endpoint.
2. Make potency measurements on pathogens from trials (MIC, EC50, etc).
3. Obtain exposure estimates for patients from those trials.

a. Stochastic design for sampling scheme.
b. Population pharmacokinetic modeling.
c. MAP-Bayesian estimation for individual-patient exposure esti-

mates.
4. Decide on an endpoint analysis (the following are examples only).

a. Sigmoidal Emax analysis for a continuous variable.
b. Logistic regression for dichotomous/polytomous outcomes.
c. Cox proportional hazards modeling (or a variant) for time-to-event

data.
d. Classification and regression tree analysis for breakpoint determi-

nation.
5. Stochastic control when effect–toxicity relationships are available.
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fully to pharmaceutical sponsors that the paradigm has shifted. We can success-
fully seek and generate such relationships. In the ‘‘old days,’’ the necessity for
concentration determination was the death knell for the development of a com-
pound. Now it is clear that for the patient’s sake we can achieve maximal proba-
bility of a good clinical and microbiological outcome coupled with the minimal
probability of toxicity and (perhaps) emergence of resistance by measuring drug
concentrations in plasma. This should be the new (and positive) way of differenti-
ating drugs. We should prefer those that provide us the possibility of having a
rational basis for producing the best patient outcomes. Again, third party payors
also need to understand that drugs with such relationships developed should have
priority on clinical pathways, because they provide maximal probability of re-
sponse with minimal probability of toxicity.
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Antibacterial Resistance
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1 INTRODUCTION

Bacterial resistance to antibiotics is an inescapable response to the overuse of
antimicrobial agents in the environment. It can arise from the selection of resistant
subpopulations among susceptible strains or from the increased prevalence of
strains expressing intrinsic or acquired resistance. The impact of antibiotic resis-
tance on patients and society is overwhelming, as infections caused by resistant
pathogens are associated with higher rates of morbidity and mortality than infec-
tions caused by pathogens [1,2]. Furthermore, microbial drug resistance has been
projected to add between $100 million and $30 billion annually to health care
costs [3]. Recognition of the factors associated with increasing resistance is essen-
tial for the development of new strategies to slow the evolution and progression
of antimicrobial resistance among bacteria.

The heavy use and abuse of some antimicrobial agents have been directly
linked to some of the more serious resistance problems challenging clinicians
today [4,5]. Perhaps the best example is the association between excessive ceftaz-
idime use and the development and spread of multidrug resistance among gram-
negative bacteria [6,7]. With a diminishment in the number of novel agents enter-
ing the clinical arena, the judicious use of currently available antibiotics becomes
essential if we are to preserve their clinical efficacy. Drug control strategies must
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not only involve tighter regulation on the use of antibiotics but also must involve
a more scientific approach to dosing strategies. The field of antimicrobial pharma-
codynamics strives to establish relationships between the pharmacokinetics of a
drug and the effective treatment of infections. However, just as important are the
relationships between pharmacokinetics and selection of resistance during ther-
apy. This chapter will review some of the most critical resistance problems facing
clinicians today, the problems encountered with accurate detection of resistance
in the clinical laboratory, and the role of pharmacodynamic strategies in slowing
the emergence of resistance among bacteria.

2 EMERGING RESISTANCE PROBLEMS IN

INFECTIOUS DISEASES

2.1 Gram-Positive Bacteria

2.1.1 Enterococcus Species

Among the numerous species of enterococci, E. faecalis and E. faecium are the
two most important clinically. In addition to causing serious hospital-acquired
infections such as bacteremia and endocarditis [8], E. faecalis and E. faecium
are two of the most intrinsically resistant bacteria challenging clinicians today
[9]. These two pathogens naturally exhibit low-level resistance to the β-lactams,
aminoglycosides, clindamycin, trimethoprim-sulfamethoxazole, and other classes
of antimicrobial agents. When bacterial killing is required for clinical cure, the
combination of a cell-wall-active agent (penicillin or vancomycin) with an amino-
glycoside provides one of the true examples of antimicrobial synergy.

Unfortunately, E. faecalis and E. faecium have not been satisfied with their
intrinsic resistance and have been acquiring high-level resistance to these antibi-
otics as well [9]. Once high-level resistance to either the β-lactams or aminogly-
cosides is acquired, synergistic killing is lost, therapy of serious infections is
compromised, and the search for more effective antimicrobial agents or alterna-
tive combinations becomes essential.

2.1.2 Staphylococcus aureus

In contrast to the impressive intrinsic resistance displayed by the enterococci, S.
aureus represents a prototype bacterium for rapid acquisition and development
of resistance in response to antibiotics in the environment. Soon after penicillin
became available for clinical use, Spink and Ferris [10] reported their isolation
of a penicillin-resistant S. aureus that produced a penicillin-inactivating enzyme.
Penicillinases in S. aureus are usually encoded on a plasmid and can spread easily
among the genus. Currently, 70–90% of staphylococci are resistant to penicillin
and the aminopenicillins [11]. To circumvent this problem, penicillinase-resistant
penicillins such as methicillin and oxacillin were synthesized and introduced in
the early 1960s. However, the first methicillin-resistant S. aureus (MRSA) was
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discovered as early as 1961 [12]. Resistance to this class of penicillins is not
mediated through enzymatic inactivation but rather is mediated through the ex-
pression of a low-affinity penicillin binding protein, PBP2′ [13]. By the late
1980s, 25% of all staphylococcal isolates in the United States were resistant to
methicillin [14], with prevalence rates varying markedly between geographical
areas and between individual institutions.

Strains of MRSAs are frequently resistant to multiple antibiotics, including
the penicillins, cephalosporins, cephamycins, carbapenems, β-lactamase–inhibi-
tor combinations, aminoglycosides, macrolides, tetracyclines, and sulfonamides
[11]. The glycopeptides vancomycin and teicoplanin remain the preferred therapy
for MRSA infections. However, strains of S. aureus exhibiting intermediate resis-
tance to both vancomycin and teicoplanin have been reported [15,16].

2.1.3 Streptococcus pneumoniae

Like S. aureus, S. pneumoniae has shown a remarkable ability to evolve and
develop resistance to antibiotics in the environment. In contrast to S. aureus,
however, the rate of resistance development is much slower among pneumococci.
Clinical isolates of S. pneumoniae remained susceptible to penicillin until the
1960s, when the first intermediate-resistant isolates were reported in Boston in
1965 [17]. Thereafter, pneumococcal susceptibility to penicillin gradually de-
creased, with reports of intermediate resistance increasing globally and the first
reports of high-level resistance and clinical failures with penicillin appearing in
the literature [18–20]. In the United States, the prevalence of penicillin-nonsus-
ceptible pneumococci steadily increased through the 1980s and 1990s, with 40%
of pneumococci across the country having now lost their susceptibility to penicil-
lin [21].

The mechanism of penicillin resistance among S. pneumoniae involves the
acquisition of ‘‘resistant’’ PBP gene segments from other streptococci in the
environment [22,23]. As susceptibility to penicillin decreases, a concurrent de-
crease in susceptibility to other penicillins, cephalosporins, cephamycins, and
carbapenems is also observed [24]. In addition, penicillin-resistant pneumococci
are increasing their resistance to other classes of antimicrobial agents, including
the macrolides, tetracyclines, chloramphenicol, and trimethoprim-sulfamethoxa-
zole [24]. The increased prevalence of multidrug-resistant pneumococci presents
a therapeutic dilemma for the treatment to serious pneumococcal infections.

A summary of emerging resistance problems among gram-positive bacteria
is provided in Table 1.

2.2 Gram-Negative Bacteria

2.2.1 Haemophilus influenzae

It is now well established that ampicillin resistance among H. influenzae strains
can result from mutations affecting the PBP targets, decreased permeability
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TABLE 1 Emerging Resistance Problems Among Gram-Positive Pathogens

Bacterial species Class of antibiotics Molecular mechanisms

Enterococcus faecium, High-level β-lactam Low-affinity PBPs
Enterococcus faecalis β-lactamase inactivation

Vancomycin Production of altered
cell-wall precursors
that vancomycin
binds with lower af-
finity

Aminoglycosides Inactivating enzymes
Staphylococcus aureus Penicillin and Penicillinase

aminopenicillins
All β-lactams Acquired low-affinity

PBP2′
Vancomycin Increased targets in

outer cell wall
Streptococcus pneu- β-Lactams Acquired ‘‘resistant’’

moniae PBP gene segments

through the outer membrane, and/or acquisition of plasmid-mediated β-lacta-
mases [25]. Of these three resistance mechanisms, production of β-lactamase
accounts for �90% of ampicillin resistance among H. influenzae globally, with
TEM-1 being the most common enzyme produced [25]. On average, 30–37% of
H. influenzae strains from every region of the United States produce β-lactamase
[21]. Although β-lactamase-producing strains remain susceptible to the β-lacta-
mase–inhibitor combinations and extended-spectrum cephalosporins, permeabil-
ity and/or PBP changes can provide resistance to these agents as well [21,26].
In addition to β-lactam resistance, H. influenzae are developing impressive resis-
tance to the macrolide antibiotics, with 54% of over 3000 isolates exhibiting
resistance in a 1998 national survey [21].

2.2.2 Escherichia coli and Klebsiella pneumoniae

Strains of E. coli and K. pneumoniae have shown a remarkable ability to evolve
and adapt to the threat of antibiotics in the environment, especially to the β-
lactam class. Resistance to β-lactams among these two species is mediated pri-
marily through the production of β-lactamases. Whereas both species encode for
β-lactamase on their chromosome, plasmid-encoded β-lactamases are the pre-
dominant mechanism of resistance, with TEM-1 and SHV-1 being the most com-
mon enzymes produced [6]. TEM-1 and SHV-1 are considered broad-spectrum
β-lactamases and account for the majority of E. coli and K. pneumoniae resistance
to the penicillins and early narrow-spectrum cephalosporins. Two approaches
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used to circumvent β-lactamase-mediated resistance have been to develop ‘‘en-
zyme-resistant’’ cephalosporins and to combine an inhibitor of β-lactamases with
enzyme-labile penicillins. E. coli and K. pneumoniae have evolved impressively
in response to these two approaches and have rapidly developed resistance to
the extended-spectrum ‘‘third generation’’ cephalosporins and the β-lactamase–
inhibitor combinations.

In response to the β-lactamase–inhibitor combinations, E. coli and K. pneu-
moniae have mutated to either increase production of their plasmid-encoded β-
lactamases [27,28] or decrease the sensitivity of their β-lactamases to inhibition
by clavulanate, tazobactam, and sulbactam [29,30]. In response to the extended-
spectrum cephalosporins (ceftazidime, cefotaxime, ceftriaxone) E. coli and K.
pneumoniae have evolved through two distinct pathways. They have either mu-
tated the active sites of their TEM-1 or SHV-1 enzymes to increase the hydrolysis
of these drugs, or they have acquired plasmid-encoded AmpC cephalosporinases
that originated from the chromosomal AmpCs of other species (see Sections
2.2.3 and 2.2.4) and are inherently capable of providing resistance to the ex-
tended-spectrum cephalosporins. The mutated variants of TEM-1 and SHV-1
have been termed extended-spectrum β-lactamases (ESBLs) because they have
extended the resistance potential of E. coli and K. pneumoniae to include the
extended-spectrum cephalosporins and aztreonam. Unfortunately, many strains
producing these enzymes appear falsely susceptible to the newer cephalosporins
and aztreonam in routine susceptibility tests [31,32], and the scope of this resis-
tance problem remains largely unknown. Although most ESBL-producing bacte-
ria are also resistant to ampicillin-sulbactam, amoxicillin-clavulanate, and ticar-
cillin-clavulanate, many remain susceptible to piperacillin-tazobactam. Similarly,
many ESBL-producing E. coli and K. pneumoniae remain susceptible to the
‘‘fourth generation’’ cephalosporin cefepime. However, the clinical relevance of
piperacillin-tazobactam and cefepime susceptibility has not been established, and
there are concerns of false susceptibility similar to that observed with the ex-
tended-spectrum cephalosporins and aztreonam. Further complicating therapy of
ESBL-producing bacteria is that these enzymes are encoded on plasmids that also
carry genes encoding resistance to other classes of antimicrobial agents [33,34],
Therefore, it is not uncommon to find ESBL-producing bacteria that are also
resistant to the aminoglycosides, trimethoprim-sulfamethoxazole, chlorampheni-
col, and the tetracyclines. The most reliably active agents for treatment of ESBL-
producing E. coli and K. pneumoniae are the carbapenems, cephamycins, and
fluoroquinolones. However, strains of K. pneumoniae resistant to all available
antimicrobial agents have been isolated [35] and may signal the beginning of the
prophesied ‘‘post-antibiotic era.’’

2.2.3 Other Enterobacteriaceae

Although the predominant ESBL-producing bacteria are E. coli and K. pneumon-
iae, ESBLs have also been observed in species of Enterobacter, Citrobacter,
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Proteus, Salmonella, Serratia, and other species of Klebsiella [6,36,37]. How-
ever, it is an inducible chromosomal AmpC cephalosporinase that is most com-
monly involved in the development of β-lactam resistance among some of these
species [38]. Since the 1980s, Enterobacteriaceae possessing inducible AmpC
cephalosporinases have played an important role in the emergence of resistance

TABLE 2 Emerging Resistance Problems Among Gram-Negative
Pathogens

Bacterial species Antibiotic class Molecular mechanisms

H. influenzae Penicillins TEM-1 β-lactamase
PBP affinity decrease
Outer membrane per-

meability
K. pneumoniae, E. coli Penicillins and narrow- TEM-1 and SHV-1

spectrum cephalo- β-lactamases
sporins

β-Lactamase–inhibitor Inhibitor-resistant
combinations β-lactamases or

hyperproduction
of TEM-1/SHV-1

Penicillins, cephalospo- Extended-spectrum
rins, inhibitor–penicil- β-lactamases
lin combinations,
and monobactams

Cephamycins Plasmid-encoded
AmpC β-lactamase

E. cloacae, E. aerogen- Penicillins, cephalospo- Chromosomal AmpC
ese, S. marcescens, rins, inhibitor–penicil- β-lactamase
C. freundii lin combinations,

cephamycins and
monobactams

Carbapenems Carbapenemases
AmpC � outer mem-

brane porins
P. aeruginosa Antipseudomonal peni- Plasmid-encoded

cillins β-lactamases
Penicillins, cephalospo- Chromosomal AmpC

rins, inhibitor–penicil- β-lactamase
lin combinations,
and monobactams

Multiple drug classes Outer membrane porins
Antibiotic efflux pumps
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to the antipseudomonal penicillins, extended-spectrum cephalosporins, and az-
treonam. Studies have shown that the rapid development of resistance to virtually
all β-lactams is associated with mutant subpopulations that constitutively produce
high levels of their AmpC cephalosporinase [39]. With one mutant cell being
present among every 106–107 viable cells, high-level β-lactam resistance has been
shown to emerge in anywhere from 19% to 80% of patients infected with isolates
possessing an inducible AmpC cephalosporinase [6]. Although the emergence of
AmpC-mediated resistance has been observed during therapy with many of the
available β-lactam antibiotics, there appears to be a particular association with
extended-spectrum cephalosporins, most particularly ceftazidime [2]. In contrast
to the β-lactam class of drugs, carbapenem resistance is very rare among members
of the Enterobacteriaceae. When resistance is observed, it is due to either the
production of a β-lactamase capable of hydrolyzing carbapenem antibiotics (car-
bapenemase) or a reduction in the accumulation of drug in the periplasmic space
[38,40,41].

2.2.4 Pseudomonas aeruginosa

Among the gram-negative bacterial species, P. aeruginosa is one of the most
talented in terms of rapidly developing resistance to antibiotics. Similar to the
Enterobacteriaceae, the mechanisms responsible for β-lactam resistance among
P. aeruginosa often involve the production of β-lactamases, both plasmid- and
chromosomally encoded, and the emergence of high-level β-lactam resistance
during therapy is also primarily due to the selection of mutants that overproduce
their chromosomal AmpC cephalosporinase [42]. In contrast to the Enterobacteri-
aceae, however, rates of imipenem resistance among P. aeruginosa can exceed
50% [43]. The β-lactams and carbapenem antibiotics are not the only classes that
are impacted by P. aeruginosa’s ability to rapidly develop resistance. Due to its
ability to rapidly alter outer membrane permeability, P. aeruginosa can develop
resistance during the course of therapy with virtually any antibiotic.

A summary of emerging resistance problems among gram-negative bacteria
is provided in Table 2.

3 DETECTION OF RESISTANCE IN THE

CLINICAL LABORATORY

3.1 Clinical Relevance of Susceptibility Tests

The susceptibility of a bacterial pathogen to antibiotics is an important therapeutic
guide for clinicians. However, antimicrobial susceptibility is just one piece of a
complex puzzle determining clinical outcome. Just as important are the pharma-
cokinetics of the antibiotic at the site of infection, the physical and chemical
environment at the site of infection, the pharmacodynamic interactions between
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the antibiotic and target bacterium, the immune status of the host, the need for
surgical intervention, and the emergence of resistance during therapy. The inter-
play between some or all of these factors can lead to a clinical failure, even when
the bacterium exhibits susceptibility to an antibiotic in vitro. Conversely, clinical
success can sometimes be achieved in cases when the bacterial pathogen exhibits
resistance in vitro. This is especially true when interpretive breakpoints for resis-
tance are based upon serum pharmacokinetics yet the antimicrobial agents are
known to concentrate to much higher levels at the site of infection.

There have been relatively few studies investigating the predictive value
of susceptibility tests, and comparison of their data is difficult due to differences
in susceptibility tests used, definitions of sensitivity or resistance, microorgan-
isms studied, and criteria used for clinical success or failure [44]. Despite these
problems, general conclusions can be reached. The correlation between in vitro
susceptibility and favorable clinical outcome is moderately good at best, mostly
due to the multitude of other factors that can significantly affect therapeutic suc-
cess. Although the correlation between in vitro resistance and clinical failure is
much stronger, the relationship is not 100% [44]. This is not surprising, however,
considering that in vitro susceptibility assays are performed in the absence of
host defense mechanisms and that interpretive breakpoints based on serum phar-
macokinetics are inappropriate for drugs that concentrate to higher levels in tis-
sues or urine. Despite these imperfections, there is a clinical relevance to the
data obtained from in vitro susceptibility assays, especially when antimicrobial
resistance is accurately detected. Unfortunately, most efforts directed toward im-
proving susceptibility testing to date have focused on achieving a reproducible
detection of susceptibility. As the threat of antimicrobial resistance continues to
increase in our environment, it becomes essential that scientists shift the focus
of susceptibility assays from the reproducible detection of susceptibility to the
accurate detection of old and newly evolving resistance mechanisms. There are
three general approaches that can be used to detect resistance in clinical isolates:
(1) detection of resistance genes, (2) detection of gene products that mediate
resistance, and (3) detection of phenotypic resistance through routine susceptibil-
ity assays. These three approaches will be reviewed in this chapter.

3.2 Methods for the Detection of Resistance Genes

One advantage of using genetic techniques to detect resistance is that they can
give the clinician therapeutic guidance faster than routine culture and susceptibil-
ity methods. In addition, genetic techniques can sometimes be more accurate than
susceptibility tests in defining the resistance mechanisms of a bacterium. For
example, oxacillin resistance among strains of S. aureus can be mediated either
through the production of PBP2′ or through the hyperproduction of a penicillinase
[45]. It is not always possible to differentiate between these two resistance mecha-
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nisms based on routine susceptibility data, yet the therapeutic implications are
important [46]. A genetically based assay that accurately detects mecA in staphy-
lococci could provide important therapeutic information to the clinician and pre-
vent the unnecessary use of vancomycin in some cases. It is important to note,
however, that these genetically based assays are useful only when they detect a
resistance gene in a bacterial isolate. A negative result is of little use to the clini-
cian, because other unrelated resistance mechanisms may be operative in the
bacterium. Therefore, a negative result should never be used as a confirmation
of susceptibility.

Two approaches are currently used to detect resistance genes: (1) direct
detection of genes with DNA probes and (2) amplification of genes using poly-
merase chain reaction (PCR) methodology. Variations of these methodologies
are currently being developed to target resistance genes in numerous bacterial
species. However, this section will only briefly review those genetic methods that
target aminoglycoside and glycopeptide resistance in enterococci and β-lactam
resistance mediated through mecA and β-lactamases (see Table 3).

3.2.1 Glycopeptide and Aminoglycoside Resistance

To date, there have been four different genotypes of vancomycin resistance, char-
acterized vanA, vanB, vanC, and vanD [5]. Of these, vanA and vanB are the most
important clinically, providing high-level vancomycin resistance among strains
of E. faecalis and E. faecium. Gene probes and PCR assays have been designed
to detect the vanA, vanB, vanC genotypes [47,48], and PCR assays are currently
being evaluated for the identification of vancomycin-resistant enterococci in fecal
samples [49].

Owing to the diversity of aminoglycoside-modifying enzymes among
gram-negative bacteria, it is very difficult to find a consensus sequence that would
allow for detection of multiple genes using one DNA probe or PCR primer set.
In contrast, the genes encoding aminoglycoside-modifying enzymes in gram-pos-
itive bacteria are much more conserved. To date, most efforts have focused on
detecting the genes encoding ANT(6) and AAC(6′)-APH(2″), which provide
high-level aminoglycoside resistance to enterococci [50].

3.2.2 β-Lactam Resistance

Among gram-positive bacteria, most attention has focused on the genetic detec-
tion of mecA-mediated resistance in isolated colonies of staphylococci or blood
culture [51,52]. These assays can require as few as 500 staphylococci to obtain
a positive reaction using a PCR enzyme-linked colorimetric assay.

The enzymes that are responsible for β-lactam resistance among gram-neg-
ative bacteria are diverse not only in their function but also in their genetic code.
DNA probes and PCR primer sets have already been prepared for several plas-
mid-encoded β-lactamases [53,54], and DNA probes have been used to detect
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TABLE 3 Assays to Detect Antimicrobial Resistance Genes

Bacterial species Resistance mechanism Genes targeted

Enterococcus faecium, Vancomycin resistance vanA
Enterococcus fae- through VanA, VanB, vanB
calis, Enterococcus or VanC vanC
spp.

High-level aminoglyco- ant(6′)
side through inactivat- aac(6′)-aph(2″)
ing enzymes ANT(6)
or AAC(6′)-APH(2″)

Staphylococcus aureus β-Lactam resistance mecA
through production of
low-affinity PBP2′

Escherichia coli Resistance to penicillins blaTEM

Klebsiella pneumoniae and early cephalospo- blaSHV

rins through TEM-1
or SHV-1 β-lactamase

Haemophilus influenzae Resistance to penicillins blaTEM

through production blaROB

of TEM-1 or ROB-1
β-lactamases

Enterobacteriaceae Resistance to penicil- Oligonucleotide typing
lins, cephalosporins, to detect nucleotide
inhibitor–penicillin changes at critical
combinations, and basepairs of blaTEM

monobactams and blaSHV

through production
of ESBLs

the blaTEM gene (TEM-1) in urethral exudates, urine, and spinal fluid [55–57].
However, because of the diversity of β-lactamase produced by gram-negative
bacteria, samples may need to be tested with multiple probes or PCR primer sets.
For example, to accurately detect β-lactamase-mediated resistance in E. coli and
K. pneumoniae, probes or primer sets for TEM-1, SHV-1, and a multitude of
other β-lactamases may need to be tested on a single isolate. Similarly, to accu-
rately detect β-lactamase-mediated resistance among H. influenzae, probes or
primer sets for TEM-1 or ROB-1 should be evaluated, even though TEM-1 is
by far the most predominant enzyme. Even with the development of probes to
every known β-lactamase gene, this genetically based approach would not detect
resistance mediated by porin or PBP changes, and thus a negative result should
be used as a confirmation of susceptibility.
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The ever-evolving family of ESBLs presents an additional problem for
genetically-based assays. Because these enzymes have evolved over time through
point mutations within the active sites of TEM-1 and SHV-1 [33,37], probes and
primer sets designed for blaTEM and blaSHV will detect an ESBL gene. However,
these probes cannot differentiate an ESBL-encoding gene from a gene encoding
TEM-1 or SHV-1. Considering the therapeutic implications associated with
ESBLs, it is critical that any genetically-based assays demonstrate this differentia-
tion capability. Mabilat and Courvalin [58] described an oligonucleotide-based
hybridization method that can differentiate β-lactamase genes based on nucleo-
tide changes at critical basepairs. However, because of the logistics and labor-
intensive nature of this technology, oligonucleotide typing presents a greater ben-
efit for epidemiological studies at this time. As technologies continue to evolve,
the direct detection of ESBLs may become a reality in the clinical laboratory.

3.3 Methods For Detection of Gene Products That

Mediate Resistance

Similar to the genetically-based methods discussed above, methods that directly
detect the active products of resistance genes can provide valuable therapeutic
information to the clinician faster than routine culture and susceptibility methods.
A positive result from these tests can guide the clinician by inferring resistance
to those drugs known to be affected by the expressed resistance mechanism.
However, similar to genetically based methods, a negative result does not ensure
the lack of resistance, as other mechanisms of resistance may be operative. A
summary of the methods used for direct detection of β-lactamases and chloram-
phenicol acetyltransferase (CAT) is provided in Table 4.

3.3.1 Direct Detection of β-Lactamases

There are three direct β-lactamase detection assays used clinically: (1) iodometric
assay, (2) acidometric assay, and (3) chromogenic assay. The iodometric and
acidometric assays are based upon the colorimetric detection of penicillinoic acid
produced from β-lactamase hydrolysis of penicillin [59,60]. In the acidometric
assay, hydrolysis of citrate-buffered penicillin causes a decrease in pH and a
color change of phenol red to yellow. In the iodometric assay, penicillinoic acid
reduces iron and prevents the interaction of iron with starch. Without the hydroly-
sis of penicillin to penicillinoic acid, iron and starch interact and the medium
turns bluish purple. In the chromogenic assay, the chromogenic cephalosporin
nitrocefin can either be incorporated into liquid suspension or impregnated into
sterile paper disks. Hydrolysis of nitrocefin results in an electron shift and a red
product [61]. The disk chromogenic assay, commercially known as the cefinase
disk, is the most common method used for β-lactamase detection in clinical labo-
ratories.
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The direct detection of β-lactamase in species of staphylococci, entero-
cocci, H. influenzae, Neisseria gonorrhea, and Moraxella catarrhalis indicates
resistance to all penicillin antibiotics but does not indicate resistance to all the
cephalosporins. Furthermore, a negative reaction does not rule out penicillin re-
sistance, because some strains are resistant to penicillins through altered PBPs
and/or decreased permeability [62]. Another consideration is the inducibility of
penicillinase production in staphylococci. Unlike the constitutive production
of β-lactamase by H. influenzae, most staphylococci produce detectable levels
of their penicillinase only after induction with a β-lactam drug [63]. Therefore,
any negative results from uninduced cultures of staphylococci must be repeated
with cultures grown in the presence of subinhibitory concentrations of a β-lactam
antibiotic.

3.3.2 Detection of CAT

The majority of chloramphenicol resistance is mediated through the enzyme
chloramphenicol acetyltransferase (CAT) [64]. A rapid method for detecting
CAT in cultures of H. influenzae has been described [65] and is available com-
mercially as a kit. This assay has also been used to detect the production of CAT
in S. pneumoniae [66] and Salmonella spp. [67]. In this assay, acetyl coenzyme
A is converted to hydrogen sulfide coenzyme A during the reaction of CAT with
chloramphenicol. The free sulfhydryl of coenzyme A then reacts with 5,5′-dithi-
obis(2-nitrobenzoic acid), and a resultant color change from pale yellow to deep
yellow is observed. Similar to β-lactamase detection assays, a negative result
does not ensure that the bacterium is susceptible to chloramphenicol.

3.4 Susceptibility Methods for Phenotypic Detection

of Resistance

Assays that evaluate the growth of bacteria on or in antibiotic-containing media
have been the standard approach to susceptibility testing for decades. These
assays can be either qualitative, quantitative, or semiquantitative. Qualitative
assays provide susceptible, intermediate, and resistance phenotypes but do not
provide information on how susceptible or resistant a bacterium is to antibiotics.
In contrast, quantitative assays provide a minimum inhibitory concentration
(MIC) and thus provide information on the degree of susceptibility or resistance.
Semiquantitative assays fall between the qualitative and quantitative methods—
they evaluate susceptibility using a short range of antibiotic concentrations
around an important ‘‘breakpoint’’ concentration or a single concentration that
can differentiate between mechanisms of resistance.

3.4.1 In Vivo Correlation of Susceptibility Assays

The primary criticism of any in vitro susceptibility test is that the in vivo environ-
ment is not simulated and that the assays are artificially evaluating antimicrobial
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susceptibility. The four most important criticisms focus on the growth of bacteria
in nutrient-rich media, the size of starting inocula, the absence of serum proteins
that bind antibiotics, and the lack of pharmacodynamic correlations.

Growth In or On Artificial Media. When the interactions of an antibiotic
with a bacterium are evaluated in vitro, the bacteria are usually growing logarith-
mically in or on nutrient-rich media. This is in contrast to the slow growth or
stasis governed by the nutrient-deprived environment of most infections. There-
fore, cells that are growing rapidly in vitro may appear more susceptible to
growth-phase-dependent antibiotics, such as β-lactam antibiotics, than they
would actually be in the infected patient. In addition, other factors such as pH,
osmolarity, and levels of gas exchange, which can play an important role in the
interactions of antibiotics with bacteria, may also be misrepresented in broth cul-
tures and in the growing bacterial colony [68].

Inoculum Size. Because the load of bacteria can vary substantially from
patient to patient and between different sites of infection, it is difficult to define
a clinically relevant inoculum. Therefore, scientists have chosen to focus their
attention on standardizing inocula so that the reproducibility of data is maximized
[69,70]. Unfortunately, accurate reproducibility is best achieved through reducing
the inoculum size to provide a more uniform bacterial population. By reducing
the inoculum size, one also increases the apparent activity of some antibiotics
[68,71] and limits the ability to detect resistant subpopulations that may cause
therapeutic failure [72, 73].

Regardless of the inoculum size selected, however, the methods used to
achieve the standard inoculum are also important. Standard inocula can be ob-
tained either by growing the bacteria in broth to a desired turbidity or through
the suspension of colonies from agar cultures to achieve a desired turbidity. It
has been suggested that inocula be prepared from at least four or five colonies
to ensure that all phenotypes are present [74]. However, others have suggested
that five colonies is less than adequate to represent the clinical situation [75].

Protein Binding. The degree of protein binding can vary widely between
and within the different classes of antibiotics. For example, just among the β-
lactam antibiotics, percent protein binding can range from �5% to �90% [76].
Although the degree of protein binding has been shown to influence the move-
ment of antibiotics from the bloodstream to extravascular spaces [77], the impact
of protein binding on antibacterial activity remains unsettled. The interaction be-
tween antibiotics and serum proteins is a dynamic reversible process, with drug
molecules constantly binding and unbinding at a rapid rate [78]. In studies with
ciprofloxacin and ofloxacin, which exhibit 20–40% binding to serum proteins,
the addition of 40–50% serum to MIC assays did not affect the potency of these
fluoroquinolones [79–82]. In studies with trovafloxacin, which exhibits 70% pro-
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tein binding, intra- and interspecies variations have been observed, ranging from
no effect at all to significant reductions in potency in the presence of serum
proteins [83]. Just as conflicting are data from studies with cefonicid, which is
highly protein-bound and exhibits a significant decrease in in vitro potency in
the presence of serum proteins [84]. Although protein binding has been used to
explain clinical failures with cefonicid when the pathogens are susceptible in
vitro [85], the efficacy of cefonicid against K. pneumoniae was actually enhanced
by the administration of excess serum albumin to mice [86]. The best explanation
for this observation is that the binding of cefonicid to the excess serum albumin
extended its elimination half-life and increased the time for which concentrations
remained above the MIC.

Pharmacodynamic Correlations. One of the major drawbacks of most
susceptibility assays is that they evaluate only the inhibition of visible growth.
With the exception of broth dilution methodologies, susceptibility assays cannot
differentiate bacteriostasis from bactericidal killing, and this differentiation can
be critical for successful treatment of some serious infections. Another drawback
of in vitro susceptibility assays is that they evaluate antibiotic–bacterium interac-
tions using static concentrations over limited periods of time. In contrast, during
the treatment of an infection, bacteria are exposed to constantly changing concen-
trations of antibiotic over several days. Therefore, important pharmacodynamic
interactions may be missed during routine susceptibility assays, especially the
outgrowth of slow-growing mutant subpopulations that could result in therapeutic
failure in the patient.

Whereas it is obvious that in vitro susceptibility assays are far from perfect
and fall far short of mimicking the in vivo environment, the data obtained from
them can be useful if their limitations are recognized and more attention is di-
rected toward their accurate detection of antibacterial resistance. The salient as-
pects of currently used quantitative, semi quantitative, and qualitative assays will
be reviewed.

3.4.2 Quantitative Assays

The four quantitative assays used in research and clinical laboratories are the
macrobroth dilution assay, microbroth dilution assay, agar dilution assay, and E-
test. These assays provide MIC data that can be directly compared to achievable
drug concentrations in the patient, especially at the site of infection. Therefore,
quantitative assays provide clinicians with the type of information that allows
them to optimize therapeutic strategies to not only help the patient but also slow
the emergence of resistance.

Macrobroth Dilution. The macrobroth dilution assay is the most conser-
vative of the quantitative assays and is considered the gold standard against which
all susceptibility tests are evaluated. One advantage of macrobroth dilution assays
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is that they allow evaluation of bacterial killing as well as evaluation of the MIC.
However, because of the laboriousness of this method, its use in clinical labora-
tories is not practical. To perform a macrobroth dilution assay, twofold serial
dilutions of antibiotic are prepared in 1–3 mL of broth media, and each tube is
inoculated with 5 � 105 colony-forming units (CFU) per milliliter of the test
bacterial culture [87]. Therefore, the total number of bacteria inoculated into each
tube ranges from 5 � 105 to 1 � 106 CFU. Although the macrobroth dilution
assay is the most reliable for detecting resistance among clinical isolates, the
starting inoculum is often insufficient to evaluate the presence of mutant subpopu-
lations that could cause therapeutic failures.

Microbroth Dilution. Because of the laboriousness of macrobroth dilution
assays, a microbroth dilution version was developed. This assay is performed in
small plastic trays with individual wells containing 50–100 µL of media and
twofold serial dilutions of antibiotic. Although microdilution assays also use start-
ing inocula of approximately 105 CFU/mL, the total number of bacteria inocu-
lated into each well is only 104 CFU. Considering the established relationship
between inoculum size and susceptibility, it is not surprising that bacteria appear
to be more susceptible in microdilution assays than in macrodilution assays. Fur-
thermore, with an even lower starting inoculum, microdilution assays are even
less likely to detect resistant subpopulations that could cause therapeutic failure.

Agar Dilution. The basic principle of the agar dilution assay is similar
to that of broth dilution methods, with the exception that drug is incorporated
into an agar medium and bacteria are inoculated on top of the agar. One major
limitation of agar dilution assays is that they can only evaluate the inhibition of
visible growth and cannot distinguish bacteriostasis from bacterial killing. Like
microbroth dilution assays, agar dilution assays are hindered by a starting inocu-
lum of only 104 CFU, which make bacteria appear more susceptible than with
macrobroth methods [88–90]. Furthermore, the detection of resistant subpopula-
tions is even less likely with agar dilution assays than with either of the broth
dilution methods. The reason for this is that one resistant cell will grow into only
a single colony on an agar plate, and this single mutant colony would likely be
ignored. In contrast, one mutant cell in a broth culture would eventually grow
to turbidity and would not likely be ignored.

E-test. The E-test is a quantitative assay that represents a marriage be-
tween agar dilution and the disk diffusion assay discussed in Section 3.4.5. In
this test, a standard inoculum of bacteria (0.5 McFarland turbidity) is used to
create a confluent lawn of growth on an agar plate. Onto this lawn of bacteria
are placed plastic-coated strips impregnated with a continuous and exponential
gradient of antibiotic concentrations. As antibiotic diffuses from the E-test strip
into the agar medium, it interacts with the lawn culture of bacteria. In either the
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absence of drug or presence of subinhibitory drug concentrations, confluent
growth is observed. However, near the E-test strips an elliptical zone of inhibition
is observed, reflecting the increasing concentrations of antibiotic along the strip.
The MIC is obtained from the point of intersection between the ellipse of growth
inhibition and the antibiotic gradient on the E-test strip. Unlike in the other dilu-
tion-based methods, the E-test inoculum is not measured by the number of viable
bacteria per milliliter or spot. However, the density of the inoculum still plays
a critical role in the data obtained. If the inoculum is too light, an unwanted
advantage is provided to the drug diffusing from the E-test strip, thus resulting
in larger zones of inhibition and lower MICs. Even with the strictest of standard
procedures, bacteria appear more susceptible with E-test methodology than with
broth dilution assays.

Problems Associated with Interpretive Breakpoints. Once an MIC is ob-
tained from a quantitative assay, the next step is to determine the susceptible,
intermediate, or resistant phenotype of the bacterium. These phenotypes are deter-
mined by comparing MICs to established interpretive breakpoints. When drug
pharmacokinetics are considered during the establishment of interpretive criteria,
breakpoints are based on the serum pharmacokinetics of the drug. There are two
critical flaws with this approach. The first problem is that some are known to
concentrate to much higher levels in tissues and urine than their peak concentra-
tions in serum. Therefore, establishing susceptible breakpoints based on the se-
rum pharmacokinetics of a drug that concentrates outside the bloodstream may
incorrectly classify bacteria as nonsusceptible when in fact therapeutic levels
would be achieved at the site of infection. The second problem is just the converse
of the first, in that drug access to the central nervous system and other restricted
areas is often limited and only a fraction of serum antibiotic is able to penetrate.
Therefore, establishing breakpoints based on serum pharmacokinetics may actu-
ally overestimate the activity of some drugs for treatment of infections in inacces-
sible sites. This is best illustrated by the problems encountered with establishing
interpretive breakpoints for cephalosporins in the treatment of pneumococcal
meningitis. As susceptibility to cephalosporins began to decrease with increasing
problems of penicillin resistance, clinical failures with cephalosporins in the treat-
ment of meningitis were observed despite in vitro susceptibility based on the
established interpretive breakpoints. Therefore, it was apparent that the original
interpretive breakpoints for cephalosporins did not relate to pneumococcal infec-
tions within the central nervous system, and re-evaluation was necessary.

Even when interpretive breakpoints do correlate with the pharmacokinetics
of a drug, problems with detection of resistance can occur. The best example to
illustrate this problem is the dilemma of detecting ESBL-mediated resistance
among E. coli and K. pneumoniae. As previously discussed, the MICs of ceftazi-
dime and cefotaxime against ESBL-producing E. coli and K. pneumoniae are
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often in the susceptible or intermediate range [91]. Therefore, current interpretive
criteria do not reliably identify ESBL-producing bacteria as resistant, and the
results can be detrimental to the infected patient. To address this problem, new
assays and screening criteria are being developed to increase the detection of
ESBL-mediated resistance in the clinical laboratory. However, similar problems
will likely occur with other antibiotics and bacterial species as mechanisms of
antimicrobial resistance continue to evolve and spread in the environment.

3.4.3 Automated Susceptibility Systems

There are a number of semiautomated or fully automated systems available for
susceptibility testing in clinical laboratories. Most of these involve the automated
monitoring of bacterial growth in drug-free and drug-containing wells. Data are
analyzed using algorithms that are then converted into quantitative results. To
evaluate multiple drugs and drug classes on a single susceptibility card, these
systems are limited in the number of drug concentrations that can be tested.
Therefore, susceptibility is measured with just a narrow range of drug concentra-
tions around a critical ‘‘breakpoint’’ concentration, and semiquantitative data are
obtained. The major drawback of these systems is that they rely on the assumption
that the breakpoint concentrations selected have clinical relevance. Therefore,
any errors in selecting the appropriate ‘‘breakpoint’’ concentrations can provide
potentially harmful susceptibility data for patients. Another disadvantage of
breakpoint assays is they have no way of detecting declining susceptibility in the
environment. Only when susceptibility crosses the critical breakpoint is resistance
detected. This creates a problem for the detection of those resistance mechanisms
that fail to increase MICs above the susceptible breakpoint, i.e., ESBLs. One
final problem associated with automated susceptibility systems is that they are
designed to provide rapid results within hours rather than the usual overnight
incubations associated with routine dilution assays. This rapid approach has been
shown to be unreliable in detecting resistance to some antibiotics, and research
continues to solve these problems.

3.4.4 Resistance Screening Assays

Similar to the automated susceptibility systems, resistance screening assays are
semiquantitative assays that evaluate growth or lack of growth at a single drug
concentration. In contrast to automated systems, however, the concentrations cho-
sen for these assays are not ‘‘breakpoint’’ concentrations, but rather concentra-
tions that allow for differentiation between resistance mechanisms, intrinsic and
high-level resistance, and truly susceptible and falsely susceptible populations.
A summary of the screening assays for mecA-mediated methicillin resistance
among staphylococci, vancomycin and high-level aminoglycoside resistance
among enterococci, and ESBL-mediated resistance among E. coli, K. pneumon-
iae, and K. oxytoca is provided in Table 5.
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MRSA Screen. The therapeutic importance of differentiating between dif-
ferent mechanisms of methicillin resistance in staphylococci has been discussed.
Because hyperproduction of β-lactamase or alterations in PBPs unrelated to mecA
result in borderline resistance, strains expressing these mechanisms of resistance
are typically inhibited by concentrations of oxacillin that do not inhibit the growth
of MRSA expressing PBP2′. An agar-based oxacillin screening assay has been
described that differentiates mecA-mediated resistance from other mechanisms
of oxacillin/methicillin resistance [87]. In this assay, agar supplemented with 4%
sodium chloride and 6 µg/mL of oxacillin is inoculated with 104 CFU of bacteria,
as in agar dilution methodology. Growth on this agar screen indicates that the
isolate is expressing mecA. Although this screening assay is not 100% accurate,
it does allow for the differentiation of the majority of MRSA and can be used
to guide appropriate therapy.

High-Level Aminoglycoside Resistance Screen. Enterococci are intrinsi-
cally resistant to aminoglycosides with MICs in the range of 8–256 µg/mL [9].
Although intrinsic resistance prevents aminoglycosides from being used as single
agents for serious enterococcal infections, it does not interfere with their syner-
gistic interactions with cell-wall-active agents. In contrast, the acquisition of
high-level resistance is characterized by much higher MICs and does interfere
with synergistic killing. Broth- and agar-based screening assays have been devel-
oped to detect high-level aminoglycoside resistance among enterococcal isolates
[87]. Due to cross-resistance, the only two aminoglycosides that need to be tested
are gentamicin and streptomycin. In the agar screening methodology, 500 µg/
mL of gentamicin or 2000 µg/mL of streptomycin is incorporated into agar me-
dium, and 106 CFU/spot of enterococcal isolates is inoculated onto the agar sur-
face, much as in agar dilution methodology. After 24–48 h of incubation, the
presence of more than one colony or hazy growth indicates high-level resistance
to aminoglycosides. For broth screening purposes, a microdilution theme is used,
and high-level aminoglycoside resistance is detected by the visible growth of a
5 � 105 CFU/mL inoculum in the presence of 500 µg/mL of gentamicin or 1000
µg/mL of streptomycin.

Vancomycin Resistance Screen. Because vancomycin resistance can be
low level with strains expressing the VanB and VanC phenotypes, routine suscep-
tibility methods may fail to detect these resistance mechanisms [92,93]. There-
fore, an agar screening method is used that evaluates the growth of enterococcal
isolates on agar containing 6 µg/mL of vancomycin [87,93]. After 24 h of incuba-
tion, the presence of more than one colony indicates resistance to vancomycin.

ESBL Screen. Although MICs of extended-spectrum cephalosporins and
aztreonam against ESBL-producing bacteria do not always exceed susceptible
breakpoints, they are elevated compared to those of strains lacking ESBLs. The
NCCLS recommends a broth-based screening assay for E. coli, K. pneumoniae,
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and K. oxytoca that evaluates the growth of these three species in the presence
of 1 µg/mL of cefpodoxime, ceftazidime, cefotaxime, ceftriaxone, or aztreonam
[94]. Visible growth after 16–20 h of incubation is suggestive of ESBL produc-
tion, and this phenotype must then be confirmed. Confirmation of ESBL produc-
tion involves the measurement ceftazidime-clavulanate and cefotaxime-clavula-
nate MICs and comparison with the MICs obtained with each cephalosporin
alone. A threefold or greater difference confirms the production of an ESBL.
Similar assays are being developed for some automated systems and the E-test
assay.

3.4.5 Qualitative Assays

Qualitative assays provide simple ‘‘yes’’ or ‘‘no’’ susceptibility information
through establishment of susceptible, intermediate, or resistant phenotypes. How-
ever, quantitative information on the level of susceptibility is not provided.

Disk Diffusion Assay. The disk diffusion assay is well standardized, re-
producible, and inexpensive and is relatively easy to perform. Because of these
qualities, the disk diffusion is the most common susceptibility assay used in clini-
cal laboratories. Although similar in methodology to the E-test, disk diffusion
assays use paper disks impregnated with a single drug concentration rather than
the range of antibiotic concentrations associated with E-test strips. This difference
results in circular zones of growth inhibition, the size of which ultimately deter-
mines the susceptibility phenotype of the bacterium. Although the susceptibility
of a bacterium to an antibiotic influences the size of the inhibition zone, the
inoculum, incubation temperature, incubation time, and media consistency and
depth are all important factors that influence the size of growth inhibition zones.

The NCCLS establishes the interpretive breakpoint criteria from which the
sizes of growth inhibition zones are translated into susceptible, intermediate, and
resistant phenotypes. These breakpoints are established through error-rate-
bounded analysis of disk diffusion and MIC data for hundreds of bacterial iso-
lates. The ultimate goal of any disk diffusion assay is to achieve 100% correlation
between the phenotypes determined by ‘‘gold standard’’ MIC assays and those
obtained with the disk diffusion assay. Because 100% correlation is not often
attainable, it becomes important to limit or prevent any false susceptibility errors
with the disk diffusion assay. False susceptibility errors occur when a bacterium
appears susceptible by disk diffusion assay but is found to be truly resistant by
MIC methods. This type of error has also been referred to as a ‘‘fatal error’’
because of the life-threatening problems it can present to patients with serious
infections. What level of false susceptibility error rates is acceptable with the
disk diffusion assay has been a controversial subject for many years.

Special Disk Diffusion Assays for Detection of ESBLs. Similar to prob-
lems encountered with dilution-based quantitative assays, the disk diffusion assay
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is unreliable in detecting ESBL-mediated resistance. Up to 75% of ESBL-produc-
ing strains appear susceptible to cefotaxime and 43% appear susceptible to ceftaz-
idime according to disk diffusion methodology [31,95]. Three modifications of
the disk diffusion assay have been shown to provide improved detection of
ESBLs in clinical isolates (see Table 6).

The three-dimensional assay [32] is performed much like the standard disk
diffusion assay. The one exception is that the bacterial inoculum is introduced
into a slit in the agar as well as on top of the agar. Commercial disks containing
extended-spectrum cephalosporins or aztreonam are placed in close proximity to
the slit in the agar. If the inoculated organism produces an ESBL, drug is inacti-
vated before it can diffuse through the concentrated culture in the agar slit, and
truncated zones of inhibition are observed. The three-dimensional assay reliably
detects �90% of ESBL-mediated resistance but is currently not suited for routine
laboratory use.

The double-disk diffusion assay [31] is based upon the sensitivity of ESBLs
to inhibition by clavulanic acid. In this assay, disks containing extended-spectrum
cephalosporins or aztreonam are placed proximate to a disk containing clavulanic
acid. The inhibition of ESBLs by clavulanic acid results in an enhancement of
the inhibition zone around commercial ceftazidime, cefotaxime, ceftriaxone, or
aztreonam disks. Although this assay substantially improves the detection of
ESBLs, the optimum distance between disks required for detection varies sub-
stantially from strain to strain. Therefore, multiple assays must be run with vary-
ing distances between the clavulanate- and drug-containing disks. Of even more
concern are the reports of ESBLs that also exhibit resistance to clavulanate inacti-
vation. The increased prevalence of these enzymes threatens the future usefulness
of the double-disk assay and any other ESBL detection assays that require clavu-
lanate inhibition of the enzymes.

The NCCLS has approved a set of disk diffusion screening assays to detect
ESBLs in E. coli, K. pneumoniae, and K. oxytoca [94]. For initial screening,
zones of inhibition around cefpodoxime, ceftazidime, cefotaxime, ceftriaxone,
or aztreonam disks are evaluated for diameters that fall below ESBL-indicative
breakpoints. ESBL production is then confirmed by a special assay in which 10
µg of clavulanate is added to commercial disks of ceftazidime and cefotaxime,
and a 5 mm increase in the zone of inhibition around the cephalosporin-clavula-
nate disks compared to the cephalosporins alone confirms ESBL production.

4 PHARMACODYNAMICS AND ANTIMICROBIAL

RESISTANCE

The field of antimicrobial pharmacodynamics strives to establish relationships
between the pharmacokinetics of a drug, its interaction with target bacteria, and
the effective treatment of infections. As previously discussed, the emergence of
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resistance can result in therapeutic failure when the original isolate is susceptible
by routine assays. Therefore, the relationship between antimicrobial pharmacody-
namics and suppression of resistant subpopulations is also critical for optimizing
therapy of many infections.

Resistance to antimicrobial agents can develop through two distinct path-
ways: (1) acquisition of new genes encoding resistance-mediating proteins and
(2) evolutionary mutations in existing genes. The impact of optimizing antimicro-
bial pharmacodynamics on each of these pathways is very different. Although
the optimization of antimicrobial pharmacodynamics can slow the evolution of
most mutation-mediated resistance mechanisms, there are many acquired resis-
tance mechanisms that cannot be treated with safe doses of antibiotic. Therefore,
the goal of pharmacodynamics should be to optimize therapy such that mutational
resistance is prevented. This section will differentiate acquired from mutational
resistance and discuss the pharmacodynamic parameters that can impact the
emergence of mutational resistance during therapy.

4.1 Acquired Versus Mutational Resistance

4.1.1 Acquired Resistance

Acquired resistance, as the name suggests, represents the development of resis-
tance in a bacterium through the acquisition of a new gene or set of genes from
other bacteria in the environment. Examples of acquired resistance mechanisms
include plasmid-encoded β-lactamases, plasmid-encoded aminoglycoside-inacti-
vating enzymes, acquired vancomycin resistance, and methicillin resistance me-
diated through mecA. The common theme with these resistance problems is that
they are passed from bacterium to bacterium on transferable genetic elements,
i.e., plasmids or transposons. Once a bacterium acquires one of these resistance
mechanisms, the level of resistance that is expressed usually exceeds the levels
of antibiotic that can be safely achieved in serum or other sites of infection. For
example, acquisition of the TEM-1 β-lactamase by an E. coli can increase the
MIC of ampicillin from 2 to 256 µg/mL [96]. Similarly, acquisition of the genes
responsible for vancomycin resistance can increase the MIC of vancomycin
against enterococci from 2 to 512 µg/mL [97]. Although acquisition of new genes
usually results in an instantaneous conversion to high-level resistance, there are
exceptions to this rule. It has been well established that penicillin resistance
among pneumococci is mediated through the acquisition of PBP gene segments
from other resistant streptococci in the environment. However, development of
high-level penicillin resistance does not result from a single transfer event but
rather requires multiple steps affecting multiple PBPs.

4.1.2 Mutational Resistance

In contrast to acquired resistance, mutational resistance is mediated through ge-
netic changes (point mutations) within a bacterium’s own chromosome. These
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evolutionary mutations can alter the binding of a drug to its target, decrease the
accumulation of a drug at the site of action, or disrupt the regulatory genes con-
trolling the production of resistance-mediating enzymes. Similar to acquired re-
sistance mechanisms, mutational events can result in instantaneous high-level
resistance or gradual decreases in susceptibility, requiring multiple steps to
achieve clinically significant resistance. Whether high-level resistance is achieved
with a single point mutation or requires multiple mutational events depends upon
the specific drug and the specific target bacterium. In fact, differences between
drugs within the same family can be observed. This point is best illustrated using
the example of β-lactam resistance in gram-negative bacteria as mediated through
derepression of the ampC operon.

As previously discussed, derepression of the ampC results from point muta-
tions within a regulatory gene, ampD, resulting in a loss of the negative control
of ampC transcription [38]. Once negative control is lost, AmpC production in-
creases significantly, and the bacteria become resistant to virtually all β-lactam
antibiotics. Such mutations occur in one out of every 106–107 viable bacteria.
Therefore, one or more highly resistant mutants are likely to be present at the
start of therapy of some infections. If these mutants are not eliminated by the
host or killed by the antibiotic, they can eventually become the predominant
population and lead to therapeutic failure. Clinical failure due to the emergence
of this resistance problem has been observed in 19–80% of patients infected with
bacteria possessing inducible AmpC cephalosporinases [6]. Although almost any
β-lactam antibiotic can select for these mutants, there appears to be a particular
association with the ‘‘third generation’’ cephalosporin ceftazidime [2].

In contrast, a single mutational event is not always sufficient to provide
resistance to the ‘‘fourth generation’’ cephalosporin cefepime, especially among
the Enterobacteriaceae. In a 1994 survey of five medical centers in the United
States, cefepime was tested against 256 ceftazidime-resistant clinical isolates
[98]. Among the Enterobacter in this study, almost all species were 100% suscep-
tible to cefepime. The only exception was E. cloacae, of which 94% of the ceftaz-
idime-resistant isolates remained susceptible to cefepime. In a separate study,
100% of Enterobacter strains with proven ampC derepression were susceptible
to cefepime [99]. The activity of cefepime against ceftazidime-resistant Entero-
bacter spp. can be explained by the differing number of mutational steps required
to achieve resistance with each of these drugs. In contrast to the single mutational
event required for ceftazidime resistance, it takes two independent mutational
events to achieve cefepime resistance among Enterobacter spp. [100]. First, the
level of AmpC production must be increased through derepression of the ampC
operon, and then the penetration of cefepime through the outer membrane must
be slowed or prevented through a second mutational event. Since each of these
mutational steps occurs in one out of every 106–107 viable bacteria, it is unlikely
that resistance will develop in a ceftazidime-susceptible enterobacter during the
course of therapy with cefepime. This hypothesis is supported by data from a
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murine infection model [101]. However, once an enterobacter mutates to a state
of ampC derepression and bacterial numbers increase above 106, the chances of
selecting the second permeability mutation increases and emergence of cefepime
resistance becomes a real threat.

Differences between antibiotics in the number of mutational steps required
to achieve clinically relevant resistance is not unique to the β-lactam class, as
similar observations have been reported with other drug classes as well, particu-
larly the fluoroquinolones [102]. Although appropriate dosing of antibiotics does
not often impact problems associated with acquired resistance, pharmacodynam-
ics can play an influential role in slowing the development of mutational resis-
tance, especially when first step mutations do not result in high-level resistance.
Therefore, the relationship between antimicrobial pharmacodynamics and the
emergence of mutational resistance is essential for developing optimum therapeu-
tic strategies.

4.2 Antimicrobial Pharmacodynamics and Emergence

of Resistance

The three best characterized pharmacodynamic parameters influencing the clini-
cal efficacy of antibiotics are the time antibiotic concentrations remain above the
MIC (T � MIC), the ratio of peak concentrations to the MIC (peak/MIC), and
ratio of the area under the concentration curve to the MIC (AUC/MIC). Which
pharmacodynamic parameter is most predictive of clinical efficacy depends upon
the class of drugs being used. For example, with β-lactam antibiotics the T �
MIC is the pharmacodynamic parameter that most influences clinical outcome,
whereas with fluoroquinolones the most important parameter can either be the
peak/MIC ratio or the AUC/MIC ratio. Further complicating therapeutic strate-
gies is the observation that the pharmacodynamic parameter that most influences
overall efficacy may not be the most important parameter impacting the emer-
gence of resistance during therapy. With the data accumulated to date, it appears
that the peak/MIC ratio is the most critical pharmacodynamic parameter dictating
whether resistance will emerge during therapy with virtually all drug classes.

4.2.1 Peak/MIC Ratio and Emergence of Resistance
During Therapy

The likelihood of a bacterium undergoing two mutational events during the
course of therapy is very small. Therefore, to prevent the emergence of resistance
during therapy, the pharmacodynamic focus must be on effectively treating both
the original isolate and any first-step mutants present within the initial bacterial
population. This demands that the concentration of antibiotic at the site of infec-
tion exceed the MIC for the first-step mutant. Since neither T � MIC nor AUC/
MIC directly addresses this need, the peak/MIC ratio becomes the pharmacody-
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namic parameter that can most impact selection of resistance. Indirect evidence
to support this hypothesis has come from studies in an animal model of infection
[103]. Using a neutropenic rat model of Pseudomonas sepsis, Drusano and col-
leagues evaluated the effects of dose fractionation of lomefloxacin on survival.
Although the emergence of resistance was not directly evaluated in this study,
the peak/MIC ratio was most closely linked to survival when the ratios exceeded
10/1. Their hypothesis to explain these results was that sufficient peak/MIC ratios
resulted in suppression of mutant subpopulations, thus preventing death due to
the emergence of resistance. Similar conclusions were reached in a study of lev-
ofloxacin in the treatment of human infections [104].

The best evidence supporting the importance of peak/MIC ratios in pre-
venting the emergence of resistance comes from studies with in vitro pharmacoki-
netic models. The flexibility provided by these models allows for the design of
experiments to specifically address this issue. Using a two-compartment pharma-
cokinetic model, Blaser et al. [105] varied the pharmacokinetics of enoxacin and
netilmicin such that bacteria were exposed to varying peak/MIC ratios while
maintaining a constant total drug exposure over 24 h. These investigators ob-
served the outgrowth of resistant subpopulations when simulated peak/MIC ratios
failed to exceed 8/1. Similarly, Marchbanks et al. [106] used a two-compartment
pharmacokinetic model to simulate ciprofloxacin doses of 400 mg TID (peak/
MIC ratio � 4/1) and 600 mg BID (peak/MIC ratio � 6/1) and observed out-
growth of resistant subpopulations of P. aeruginosa. When the same daily dose
of 1200 mg was simulated as a single injection, the 11/1 peak/MIC ratio pre-
vented the outgrowth of resistant subpopulations. However, in the same study,
peak/MIC ratios of only 6/1 were sufficient to prevent the emergence of resistant
subpopulations of S. aureus. Similarly, Lacy et al. [107] observed differences
between levofloxacin and ciprofloxacin and the emergence of resistance in experi-
ments with S. pneumoniae. Although these investigators simulated peak/MIC
ratios of 
5/1 with both fluoroquinolones, they observed the emergence of resis-
tance only in studies with ciprofloxacin. Resistance did not emerge in studies
with levofloxacin despite peak/MIC ratios as low as 1/1. These data suggest that
although the peak/MIC ratio exerts an important influence on the emergence of
resistance during therapy, the minimum peak/MIC ratio needed to prevent this
problem will likely vary depending upon the drug used and the bacterium tar-
geted. This conclusion is supported with data from my own pharmacodynamic
studies of P. aeruginosa.

4.2.2 Studies with Levofloxacin Against P. aeruginosa

A two-compartment pharmacokinetic model was used to simulate the serum phar-
macokinetics of a once daily 500 mg dose of levofloxacin and evaluate pharmaco-
dynamic interactions against a panel of six P. aeruginosa strains. Three of the
strains evaluated were fully susceptible to levofloxacin (MIC � 0.5 µg/mL), and
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three strains were borderline susceptible (MIC � 2 µg/mL). The peak concentra-
tion simulated for the 500 mg dose was 6 µg/mL, which provided peak/MIC
ratios of 13/1 for the fully susceptible strains and 3/1 for the borderline-suscepti-
ble strains. Levofloxacin was dosed into the model at 0 and 24 h. The pharmaco-
dynamics of levofloxacin against representative susceptible and borderline-sus-
ceptible strains of P. aeruginosa are shown in Fig. 1. In studies with the fully
susceptible strains, levofloxacin exhibited rapid and significant bactericidal activ-
ity, with viable counts falling to undetectable levels (�10 CFU/mL) within 4–
12 h after the first dose. In studies with the borderline-susceptible strains, lev-
ofloxacin also exhibited significant bacterial killing. However, killing was ob-
served only over the initial 6–8 h, with viable counts increasing rapidly thereafter
due to the outgrowth of resistant subpopulations. By 24 h, viable counts in the
levofloxacin-treated cultures were approaching those in the drug-free control cul-
tures. The MICs of levofloxacin against the resistant subpopulations ranged from
8 to 16 µg/mL. Therefore, emergence of resistance could have been predicted
because peak concentrations with each dose of levofloxacin never exceeded the
MICs for these mutant subpopulations.

4.2.3 Studies with Ceftazidime and Ticarcillin Against
P. aeruginosa

A two-compartment pharmacokinetic model was used to investigate the relation-
ships between mutational frequencies, pharmacodynamics, and the emergence of
resistance during the treatment of P. aeruginosa with ticarcillin and ceftazidime.
Mutational frequency studies were performed in agar by exposing logarithmic
phase cultures of P. aeruginosa 164 to ticarcillin and ceftazidime at concentra-
tions two-, four-, and eightfold above their respective MICs. The initial MICs
for ticarcillin and ceftazidime against P. aeruginosa 164 were 16 µg/mL and 2
µg/mL, respectively. Analysis of mutational frequencies showed there was one
resistant mutant present among every 106–107 parent cells, with MICs of ticarcil-
lin and ceftazidime against these mutants increasing to �512 µg/mL and 32 µg/
mL, respectively. Using a two-compartment pharmacokinetic model, the kinetics
of a 3.0 g QID dose of ticarcillin and 2.0 g TID dose of ceftazidime were simu-
lated, and their pharmacodynamics against P. aeruginosa 164 were evaluated
over 24 h. With peak concentrations of 260 µg/mL for ticarcillin and 140 µg/
mL for ceftazidime, peak/MIC ratios were 16/1 for ticarcillin and 70/1 for cefta-
zidime. The observed pharmacodynamic interactions are shown in Fig. 2. In stud-
ies with ceftazidime, viable counts decreased over 3 logs throughout the 24 h
experimental period and no resistant mutants were detected on drug selection
plates. The lack of resistance emergence was not unexpected, because peak con-
centrations achieved with the 2.0 g dose of ceftazidime were fourfold above the
32 µg/mL MIC of first-step mutants. In contrast, outgrowth of a resistant mutant
was observed in studies with ticarcillin, despite simulated peak/MIC ratios of
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FIGURE 1 Pharmacodynamics of (A) levofloxacin against P. aeruginosa
GB240 and (B) P. aeruginosa GB65 in an in vitro pharmacokinetic model. Le-
vofloxacin MICs were 0.5 µg/mL for P. aeruginosa GB240 and 2.0 µg/mL for
P. aeruginosa GB65. Levofloxacin was dosed at 0 and 24 h, and the pharmaco-
kinetics of a 500 mg dose were simulated. Each datum point represents the
mean number of viable bacteria per milliliter of culture for duplicate experi-
ments. Error bars show standard deviations.
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FIGURE 1 Continued
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FIGURE 2 Pharmacodynamics of ticarcillin and ceftazidime against P. aerugi-
nosa 164 in an in vitro pharmacokinetic model. Ticarcillin and ceftazidime
MICs were 16 µg/mL and 2.0 µg/mL, respectively. Ticarcillin was dosed at 0,
6, 12, and 18 h, and the pharmacokinetics of a 3.0 g dose were simulated
over each 6 h dose interval. Ceftazidime was dosed at 0, 8, and 16 h, and the
pharmacokinetics of a 2.0 g dose were simulated over each 8 h dose interval.
Each datum point represents the mean number of viable bacteria per milliliter
of culture for duplicate experiments. Error bars show standard deviations.



358 Lister

16/1 against P. aeruginosa 164. The outgrowth of these mutant subpopulations
could have been predicted, because peak concentrations of ticarcillin never ex-
ceeded the MIC against the resistant subpopulation.

These pharmacodynamic data and data from other investigators highlight
the importance of the peak/MIC ratio in dictating whether emergence of resis-
tance will complicate therapy. Unfortunately, these studies also demonstrate that
the optimum peak/MIC ratio needed to prevent the emergence of resistance varies
between different drug classes and with different bacteria–drug combinations.
Furthermore, these studies suggest that optimization of therapy cannot just be
directed toward the ‘‘parent’’ isolate. Rather, optimization of therapy to prevent
emergence of resistance during therapy requires a greater understanding of the
quantitative influence that different resistance mechanisms exert on susceptibility.
In other words, the relationship between peak concentrations and the MIC against
first-step mutants is more important in preventing the emergence of resistance
than targeting peak/MIC ratios based on MICs against the original isolate.

5 CONCLUDING REMARKS

Antibacterial resistance is an inevitable consequence of the overuse of antibiotics
in the environment. The emergence of multidrug resistance among prominent
gram-positive and gram-negative pathogens presents serious therapeutic prob-
lems, not only for clinicians but also for the clinical microbiologists who have
to reliably detect new resistance mechanisms in the laboratory. Where assays fail
to detect resistance, new assays are being developed and provide some hope for
the future. However, the reliable detection of resistance gains nothing for the
clinician faced with dwindling therapeutic options. How, then, do we curve the
evolution of antibiotic resistance among bacteria and once again take control of
the ongoing resistance battle?

As the number of stronger or truly novel antimicrobial agents achieving
FDA approval declines, scientists must continue to develop strategies to slow the
emergence of resistance in the environment. One approach is to control the use
of antibiotics and to rotate antibiotics before resistance becomes a problem. This
theory is referred to as antibiotic cycling [108]. A further step that can be taken
is to pharmacodynamically optimize antimicrobial therapy such that the evolution
of mutational resistance is slowed. This requires dosing antibiotics such that peak
concentrations at the site of infection exceed the MICs of the parent and any
resistant subpopulations that might be present. Through the combination of judi-
cious antimicrobial use and pharmacodynamically based optimization of dosing,
the evolution of antibiotic resistance can be slowed and the ‘‘postantibiotic era’’
need not become a reality.
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1 INTRODUCTION

Changes in the economic structure of the U.S. health care delivery system have
driven the need for pharmacists, physicians, and others in health care to develop
expertise in evaluating the economic implications of selecting among competing
health care programs and drug therapies. With the enactment of the Tax Equity
and Fiscal Responsibility Act (TEFRA) of 1983, most hospital departments, in-
cluding pharmacy, laboratory, and radiology, have transitioned from revenue-
generating departments to cost centers within their institutions [1]. Finite eco-
nomic resources for health care, combined with the increasing prevalence of man-
aged care, rapidly emerging new medical technologies, and increasing demand
on the part of health care consumers, has resulted in a need for decision makers
to carefully allocate these limited resources to those programs and products that
provide the most value in terms of health benefits.

* All views expressed are those of the authors and do not necessarily represent those of the Depart-
ments of the Army, Navy, Air Force, or those of the Department of Defense.
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The medical community, the pharmaceutical industry, nursing, and other
allied health fields have increasingly discovered the usefulness of various health
economic methodologies as they relate to making informed health care allocation
decisions. As a result, readers must understand how to interpret the ever-increas-
ing amount of economic data appearing in the medical literature. In a briefing
to the Office of Health Economics (OHE), Prichart [2] described the Health Eco-
nomics Evaluations Database (HEED) and the growth of health economics evalu-
ations appearing in the literature. In 1998, the HEED database contained over
14,000 references. Between 1992 and 1996, there was a near doubling of the
references added each year to the database [2].

So, how is a chapter concerning itself with pharmacoeconomic analysis
relevant to a book about the pharmacodynamic properties of antimicrobials? In-
terestingly, when the subject matter of published economic evaluations was ex-
amined, it was discovered that diseases of the circulatory system, neoplasm, and
infectious/parasitic diseases were the top three disease states studied between
1992 and 1996. Furthermore, in examining drug expenditures by therapeutic cate-
gory, it was found that annual total spending on antimicrobials rose 4% between
1999 and 2000 and was ranked fourth within the 16 therapeutic categories evalu-
ated (exceeded only by spending on cardiovascular, alimentary, and central ner-
vous system agents). Patients with complaints associated with respiratory tract
infection constitute a large portion of those visiting primary care providers in the
United States. The 1995 National Ambulatory Medical Care Survey (NAMCS)
identified acute respiratory tract infection as the most frequent principal diagnosis
(31,856,976 in 1995) provided by office-based physicians [3]. Taking into consid-
eration the unique pharmacodynamic characteristics of various antimicrobials can
lead to economic efficiencies in the treatment of a variety of infectious disease
states.

The purpose of this chapter is to provide the reader with an understanding
of the basic principles of pharmacoeconomic analysis. Specifically, we will de-
scribe the elements that define a pharmacoeconomic evaluation and the major
types of analysis and attempt to demonstrate how these forms of analysis have
been applied to the decision-making process.

2 CHARACTERISTICS OF A PHARMACOECONOMIC

ANALYSIS

Pharmacoeconomics is a discipline concerned with comparing the costs and con-
sequences of two or more competing alternatives. The four major types of analy-
sis include the evaluation of cost minimization, cost effectiveness, cost vs. bene-
fit, and cost vs. utility. Most often, pharmacoeconomic analysis is concerned with
the selection of particular drugs, treatment protocols, or therapeutic options. In
addition to the four basic types of analysis, other frequently encountered types
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of analysis include cost analysis and cost–consequence analysis. These types of
evaluations are frequently referred to as partial evaluations. The basic difference
between complete and partial evaluations is that partial analyses focus on either
cost or consequence and may or may not describe a comparison between compet-
ing products or services. The focus of this chapter will be on the complete forms
of pharmacoeconomic analysis. Although the major types of analysis differ in
how the therapeutic outcomes are quantified, they all share one common element,
the inclusion of a cost measure.

2.1 Cost and Perspective

Costs in health care economics studies are generally described as being direct,
indirect, or intangible. Direct costs are further divided between direct medical
costs and direct non-medical costs. Direct medical costs are the costs of those
items that are used up in the course of providing medical services. In the case
of pharmacoeconomic studies, direct medical costs are typically associated with
the cost of drugs, medical supplies, laboratory tests, hospitalizations, and patient
visits. Other direct medical costs that are particularly relevant when comparing
competing antimicrobials include the additional costs associated with therapeutic
drug concentration monitoring, treatment failure, and adverse drug events.

Direct non-medical costs include out-of-pocket expenses incurred by the
patient, or by the patient’s family, in the course of obtaining health care. For
example, lost wages that a patient experiences while taking time away from work
to attend a doctor’s appointment is considered a direct non-medical cost. Indirect
costs, from an economist’s viewpoint, are those costs that result from lost produc-
tivity. The inclusion of indirect costs is controversial for a variety of reasons,
particularly the difficulty in placing a precise dollar value on productivity. What
is the dollar value of lost productivity associated with treatments directed toward
children or stay-at-home spouses? Including indirect costs assumes that a pa-
tient’s medical condition by itself would not have resulted in lost productivity.
There are a number of methods, each associated with trade-offs, to address these
issues. No single method is universally accepted, and a tremendous amount of
controversy remains about when and how to include indirect cost in health care
economic studies.

Intangible costs refer to those costs incurred outside the medical system.
Drummond et al. [4] describe a scenario where an occupational health program
changes the production cost of automobiles. The increased costs associated with
the program are ultimately passed on to the purchasers of cars, far removed from
the company’s new health program. These costs are typically omitted from phar-
macoeconomic evaluations, because it is generally understood that they are usu-
ally insignificant and that there is little to be gained by attempting to include
them in an analysis.
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The perspective of the ultimate user of the analysis should determine which
types of costs are included in the study. From a managed care organization’s
perspective, direct medical costs (cost of providing medical personnel, equip-
ment, and supplies) may be of primary importance. In addition to direct medical
costs, an analysis completed from a governmental or societal perspective may
need to include patients’ out-of-pocket expenses and lost productivity. The major
message for the reader is that the perspective of the analysis and the costs included
in the study must be fully understood before generalizing the results to any one
particular setting.

Evaluations of long-term drug therapies, such as those for hypertension and
dyslipidemia, require that health care costs incurred over the multiple years of
the study be discounted and reported in the current year’s value. Discounting, in
addition to accounting for inflation, considers the opportunity costs associated
with investment in one option versus another. As a rule of thumb, discounting
is required when completing an analysis that spans more than a one-year time
frame. The evaluation of competing therapy options for acute infectious disease
processes is somewhat straightforward in that the entire episode spans periods
ranging from a few days to a few weeks, and discounting is generally not required.
On the other hand, in an analysis of a more chronic infection, human immune
deficiency infection, for example, the economic evaluation is likely to require
discounting in order to express future expenditures in the most current year’s
dollar values [5].

2.2 Major Types of Pharmacoeconomic Evaluation

As stated previously, the four major types of pharmacoeconomic evaluation in-
clude cost-minimization, cost effectiveness, cost-benefit, and cost-utility analysis.
Each type is unique in the way in which consequences, or outcomes, are measured
and compared. A cost-minimization pharmacoeconomic evaluation refers to the
comparison of two or more drug alternatives where the choice of any one agent
will result in exactly the same outcome as selection of any of the others. Clearly,
the focus in this type of analysis becomes cost, and the alternative associated
with the lowest cost is generally the preferred agent. This does not mean that the
analysis is concerned with drug acquisition cost only. Other costs to consider,
depending on the perspective taken in the analysis, might include drug adminis-
tration cost, cost associated with therapeutic drug monitoring, and the cost of
treating an adverse drug event. Comparison of a brand name drug product and
an FDA-approved AB rated generic product serves as a classic example of a cost-
minimization study. The comparison of two or more antimicrobials for which
randomized clinical trials have demonstrated equal efficacy serves as another
example. It cannot be overemphasized, however, that sufficient information must
be available to demonstrate equal treatment outcomes with all the agents being
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compared. Too often, equal efficacy is assumed without sufficient supportive
evidence.

Cost-effectiveness studies employ an analytical technique that compares
both costs and outcomes of competing agents or services. This form of analysis
differs from the others in that outcomes are measured in some form of naturalistic
unit. For example, when comparing two drugs used to treat hypertension, the
outcome of interest may be reduction in systolic and diastolic pressure. In a cost-
effectiveness analysis comparing two antimicrobials used to treat acute sinusitis,
the outcome of interest is likely to be cure. Quenzer et al. [6] used complication-
free cure as the outcome measure of interest when comparing the cost effective-
ness of various antimicrobials used to treat lower respiratory tract infections.
They contended that from the perspective of a managed care organization, patient
satisfaction, indirectly measured by a complication-free episode of care, was an
important outcome of interest. Life years saved is a frequently encountered out-
come measure, particularly when comparing drugs used for the treatment of
chronic diseases.

The term ‘‘cost-effective’’ has a very specific set of meanings. As Lee and
Sanchez [7] point out, the term has frequently been misused in the literature. It
is commonly misinterpreted to mean that the least costly product (frequently
based on drug acquisition cost only) or decision is the product or decision of
choice. From a pharmacoeconomic decision-making perspective, however, there
are three different situations that arise in which one decision is more cost-effec-
tive than another. The most intuitive situation occurs when product A is preferred
over product B because it results in lower costs while also being clinically more
effective than product B. Product A would be the decision of choice and would
be considered dominant to product B. Another fairly straightforward example is
a situation where product B is discovered to be equally as effective as product
A, yet product A results in lower costs. Again, product A would be preferred.
The final description of cost effectiveness is frequently overlooked. In a situation
where product A is both more costly and more effective than product B, product
A may still be the most cost-effective choice because the extra clinical benefit
associated with product A may be judged to be worth the additional incremental
costs. This illustrates the point that although pharmacoeconomic analysis can
contribute to more informed decisions, value judgments will continue to be neces-
sary in many situations.

Cost-benefit analysis expresses the benefits (or consequences) of a decision
choice in terms of dollar value. By measuring the cost and benefits in the same
units (currency), it forces decision makers to make explicit decisions about
whether the benefits of a drug or program choice are worth the investment (cost).
This form of analysis possesses the advantage of allowing comparison of any
combination of drugs and program options available in a particular institution.
Cost-benefit analysis is particularly useful in situations where the health care
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system is funding multiple competing programs or where treatment options are
competing for the same finite amount of money. As long as the benefits of each
choice can be expressed in currency, any combination of programs, services, or
therapies can be compared. One of the most difficult barriers to using this form
of analysis is the need to place an acceptable dollar value on a particular level
of health.

Cost-utility is a form of analysis where the outcome of interest is the pa-
tient’s preference, or that of a population of patients, for a particular state of
health status or improvement in health status. Utility scores are further multiplied
by expected life years to yield quality-adjusted life years (QALY) gained. In
terms of methodologies, a cost-utility analysis is conducted in much the same
fashion as a cost-effectiveness analysis. Unlike cost-effectiveness analysis, where
two or more alternatives are compared for the same condition, cost-utility analysis
allows the comparison of different programs or treatment options directed toward
different medical conditions, as long as those programs or treatment options result
in changes in patient quality of life. The role of cost-utility analysis is controver-
sial, and the measurement methods continue to evolve. Although there are a vari-
ety of methods and measure tools designed to collect utility scores, none have
been universally accepted.

3 OUTCOMES IN PHARMACOECONOMIC ANALYSIS

Pharmacoeconomics is a discipline concerned with the costs and consequences
of selections of particular drugs, treatment protocols, or therapeutic options [8].
Frequently the consequences of such selections in health care are termed out-
comes. An outcome, in the strictest definition, is the final consequence of an
action [9]. In health care economic research and decision making, there are usu-
ally different types of outcome measures, describing different markers of interest,
that can be studied or analyzed for a given disease state [10,11]. Outcome mea-
sures can describe the efficacy of a drug or treatment option, the effectiveness,
or the economic benefit. Outcome measures can be surrogate or intermediate
(e.g., a laboratory value) or absolute (e.g., absence of disease). The best or most
valid outcome to study varies with the disease state being analyzed and with the
interests (perspective) of the persons conducting the study. Outcomes may be
clinical, economic, or humanistic [1,3,4].

3.1 Outcome Measures in the Treatment

of Infectious Disease

Outcome measures of drug therapy in any disease state are generally driven by
pharmacodynamic considerations. In the case of infectious disease, pharmacody-
namics refers to the relationship between the concentration of the drug at its
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target tissues and its microbiological effect [12]. The microbiological effect of
interest is, of course, the eradication of the pathogenic invasion and ‘‘cure’’ of
the infection. For any given antimicrobial drug, administration will result in its
selective distribution to tissues in concentrations that vary according to pharma-
cokinetic properties of the drug and the drug–host–disease interaction [5]. There
is also a specific minimum concentration at which the drug will produce its anti-
microbial action with respect to a given pathogen. In vitro this is called the mini-
mum inhibitory concentration (MIC) and is a measure of the drug’s efficacy [5].
A drug’s MIC is inversely related to its antimicrobial activity. The lower a drug’s
MIC, the greater the drug’s activity against the given pathogen. An antimicrobial
drug’s effectiveness is determined by the interplay between its pharmacokinetics
and its pharmacodynamics. The drug must distribute to the target tissues (site of
infection) in concentrations that meet or exceed the MIC, be capable of killing
the pathogen, and do so without causing serious adverse events in the patient.
The result is a measurable outcome for the treatment of the infectious disease.
Examples of outcome measures in infectious disease are provided in Table 1.

In general, outcomes measurement in pharmacoeconomic analysis of infec-
tious disease therapy is fairly straightforward. The acute nature of most infectious
diseases (HIV being the exception) makes it easy to define a desired outcome.
An acute infection is a short-duration event, with obvious measurable signs of

TABLE 1 Types of Outcomes in Pharmacoeconomic Analysis

Type of outcome Examples applicable to infectious disease

Clinical Cure of infection (confirmed by culture)
Absence of opportunistic infection (in immunocom-

promise)
Resolution of febrile illness
Resolution of pneumonia symptoms (decreased sputum

production, ‘‘clearing’’ of sputum color)
Economic Decreased length of stay (LOS)

Decreased total health care cost
Decreased drug acquisition cost
Decreased intensity of care (nursing and ancillary ser-

vices, supplies)
Decreased resource utilization

Humanistic Years of life added
Quality-adjusted life years saved
Decreased incidence of adverse drug reaction
Decreased pain and suffering
Quality of life
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morbidity and in many cases the potential for death or serious complications if
inadequately treated. The treatment goal is resolution of the infection and, in the
case of hospitalized patients, discharge or stepdown to a less intensive therapy.
The outcome measure that provides the most valuable information in a pharma-
coeconomic analysis is cure of the infection. Indeed, most research studies in
drug therapy of infectious diseases measure efficacy and/or effectiveness by the
probability that the therapy will result in elimination of the infection. In a sense,
cure of the infection can be seen as the effectiveness measure that is of greatest
interest to the patient. It’s frequently the reason for the encounter with the health
care system in the first place!

The health care system or the payer, while concerned with clinical out-
comes, may also be interested in economic outcomes [1]. An economic analysis
done from the payer’s perspective may focus on decreasing hospital lengths of
stay or intensity of care. These variables are directly related to the drug’s clinical
outcomes (i.e., drugs with greater efficacy might produce more desirable eco-
nomic outcomes), but the decision maker’s focus might be on the economic out-
come for obvious reasons. In general, payers look to increase economic efficien-
cies so that they can provide more care for the same costs or provide the same
care at a greater ‘‘profit’’ (i.e., less cost) [1,13,14].

Both the patient and the health care system (or payer) are concerned with
humanistic outcomes. Humanistic outcomes are those that describe the impact
of a therapy on some aspect of human quality of life, longevity, pain and suffer-
ing, or emotional satisfaction [1]. Quality of life can be defined as an individual’s
overall satisfaction with life and general personal well-being [15]. Health-related
quality of life (HRQOL) includes those aspects of quality of life that are affected
by one’s health. From the patient’s perspective, drug therapy of infection should
preserve or improve HRQOL by maximizing positive humanistic outcomes and
minimizing negative humanistic outcomes. In acute infection, the obvious payoff
occurs when the infection is resolved and the patient is discharged from the hospi-
tal with no permanent sequelae. In chronic infection such as that which occurs
when an individual has contracted the human immunodeficiency virus (HIV),
discussion of humanistic outcomes take on more than one dimension. Current
treatment regimens such as HAART (highly active antiretroviral therapy) do not
eradicate the infection but instead suppress viral activity to the point where its
impact on the body’s T-helper cells is minimal. This comes at a price, that price
being that the patient must be willing to tolerate side effects that range from
annoying to uncomfortable to life-threatening. The patient and physician must
attempt to find the trade-off between the HAART combination that offers the
best promise for longevity with the least impact on quality of life.

Humanistic outcomes can be difficult to use in a pharmacoeconomic analy-
sis. Although most health care providers, administrators, and researchers agree
that it is important to assess humanistic aspects of care, there is no consensus
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on standard measurement techniques [8]. Because of the subjective nature of
quality of life, it is difficult to correlate improvements in HRQOL to clinical
improvements [8]. In the HAART example above, for instance, the patient’s viral
load may be brought to undetectable levels (clinical improvement) while the pa-
tient reports a decrease in HRQOL (from side effects). Another difficulty with
applying humanistic outcomes to pharmacoeconomic analysis is that it is fre-
quently difficult to place an economic value on them. Although everyone can
agree that prolonging life is mostly desirable, it is nonetheless very difficult to
answer the question: What is the dollar value of an extra year of life? The answer
again depends on the perspective of the answerer. A third-party payer might value
the extra year of life differently than a patient or a health care provider. Entire
subdisciplines in health economics are devoted to the issue of assessing and plac-
ing value on humanistic and quality of life outcomes in health care. Although
the subjects are beyond the scope of this chapter, two such areas of study are
contingent valuation methodology (CVM) [16] and time trade-off (standard gam-
ble) [17] analysis. Readers desiring to learn more on these subjects are directed
to the vast body of information in the medical literature.

4 METHODOLOGICAL CONSIDERATIONS IN

CONDUCTING PHARMACOECONOMIC ANALYSES

The validity of a pharmacoeconomic analysis is influenced a great deal by the
methodology one chooses to employ in doing the analysis. To be valid and useful,
an analysis must use methods that are most appropriate to the disease state in
question in the health setting of interest. Selection of the type of analysis and
securing the data inputs on which the analysis is based are critical steps in con-
ducting a good, sound pharmacoeconomic analysis.

As stated elsewhere in this chapter, there are at least four major types of
pharmacoeconomic analyses: cost minimization, cost-benefit, cost-utility, and
cost effectiveness are all analysis types [1,8]. In analyzing the pharmacoeconom-
ics of an infectious disease agent or protocol, one of the four types is usually
more suitable than the others. However, in some cases two or more methods are
equally valid. Some methods may in theory produce results with greater validity
but may be too difficult to put into practice or may be judged unethical.

Choice of the analysis type should be based on the goals of the analyst or
organization doing the analysis. A government entity concerned with formulating
public policy or allocating scarce resources will have different goals and require-
ments than a managed care organization desiring to enhance economic efficiency
in its hospitals. Researchers seeking to advance the body of knowledge in the
discipline will have still different goals and requirements. Organizations seeking
to formulate public policy or allocate resources are likely to find cost-benefit
analysis to be more useful [1,8]. If two treatment choices are deemed to be equal
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in outcomes, an organization is likely to find cost minimization analysis to be
useful [1,8]. In most cases, the organization is seeking to provide the most effec-
tive treatment for the least expenditure. In this case it is likely that cost-effective-
ness analysis is most useful.

Regardless of which overall analysis type is chosen, there remains the ques-
tion of which methodology to use in conducting the analysis. The analyst has a
number of methodological techniques to choose from, each with its own optimal
applications, strengths, and weaknesses. These techniques include cost compari-
sons, mathematical models, simulations, and decision analysis.

Cost comparison is the simplest methodological technique, and it is most
applicable to cost-minimization analysis. This technique is also sometimes called
cost identification. When all the costs of therapy are known or identified, they
are tabulated and compared. Because all therapies are deemed to have equal out-
comes, the therapy with the lowest identified cost is considered to have an eco-
nomic advantage.

Mathematical models and simulations are very frequently used in cost
effectiveness and cost-benefit analyses [18]. A mathematical model is a model
that seeks to precisely describe in mathematical terms all of the costs and conse-
quences of a particular therapeutic option. Simulations are quite similar to mathe-
matical models except in one critical aspect. Generally speaking, mathematical
models represent static points in time, whereas simulations attempt to show
change over a time course [11]. Hence, a ‘‘simulation clock’’ (i.e., a mechanism
to account for time change in regular increments) is a critical part of a simulation.
Simulations, when done on a computer, allow changing events to be represented
graphically, perhaps making it easier for the intended audience to ‘‘see’’ the
differences among competing alternatives. Mathematical models and simulations
are more alike than different in that they both require precise identification of
costs and consequences in mathematical terms. Generally speaking, mathematical
models are used more often in pharmacoeconomics than simulations, though a
few exceptionally well done simulations can be found in the literature [19]. The
reader seeking to learn more about simulations and their application to medical
decision making should consult the references at the end of this chapter [18–22].

As stated above, the mathematical model expresses the costs and conse-
quences of treatment choices in mathematical terms. When applied to cost-effec-
tiveness analysis, this means that the analyst must develop an equation that ex-
presses as precisely as possible the relationship between the variables (inputs)
that influence the costs and outcomes of each treatment course. Variables will,
of course, differ with each disease state or drug type being analyzed. Some poten-
tially important variables to consider when developing a mathematical model
include the acquisition cost of the drug, the cost of administering the drug, nursing
costs, the probability of incurring additional visits, additional visit costs, the prob-
ability of hospitalization, hospitalization costs, the probability of adverse drug
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TABLE 2 Advantages and Disadvantages of Modeling

Advantages Disadvantages

Allows evaluation of multiple op- It may be difficult to validate find-
tions and prediction of outcomes. ings.

Can be used to predict outcomes as- Decision makers unfamiliar with the
sociated with rare events. technique may be skeptical.

Does not endanger or inconve- Data may be difficult to get and/or
nience patients or providers. apply.

Costs are much lower than an obser- It usually requires assumptions.
vational study.

Source: Adapted from Ref. 18.

events (ADE), the cost of ADE, the probability of treatment failure, the cost of
treatment failure, the probability of additional laboratory monitoring, the costs
of additional laboratory monitoring, the probability of treatment success, and
biological measures of outcome.

Mathematical models can be further categorized as stochastic or determin-
istic [11]. If none of a model’s inputs involve probabilities, the model is said
to be deterministic. If one or more of the model’s inputs involve probability
distributions, the model is said to be stochastic. For example, in a pharmacoki-
netic model the mathematical relationships describing the drug’s absorption, dis-
tribution, and elimination are known and can be represented by specific equations,
and the model is considered deterministic. In a model such as one for the treat-
ment of community-acquired pneumonia, several variables may involve probabil-
ity distributions. The likelihood of successful resolution of infection, of seeking
retreatment after treatment failure, of experiencing an ADE severe enough to
require treatment, or of presenting with an infection caused by a resistant organ-
ism are all governed by probabilities of occurrence, and the model is considered
stochastic. A stochastic model in which the inputs from one stage are dependent
on the outputs from another stage is termed a Markov chain or Markov model
[11].

Still another type of mathematical model, which can be either stochastic
or deterministic, is the analytical hierarchy model. This type of model is also
called a multiattribute utility theory (MAUT) model [20,21]. The key feature of
this model is the fact that all categories of model inputs are weighted by relative
importance to the decision maker prior to running the model. For example, a
health care system choosing among new antibiotics for formulary inclusion may
place a higher weight on the attribute ‘‘coverage of resistant organisms’’ than
on the attributes of price, probability of ADE, or cost of administration. In this
case the ‘‘utility,’’ or health system’s valuation, will have additional influence
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TABLE 3 Types of Mathematical Models

Type Description

Stochastic Involves probability distributions, uncertainty in val-
ues of variables

Deterministic No probabilities involved; all variables specifically
stated and all mathematical relationships known

Analytical hierarchy Involves valuation, weighting of specific model attri-
butes by end users

on the model’s behavior and results. The types of mathematical models and their
characteristics are described in Table 3.

4.1 Decision Analytic Modeling

Another type of modeling that is very useful in pharmacoeconomics is decision
analytic (DA) modeling. Decision analytic models seek to quantify the expected
value of a particular course of action by examining the probabilities of events
occurring after the decision and the outcomes (payoff) that result from the event
[11,22]. These models involve the construction of a decision tree, with each
branch representing an outcome probability. The analyst can compare competing
choices and select the decision that offers the best expected value for the health
system. In cost-effectiveness analysis the ‘‘winner’’ is usually the treatment path
that yields the lowest expected value in dollars. In cost-benefit analysis, the ‘‘win-
ner’’ is usually the treatment path that yields the highest expected value in dollars.
A simplified example of a decision tree is shown in Fig. 1.

The case in Fig. 1 illustrates the basic principles of decision trees. In stan-
dard notation, a square box represents a decision node (e.g., treat with A or B),
circles represent chance (probability) nodes, and triangles represent terminal

FIGURE 1 Antibiotic A vs. antibiotic B in acute infection.
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(payoff) nodes. Multiplying the probabilities at each chance node by the payoffs
and summing the results gives the expected value of each choice. In the example,
antibiotic B has a 5% greater probability of cure but costs a little more for each
course of therapy. Although it is not necessarily obvious, the most cost-effective
choice in the above example is antibiotic B. Although it would appear that B is
more expensive by $25 per course of therapy, when one factors in the greater
probability of cure (assuming an equal cost of failure of $1100) the expected
value of B becomes $380 [(.90 � $300) � (.10 � $1100)] versus an expected
value of $399 [(.85 � $275) � (.15 � $1100)] for A. Thus, one can say that on
average over a large number of cases B will actually work out to be less expensive
than A by approximately $19 per case. In practice, decision trees are usually
more complex than the example shown above. There may be many branches
representing probabilities and associated payoffs for ADEs, complications, re-
treatment, etc. Decision trees are nonetheless very useful when one can obtain
the proper data (probabilities and the associated costs) with which to construct the
model. A more detailed example of a decision analysis applied to the economic
evaluation of competing antibiotic regimens can be seen in a recent study by
Richerson et al. [23].

4.2 Data Sources for Pharmacoeconomic Studies

The decision on which type of model to use in a pharmacoeconomic analysis is
dependent upon the data available for inputs. In turn, the data available for inputs
depends, in many cases, on the pharmacoeconomic question one is trying to an-
swer. Certain data lend themselves to answering some questions more accurately
than others. Certain data are inappropriate for answering some types of questions.
Thus, it is wise for the analyst not to approach the matter of data considerations
too cavalierly when planning a pharmacoeconomic study.

In order to increase the scientific quality and integrity of pharmacoeco-
nomic studies, consensus guidelines have been developed by some countries and
by professional and academic organizations. Australia and Canada adopted na-
tional guidelines on health economic analysis [24,25], and the International So-
ciety for Pharmaceutical Outcomes Research has developed an international
consensus statement on pharmacoeconomic methodology [26]. Each of these doc-
uments addresses in detail the issue of data validity and applicability of data to
various types of analyses.

There are a number of data sources available to use in constructing a phar-
macoeconomic study or model. Data can generally tell the researcher three things
that may be used in a pharmacoeconomic study: the likelihood of outcomes asso-
ciated with the treatment or nontreatment of disease, the treatment patterns associ-
ated with the therapy, and the costs associated with the therapy and/or disease
state [27]. Some researchers have coined the term ‘‘transition probabilities’’ to
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refer to the first of these. The data must be incorporated into the analysis in a
manner that is rational and appropriate to the assumptions of the analysis.

Table 4 shows the data types that may be used in conducting a pharmaco-
economic analysis or constructing a pharmacoeconomic model. The data types
will vary in their applicability to different types of pharmacoeconomic analyses.
Obviously, one of the best sources for data in a health care system is local research
[8]. An advantage of using local research data is that a well-designed local re-
search project can tell the analyst more about the probable costs and consequences
of treatment decisions at his or her hospital than data from other facilities that may
or may not have had similar patients and prescribing practices. A disadvantage to
using local research data is that it takes considerable time and resources to con-
duct a good study [8,28]. By the time the study is designed and implemented
and the findings analyzed, market conditions may have changed and rendered
the results nonapplicable. Also, many hospitals are under budgetary pressures
that do not allow the staffing or other resources needed to conduct a well-designed
study.

4.3 Evaluating Pharmacoeconomic Studies

Often those in health care will need to evaluate other pharmacoeconomic studies,
either for the purpose of making a formulary or treatment decision or for the
purpose of gathering data for their own models. In those cases, it is important
to make sure that the pharmacoeconomic study is valid and applicable to the
health care system in question. There are several key questions that one must
ask in evaluating a pharmacoeconomic analysis; these are listed in Table 5.

The first question listed in Table 5 is especially important when reviewing
a study or analysis that makes conclusions about the pharmacoeconomics of a
given treatment option. A clearly defined clinical question that is scientifically
relevant and capable of being answered by the study design is a must. It simply
does not make sense to attempt to ascertain the economic advantage of a therapy
if the study was not properly designed to determine a relevant clinical outcome.
For example, it is common to find articles in which one antibiotic is claimed to
be economically superior to another but the data supporting the conclusion come
from analyzing a subgroup that just happened to respond better to treatment be-
cause they had a particular variant of the infecting organism that was unantici-
pated at the start of the trial. Similarly, it is also important to know whether all
of the interventions compared have been shown to be clinically effective. For
example, it may be invalid to determine that a very low cost antibiotic is ‘‘more
cost-effective’’ than another when in fact the low cost antibiotic is no longer
considered clinically effective because of increasing microbial resistance.

Other important questions surround economic models. First and foremost,
the model’s assumptions must be rational and a realistic representation of real-
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TABLE 5 Key Questions for Evaluating Pharmacoeconomic Studies

Is the analysis based on a study that answers a clearly defined clinical
question about an economically important issue?

Does the type of analysis match the objectives of the organization or
person conducting the study? Is it appropriate?

Does the analysis seek to answer questions for which it is not structured?
Is the quality of the data appropriate to the conclusions of the analysis?
Is there real or perceived bias in the way in which the analysis was

structured?
If an economic model, was the model tested for sensitivity of its inputs?
Were the model’s assumptions realistic in comparison to ‘‘real life’’?
Whose viewpoint are costs and benefits being considered from?
Have all the interventions compared been shown to be clinically effective?
How were costs and benefits measured?

Source: Adapted from Refs. 14 and 22.

life occurrences [7,15]. Failure and retreatment rates, probability of laboratory
monitoring, and likelihood of additional visits are some areas where modelers
sometimes make unrealistic assumptions that may bias a model’s results. Another
important consideration for economic models is sensitivity testing [15,18,29].
The model’s inputs should be tested around a range of values to determine how
changing these values affect the model’s results. If the model’s results appear to
be similar across the likely range of possible input values, then the model is said
to be robust. On the other hand, if the model’s results vary greatly when small
but realistic changes are made in its inputs, then it is less valid. A final consider-
ation that should be given to economic models is whether or not the model is
transparent and reproducible. All of the major governmental and academic bodies
that have developed guidelines have included recommendations that the model’s
inputs and mathematical relationships be transparent (i.e., equations and variables
clearly shown). They also recommend that the model be constructed in a manner
that would make it possible for other researchers or analysts to duplicate the
model and its findings [16–18]. Models that have hidden (‘‘black box’’) relation-
ships may be considered of questionable validity.

The rapid development of new drug technologies combined with direct-to-
consumer advertising, increased patient access to care, and finite resources will
require that decision makers have the analytical tools necessary to make impor-
tant health-related resource allocation decisions. This chapter has attempted to
introduce the reader to some of the available pharmacoeconomic methodologies
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used to assess the cost and outcomes of competing drug therapy options, includ-
ing effective antimicrobial therapy.
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1 INTRODUCTION

Managed care organizations (MCOs), community hospitals, and university teach-
ing hospitals are challenged to control total organizational cost while maintaining
high quality patient care and services. Most health care institutions have imple-

385



386 Ambrose et al.

mented processes, including pharmacy and therapeutics committees (P&Ts) and
formularies, in an effort to control drug costs. In essence, a formulary is a list
of products that have been reviewed and approved by the Pharmacy and Thera-
peutics Committee. Moreover, the goal of the P&T and formulary process is to
optimize clinical outcomes while controlling or minimizing cost. Despite these
efforts, drug and organizational expenditures continue to increase. Because many
antibiotic regimens could be considered appropriate for the treatment of a given
infectious disease, the challenge is to find the most cost-effective regimens. It
should be realized, however, that a low drug cost does not necessarily correlate
to a low organizational cost. For instance, although a drug with a high acquisition
price compared with standard therapy may increase total drug costs, it may sig-
nificantly decrease the institutional expenditures in other areas. Unfortunately,
few prospective, randomized clinical data are available comparing new therapeu-
tic modalities and standard regimens under usual care conditions.

Consequently, it is crucial to develop methods to treat infections that are
both clinically sound and economically effective. The application of pharmacody-
namic and pharmacoeconomic concepts to issues involving the use of antimicro-
bial agents provides a data-driven paradigm to achieve these goals. This approach
often identifies the best agent to maximize bacterial killing, the appropriate dose,
and the most cost-effective agent to select for formulary inclusion and clinical
use. In order to understand the discussion contained in this chapter, a basic under-
standing of pharmacodynamic theory and pharmacoeconomic concepts is essen-
tial. For a complete review of these concepts the reader is encouraged to review
Chapters 5, 7, 9, and 16 as they form the basis for the discussion that follows.

In this chapter, pharmacodynamic and pharmacoeconomic principles are
used to guide clinical and formulary decisions. Through the use of contemporary
antimicrobial agents as real-life illustrations, the reader will become cognizant
on how these concepts can be applied to formulary decision making and in the
clinical practice of medicine and pharmacy. Moreover, agents from a variety of
antimicrobial classes (e.g., cephalosporins, fluoroquinolones, and macrolides)
and modes of bacterial killing (time-dependent versus concentration-dependent)
will be used as examples. Obviously, the following evaluations are not meant
to be complete unto themselves but rather are intended to outline the use of
pharmacodynamic and pharmacoeconomic data in the decision-making process.

2 CEFEPIME VERSUS CEFTAZIDIME

2.1 Background

Cefepime and ceftazidime are intravenously administered β-lactam antibiotics
that exhibit a broad spectrum of antibacterial activity that includes aerobic gram-
positive and gram-negative bacteria. Due to their spectrum of activity, these
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agents have emerged as standard therapy for a number of serious nosocomial
infections such as hospital-acquired pneumonia and the empirical therapy of fe-
brile neutropenia.

2.2 Pharmacokinetics

The pharmacokinetic parameters of cefepime and ceftazidime in adults are pre-
sented in Table 1 [1,2]. From these data it is apparent that the two agents are
similar pharmacokinetically in terms of volume of distribution, clearance, percent
urinary excretion, and protein binding. However, cefepime has an approximately
25% longer serum half-life and a slightly larger area under the serum concentra-
tion–time curve (AUC). For this reason, cefepime is dosed on a twice-daily
schedule, whereas ceftazidime must be dosed three times daily in those patients
with normal or moderately reduced renal function (Clcr 	50–60 mL/min). The
pharmacokinetics of both agents vary with degree of renal function. Following
a 1000 mg dose of cefepime in patients with glomerular filtration rates (GFRs)
of less than 60 mL/min, serum half-life and AUC increase from 2.3 to 4.9 h and
from 131 to 292 µg ⋅ h/mL, respectively [3]. Similarly, following a 1000 mg
dose of ceftazidime in patients with GFRs less than 50 mL/min, serum half-life
and AUC increase from approximately 1.9 to 4.0 h and 130 to 270 µg ⋅ h/mL,
respectively [1,4].

2.3 Microbiology

Comparative antimicrobial activities of cefepime and ceftazidime against various
pathogens are presented in Table 2 [5]. From these data, it appears that cefepime
has lower minimal inhibitory concentration (MIC) values than ceftazidime
against most gram-positive aerobes, especially Streptococcus pneumoniae and
Staphylococcus aureus. This is significant because gram-positive aerobes, pri-
marily staphylococci, are a leading cause of serious nosocomial infection. In fact,
S. aureus is the second most common cause of hospital-acquired pneumonia.

Against aerobic gram-negative microorganisms, including Pseudomonas
aeruginosa, the microbiological activity of cefepime is similar to that of ceftazi-
dime; however, notable exceptions exist. Unlike ceftazidime, cefepime has been
shown to have enhanced stability in the presence of Bush-Jacoby-Mederios group
1 β-lactamases, which when induced, can render all other currently available
cephalosporins inactive [6,7]. Not unexpectedly, therefore, cefepime demon-
strates significantly lower MICs against isolates such as Enterobacter species and
Citrobacter freundii that elaborate this enzyme. In addition, cefepime exhibits
appreciably more activity against Klebsiella pneumoniae. These observations
carry considerable clinical relevance, because P. aeruginosa, K. pneumoniae,
Enterobacter species, and Citrobacter species are the first, third, fourth, and fifth
most likely pathogens in hospital-acquired pneumonia, respectively. Although it
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is tempting to conclude from in vitro microbiological observations that cefepime
is a preferential choice over ceftazidime, the significance, if any, of these observa-
tions will become apparent in the pharmacodynamic discussion below.

2.4 Pharmacodynamics

An accurate prediction of clinical outcome requires the use of pharmacodynamic
concepts that integrate microbiological and pharmacokinetic data. Cefepime and
ceftazidime, like all other β-lactam antimicrobial agents, kill bacteria in a time-
dependent fashion. Once the drug concentration exceeds the MIC of the pathogen,
killing occurs at a zero-order rate, and increasing drug concentration does not
result in a proportionally increased rate of kill. Thus, the goal with β-lactam
antimicrobial agents is to maintain their duration or time above the MIC for as
long as possible over any one dosing interval. As mentioned in Chapter 5, a
reasonable time period for β-lactam antimicrobial agents to exceed the MIC is
40–60% of any single dosing interval [8]. Earlier, comparisons of in vitro activity
against several clinically relevant pathogens between cefepime and ceftazidime
were made. In the following analysis, we will explore the potential clinical sig-
nificance of these observations.

Time versus plasma concentration curves of cefepime and ceftazidime are
presented in Figs. 1 and 2, respectively. Following a 1000 mg intravenous dose
of cefepime every 12 h, serum levels remain above the MIC of most organisms
over the entire dosing interval. Against P. aeruginosa, however, cefepime serum
concentration time above the MIC (T � MIC) is approximately 50% of the dosing
interval. Following a 1000 mg intravenous dose of ceftazidime every 8 h, a some-
what different picture emerges. The serum concentration of ceftazidime remains
above the MIC over the entire dosing interval for only E. coli and K. pneumoniae.
Against P. aeruginosa and S. aureus, serum ceftazidime T � MIC is approxi-
mately 50%. Moreover, against C. freundii and E. cloacae, for only 25% of the
dosing interval does the ceftazidime serum concentration remain above the MIC.

Based on these observations, one would expect similar clinical outcomes
when either agent is used to treat infections involving E. coli or K. pneumoniae,
because both agents maintain drug concentrations over the entire dosing interval.
However, against C. freundii and E. cloacae, it would be predicted that cefepime
is the superior agent, because cefepime maintains levels over 100% of the dosing
interval compared with 25% for ceftazidime. Indeed, the literature is replete with
case reports describing failure of ceftazidime when used to treat serious infections
involving these pathogens [9]. In fact, because these organisms can elaborate
Bush-Jacoby-Mederios group 1 β-lactamases, third generation cephalosporins are
not recommended for infections when these organisms are likely to be involved.
On the other hand, cefepime’s advantage against S. aureus would not be expected
to be of clinical relevance, because ceftazidime maintains serum levels above the
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FIGURE 1 Concentration–time profile of cefepime following a 1 g dose every
12 h with MIC values of selected bacteria superimposed.

MIC for approximately 50% of the dosing interval. Moreover, one would predict
similar outcomes against P. aeruginosa for the same reason [10].

2.5 Pharmacoeconomics

As mentioned earlier, few prospective, randomized clinical data are available
comparing new therapeutic modalities and standard regimens under usual care
conditions. Naturalistic trials are a study design approach that compares one drug
regimen, such as a new drug, with one or more commonly used therapies under
usual care conditions. In other words, naturalistic studies compare clinical and
other outcome measures of competing therapeutic alternatives based upon how
the drugs are actually used in clinical practice rather than in the strict confines
of traditional clinical trials. This information is crucial, especially as new prod-
ucts are introduced to the market, because health care providers must make clini-
cal and economic decisions concerning these agents. Two such studies have di-
rectly compared cefepime and ceftazidime and are reviewed briefly below.

Ambrose et al. [1] compared the cost effectiveness of cefepime and ceftazi-
dime in intensive care unit patients with hospital-acquired pneumonia. The effi-
cacy, safety, and cost effectiveness of each agent were evaluated in a prospective,
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FIGURE 2 Concentration–time profile of ceftazidime following a 1 g dose ev-
ery 8 h with MIC values of selected bacteria superimposed.

noninterventional, investigator-blinded study involving 100 patients. Clinical
success rates were 60% and 78% for patients treated with ceftazidime and cefe-
pime, respectively (P � 0.05). Microbiological eradication rates were 55% for
ceftazidime and 77% for cefepime (P � 0.04). In those patients in whom P.
aeruginosa were isolated, the organism was eradicated in 70% (14/20) of cefe-
pime patients and 50% (7/14) of ceftazidime patients. Interestingly, the authors
noted that the MICs of P. aeruginosa and S. aureus were higher for ceftazidime
than for cefepime at the study institution and that the resultant pharmacodynamic
differences may be the reason for their observations. The frequency of concomi-
tant antibiotic use was less in the cefepime group [ceftazidime 74% (37/50),
cefepime 44% (22/50); P � 0.004], particularly with the use of vancomycin.
Cefepime was more cost effective than ceftazidime (ceftazidime $24,528.10, cef-
epime $19,996.21). Sensitivity analysis of efficacy rates demonstrated that ceftaz-
idime would have to be 50% more effective than cefepime to change the eco-
nomic outcome. The authors concluded that cefepime was clinically more
efficacious and more cost effective than ceftazidime in similar patients with
hospital-acquired pneumonia [11].
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Owens et al. [12] compared the cost effectiveness of cefepime dosed 1000–
2000 mg every 12 h and ceftazidime dosed 1000–2000 mg every 8 h as empirical
monotherapy for febrile neutropenia. The efficacy, safety, and cost effectiveness
of each agent were evaluated in a prospective, noninterventional, evaluator-
blinded study involving 99 patients.

Patients were stratified by risk for infection in accordance with the IDSA,
FDA, and HIS guidelines (i.e., cancer type, age, and fever). Clinical assessments
were made at 72 h of therapy and at 7 days post-therapy or at discharge from
the hospital. Clinical success was defined as apyrexia maintained, clinical signs
and symptoms improved, and organism eradicated (when applicable), no relapse
or new infection, and survival. Failure was defined as inability to eradicate the
pathogen, death due to infection; and discontinuation of study agent because of
nonresponse.

Clinical success rates were 80% and 96% for patients treated with ceftazi-
dime and cefepime, respectively (P � 0.028). Moreover, the frequency of CDC/
IDSA-unsupported vancomycin addition to therapy occurred significantly (P �
0.001) less often in the cefepime group (14%) than in the ceftazidime group
(46%).

The authors found that cefepime was more cost effective than ceftazidime
(ceftazidime $50,128; cefepime $31,407). Sensitivity analysis of efficacy rates
demonstrated that cefepime efficacy would have to decrease by 50% to change
the economic outcome. The authors also noted that the elimination of ceftazidime
from the formulary was associated with a favorable impact on Enterobacter cloa-
cae susceptibility in the study units.

2.6 Conclusion

Based upon this pharmacodynamic analysis, it would be predicted that clinical
outcomes would be improved if cefepime were chosen over ceftazidime for the
treatment of nosocomial infection. This prediction is supported by comparative
pharmacoeconomic data obtained from studies naturalistic in design. Therefore,
it may be reasonable to select cefepime over ceftazidime for formulary inclusion.

3 CLARITHROMYCIN VERSUS AZITHROMYCIN

3.1 Background

Azithromycin and clarithromycin are two of the most commonly prescribed anti-
biotics in the United States. Because of their convenient dosing schedule and
activity against respiratory tract pathogens, azithromycin and clarithromycin are
primarily used to treat infections such as community-acquired pneumonia, sinus-
itis, and bronchitis.
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3.2 Pharmacokinetics

The pharmacokinetics parameters in adults of both macrolides are shown in Table
3. The bioavailability and volume of distribution are similar between the two
drugs. However, azithromycin has a markedly longer half-life (t1/2) than clarithro-
mycin, 68 h and 3–4 h, respectively [13,14]. As a result, azithromycin can be
dosed just once daily for 5 days. Clarithromycin undergoes metabolism through
oxidative and hydrolytic pathways that produce several metabolites. Conversely,
azithromycin is not highly metabolized, with 75% of the parent compound being
excreted unchanged [15]. Because the macrolides rapidly distribute into tissues,
resulting in high concentrations within the cells, the serum concentration of mac-
rolides is markedly lower than that of β-lactam antibiotics.

3.3 Microbiology

The microbiological activity of macrolides against various bacteria is shown in
Table 4. In vitro studies have shown that both agents are active against S. pneu-
moniae and M. catarrhalis. Based solely on MIC data, azithromycin appears to
be more active against H. influenzae than clarithromycin. However, the combina-
tion of clarithromycin and its active metabolite 14-hydroxyclarithromycin has
been demonstrated to have additive or even synergistic activity against H. in-
fluenzae [16].

3.4 Pharmacodynamics

As mentioned earlier, macrolides such as erythromycin and clarithromycin and
azilides like azithromycin are generally considered concentration-independent
killing agents. As with β-lactam agents, the duration of time that the drug concen-
tration exceeds the MIC of the infecting pathogen at the site of infection is the
primary determinant of efficacy for macrolides and azilides [4]. How long the
levels of these agents should remain above the MIC remains controversial, as
these agents have a prolonged post-antibiotic effect (PAE) with gram-positive
cocci and Haemophilus influenzae [17,18]. Craig et al. [17] postulated that the
PAE allows these drugs to yield maximal efficacy in murine thigh infections
when concentrations exceed the MIC for significantly less than 50% of the dosing
interval (i.e., 30–35%). Due to an extended PAE and long serum half-life, the
proper pharmacodynamic correlate for azithromycin may be the AUC/MIC ratio
rather than T � MIC.

Other investigators suggest that the concentration of the drug at the site of
infection, specifically where bacteria attach to the mammalian cell, is significantly
higher than the concentration in the serum. This is due to macrolides and azilides,
especially azithromycin, being highly concentrated inside mammalian cells. As
the drug egresses out of the cell, a drug concentration gradient exists that is
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TABLE 4 Comparative In Vitro Microbiological Activity of Azithromycin
and Clarithromycin

Antimicrobial
Organism (no. tested) agent MIC50 MIC90

Gram-positive
Streptococcus pyogenes (105) Azithromycin 0.03 0.03

Clarithromycin 0.016 0.016
Staphylococcus aureus, BLA neg Azithromycin 0.13 0.13

(54) Clarithromycin 0.06 0.06

Streptococcus pneumoniae, penicil- Azithromycin 0.03 4
lin-susceptible (26) Clarithromycin 0.016 2

Penicillin resistant (15) Azithromycin 0.5 �16
Clarithromycin 0.25 �16

Gram-negative
Haemophilus influenzae (1137) Azithromycin 2 2

Clarithromycin 8 16
Moraxella catarrhalis (723) Azithromycin 0.06 0.06

Clarithromycin 0.06 0.12

Source: Refs. 40–42.

highest at the mammalian cell surface and lowest in the serum. In this paradigm,
the drug concentration in the serum is a poor correlate for that at the site of
infection [19].

Azithromycin’s long serum half-life (approximately 68 h), which results
in low serum concentration over an extended period of time, has raised concern
regarding its propensity to select for macrolide-resistant isolates [20]. Leach et
al. [21] prospectively studied the impact of community-based azithromycin treat-
ment on carriage and resistance of Streptococcus pneumoniae. Single-dose
azithromycin (20 mg/kg) was given to children in a remote Aboriginal commu-
nity in Australia with trachoma and their household contacts who were children.
Carriage rates of pneumococci resistant to azithromycin immediately before treat-
ment with azithromycin and 2–3 weeks, 2 months, and 6 months after treatment
were 1.9%, 54.5%, 34.5%, and 5.9%, respectively. In this study, the authors con-
cluded that the selective pressure of azithromycin allowed the growth and trans-
mission of pre-existing azithromycin-resistant strains.

Similarly, azithromycin was evaluated in an open clinical, microbiological,
and pharmacokinetic study in hospitalized patients with acute exacerbation of
chronic bronchitis [22]. Patients received 500 mg on the first day, followed by
250 mg once daily for 4 days. Cultures of Haemophilus influenzae during and
after treatment showed many infections persisting. Geometric mean MICs of
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FIGURE 3 Pharmacodynamic concept: Darwin’s window of natural selection.
Schematic illustration of the serum pharmacokinetic profile of two oral drug
regimens over one dosing interval. If the serum concentration–time curves
of two drugs, one each with a short or long serum half-life, are compared with
an MIC value superimposed, a period or ‘‘window’’ of potential Darwinian
selection appears. For the agent with a short half-life, the duration of time
between when the drug concentration falls below the MIC and its total elimi-
nation from the body is short relative to that of the agent with a much longer
half-life.

azithromycin for these organisms rose from 1.23 mg/L pretreatment to 4.87 mg/
L a week after the end of treatment.

One explanation for these observations relates to azithromycin’s long se-
rum half-life and the duration of time subinhibitory concentrations of drug exist
[23]. If the serum concentration–time curves of two drugs, one each with short
and long serum half-lives, are compared with an MIC value superimposed, a
period or ‘‘window’’ of potential Darwinian selection appears (Fig. 3). For the
agent with a short half-life, the duration of time between when the drug concentra-
tion falls below the MIC and its total elimination from the body is short relative
to that of the agent with a much longer half-life. For an agent with a 68 h half-
life, such as azithromycin, the drug is not totally eliminated from the body for
5–7 half-lives or 14–20 days after the end of therapy. Therefore, this period of
natural selection or ‘‘Darwin’s window’’ may be the pharmacodynamic explana-
tion for the aforementioned observations.
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3.5 Pharmacoeconomics

Health economic models have been used to investigate the cost consequences
of different treatment options in community-acquired respiratory tract infections
[11,24,25]. Two recent studies evaluated the relationship between cost of care
and either first-line antibiotic clinical efficacy or microbiological eradication rate
for the treatment of community-acquired pneumonia and acute exacerbation of
chronic bronchitis [25,26]. These studies used a Markov model that was popu-
lated with health care resource estimates obtained from a panel of physicians
(including general practitioners and pulmonology specialists). Cost was deter-
mined by multiplying utilized resource items by the price of each item and evalu-
ated from the perspective of the third-party payer.

Use of these models has led to several significant observations. First, the
least expensive antibiotic is not necessarily the most cost-effective treatment mo-
dality; second, not unexpectedly, treatment failure resulted in the increased utili-
zation of health care resources. These resources included physician office visits,
laboratory tests, antibiotics, and hospital admissions. Consequently, clinical effi-
cacy rate was found to be a key cost driver due to the high cost of treatment
failure. This was especially true of treatment failures that resulted in hospital
admissions.

These observations are supported by a retrospective review of the medical
literature since 1990, which investigated the relationship between clinical efficacy
and microbiological eradication rates. The review found 12 comparative studies
of acute exacerbation of chronic bronchitis in which both clinical and microbio-
logical success rates were reported for 27 treatments involving 15 different antibi-
otics. A significant correlation (r � 0.90) was found between clinical failure
rates and microbiological eradication failure rates. Hence, a key cost driver in
the treatment of acute exacerbation of chronic bronchitis is the eradication rate
of the causative bacterial pathogens by the first-line antibiotic. Failure to eradicate
the causative pathogens increases the risk of treatment failure, with its associated
additional treatment costs.

In a prospective, randomized comparative study, Weiss [26] evaluated the
efficacy and safety of azithromycin, clarithromycin, and erythromycin in the ther-
apy of patients with the clinical diagnosis of acute exacerbation of chronic bron-
chitis. Although the clinical efficacy rates were higher for azithromycin (80%)
and clarithromycin (85%) compared with erythromycin (70%), 40% of the
azithromycin group requested and received prescription refills. The financial im-
pact of this observation is not limited to the mere cost of an additional prescription
for azithromycin, which is minimal compared to the burden placed on the health
care system in the form of additional physician office visits and potential hospital-
izations.
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3.6 Conclusion

Based upon the foregoing pharmacodynamic analysis, it would be predicted that
the use of azithromycin as first-line antibiotic treatment might result in the more
rapid selection of resistant strains of respiratory tract pathogens and treatment
failure. Moreover, clinical and microbiological failure of first-line therapy re-
mains the key cost driver in patients with community-acquired respiratory tract
infections. For these reasons, it may be reasonable to select clarithromycin over
azithromycin for formulary inclusion and clinical use.

4 GATIFLOXACIN VERSUS LEVOFLOXACIN

4.1 Background

Fluoroquinolones, such as gatifloxacin and levofloxacin, have become popular
choices for the empirical treatment of community-acquired pneumonia, acute ex-
acerbation of chronic bronchitis, and sinusitis. These agents are different from
earlier quinolones due to their increased in vitro activity against Streptococcus
pneumoniae, which is the most common and difficult pathogen associated with
community-acquired respiratory tract infection. The increased popularity of gati-
floxacin and levofloxacin has paralleled the rising resistance rates among pneu-
mococci and H. influenzae to many traditional antimicrobial agents such as the
cephalosporins and macrolides.

4.2 Pharmacokinetics

The pharmacokinetic profiles of gatifloxacin and levofloxacin are presented in
Table 5. These two agents are similar with regard to volume of distribution,
percent urinary excretion, and protein binding. Gatifloxacin demonstrates a
slightly longer half-life, whereas levofloxacin has a slightly larger area under the
serum concentration–time curve (AUC). Both agents are administered once daily.
Both agents are primarily excreted as unchanged drug from the kidney with negli-
gible hepatic metabolism. Both agents’ pharmacokinetics vary with renal func-
tion, and doses should be decreased accordingly in those patients with renal insuf-
ficiency. As with many of the newer generation fluoroquinolones, the oral
bioavailabilities of gatifloxacin and levofloxacin are near 100%, making these
ideal agents for oral antimicrobial therapy.

4.3 Microbiology

Comparative antimicrobial in vitro activities of gatifloxacin and levofloxacin
against various pathogens are presented in Table 6. One of the notable differences
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TABLE 6 Comparative In Vitro Microbiological Activity of Gatifloxacin
and Levofloxacin

Antimicrobial
Organism (no. tested) agent MIC50 MIC90

Gram-positive
Enterococcus faecalis (100) Gatifloxacin 0.25 2

Levofloxacin 1 2
Enterococcus faecium (40) Gatifloxacin 2 4

Levofloxacin 2 8

Staphylococcus aureus Gatifloxacin 0.06 0.13
Meth-S (90) Levofloxacin 0.13 0.25

Meth-R (63) Gatifloxacin 0.13 16
Levofloxacin 0.5 16

Staphylococcus epidermidis Gatifloxacin 0.13 0.25
Meth-S (39) Levofloxacin 0.5 0.5

Meth-R (26) Gatifloxacin 0.13 0.25
Levofloxacin 0.5 1

Streptococcus pneumoniae Gatifloxacin 0.25 1
Pen-S (30) Levofloxacin 1 2

Pen-R (15) Gatifloxacin 0.25 0.5
Levofloxacin 1 2

Streptococcus pyogenes (47) Gatifloxacin 0.25 0.5
Levofloxacin 1 1

Streptococcus agalactiae (38) Gatifloxacin 0.25 0.5
Levofloxacin 0.5 1

Gram-negative
Citrobacter freundii (52) Gatifloxacin 0.06 1

Levofloxacin 0.03 0.5
Enterobacter cloacae (63) Gatifloxacin 0.016 0.06

Levofloxacin 0.03 0.06
Escherichia coli (30) Gatifloxacin 0.008 0.016

Levofloxacin 0.016 0.03
Haemophilus influenzae (46) Gatifloxacin 0.008 0.016

Levofloxacin 0.03 0.06
Klebsiella pneumoniae (61) Gatifloxacin 0.03 0.13

Levofloxacin 0.03 0.13
Moraxella catarrhalis (11) Gatifloxacin 0.008 0.16

Levofloxacin 0.008 0.06
Morganella morganii (41) Gatifloxacin 0.06 0.25

Levofloxacin 0.03 0.06
Proteus mirabilis (37) Gatifloxacin 0.13 0.25

Levofloxacin 0.03 0.25
Pseudomonas aeruginosa (50) Gatifloxacin 4 32

Levofloxacin 2 32
Serratia marcescens (55) Gatifloxacin 0.25 4

Levofloxacin 0.25 8
Stenotrophomonas maltophilia (50) Gatifloxacin 0.25 4

Levofloxacin 0.25 8

Source: Refs. 43, 44.
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in these in vitro data involves the pneumococci. Gatifloxacin exhibits up to four
times greater potency than levofloxacin against isolates of S. pneumoniae, which,
as mentioned earlier, is the most common and most virulent pathogen associated
with community-acquired respiratory tract infection. Although it is tempting to
conclude from this in vitro microbiological observation that gatifloxacin is a pref-
erential choice over levofloxacin, the clinical relevance, if any, of this observation
will become apparent in the following pharmacodynamic discussion.

4.4 Pharmacodynamics

The pharmacodynamic properties of fluoroquinolone antibiotics have been well
elucidated. Gatifloxacin and levofloxacin, like all fluoroquinolones, eliminate
bacteria most rapidly when their concentrations greatly exceed the MIC of the
targeted organism. This type of activity is referred to as concentration-dependent
or time-independent killing [27–30]. Although peak/MIC ratios of greater than
10–12:1 correlate with optimal bactericidal activity, the AUC/MIC ratio is the
important parameter determining the efficacy of fluoroquinolones.

Data obtained from animal models, in vitro pharmacodynamic studies, and
clinical outcome studies indicate that the magnitude of the AUC/MIC ratio can
be used to predict response. Forrest et al. [30] demonstrated that an AUC/MIC
ratio of 125 was associated with the best bacterial eradication rates in the treat-
ment of infections caused by gram-negative pathogens. For gram-positive bacte-
ria, it appears that the AUC/MIC ratio may be lower. An in vitro model of infec-
tion demonstrated that for levofloxacin and ciprofloxacin, an AUC/MIC ratio of
approximately 30 was associated with a 4 log kill, while ratios less than 30 were
associated with a significantly reduced extent of bacterial killing and in some
instances bacterial regrowth [31]. In like fashion, Lister and Sanders [32] reported
that for levofloxacin and ciprofloxacin, an AUC/MIC ratio of 32–64 was associ-
ated with maximal eradication of S. pneumoniae in an in vitro model of infection.
These data are supported by data from animal models of infection where survival
was associated with an AUC/MIC ratio of 25–30 against pneumococcus [33].
Finally, for gatifloxacin and levofloxacin, bacteriological eradication was associ-
ated with an AUC/MIC ratio greater than 33 in patients with community-acquired
pneumonia and acute exacerbation of chronic bronchitis [34].

Clinicians often make such interquinolone comparisons based upon AUC/
MIC ratios. Typically, this is accomplished by using mean AUC values, usually
obtained from normal healthy volunteers, and MIC90 values from the literature.
When making comparisons in this manner, variability in pharmacokinetic (AUC)
and microbiological (MIC) data is not accounted for [35]. Thus, the metrics devel-
oped applies only to a minimum number of clinical instances.

Pharmacodynamic modeling using Monte Carlo simulation is one approach
that takes into account variability in microbiological and pharmacokinetic data.
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Monte Carlo simulation estimates the probability of achieving a pharmacody-
namic outcome. This is accomplished by selecting an AUC value from a popula-
tion of actual patients (in proportion to their probability of occurrence) and pair-
ing it with an MIC value from a clinical isolate (also in proportion to the
probability of occurrence). This is done for thousands of iterations, resulting in
a probability distribution that reflects the chance that a pharmacodynamic target
will be achieved in a patient treated with a given drug.

Ambrose et al. performed such an analysis using gatifloxacin and levoflox-
acin pharmacokinetic data obtained from adult patients (18 years or older) en-
rolled in clinical trials conducted at multiple centers [36] and susceptibility data
for S. pneumoniae from almost 2000 isolates [37]. The gatifloxacin data set in-
cluded 64 acutely ill patients, all of whom had community-acquired infections;
the pharmacokinetic data set for levofloxacin included 172 acutely ill patients,
all of whom had community-acquired infections [38]. AUC and MIC probability
distributions based on these data were then plotted for both agents, and a 5000-
patient Monte Carlo simulation was performed.

Following standard 500 mg doses of levofloxacin, the probability of achiev-
ing an AUC/MIC ratio of greater than 30 against S. pneumoniae was 80%
(Fig. 4). With standard 400 mg doses of gatifloxacin, the probability of achieving

FIGURE 4 Pharmacodynamics of levofloxacin against Streptococcus pneu-
moniae. Results of a 5000 patient Monte Carlo simulation based upon the
variability in the pharmacokinetics in the population of patients modeled and
the MIC variability observed in a large susceptibility surveillance program.
The dark-colored bars represent the number of simulated patients with AUC/
MIC ratios less than 30; whereas the light-colored bars represent the number
of simulated patients with AUC/MIC ratios of 30 or greater. The probability
of attaining an AUC/MIC ratio of at least 30 is approximately 80%.
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FIGURE 5 Pharmacodynamics of gatifloxacin against Streptococcus pneu-
moniae. Results of a 5000 patient Monte Carlo simulation based upon the
variability in the pharmacokinetics in the population of patients modeled and
the MIC variability observed in a large susceptibility surveillance program.
The dark-colored bars represent the number of simulated patients with AUC/
MIC ratios less than 30; whereas the light-colored bars represent the number
of simulated patients with AUC/MIC ratios of 30 or greater. The probability
of attaining an AUC/MIC ratio of at least 30 is approximately 94%.

an AUC/MIC ratio of greater than 30 for S. pneumoniae was 94% (Fig. 5). These
data suggest that in treating patients with community-acquired pneumonia due
to S. pneumoniae, the pharmacodynamic target hit rate is greater for gatifloxacin
than for levofloxacin. Interestingly, these pharmacodynamic target hit rates mir-
rored the bacteriological eradication rates observed in randomized, double-blind,
multicenter, phase III clinical trials involving these two agents [39]. Unfortu-
nately, currently there are no comparative pharmacoeconomic data available for
these two agents.

4.5 Conclusion

Based upon the foregoing pharmacodynamic analysis, it would be predicted that
the use of gatifloxacin would achieve a greater pharmacodynamic target hit rate
against pneumococci than levofloxacin. In the era of multidrug-resistant pneumo-
cocci, this may result in the less rapid selection of resistant strains if gatifloxacin
is used preferentially over levofloxacin. However, more clinical data will be
needed to confirm or refute this hypothesis. Nonetheless, due to the aforemen-
tioned pharmacodynamic differences between these two agents, it may be reason-
able to select gatifloxacin over levofloxacin for the treatment of community-
acquired respiratory tract infections.
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5 SUMMARY

In this chapter, pharmacodynamic theory and pharmacoeconomic principles were
used as a guide for rational decision making. The use of these principles can be
applied to any drug or drug class and should be considered an aid in a data-
driven decision-making paradigm. Our purpose was not to convince the reader
to select one antimicrobial agent over the other in the examples given, but to
illustrate how pharmacodynamic and other data can and have been used for deci-
sion making.
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