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Preface

Shock & Vibration, Aircraft/Aerospace, Energy Harvesting represents one of ten volumes of technical papers presented at
the 33rd IMAC, A Conference and Exposition on Structural Dynamics, 2015, organized by the Society for Experimental
Mechanics, and held in Orlando, Florida, February 2–5, 2015. The full proceedings also include volumes on Nonlinear
Dynamics; Dynamics of Civil Structures; Model Validation and Uncertainty Quantification; Dynamics of Coupled Structures;
Sensors and Instrumentation; Special Topics in Structural Dynamics; Structural Health Monitoring & Damage Detection;
Experimental Techniques, Rotating Machinery & Acoustics; and Topics in Modal Analysis.

Each collection presents early findings from experimental and computational investigations on an important area
within Structural Dynamics. Topics represent papers on practical issues improving energy harvesting measurements, shock
calibration and shock environment synthesis and applications for aircraft/aerospace structures. Topics in this volume include:

Energy Harvesting
Adaptive Support
Shock Calibration
Operating Data Applications

The organizers would like to thank the authors, presenters, session organizers, and session chairs for their participation in
this track.

Blacksburg, VA, USA Randy Allemang
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Chapter 1
From Preliminary Design to Prototyping and Validation of Energy
Harvester for Shoes

Elvio Bonisoli, Francesco Di Monaco, Nicolò Manca, Maurizio Repetto, and Stefano Tornincasa

Abstract Powering a remote wireless sensor is a challenging task if batteries are not suitable or enough capacious and their
substitution is not feasible. In this project a remote wireless sensor is placed inside training shoes with the aim to collect and
transmit data to evaluate and track the performance of an athlete. The primary energy source is the impact between the shoe
and the ground while walking or running. The harvester has been designed by means of a multi-physics optimization based
on an integrated electromagnetic-mechanical-electric-electronic simulator. Thus an automated optimization of the device
with respect to volume constraints, magnets dimensions, induction coils placement and sizes and electric/electronic coupling
have been performed to increase the average power extracted from the device at different speeds. These parameters are used
as starting point for the product development phase in order to obtain a consistent number of prototypes and validate the
simulations on these physical demonstrators. Finally, experimental outcomes evince the expected performance and a more
than satisfactory agreement with the models, confirming the feasibility of the application.

Keywords Magneto-mechanical generator • Design and optimization • Shoe mounted device • Product development
Experimental application

1.1 Introduction

Powering remote wireless sensors exploiting the energy of the environment with the aim of making their life independent
from some energy limited power source like an electrochemical battery, is a challenging task. In addition, batteries are often
not suitable or not enough capacious, their substitution is not feasible or simply annoying and they introduce some problems
due to the toxicity of their chemicals.

Due to the growing of the wearable electronics market, one of the most debated topics in the field of energy harvesting is
the power supply of all those devices where the energy source is the human body motion.

The present study proposes a wearable device totally powered by an Energy Harvester (EH): an electrically autonomous
bluetooth step-counter placed in the sole of training shoes. This sensor allows collecting and transmitting data to a bluetooth
receiver device, as a smartphone, to evaluate and tracking the athlete performance. Figure 1.1 schematically represents the
working principle: at each step energy is harvested and used to power the electric interface.

Two possible strategies are available to collect energy in shoes during a step, usually by piezoelectric or electromagnetic
transducers: sole deformation caused by the contact with the ground and shocks due to the impacts of the heel on the ground.

Piezoelectric devices using sole deformation are described by [1, 2] while inertial piezoelectric generators, composed by
a cantilever beam with a mass on the free end, are described in [3, 4]. References [5, 6] present two linear electromagnetic
generators with one or more magnets sliding into a guide placed horizontally in the shoe. These devices do not have any
kind of springs. A rotary generator activated by a harm extending under the sole is described in [7]. A generator using a flow
between two pumps placed in the front and in the rear of the sole is presented in [8].

The proposed device is an electromagnetic energy harvester that exploits as primary energy source the impact of the heel
on the ground during each step of walking or running activity. Differently from the devices presented in [5, 6] this one is
placed in the heel with vertical sliding axis.
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Fig. 1.1 Working principle

The harvester has been designed by means of a multi-physics optimization based on an integrated electromagnetic-
mechanical-electric-electronic simulator. Thus, an automated optimization of the device with respect to volume constraints,
magnet dimensions, induction coils placement and size and electric/electronic coupling have been performed to increase the
average power extracted from the device at different walking speeds. These parameters represent the reference configuration
for the product development phase in order to obtain a consistent number of semi-industrialized prototypes and validate the
simulations on these physical demonstrators.

1.2 Device Description, Design and Optimization

The device consists of the main parts: the transducer for the vibrational energy harvesting and the conversion in electric
energy, and the electric interface for step monitoring and data sending.

1.2.1 Harvester

The transducer is an electromagnetic linear generator. Its layout is shown in Fig. 1.2: a magnet can slide into a guide
suspended between two springs and two coils are winded around the guide in opposite direction one each other. Inertial
forces, due to the impact between the shoe housing the transducer and the ground during walking or running activity, induce
motion in the magnet. The movement of the magnet causes a variation of the flux linkage in the coils and, consequently, a
voltage is induced between the ends of the coils.

It is possible to represent the device as a single degree of freedom base-excited mass-spring-damper system where the
transducer is considered as an inertial device, so that the forces act on its base and the mass vibrates freely. Two differential
equations, one for the mechanical and one for the electrical domain, describe the system. In case of a generic electric load
the two equations are:

(
d2zr
dt2 D � d2zinp

dt2 � c
m

d zr
dt

� k
m

zr C �0

m
i

d i
dt

D � R
L

i C VL

L
C �0

L
d zr
dt

(1.1)

where m is the mass of the moving magnet, k is the sum of the stiffness of the two springs, c is a generic dissipative
viscous mechanical damping, zinp is the base motion, zr the relative position between magnet and base, �0 is the derivative
of the magnetic flux linkage with respect to the relative displacement, R and L are respectively the resistance and inductance
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Fig. 1.2 Transducer layout

of the transducer coils, VL(i) is the voltage on the load, and i is the current [9, 10]. An accurate modelling of the system
usually requires considering non-linearity of k and œ0 that are function of the relative displacement [11, 12].

1.2.2 Electric Interface

The simplest electric load is a resistor directly connected to the ends of the coils of the transducer. This solution provides
the maximum electrical power, but it does not allow energy storage; it follows that the EH can feed an electrical device only
when the floating magnet of the transducer is moving. In order to store the recovered energy a capacitor is connected to
the coils terminals and, as the provided current is alternating, a rectifier bridge is interposed between the capacitor and the
transducer. Although this configuration represents the easiest way for storing, due to the voltage drops in the diodes of the
rectifier, it implies very worst performance with respect to the previous case. Moreover, if the voltage between the ends of
the rectifier is lower than the voltage of the capacitor, the transducer does not charge it.

To overcome the limits characterizing the bridge rectifier, an active electronic interface consisting in a step-up and a
buck converter have been developed. The electronics interface is directly connected to the positive and negative terminal of
the transducer. It consists of a full wave active boost converter with a transducer current control; this provides an optimum
resistive load emulation independently from the signal provided by the transducer (shape and voltage level) and from the
voltage stored on the output capacitor.

The interactions between the mechanical and electrical phenomena depend heavily on the power transferred by the seismic
mass to the electrical load. In linear system response conditions, the optimal matching follows the well known maximum
power transfer theorem. For instance, in [13] it has been demonstrated that the energy recovery in response to a sinusoidal
vibration input whose frequency matches the resonant frequency of the mechanical system, is maximum in adapted load
condition, namely when the resistive load RL is:

RL D RADAP T D R (1.2)

However, due to the nonlinear effects present in the system, mainly the mechanical dissipative effects and the limited stroke
of the floating magnet, the optimal resistor value is different from the one in (1.2) and it is typically larger. A theoretical
analysis of this effect is present in [14], while here the best matching resistance value is calculated according to experimental
evidences of the maximum power. Thus, the following equation is adopted through experimental evidence:

RL D ROP T D RADAP T C RADD (1.3)

1.2.3 Application Constraints, Vibrational Input and Energy Requirements

The nature of the specific application imposes very stringent dimensional constraints to the device: a cylindrical shape volume
of about ˆ 27 � 16 mm that must contain the magneto-inductive energy harvester system for the power supply, the electronic
interface for the data sending and the housing for the placing and the protection of the device itself in the sole of the shoe.
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Fig. 1.3 Vertical acceleration
experimentally measured in the
heel during walking and running
activity
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As Fig. 1.3 shows, the typical input acceleration profile for walking and running consists of a very limited in duration and
amplitude excitation at each step comparable to a series of impulses.

Figure 1.4 represents the shape of the current consumption of the electric interface for the via bluetooth data transmission
at each step, with the energy demand corresponding to each phase.

The total energy need of 87 �J represents the minimum energy required for the transmission of the step. Considering the
harvester interface and electric components efficiency, the energy that the transducer must provide for the step detection is
104 �J.

1.2.4 Device Optimization

The stringent constraint imposed to the dimensions, the energy requirement of the electric interface for the step detection
and the low intensity energy source imply a strict coupling between the mechanical and electrical characteristics upstream
and downstream of the transducer with the objective of maximize the average power extracted from the device.

The implemented optimization algorithm exploits Pattern Search algorithm [15], a well know 0th order deterministic
technique extensively used in the automated optimization environment.

Figure 1.5 summarizes the optimization loop steps based on an integrated electromagnetic-mechanical-electric-electronic
simulator. This is a complete Matlab/Simulink model made to study the dynamic behavior of the device integrated in
the optimization algorithm in order to maximize performance. Starting from the geometrical dimensions all the operative
parameters (mass, springs, motion amplitude, dimensions of coils, number of turns in coils) are calculated. Through an
automatic FEM model the flux linkage as a function of the magnet position is calculated. Then the system is simulated using
a proper acceleration profile to excite the device. A full description of the simulation model is available in previous articles
[16, 17]. Finally, the objective function implemented in the optimization algorithm is evaluated.

Figure 1.6 shows the evolution of the parameters and the objective function. A consistent improvement of the performance
is found mainly due to the tuning of the elastic characteristic. Moreover the magnetic mass is increased by the extension of
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Fig. 1.5 Optimization loop

Fig. 1.6 Evolution of parameters (a) and objective function (b)

the magnet height, reducing the available stroke. The upper-coil length is also slightly increased. The simulation result
emphasized the fact that initial device did not exploit all the available length of the stroke. The problem is fixed by softening
its elastic characteristic and increasing the magnet height.
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1.3 Product Development

The geometrical parameters resulting from the optimization process represent the reference configuration for the product
development phase. The aim is to convert a virtual prototype in a real device ready for the medium-large scale production,
fully functional and ready to use when placed in training shoes. In this context, a consistent number of prototypes have been
made to experimentally validate the design process and prove the project feasibility.

1.3.1 Virtual Prototype

Starting from the reference configuration, a virtual prototype has been developed in according with the manufacturing
requirements. The device consists of three plastic components, the case, the cap and the backcap, holding the cylindrical
magnet and protecting the coils and the electronic interface. In order to optimize the available space, the elastic characteristic
is obtained by means of two conic springs. As the step-counter will be insert in the sole of training shoes, a very important
aspect is the design of the housing that must be sufficiently resistant to support the external load during the running and
walking activity but, at the same time, not too thick in order to do not subtract space to the functional components. Therefore,
3D modelling, FEM analysis and the selection of the most suitable materials were key aspects in the product development of
this device. The geometries that characterize the structural elements have been studied to minimize the internal stresses but
always thinking to the ease of mounting. Figure 1.7 shows the section view of the device and an example of FEM analysis
result.

Device behavior has been simulated in almost ideal condition neglecting friction. Figure 1.8 shows the simulated electrical
performance in terms of average harvested power over 22 s of activity with the first step after 2.5 s, voltage trend and energy
recovery with respect to the energy requirement of the tenth step. As it can be observed, the energy harvested during the step
in this condition is fully sufficient to support the electric interface requirements.

1.3.2 3D Printed Prototypes

The first testing phase has been conducted on the 3D printed prototypes shown in Fig. 1.9. Tests have been performed
reproducing on a shaker the same vibrational input used for the design process. Experimental evidences revealed that the
springs, even if made of ductile iron, due to the strength of the magnetic induction of the floating element, shift on the lateral
side of the magnet, precluded the right working of the device. To maintain the spring coaxial to the magnet, two plastic
centering rings have been pasted on its flat surfaces. This allows the right linear oscillation of the floating elements but
considerably reduces its available stroke resulting in a loss of performance of about 20 % when running as demonstrate by
Fig. 1.10. Due to the smaller oscillation caused by the walking input, in this operative condition performance is the same as
before; in fact, the stroke reduction do not affect magnet displacement when walking while strongly influence the behavior
when running causing violent bumps that dissipate lot of energy.

Real performance is much lower than simulated in almost ideal condition due to friction between floating element and
guide, materials efficiency, components production uncertainty, assembling imperfection and all the inconvenient that differs
the real from the ideal world.

In order to overcome the loss due to the stroke reduction caused by the centering rings, ad hoc magnets, characterized
by the same overall dimensions of the previous but presenting two centering holes on the flat surfaces, have been used.
Exploiting larger stroke balances the smaller flux due to the smaller magnet volume. In addition, little adjustments of the
guide component allowed reducing friction extending the magnet oscillation duration and increasing case resistance to the
soldering high temperature.

1.3.3 Molded Prototypes

A consistent number of molded prototypes have been produced through a semi-industrialized manufacturing process, see
Fig. 1.11. Plots in Fig. 1.12 demonstrate the convenience of adopting ad hoc magnets and the effectiveness of the adjustment
performed on the main plastic component. No significant differences of the device performance is registered under walking
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Fig. 1.7 Prototype layout (a) and
example of FEM analysis
result (b)
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Fig. 1.9 3D printed prototypes
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Fig. 1.10 3D printed prototypes performance

input, while, when running, a broad increase in the energy harvested is shown, both in simulation and in real test, about 40 %.
The experimental recovered energy during a running step is about five times the required for the activity detection and data
sending. Storing the energy surplus compensates the difference with respect to the requirements under very low intensity
input allowing detecting every step during activity.

1.4 Conclusions

With the aim of feeding a bluetooth step-counter placed in the sole of a shoe for walking and running activity monitoring,
a semi-industrialized set of EH prototypes with a dedicated electronic interface has been designed, produced and tested in
order to demonstrate the feasibility of the project and validate the simulation model. Energy harvesting is performed with a
magneto-inductive transducer designed to maximize the recovery in response to the vibrating input due to the impact between
the shoe and the ground during walking or running. The electronics interface consists of a step-up and buck converter, and, by
means of a full wave active boost converter with a transducer current control, provides an optimum adaptive load emulation
independently from the signal provided by the transducer and from the voltage stored on the output capacitor. The device
has been designed in according to the manufacturing requirements for a medium-large scale production and taking into
account the severe environment in term of external load where it will be placed. Numerical and experimental results show
the effectiveness of the developed EH step-counter device demonstrating that the energy recovered during the impact is
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Fig. 1.11 Molded prototypes
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Fig. 1.12 Molded prototypes performance

maximized and it is sufficient to support the power requirement of the electronic interface allowing the step detection and the
data sending also during the walking activity. Considering running activity, the harvested energy at each step is about four
times the required. Storing this energy surplus compensates the difference with respect to the requirements under very low
intensity input allowing detecting every step during activity.
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Chapter 2
Issues in Experimental Testing of Piezoelectric Energy Harvesters

Paulo S. Varoto

Abstract The main goal of this article is to discuss current vibration testing procedures and their effects on the dynamics
of beam type piezoelectric energy harvesters. The device is a cantilever beam partially covered by piezoelectric material
with a mass at the beams free end. Governing equations of motion are derived for the harvester considering the excitation
applied at its fixed boundary. Also, we consider the nonlinear constitutive piezoelectric equations in the formulation of the
harvester’s electromechanical model. The prototype is subjected to a series of laboratory tests in order to investigate how
different testing procedures can affect the overall dynamics of the device under study. Nonlinear effects are also included
in order to check their benefits on the harvester’s dynamics in terms of the resulting electrical power as well as increase of
usable frequency range.

Keywords Energy harvesting • Nonlinear vibrations • Piezoelectric materials • Electromechanical model • Energy
scavenging

2.1 Introduction

Piezoelectric energy harvesting (PEH) has become a topic of increasing interest among several research areas as well as
engineering majors, as it is the case of the aerospace and automotive industries. The possibility of converting certain amount
of mechanical energy into usable electrical energy through has enabled the application of fundamental concepts from the
theories of mechanical vibration and piezoelectricity in the development of new energy harvesting methodologies and
devices, specially dedicated to power small electronics. Despite the difficulties just mentioned, recent contributions have
shown promising results for piezoelectric energy harvesting either in employing linear [1–4] and nonlinear [5–8] modeling
approaches in the mechanical to electrical conversion process or in developing new transduction and storage circuitry.

The well known cantilever beam model is probably the most commonly employed technique to model and design
piezoelectric energy harvesters. In this case a metallic beam (substrate), is covered (partially or fully) by piezoelectric ceramic
on both sides, forming a bimorph structure. The piezoelectric layers are connected in series or in parallel and are polled in the
transverse direction in order to generate electrical signals from the bending vibrations induced to the beam by some external
excitation source. The cantilever harvester is then designed to operate at its fundamental natural frequency for optimum
electrical energy conversion, although in principle it can also be used to harvest energy from higher order mode shapes. The
harvester’s fundamental natural frequency can be tuned to a desired value by using a tip mass that is attached to the free end
of the cantilever beam. The value of the tip mass is chosen such that the fundamental natural frequency of the device falls
into an usable frequency range covered in most field applications (e.g. 0–100 Hz for environmental vibration signals).

From the testing viewpoint, once a prototype of a given energy harvester is available, it is subjected to a series of vibration
tests, mostly in the laboratory environment in order to provide experimental data that will be used to validate the device’s
mathematical model. In this case, a commonly employed testing technique consists in performing transmissibility base driven
tests [9]. The energy harvesting device is mounted on the armature table of an electromagnetic vibration exciter through a test
fixture and the overall combined structure (harvester and fixture) is driven by an input signal that covers the frequency range
of interest, that must contain at least the harvester’s fundamental natural frequency. The nature of the input signal that can be
used to drive the system can be selected from commonly employed excitation signals in modal and vibration testing, as it is
the case of harmonic, random, pseudo-random, chirp, among others. Usually the output signals that are measured consist of
the cantilever base acceleration and voltage from the piezoelectric layers, which are used to compute the harvester’s voltage
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FRF relating the output voltage to the input acceleration. The output voltage is usually measured across a load resistor
connected in parallel or in series with the piezoelectric layers. By varying the value of the load resistance the performance
of the harvesting circuit in terms of the output voltage generation can be assessed. Another common measurement consists
of using a laser vibrometer to measure the harvester’s tip velocity, that along with the input base acceleration are used to
compute the tip velocity FRF, that can reveal additional important information on the performance of harvesting device. The
goal of this paper is to review commonly employed vibration testing procedures used in obtaining experimental data that can
be further used to validate analytical model of piezoelectric energy harvesters. Two different test setups, one for linear tests
and the second for nonlinear tests are used in order to simulate different test scenarios when testing a specific harvesting
device. Experimental results are shown and discussed, and major conclusions and recommendations are taken for future use.

2.2 Analytical Model Description

This section presents a very brief description of the analytical models used in the remaining parts of the paper. Two models
are employed, as shown in Figs. 2.1 and 2.2. Figure 2.1 shows the linear cantilever harvester model, where the device is
grounded at the left end and free at the opposite end of the cantilever. The free end carries a tip mass (Mt) and the substrate is
partially covered on both sides by piezoelectric ceramic layers that are, in the present case connected in series, as seen from
Fig. 2.1. Piezoelectric layers and the substrate are assumed to have the same width, and as it will be seen in the next section,
they are also have the same length, or, the beam will be fully covered by piezoelectric layers. The model shown in Fig. 2.1 is
well known and has been widely used in modeling the electromechanical energy conversion process.

When the piezoelectric layers are connected in series, it can be shown [7] that the FRF relating the output voltage from
the harvester to the input base applied displacement can be written as
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Equation 2.1 was obtained by using the Euler-Bernoulli model for the cantilever energy harvester, and details on how to
obtain this electromechanical FRF can be found in several references [1–3, 10].

Figure 2.2 shows the nonlinear energy harvesting model that is used in the experimental analysis to be further presented.
As seen the harvesting device consists of a cantilever metallic beam usually denoted as the substructure and partially

covered by piezoelectric ceramic on both sides and carrying a lumped mass at its free end. The piezoceramic layers are
connected in series to a load resistor R1 and the input to the system consists of a base input harmonic acceleration that
is applied at the harvester’s grounded side. The tip mass consists of a neodymium magnet that is rigidly attached to the
substructure’s free end and that oscillates in the vicinity of a second magnet. A repulsive or attractive nonlinear force can
be then generated at the beam’s free end, depending on the magnetic polarity of these magnets. This contactless interaction
between the magnetic fields of the tip magnets introduces a nonlinear force on the bimorph beam what in turn can generate
nonlinear oscillations of the harvesting device.

The governing equations of motion of the model shown in Fig. 2.2 can be obtained by applying the Lagrange equations
and can be shown to be expressed as [11]

R� C Qcf P� C Q�� C Qb�3 � QcV � QdV�2 D � F

mt

cos .!t/ (2.2)

PV C V

2R1e
D c

4e
P� � 3d

4e
�2 P� (2.3)

Equations (2.2) and (2.3) constitute a system of coupled and nonlinear differential equations and correspond to the
electromechanical model for the harvesting system shown in Fig. 2.2. Solution of this system of coupled equations for
the harvester transverse displacement and output voltage can be achieved by employing perturbation methods [11].

2.3 Test Apparatus

Two experimental setups are used in order to assess the dynamic behavior of the harvesting systems shown in Figs. 2.1
and 2.2. Figure 2.3 shows a bimorph cantilever energy harvester that is mounted on the vibration exciter’s table through
an impedance head (PCB 288D01, 22.4 mV/N, 100 mV/g). The impedance head is used in order to monitor the input
signals (force and acceleration) at the interface between the vibration exciter and the system to be tested. As pointed in [9],
knowledge of interface forces and motions in base driven tests can be very useful in the model validation. The harvester
used in this case is a commercially available bending sensor (Piezo Systems T226-H4-203X ) measuring 26 � 6.4 � 0.66 mm
made of reinforced brass (substructure) and fully covered by piezoelectric layers. The bimorph harvester is mounted on a
test fixture [3] designed to proper simulate the fixed-free boundary condition. A tear-drop ICP miniature accelerometer (PCB
352A24, 100 mV/g) is used to measure the input acceleration signal on the clamping fixture and this signal will be further
used to estimate the voltage FRF of the harvester.

Fig. 2.3 Linear cantilever energy
harvesting setup
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Fig. 2.4 Nonlinear cantilever energy harvesting setup: (a) actual test setup; (b) illustration of the test setup showing excitation direction (arrow)

The second experimental setup used in this work is shown in Fig. 2.4. A special fixture was constructed in order to test
the harvesting device in both linear and nonlinear testing configurations. Figure 2.4a shows an illustration of the testing
apparatus and Fig. 2.4b shows an illustrative description of the test setup. A MIDÉ Volture V22BL energy harvester was
used in the tests. The sensor is attached to the test fixture through a clamping device that is used to simulate the cantilever
boundary condition. A neodymium magnet is attached to the harvester’s free end and a second magnet is mounted on a
vertical tower that part of the fixture as shown in Fig. 2.4. The magnetic gap between the tip and fixed magnet can be varied
by moving the vertical tower along the longitudinal axis of the test fixture. By varying the linear distance between the two
magnets an attractive or repulsive (depending on the relative position of the magnetic poles) contactless nonlinear restoring
force can be induced on the transverse motion of the harvester. This nonlinear magnetic force is actually a nonlinear effect
that is induced on the harvesting system in order to generate nonlinear dynamic behavior, which can present some benefits
in terms of voltage generation and therefore improve the performance of the harvesting system. The test fixture assembly is
mounted on the top of linear tracks and attached to the armature of the vibration exciter that in turn will provide the excitation
signals to the harvesting system as indicated by the arrow in Fig. 2.4b.

An impedance head is also used to monitor the interface signals between the vibration exciter and the harvesting system,
as shown in Fig. 2.4a. The miniature accelerometer is mounted on the clamping fixture in order to measure the transverse
input acceleration and will be further used to estimate the harvester’s voltage FRF.

2.4 Experimental Results

This section presents and discusses experimental results obtained from tests performed according to the setups described in
the previous section. Figure 2.5 show results obtained in two base driven tests employing the test setup of Fig. 2.3. Two test
scenarios were examined in this case, where the test item, composed of the bimorph harvester and the clamping fixture was
mounted in two different locations on the vibration exciter table. First, the test item was positioned on the top of the exciter’s
table such that the location of its center of gravity is aligned with the vertical axis of symmetry of the vibration exciter. The
importance of this alignment issue relies on the fact that the vibration exciter table moves vertically and significant sources of
misalignments can induce rocking motions of the exciter’s table [9], what in turn can affect the resulting measured FRF data.

The situation just mentioned can be clearly seen on the results presented in Fig. 2.5. Figure 2.5a shows the resulting
transmissibility FRF relating the bimorph output voltage to the input acceleration measured by the miniature accelerometer.
In this case the piezoelectric layers were connected in series with a 1 M	 load resistor. Two curves are shown in Fig. 2.5a,
the blue corresponding to what is called symmetric mounting, where the vertical axis passing through the center of gravity of
the energy harvesting system and the main vertical axis of the exciter bare table are approximately coincident. This measured
voltage FRF is very consistent, noise free and can be used to characterize the energy harvesting dynamic behavior on the 0–
1,000 Hz frequency range used in the experiment. In this case, the system was drive by a pseudorandom excitation signal, that
is very useful since it is a periodic signal in the time window, making the use of digital windows unnecessary, and in addition
being very cost effective since a reduced number of averages are required in the data acquisition process. The blue curve
shown in Fig. 2.5b corresponds to a measurement where the harvester along with its clamping fixture is fixed to an off-center
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Fig. 2.5 Experimental results for
symmetrical (blue) and
unsymmetrical (red)
assemblages: (a) output voltage
FRF related to base acceleration;
(b) zoomed FRF; (c) input
acceleration frequency spectra;
(d) output voltage frequency
spectra

a b

c d

Fig. 2.6 Comparison between
symmetrical (blue) and
unsymmetrical (red) FRFs to
theoretical FRF (black)

point on the vibration exciter table. In this case the mass moment of inertia of the harvesting system induces significant
rocking motions on the exciter table due to the unsymmetrical mounting and the results of this inadequate assemblage
significantly affects the resulting measured voltage FRF, as shown in Fig. 2.5a. Figure 2.5b represents a close up on both sym-
metrical and unsymmetrical measurements on a zoomed frequency range in the vicinity of the harvester’s natural frequency.
It can be seen that amplitude discrepancies occur when inappropriate assemblage is used to characterize the harvester’s
dynamics. Figure 2.5c, d show similar behavior on the measured input and output frequency spectra signals. Figure 2.6
shows a comparison between the symmetrical and unsymmetrical FRFs and the theoretical voltage FRF computed by Eq.
(2.1), in this case used for a single mode representation. Although the natural frequency is sufficiently close to the theoretical
value for both measurements the unsymmetrical result shows amplitude discrepancy in relation to the theoretical curve.

The experimental results obtained from sine sweep tests using the test setup of Fig. 2.3 are shown in Fig. 2.7. In this case
three tests were performed with different input levels, as indicated, and the resulting output voltage to input acceleration
transmissibility FRF was measured for each test. Results shown in Fig. 2.7b indicate that different peak amplitudes are
obtained and this in principle contradicts the FRF concept, since it essentially reflects the amount of output to each unit of
input applied to the test system. Hence, when linearity holds, increasing input levels should in principle lead to proportionally
increasing output levels and the ratio between them should remain constant. On the contrary, results shown in Fig. 2.7 not
only show different amplitude levels for the measured FRFs but also a slight shift of the harvester’s natural frequency peak.

A possible explanation for the amplitude differences observed on the results shown in Fig. 2.7b is the fact that when
passing through the resonance, the vibration exciter presents the force drop-off phenomenon [9], and this can be clearly seen
on the results for the input acceleration frequency spectrum shown in Fig. 2.7a. A second possibility that can explain both
the amplitude differences and the natural frequency deviation is that the system reveals nonlinear behavior, what is usually
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Fig. 2.7 Experimental results
from sine sweep tests: (a) input
acceleration frequency spectra;
(b) FRF

a

b

Fig. 2.8 Nonlinear measurements: (a) repulsive magnetic force; (b) attractive magnetic force

observed when sine sweep is used to drive the system under study. In this case, care should be taken in choosing appropriate
excitation levels such that the system’s response falls within linear limits. On the other hand, the use of sine sweep signal
is suitable for studying nonlinear behavior, and should be preferred in this case in relation to random or pseudorandom
excitation signals, since the later tends to smooth nonlinear effects mostly due to the nature of the signal (white noise) and
the linearization effects of the Fourier transform used to compute the FRF.

Finally, the results shown in Fig. 2.8 were obtained with the test setup shown in Fig. 2.4. In this case the system was driven
by a sinusoidal excitation signal that covered a reduced frequency range. The linear distance between the tip magnet attached
to the free end of the harvester and the magnet fixed on the vertical tower shown in Fig. 2.4 was varied in order to generate
different magnetic forces, thus inducing different nonlinear effects on the dynamics of the harvester. Figure 2.8a show results
for a repulsive magnetic force while Fig. 2.8b show similar results but in this case the magnets were inverted such that an
attractive magnetic restoring force could be achieved. Results clearly show differences in amplitude and on the location of
the resonant peak, indicating that the use of the magnets significantly altered the dynamic behavior of the harvester.
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2.5 Closing Remarks

This paper addressed important issues regarding experimental procedures used in the characterization of piezoelectric energy
harvesters in laboratory testing. It was shown that adequate assemblage of the harvesting system on the vibration exciter
table during base driven tests is very important in order to obtain meaningful experimental results. It was also discussed the
application of different test setups as well as the use of different excitation signals in the process of characterization of the
dynamic behavior of piezoelectric energy harvesters.
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development of this work.
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Chapter 3
Innovative Piezoelectric Cantilever Beam Shape for Improved
Energy Harvesting

Iman Mehdipour and Francesco Braghin

Abstract Piezoelectric cantilevered beams have been used as a MEMS energy harvester for the last decade because of their
less natural frequencies in comparison with other types of boundary conditions. Defining a new shape of cantilever beam to
reduce the natural frequency in compared with conventional one is so worthwhile because it causes more flexible bending
stiffness and a larger bonding area of piezoelectric layer. So, higher efficiency of the PZT energy harvester can be expected.
In order to achieve this goal, a new S-shape PZT cantilever energy harvester is proposed. In this study, the software COMSOL
Multiphysics is used to analysis and investigate the characteristics of the suggested model. Preliminary results from modal
analysis confirm that in the same volume of mass and effective length of the straight and S-shape beam, the proposed model
is more flexible and experiences several natural frequencies which are less than second natural frequency of the conventional
cantilevered energy harvester. It is predicted, by mechanical and electrical analyzing, the proposed model produces much
higher output voltage than the conventional flat vibration energy harvester, mainly because of lower resonance frequencies.
In better word, the proposed model needs less amplitude of excitation force for its maximum efficiency.

Keywords S-shaped cantilevered beam • Piezoelectric energy harvester • Low frequency vibration • Maximum harvested
voltage • COMSOL software

3.1 Introduction

Harvesting energy from wasted ambient vibration has received great interest during last decades because of high power
density of vibrational sources [1]. This harvested energy, which is converted from mechanical energy to electrical one by
means of electrostatic, electromagnetic, and piezoelectric techniques, can provide appropriate electrical energy for low power
consumption electronic devices [2–4].

The conventional single-degree-of-freedom (SDOF) has the maximum efficiency in a very narrow bandwidth around
its natural frequency. The ambient vibration frequency of structures like machine and civil structure are much lower than
the natural frequency of traditional energy harvesters. One way to tune the single-degree-freedom energy harvester to
achieve maximum efficiency is reducing the natural frequency of the energy harvester. For instance, for a straight beam
energy harvester, adding mass at the tip of the harvester or increasing the length of the beam can help to reduce the natural
frequency of the energy harvester. Therefore, for very low frequency of ambient vibration, the length of the harvester should
be impractically long or excessively heavy [5].

To overcome these limitations, several researchers proposed different structures. Increasing bandwidth frequency for
vibration energy harvester by means of (2 DOF) vibrating body is a way without changing the proof mass [6]. Tunable
rotational energy harvester which consists of a rotational spring and a suspended weight is another way to tune for low
ambient frequency [7]. A multi-resonant energy harvester [8] and the spiral geometry of the beam [9] are also two methods
to reduce the natural frequency of the energy harvester. A new zigzag shape vibration energy harvester is proposed by
Karami and Inman [10, 11] and established an analytical model of energy harvesting structure. A new horizontal S-shaped
PZT cantilevered model of energy harvester is provided by Huicong Liu et al. [12]. This kind of energy harvesting model
is appropriate to scavenge energy from vibrations at frequency less than 30 Hz. Recently, a corrugated cantilevered beam
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model of a vibration energy harvester which had a sinusoidal length shape and trapezoidal cross section is suggested [5]. They
could show that this model is more flexible in comparison with conventional shape (i.e. flat). PZT length, thickness, and cross
section shape optimization of energy harvester is another way to reduce natural frequencies and increase the performance of
energy harvesters [13, 14].

In this study, a new inversed S-shaped cantilevered PZT energy harvester is proposed. To verify the performance of this
new model, first, a straight beam model with first natural frequency equals to 100 Hz is designed. Then, the inversed S-shaped
model is optimized by changing the effective length and length of the middle beam of the model to reach the first Eigen-
frequency equal to 100 Hz with this constraint that the volume, mass, and materials are the same with the mentioned straight
energy harvester. To have general verification, both mechanical and electrical analysis has done. The results confirm that the
proposed model is more flexible mechanically according to its other natural frequencies. Regarding electrical analysis, the
extracted electric voltage from the proposed model is higher in comparison with the equivalent straight energy harvester.

3.2 Modeling of Energy Harvesting with Different Cantilever Structures

Two different geometrics of the bimorph piezoelectric energy harvester are designed and modeled us by helping the
COMSOL Multiphysics software as shown in Fig. 3.1. In two structures, substrate material is structural steel and PZT-
5A, which are defined in materials library of the COMSOL Multiphysics, is used as a piezoelectric layer on the top and
bottom of the substrate.

The structure of a rectangular straight and inversed S-shaped beams with rectangular cross section are shown in Fig. 3.1.
The dimensions of the energy harvester for the straight and the inversed S-shaped beams are given in the following table

(Table 3.1):
Regarding the dimensions of the beams, the length of the straight beam is defined to reach the first Eigen-frequency in

100 Hz. In order to compare the performance of straight beam with the proposed beam model in the same volume, mass and
the first Eigen-frequency, the length and the thickness of the substrate and PZT layer is optimized to reach this goal.

3.3 Results and Discussion

Various analyses are carried out to investigate the effects of the inversed S-shaped beam model on mechanical and electrical
performance of energy harvester. The analysis and their results are discussed in details in the following sections:

Fig. 3.1 Two different structures of energy harvester beams (a) straight beam (b) inversed S-shaped beam

Table 3.1 Dimensions of
straight and inversed S-shaped
beams

Beam type Straight beam Inversed S-shaped beam

Length of the harvester (�m) 60,000 Leff D 49,000 (Ltot D 70,000)
Thickness of the substrate layer (�m) 200 171
Thickness of the PZT layer (�m) 210 180
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Table 3.2 First six natural
frequencies of straight and
S-shaped beams

Beam type/Eigen-frequency (Hz) Straight beam Inversed S-shaped beam

First 100 100
Second 626 547
Third 1,753 1,224
Fourth 3,341 1,538
Fifth 5,662 3,239
Sixth 8,440 4,778

3.3.1 Eigen-Frequency Analysis

As far as, calculating the Eigen-frequency of beams is the well-known primary mechanical analysis; therefore, in this section,
the first six Eigen-frequencies of both straight and S-shaped beams are calculated and compared. Table 3.2 listed the first six
natural frequencies:

As mentioned in the previous section, dimensions of two beams are proposed to achieve the same first Eigen-frequency for
the same materials, volume, and mass. Table 3.2 confirms that two beams’ first natural frequencies are the same. Regarding
other five natural frequencies, the results verified that inversed S-shaped beam is more flexible in comparison with the straight
beam. It means that to reach second, third and other natural frequencies of S-shaped beam, it needs less excitation force in
comparison with straight beam.

3.3.2 Electrical Analysis

In this section, electrical analysis is carried out to find the maximum voltage produced by the energy harvester along the
length of the beam. In primary step, open circuit voltage output along the length of beams at the goal natural frequency (first
Eigen-frequency) is compared.

Figure 3.2 clearly depicts the open circuit voltage of upper piezoelectric layer versus the length of the energy harvester.
Graphs confirms that maximum electric potential generates at the left side of the energy harvester beam where is clamped. In
both graphs, by passing from left end to right end, the open circuit voltage decreases because the bonding area of piezoelectric
layer decreases. Due to simple geometry of straight beams, this decreasing trend is smooth. However, second graph confirms
that complicated geometries of energy harvester beams can seriously change this trend. According Fig. 3.2b, there are two
sinusoidal curve which are in the same voltage amplitude. The positive voltage area means that one-half of the curves are
under tension and another half is under pressure. In aspect of voltage generation, these curves can be neglected because
their average generated voltage is zero. Regarding maximum generated voltage in the same natural frequency, the proposed
model generates more voltage. In order to have more accurate judgment about the performance of the proposed model, some
analyzes have done in frequency domain to obtain the maximum, average and electric potential per length of the harvester in
a range of frequencies near the first natural frequency.

Maximum electric potential generated by upper piezoelectric layer for a range of normalized frequency is plotted in
Fig. 3.3. The graph clearly verified that for a range of frequencies around the first natural frequency, the maximum electric
potential generated by upper layer for S-shaped energy harvester is more than the generated voltage by straight one. However,
this difference is more considerable in a range of frequencies higher than the first natural frequency. So, for frequencies less
than the first natural frequency, the maximum generated voltage is almost the same in both two structures.

Another useful parameter to compare two different energy harvester structures is average generated electrical potential
along the upper piezoelectric layer. Figure 3.4 obviously shows the trend of this parameter for a range of frequencies around
the first natural frequency of two beams for upper layer. Average generated voltage for S-shaped beam for a range of
frequencies less than the first natural frequency is higher than straight one. However, this trend is inversed for frequencies
higher than first natural frequency of beams.

Electric potential per length of upper layer of energy harvester is illustrated for a range of frequencies in Fig. 3.5. At a first
glance, it is obvious that totally, the performance of the proposed model is better than the straight one because the positive
or negative generated voltage per length of the energy harvester is higher. However, this difference more considerable for
frequencies less than the first natural frequency. Therefore, the extracted voltage from Inversed S-shaped beam is much more
in comparison with straight one for the first natural frequency and frequencies less than it.
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Fig. 3.2 Open circuit electric potential versus length of the energy harvester (a) straight beam (b) Inversed S-shaped beam

3.4 Conclusion

In this work, a new structure of vibration energy harvester is proposed and the performance of this model is investigated
and compared with the equivalent straight beam in the first natural frequency, volume, mass, and materials. To verified this
model, two types of analysis: mechanical and electrical are carried out to obtain natural frequencies, maximum, averaged
and density of generated voltage for upper layer in a range of frequencies near the first natural frequency. Extracted results
are listed in below:

1. The inversed S-shaped Cantilevered energy harvester is more flexible than the equivalent straight one.
2. The maximum generated electric potential of the inversed S-shape model is more than the straight energy harvester for a

range of frequencies around the first natural frequency (100 Hz).
3. Generally, the performance of the inversed S-shaped energy harvester is more because the harvested voltage is much

higher than straight one for a range of frequencies around the first natural frequency.
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Fig. 3.3 Maximum electric
potential versus normalized
frequency in the first natural
frequency (100 Hz)
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Fig. 3.4 Average electric
potential along the upper
piezoelectric layer length versus
normalized frequency in the first
natural frequency (100 Hz)
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Fig. 3.5 Electric potential per
length of upper piezoelectric
layer versus normalized
frequency in the first natural
frequency (100 Hz)
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Chapter 4
Energy Harvesting from Piezoelectric Stacks Using Impacting Beam

Yiğit Özpak, Murat Aykan, and Mehmet Çalışkan

Abstract Piezoelectric materials can be used for energy harvesting from ambient vibration due to their high power density
and ease of application. Two basic methods, namely, tuning the natural frequency to the operational frequency and increasing
the operation bandwidth of the harvester are commonly employed to maximize the energy harvested from piezoelectric
materials. Majority of the studies performed in recent years focus mostly on tuning the natural frequency of the harvester.
However, small deviations in operating frequency from the natural frequency can cause excessive loss in the power output. It
is then advantageous to design a harvester which is capable operating in a wide frequency band. This goal could be achieved
both by expanding effective bands of natural frequencies and introducing a frequency-rich external input to the system.
The main idea is to supply constant excitation energy into the harvester system to obtain high energy levels by changing
system characteristics. In this study, in order to investigate the effects of impacts on energy harvested, an analytical model
of an impacting beam with piezoelectric stack at its tip is developed. Experimental validation of analytical results is also
performed.

Analytical expressions to obtain the response of harvester and impact forces during motion are formulated in MATLAB®

and solved iteratively. Validation of the analytical model is performed by comparing with test results. Moreover, harvester
efficiency for broadband frequency excitations is tested and its characteristic properties are investigated in detail.

Keywords Piezoelectric materials • Vibration energy harvesting • Experimental validation • Impacting beam • Structural
dynamics

4.1 Introduction

Energy harvesting from environmental sources has gained great attention in recent years. Common environmental sources
exploited in energy harvesting can be listed as mechanical energy, thermal energy, light energy, electromagnetic energy,
natural energy, human body, chemical and biological energies. For these kinds of energy conversions, there is no need for
additional input to supply into system. The basic motivation is the conversion of the natural movements into electric charge.
Adoption of a proper method for working conditions is the starting point of energy harvesting. For high power output in
scale of kilowatts; solar, wave energy and wind could be used [1]. On the other hand; sources like mechanical vibration,
radio frequency, inductive and light are more feasible ways of energy harvesting for the milli watt scale. Key components
of harvesting energy consist of a transducer which converts energy into another form, such as piezoelectric material, and a
medium to store the converted energy. Energy is conveniently converted into electrical form for the ease of storage.

In this study, mechanical vibration to electricity conversion mechanism is studied. Electromagnetic [2], electrostatic [3]
and piezoelectric [4] means are the three main techniques of converting the available vibration energy to electricity.

Piezoelectric materials in mechanical-to-electrical energy conversion are very efficient means to supply energy needs for
small electronic equipment. Great majority of the machinery are exposed to vibration in working conditions. Consequently,
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Fig. 4.1 Schematic view of
mechanical energy conversion
into electric energy using
piezo [1]

with decreasing power needs of electronic cards used in such machinery, vibration based energy harvesting using
piezoelectric materials becomes popular. Figure 4.1 is an explanatory visual to summarize this procedure.

The main goal of this study is to maximize the power output of a harvester for the same amount of environmental vibration
energy. Two basic methods, namely, tuning the natural frequency to the operational frequency and increasing the operation
bandwidth of the harvester are commonly employed to maximize the energy harvested from piezoelectric materials. In
literature, there is different ways of frequency tuning methods such as mechanical [5], magnetic [6], electrical methods [7]
and autonomous frequency tuning methods [8]. However, deviation from the resonance causes significant decrease in power
output and makes the harvester effective band smaller. Therefore, it is advantage to design harvester working on broadband
loading environment. Achievement of this goal is anticipated to expand the areas of use for piezoelectric materials, due to the
increase in power output. In this study energy harvesting from piezoelectric stacks is investigated using an impacting beam.

In the literature, there are two main approaches to model cantilever beam impact. These are Newtonian coefficient of
restitution and numerical prediction of the impact force [9]. Advantages of Newtonian coefficient of restitution method are
that it is simple to apply in solutions, does not require complex equations and has a wide range of applications. However,
coefficient of restitution can change over short impact durations and it should be determined experimentally [9]. Moreover,
to find the effective mass of a cantilever impacting beam against stopper is another challenging drawback of this method.
The second method involves prediction of impacting force between two bodies. This method requires a complex numerical
procedure and difficult mathematical equations to solve come up since the responses of stopper and impacting beam should
be solved simultaneously.

In this study, an analytical model of an impacting beam with piezoelectric stack at its tip is developed, in order to
investigate the effect of impacts on energy harvested. Experimental validation of analytical results is also performed.
Analytical expressions to obtain the response of harvester and impact forces during motion are formulated in MATLAB®

and solved iteratively. Validation of the analytical model is performed by comparing with test results. Moreover, harvester
efficiency for broadband frequency excitations is tested and its characteristic properties are investigated in detail.

4.2 Methodology

In this study, impacting beam problem given in Fig. 4.2 is investigated. In order to find impact force, steady state response of
the impacting cantilever beam and stopper under base excitation is analyzed. Lumped-parameter solutions are used to model
each part individually. Coupled response equations are solved simultaneously to find impact force between impacting beam
and stopper. In this study, a numerical solution procedure is adopted. This procedure comes with coupled equations and at
each step of the solution, responses should be monitored to see whether the impacting process still continues or not. After
the impact force is obtained, electrical outputs of piezoelectric material are calculated. The quasi-static solution procedure
is used and equivalent circuit models are investigated to simplify the solution. Results of experiments and their comparison
with their analytical counterparts are discussed and evaluated comparatively. Finally, experiments are performed to obtain
the effective frequency band of the harvester.

4.3 Analytical Expressions for Cantilever and Stopper Via Impact

This section discusses analytical and numerical methods to model dynamic behaviour of a cantilever beam, its stopper and
piezoelectric material placed on the beam. Impact force between cantilever and stopper can be calculated by solving coupled
steady state responses of the both system. Figure 4.3 shows the schematic view of cantilever and stopper system under base
excitation.
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Fig. 4.2 Impacting beam
problem

Fig. 4.3 Schematic drawing of
impacting beam system

Beam motion during impact can be expressed as

w .x; t/ D wb .x; t/ C wimp .x; t/ (4.1)

w .x; t/ D wb .x; t/ C
tZ
0

gb .x; t � 
/ F .
/ d
 (4.2)

where w(x,t) total response of the beam, wb(x,t) is the response coming from base acceleration, gb(x,t) is unit impulse response
function and F(t) is the impact force. The stopper motion during the impact can be given as

u .y; t/ D ub .y; t/ � uimp .y; t/ (4.3)

u .y; t/ D ub .y; t/ �
tZ
0

gs .y; t � 
/ F .
/ d
 (4.4)

where u(y,t) is total response of the stopper, ub(y,t) is the response coming from base acceleration, gs(y,t) is unit impulse
response function and F(t) is the impact force.

The contact positions and contact instant can be calculated from the solution of the Eq. (4.5) as

w
�
x�; t

� D u .Ls; t/ � � (4.5)

where � is a positive value for this coordinate system convention adopted.
Unit impulse response functions can be defined for the nth mode when the force is applied to beam at x D x* and to the

stopper at y D Ls as follows.
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gb .x; t/ D
nbX

rD1

�br .x/

mbwdb

�br
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x�� e��br wnbr t sin .wdbt/ r D 1; 2; : : : (4.6)

gs .y; t/ D
nbX

rD1

�sr .y/

mswds
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The equilibrium point can be found from Eq. (4.8) as

wb
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x�; t
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However, in Eq. (4.8) impact force F(t) is not known. Rearranging Eq. (4.8), the integration can be divided in two parts.
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4t is defined as the very small fixed time step to solve one part of integration with area calculation. Rearranging Eqs. (4.9)
and (4.10) as
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Inserting Eqs. (4.11) and (4.12) into the Eq. (4.8); Eq. (4.13) is obtained which is the equilibrium of motion of beam and
stopper. The reason of these modifications is to be able to solve the impact force by numeric iterations.

wb .x�; t / C
t��tZ

0

gb

�
x�; t � 


�
F .
/ d
 C gb .x�; t � 
/ F .
/ �t D ub .Ls; t / �

t��tZ
0

gs .Ls; t � 
/ F .
/ d
 � gs .Ls; t � 
/ F .
/ �t � �

(4.13)

Using Eq. (4.13) and introducing S1, S2 and S3 the following relations are obtained as

S1 D wb
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Total impact force could be defined as by Eq. (4.17)

F.t/ D �S1 � S2 C �

S3

(4.17)

when there is contact, displacement and force function can be represented as:

w
�
x�; t

� � u .Ls; t/ � � (4.18)

F.t/ � 0 (4.19)

When there is no contact,

w
�
x�; t

� � u .Ls; t/ � � (4.20)

F.t/ � 0 (4.21)

In numerical solution, contact force should be controlled in every step and if it is positive, it means that two bodies are still
in contact and otherwise separated. In this problem, time step should be chosen carefully to ensure the convergence of the
solution. If it is too small, numerical solution time becomes very long and solution may diverge. If it is too large, contact
may not occur and high frequency harmonics cannot be monitored. The whole procedure is drawn in Fig. 4.4 as a flowchart.

4.4 Electromechanical Modeling of Piezoelectric Stacks

In this study piezoelectric material and compression mass are bolted to the cantilever beam from its end; therefore, tip mass
of the beam consists of piezoelectric stack, compression mass, bolt and washer. Figure 4.5 shows the cross-section of this
configuration.

During the motion of the base where the piezoelectric stack and compression mass are inserted, the total force on the
piezo electric stack could be calculated from Newton second law as

Fpz D mc
Rb.t/ (4.22)

where Fpz is the total force, mc is compression mass, Rb .t/ is base acceleration. The strain formed on each layer of piezoelectric
stack should be calculated by distributed parameter modelling. Same methodology is used during modelling the cantilever
and stopper. Total response can be written as

u .x; t/ D
1X

rD1

Ur

wr

Z t

0

F .
/ sin wr .t � 
/ d
 r D 1; 2; : : : (4.23)

Strain at any point and time in force direction can be calculated as

Sj .x; t/ D @u .x; t/

@x
(4.24)

Stress and force in force direction can also be written as

Tj D Sj Yij (4.25)

Fpz D Tj Apz (4.26)

where Yij is the young’s modulus, Tj is stress vector and Sj is strain vector of the piezoelectric material, i is the direction of
electric field, j is the direction of mechanical strain or stress, Ap is the cross section.
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Fig. 4.4 Schematic flowchart of numerical implementation of impact model

Fig. 4.5 Compression mass
model of piezoelectric material
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4.5 Experimental Validation of the Analytical Model

In this part of the study, results of experiments and their comparison with their analytical counterparts are discussed and
evaluated comparatively. The section starts with validation of analytical solutions in reference to experimental results. Later
in the section, frequency dependence of harvester voltage output is investigated.

In the experiments CMAR03 piezoelectric stacks are employed to measure voltage output. Piezoelectric stacks have 25
layers made up of NCE57 ceramics. Isolation material is used between the beam and the piezoelectric material layers as well
as under the compression mass resting on the top of piezoelectric layers during the mounting process.

The harvester is designed and built in this study is shown in Fig. 4.6. In this case, the stopper is used to investigate
effects of impacts on energy harvesting. Piezoelectric material and tip mass on the beam is screwed to the beam and the
accelerometer is glued on the mounting screw as shown.

In the experiments, first natural frequency of the cantilever beam is observed as 62.5 Hz which is almost the same with
theoretical case. The experimental burst random test result is shared in Fig. 4.7. The measurements are performed by LMS
SCADAS III and PCB 356A16 and 352A24 accelerometers. Accelerometers are glued on the clamped end of the beam and
tip mass using Loctite 401. Frequency resolution is 0.25 Hz and a sampling frequency 2,048 Hz is assigned. Number of
averages in spectral analysis is 40. Block size is 8,192.

The validation between experimental and analytical methods is performed for tip displacement, acceleration and voltage
output for both with and without impact cases. These responses are shown in Figs. 4.8 and 4.9. Time response measurement
is performed using Dewesoft software and Dewetron data acquisition system (DEWE 510). The gap size between stopper
and beam is measured as 3 � 10�4 m.

Some differences between experimental results and analytical solutions could be seen. However, in analytical modelling,
mode expansion theorem is used with responses to both harmonic base excitation and impulsive excitation at the location of
the stopper. Therefore, in analytical solution, effects of only first five natural frequencies are seen. Though, in experimental
response, contributions at all frequencies take part in the total response.

Displacements with and without impact conditions are almost same when experimental and theoretical results are
analysed. Their oscillation frequencies are observed as 62.5 Hz (experimental) and 63 Hz (theoretical), respectively. In
acceleration time histories, it is discovered that base or first natural frequency motion still keeps the main harmonic form, as
the base excitation comes to the beam is the same as with that of due to the first natural frequency of the cantilever beam.
However, during this motion high frequency terms are also included in acceleration because, impact force excites higher
natural frequencies as well. The zoomed view given in Fig. 4.9c shows one oscillation at 62.5 Hz. Small oscillations at the

Fig. 4.6 Experimental setup
used for impacting beam
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Fig. 4.7 Experimental frequency response function of tip mass location

first part of the motion comes from the fifth natural frequency of the beam at 5,962 Hz and the other oscillation within
the cycle is associated with the third natural frequency at 1,612 Hz. Moreover, in the experiments involving impacts, high
frequency components or chattering are observed on the whole response. High frequency components are expected in the
response since impacts generate sub and super harmonics of the excitation frequency due to its nonlinear nature. Effects are
found to be present in zoomed acceleration time histories. Figure 4.10 shows the rms power spectrum of tip acceleration in
impacting process up to 3 kHz. Inserting a stopper to the system converts linear system to a nonlinear one, introducing a
backlash effect. This non-linear term cause harmonics of excitation within a frequency bandwidth.

4.6 Harmonic Base Acceleration at Different Frequencies with Impact
and Without Impact Conditions

Small deviations in the input excitation frequency from any natural frequency are expected to cause excessive decrease in the
power output. Therefore, increasing the frequency bandwidth of the harvester enables the harvester to be used in broadband
loading environments. For this reason, in this part of the work, harmonic motions of differing frequency are introduced
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Fig. 4.8 Steady-state displacements of tip mass location (a) without impact conditions (b) with impact conditions

as input by using PCB 2100 E 11 shaker to understand the effects of stopper on the effective frequency bandwidth of the
harvester. Experience with the accelerometers in the tests has disclosed insufficiency of amplitude range. Natural frequency
of the beam is decreased to 56.2 Hz by increasing the tip mass to extend the working frequency bandwidth. At higher
frequency excitations such as 90 Hz, the accelerometer located on the tip mass location is found to be saturated. Hence, drop
in natural frequency equips the harvester with a wider band of operation. For this purpose, white noise shown in Fig. 4.11 is
given as an input to realize effects of impact on frequency response functions of the harvester.

For the control of shaker and measurement of acceleration levels, LMS SCADAS III data acquisition system is used. In
the measurements, frequency resolution is specified as 0.195313 Hz, maximum frequency of interest is 1,000 Hz, sampling
frequency is 3,200 Hz and number of averages is 40. The frequency response characteristic is obtained by the closed looped
controlled white noise given in Fig. 4.11 is shown in Fig. 4.12. Between 35 and 58 Hz, amplitudes in non-impacting
conditions are found to be larger than those of impacting conditions. In this particular case, this range of frequencies are
very close the cantilever natural frequency which is 56.2 Hz. However, during the impact, natural frequency shifts to the
right of 56.2 Hz and cover a wider range such as from 55 to 66 Hz.

In the white noise experiment, voltage measurement is also performed in both impact and no impact conditions.
Figure 4.13 shows the voltage production in piezoelectric material in each case. When the time history of the voltage
produced is investigated, measured voltage levels are discovered to be very high compared to the non-impacting conditions.
These indicate the impact with stopper and excitation of the wider frequency band.

Impacts lead to decrease in amplitude of response at natural frequency. On the other hand, natural frequency band expands
to the right of natural frequency and this yields an increase in other frequency response outputs as shown in Fig. 4.12.
Therefore, to validate these extractions, cantilever beam is vibrated with difference frequencies both with impact and without
impact conditions for the same base excitation levels. Compared frequencies during the harmonic loading are 30, 40, 45, 50,
56, 60, 65, 70, 75 and 80 Hz. For these frequencies, constant base excitation (for each frequency itself) is given to the
harvester system and time histories are collected for with impact and without impact conditions. Table 4.1 is the summary of
this test result. Test results given in Table 4.1 supports the results obtained from Fig. 4.12. For the time history measurement
of voltages, Dewesoft software is used and sample frequency is taken as 100 kHz. A fourth order, analogue low pass filter
with a cut off frequency of 20 kHz is also used in the measurement. The gap size between stopper and beam is measured as
3 � 10�4 m.
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Fig. 4.9 Steady-state acceleration history of tip mass position under impact conditions for both experimental and theoretical solutions (a) total
response, (b) zoomed view of graph a, (c) shows one oscillation at 62.5 Hz
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Fig. 4.10 Experimental rms power spectrum of impacting cantilever condition

Fig. 4.11 (a) Power spectral density (PSD) of input white noise to the harvester (b) zoomed view

4.7 Conclusion

The cantilever beam naturally amplifies the input at its resonance frequencies. However, as the damping is very small the
bandwidth of energy generation is fairly limited. The motion stopper included in the design eliminates this handicap in two
ways. Firstly, the impacts generate various harmonics which are instrumental in enrichment the frequency content. Secondly,
as the motion stopper transforms the linear system to a nonlinear one, frequency shifts occur as discussed in Sect. 4.5.
However, this modification has also a disadvantage, which is the loss of response amplitude at the resonant frequencies since
the motion is disturbed by the stopper.

In the experiments, different harmonic excitation at different frequencies and random excitation are applied to the test
setup at its based. Firstly, white noise is applied to the harvester for impact and not impact case at the same level and
frequency response characteristics of the harvester is obtained. The frequency response characteristic plots show that,
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Fig. 4.12 (a) Frequency response characteristic of tip mass location (b) zoomed view

Fig. 4.13 (a) Voltage measurement in white noise experiment (b) zoomed view

impacting beam has higher amplitude up to 1 kHz apart from 35 to 58 Hz band. For validation study, harmonic excitation is
given to the harvester from 30 to 80 Hz with 5 Hz steps. Results show that, harvested voltage increases with impact for the
frequency ranges of 30–35 Hz and 58–80 Hz while decreases for the frequency range of 40–58 Hz. The frequency response
characteristic is verified by this method adopted. The impact restricts the motion of the beam which causes a decrease in
amplitude at the natural frequency, accompanied by an increase in the bandwidth of the natural frequency. Therefore, this
leads to a decrease in harvester efficiency at the first natural frequency. However, the efficiency is shown to increases for the
rest of the frequency bandwidth.
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Table 4.1 Voltage production
capability of harvester at different
frequencies

Frequency (Hz) Voltage change

30 160 % increase
40 No increase
45 30 % decrease
50 53 % decrease
56 75 % decrease
60 No increase
65 50 % increase
70 100 % increase
75 200 % increase
80 200 % increase
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Chapter 5
Nonlinear 2-DOFs Vibration Energy Harvester Based
on Magnetic Levitation

I. Abed, N. Kacem, M.L. Bouazizi, and N. Bouhaddi

Abstract The nonlinear dynamics of a two-degree-of-freedom (2-DOFs) vibrating energy harvester (VEH) based on
magnetic levitation is modeled and investigated. The equations of motion have been derived while taking into account
the magnetic nonlinearity and the electro-magnetic damping. The associated linear eigenvalue problem has been analyzed
and optimality conditions have been expressed in term of distance minimization between the two eigenfrequencies of the
considered system. The resulting optimal design parameters have been substituted into the coupled nonlinear equations of
motion which have been numerically solved. It is shown that the performances of a classical single degree of freedom VEH
can be significantly enhanced up to 270 % in term of power density, up to 34 % in term of frequency bandwidth and up to
10 % in term of resonance frequency attenuation.

Keywords Energy harvesting • Nonlinear dynamics • Magnetic levitation • Electro-magnetic damping • Frequency
bandwidth

5.1 Introduction

Over recent years, many research activities are oriented to the development of some harvester devices to produce
inexhaustible electric energy in their local environment. The purpose in using Vibration energy harvesters (VEHs) is related
to the reduction of power requirement as well as the communication in an autonomous way and to the disposition of the
monitor, the measure, and the process data in a hostile environment. On this concept, VEHs can be used in many fields such
as environmental monitors, wireless sensors and medical implants [1–3]. In order to make VEHs usable, there are several
types of transduction, where the most common transduction modes are piezoelectric [4], electrostatic, magnetostrictive and
electromagnetic [5] and each of them presents advantages and disadvantages.

The linear VEHs has a low bandwidth and designed to collect power in the ambient dominant frequency. When the
excitation and resonance frequency of the system do not coincide, linear VEHs are known to under perform. So, to increase
the collected power and the bandwidth frequency, researches are oriented towards the study of nonlinear systems. For
instance, Daqaq et al. [6] reported softening frequency response characteristics in a parametrically forced piezoelectric device
with structural nonlinearities. Mann et al. [7] showed analytically and experimentally how magnetic levitation could be used
to extend device bandwidth through a hardening response. Nevertheless, this extension is limited by dry friction dissipation
phenomenon. Mahmoudi et al. [8] proposed an alternative to overcome this issue by guiding the moving magnet vertically
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in an elastic way by means of sandwich beams, combined with an hybrid piezoelectric and electromagnetic transductions.
Although their numerical results demonstrated high performances, the electronic circuit may become very complex.

In this paper, we propose a design of a VEH based on the magnetic levitation of two coupled magnets. The equations
of motion have been derived and include the magnetic nonlinearity and the electro-magnetic damping. While respecting
the optimality conditions expressed in term of distance minimization between the two eigenfrequencies of the associated
linear problem, the coupled nonlinear equations of motion have been solved numerically using the harmonic balance method
(HBM) [9] coupled with the asymptotic numerical continuation technique (ANM) [10]. We prove numerically that the
nonlinear coupling between the magnets permits the performance enhancement of a classical single degree of freedom VEH
in terms of frequency attenuation, power density and frequency bandwidth.

5.2 Design and System Modeling

5.2.1 Proposed Device

Inspired by [5, 7], an extension of magnetic levitation for a multi-degree of freedom vibration energy harvester is proposed.
As a proof of concept, the considered device shown in Fig. 5.1 is composed of four magnets Mi where i 2 Œ1; 4
. M1 and
M4 are fixed with respect to a Teflon tube inside which M2 and M3 are subjected to magnetic levitation forces. All magnets
are placed vertically in such a way that all opposed surfaces have the same pole and wire-wound copper coils are wrapped
horizontally around the separation distance between each two adjacent magnets.

Three reference frames have been applied in order to describe the electromagnetic induction model represented in Fig. 5.1.
The first reference frame is fixed in space and is used to describe the motion amplitude Y0 and excitation frequency 	 of the
outer housing. The second and third reference frames (designed as x2 and x3) describe the motion of the moving magnets
M2 and M3 which are subjected to restoring forces expressed as follows:

Fm
.2/ D

�
� M2gd0

2

.M1Q1�M3Q3/

�
M1Q1

.d0�v2/2 � M3Q3

.d0Cv2�v3/2

�
C M2g

��!x2 (5.1)

Fm
.3/ D

�
� M3gd0

2

.M2Q2�M4Q4/

�
M3Q3

.d0Cv2�v3/2 � M4Q4

.d0Cv3/2

�
C M3g

��!x3 (5.2)

When the device is subjected to an external mechanical vibration, the moving magnets oscillate around their equilibrium
positions and a current is induced in each coil as shown in Fig. 5.2, resulting in the following electrical damping forces:

F e
.2/ D ce1 Pv2 � ce2 . Pv3 � Pv2/ (5.3)

F e
.3/ D ce3 Pv3 � ce2 . Pv2 � Pv3/ (5.4)

Fig. 5.1 A schematic diagram of
the two degree of freedom
vibration energy harvester based
on magnetic levitation



5 Nonlinear 2-DOFs Vibration Energy Harvester Based on Magnetic Levitation 41

Fig. 5.2 Equivalent
electro-mechanical system of the
two degree of freedom vibration
energy harvester based on
magnetic levitation

The electrical damping can be expressed as a function of the internal resistance of the coil, the resistance of external load
and the electromechanical coupling coefficient.

cej D ˛j
2

Rj C rint

(5.5)

where ˛j D Nj Bl , with B the average magnetic field strength, Nj is the number of coil turns and l is the coil length.
Expanding the non-linear magnetic forces written in Eq. (5.2) in Taylor series up to the third order and summing all

forces applied to each moving magnet in the vertical direction, we obtain the following governing equations of motion for
the mechanical system:

8̂̂̂
ˆ̂<
ˆ̂̂̂̂
:
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M2 Rv2 C .c C ce1 C ce2/ Pv2 � ce2 Pv3 C k23 .v2 � v3/ C k21 .v2/

C˛23.v2 � v3/2 � ˛21.v2/2 C �23.v2 � v3/3 C �21.v2/3
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D �M2
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@M3 Rv3 C .c C ce2 C ce3/ Pv3 � ce2 Pv2

Ck34 .v3/ C k32 .v3 � v2/ C ˛34.v3/2

�˛32.v3 � v2/2 C �34.v3/3 C �32.v3 � v2/3

1
A D �M3

RY
(5.6)

If the magnetic intensities (Q) are equal, 8j 2 Œ2; 3
 the linear and nonlinear stiffnesses can be written as:

kj.j C1/ D 2gMj Mj C1

.Mj �1�Mj C1/d0
I kj.j �1/ D 2gMj Mj �1
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2d0
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�j.j C1/ D 2

d0
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d0
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(5.7)

5.3 Optimality Conditions and Average Power

Firstly, the associated linear problem is written in its matrix form. Then, in order to guaranty the symmetry of the rigidity
matrix, we assume that k23 D k32 which results in the following relation between the magnets in term of mass:

M4 C M1 D M2 C M3 (5.8)

While respecting Eq. (5.8), the eigen frequencies can be written as follows:
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In order to enhance the performances of the considered VEH in term of bandwidth, we minimize the distance separating
the naturel frequencies expressed in Eq. (5.9). Doing so, we obtain the following optimality conditions:

8<
:

M2 D M1 � M4

M3 D 2M4

M1 > 2M4

(5.10)

The optimality conditions (5.10) have been substituted in the system of nonlinear equations (5.6) which have been solved
numerically using the harmonic balance method coupled with the asymptotic numerical continuation technique. Thus, the
nonlinear frequency responses can be plotted in term of velocity that will be used to determine the average power delivered
to the electrical load.

Indeed, the magnetic transduction is ensured by three coils. The oscillations of the movable magnets cause magnetic field
variations in the separation zones, which provides an induced current (Lenz’s Law). The induced current can be expressed
as a vibration velocity function Pvj .t/ D Vj 	 sin.	t/I 8j 2 Œ2; 3
. Then, the average power delivered to the electrical load
can be written as follows:

Pm D 1

T

Z T

0

P.t/dt D 	2

2

0
@ 3X

j D1

�
cej

�
Vj C1 � Vj

�2�1A (5.11)

5.4 Results and Discussion

5.4.1 Optimal Design Parameters

In order to enhance the bandwidth of the proposed device, the distance between the eigenfrequencies written in Eq. (5.9) is
plotted with respect to M1 and M4 as shown in Fig. 5.3. Remarkably, Eq. (5.10) are not verified for regions 1 and 2 which are
separated by an optimal zone for which f2 � f1 < 4:3 H z. Inside this region, a set of design parameters, listed in Table 5.1,
is chosen.

Fig. 5.3 Variation of the distance
separating the eigenfrequencies
of the proposed VEH with
respect to M1 and M4. Inside the
optimal zone, f2 � f1 < 4:3 H z
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Table 5.1 Physical and
geometric properties of the
proposed 2-DOFs vibration
energy harvester

rint Internal resistance (	) 188

l Total coil length (m) 0:015

d0 Separation distance (m) 0:015

B Residual magnetic flux density (T) 1:18

c Mechanical damping [7] (Ns=m) 0:116

�m Magnet density (kg=m2) 7800

Rj ; j 2 Œ1; 3
 External load resistance (	) 104

Nj ; j 2 Œ1; 3
 The coil number (turns) 2000

M1 Mass .kg/ 0:125

M2 Mass .kg/ 0:0195

M3 Mass .kg/ 0:02

M4 Mass .kg/ 0:01

Fig. 5.4 Variation of the
frequency responses in term of
harvested power with respect to
the excitation amplitude for the
proposed device. Black and gray
lines denote respectively stable
and unstable branches

Fig. 5.5 A typical frequency
response of the proposed device
showing a hardening behavior for
an excitation amplitude
Y0 D 2:7 mm, the frequency
bandwidth is BW D 14:4 %.
Solid and dashed lines denote
respectively stable and unstable
branches
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5.4.2 Bandwidth Enhancement

Several numerical simulations have been performed for the set of design parameters listed in Table 5.1. Figure 5.4 displays
the evolution of the frequency response in term of harvested power for different values of amplitude excitation Y0 up to
3 mm. It is shown that bistability takes place for large excitation amplitudes (Y0 > 2 mm) for which the dynamic response
has two solutions for a given frequency inside a range separated by two bifurcation points.

Hence, one can take advantage of the nonlinear spring hardening effect in order to enlarge the frequency bandwidth of the
VEH. Interestingly, Fig. 5.5 shows that the frequency bandwidth of the proposed device can reach 14:4 % for an excitation
amplitude Y0 D 2:7 mm.
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Fig. 5.6 Variation of the
frequency responses in term of
normalized power density with
respect to the excitation
amplitude for the proposed
device. Black and gray lines
denote respectively stable and
unstable branches

Fig. 5.7 Comparison of the
frequency responses in term of
normalized power density
between the proposed device
(2-DOFs) and the single degree
of freedom VEH presented in [7]
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Table 5.2 Performances of
1-DOF and 2-DOFs vibration
energy harvesters based on
magnetic levitation

Resonance frequency Frequency bandwidth Normalized power Power
Model .H z/ (%) (mW cm�3g�2) (mW)

1-DOF 6:96 10:5 3:93 35:38

2-DOFs 6:60 14:4 14:57 240:50

5.4.3 Normalized Power Density Enhancement

Since the harvested power varies with respect to the excitation amplitude and in order to compare the proposed device with
the one investigated in [7], in terms of performances, we propose the use of the normalized power density as a kind of
energetic efficiency. The latter varies slightly with respect to Y0 which is proved in Fig. 5.6 showing that the maximum of
frequency curves is almost constant independently of the excitation amplitude.

Figure 5.7 shows that the energetic efficiency of a single degree of freedom VEH based on magnetic levitation can be
enhanced up to 270 % by coupling two moving magnets. Moreover, the bandwidth can be boosted up to 34 % and the
frequency attenuation is about 10 % as listed in Table 5.2.

5.5 Conclusion

The non-linear dynamics of a two-degree-of-freedom vibrating energy harvester (VEH) was modeled including the main
sources of non-linearities. The associated linear eigen problem was analytically solved and optimality conditions were
derived in term of distance minimization between the two eigenfrequencies. The resulting coupled nonlinear equations of
motion were solved numerically for the optimal design, using the harmonic balance method coupled with the asymptotic
numerical continuation technique.
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Several numerical simulations have been performed to highlight the performance of the proposed device. Particularly,
the power density, the bandwidth and the frequency attenuation can be boosted up to 270 %, 34 % and 10 % respectively
compared to the case of a single degree of freedom magnetic levitation based VEH, thanks to the nonlinear coupling between
the magnets. Future work will include the extension of the proposed concept to large arrays of coupled levitated magnets.
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Chapter 6
Parameter Identification of Riveted Joints Using Vibration Methods

Elif Altuntop, Murat Aykan, and Melin Şahin

Abstract Rivets are widely used in several industries including aerospace, shipbuilding and construction. Aircraft
components such as wings and fuselages are some examples of riveted structures. Accurate parameter identification of these
joints is critical since excessive number of rivets is present in such structures. Furthermore, modeling structures with fasteners
has always been a challenge since these members might show nonlinear behavior. In this study, the FEM of a continuous plate
is constructed and modal tests are performed in order to have a valid modeling strategy. After a good correlation between
finite element analyses (FEA) and tests is obtained, a finite element model with riveted joints is constructed and parameters
of these fasteners are identified by means of vibration measurements and optimization.

Keywords Finite element method • Parameter identification • Modal testing • Riveted joint • Optimization

6.1 Introduction

Engineering structures usually consist of substructures which are assembled with various fasteners such as bolts, screws,
welds and rivets. Identification of the dynamic behavior of joints is of great importance since most of the deformation and
damping in assembled structures arise from these connectors [1]. Aerospace substructures such as wing and fuselage contain
excessive number of rivets which affect the dynamic response. Therefore, defining an accurate numerical model for these
fasteners is an important task which involves validation and updating procedures. In this study, a numerical method is used
to model the rivets where the dynamic parameters of the rivets are obtained from experimental modal analyses.

Numerous approaches have been developed to identify joint parameters (i.e., stiffness and damping properties) which use
experimental and numerical methods [2–8]. Experimental methods focus on measurements of frequency response functions
(FRFs) or identified modal parameters. Former approach bases on the fact that joint parameters can be obtained using the
FRFs of the system with and without joints. Using substructure FRF synthesis method, Tsai and Chou [2] identified the
stiffness and damping values of a single bolt. Wang and Liou [3] developed a method to obtain the parameters of joint using
contaminated FRFs of the main structure and substructures.

Modal parameters such as natural frequencies, damping ratios and mode shapes were also utilized to estimate the stiffness
and damping characteristics of joints. For instance, using complete mode shapes and eigenvalues, Inamura and Sata [4]
identified joint parameters. Kim et al. [5] proposed an approach based on the use of a condensed finite element model
with incomplete mode shapes. However, in case of closely spaced modes and high damping, modal parameters may not be
extracted accurately [6] which lead to inaccurate joint parameters.

Furthermore, model updating techniques that involve Finite Element (FE) modeling and experimental data are also
common in the literature for joint identification [6]. These techniques can broadly be classified into two categories: the
direct methods and the penalty methods. The direct methods use the mass and stiffness matrices taken from a FEM and
joint parameters are determined from the solution of characteristic equations which require solving both those matrices and
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measured frequency response data [7]. Alternatively, in penalty methods, the error between the FE analyses and experimental
results are minimized by means of sensitivity and Jacobian matrices which involve the derivatives of the stiffness, damping
and mass matrices with respect to each of the modal parameters to be updated. As an alternative to model updating methods,
Park and Kim [8] solved joint parameters using an optimization method by devising a cost function as the difference between
experimental and analytical results.

In order to update the model accurately, the FEM of the joint also has to be accurate. Several approaches can be found in
the literature for modeling riveted connections using FEM and analysis software [9–12]. One of the methods for modeling
rivets in FEM is to represent rivets as rigid links of infinite stiffness. In the study of Cabell [9], the riveted joints are modeled
with RBE2 elements which couple six degrees of freedom between neighboring nodes using MSC Nastran. Another method
is to use spring and beam elements as connectors. Xiong and Bedair [10] represented the riveted joint by a circular beam and
two disks that are connected rigidly at the end of the beam. The rivet itself is modeled by a single beam element where spring
elements are used to connect the nodes in the contact region along the rivet/plate boundary. Fung and Smart [11] represented
the riveted joint with three dimensional solid elements which is well suited for introducing friction, preload and tolerance.
In the study of Körük and Şanl{türk each rivet is assumed to be connecting the clamping parts through an effective diameter
where all the nodes inside this diameter are coupled [12].

In this study, two aluminum plates connected by rivets are used as a sample structure in the identification of the parameters
of joints via vibration methods. Vibration measurements are conducted in order to obtain the first five resonance frequencies
of the sample plate in fixed-free conditions. Each rivet is modeled using the bushing joint in ANSYS® which has six degrees
of freedom where each degree of freedom has an associated stiffness. Then, stiffness values of the rivets are optimized
according to resonance frequencies obtained from the modal tests.

6.2 Methodology

First of all, the FEM of a continuous plate is constructed and modal tests are performed in order to have a valid modeling
strategy. In this step, the material properties of the plate and mass values of accelerometers are optimized. After a good
correlation between finite element analyses (FEA) and tests is obtained, another plate having six rivets is manufactured.
Modal tests are also repeated on the riveted plate and resonance frequencies are obtained. In this plate, rivets are modeled as
bushing elements in ANSYS® in which stiffness values of the joints are to be determined using the Optimization Toolbox in
MATLAB. Having obtained a good agreement between the resonance frequencies coming from the modal test and FEA is
established, stiffness values are then recorded. Flow chart of the study can be seen in Fig. 6.1.

6.3 Experimental Studies

In order to obtain the stiffness values of the riveted joint, two aluminum plates having identical dimensions were
manufactured as shown in Fig. 6.2. The dimensions of the plates are 600 mm in length, 300 mm in height and 2 mm in
width. One of the plates having no rivets is called as the continuous plate while the other plate having six identical rivets is
called as riveted plate. The shank diameter of the rivet is 4.75 mm, the head diameter is 9.5 mm and the length of the shank
is 9.5 mm. The mass of each rivet is measured as 0.750 g. As mentioned before, the continuous plate in this study is used to
validate FEM which is further used in model updating and optimization steps.

Experiments were performed in fixed-free conditions using a shaker with a push-rod. Excitation was given from the right
corner of the plates so as to excite mode shapes properly. LMS Scadas was used to record the acceleration and force data
in order to measure FRFs for further analysis of resonance frequencies and corresponding mode shapes. Step sine input
was given from the signal generator between 1 and 128 Hz with 0.25 Hz resolution covering the first five modes of the
plate. Twenty accelerometers were attached to the same points on the plates which were determined according to the mode
shapes coming from FEA. FRFs measured from one of the points corresponding to riveted joints are presented in Fig. 6.3.
Resonance frequencies are recorded in Table 6.1 for both of the experiment setups. Note that the mode numbers (i.e. 1, 2, 3,
4 and 5) in the table correspond to the mode shapes in the order of 1st out-of-plane bending, 1st torsion, 2nd out-of-plane
bending, 2nd torsion bending and 3rd out-of-plane bending.

Five natural frequencies of the continuous and riveted plates are measured with high coherence. Mode shapes
corresponding to first five resonance frequencies of continuous and riveted plate are presented in Figs. 6.4 and 6.5.
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Fig. 6.1 Flow chart of the parameter identification of the rivets

6.4 Model Validation of the Continuous Plate

The FEM of the continuous plate is prepared in ANSYS® with 5,850 elements. Continuous plate is modeled with mixture of
triangle and quadrilateral shell elements and thickness of 2 mm. Accelerometers and force transducers are modeled as point
masses where one edge of the plate is fixed. Five natural frequencies are obtained and corresponding mode shapes can be
seen in Fig. 6.6.

Table 6.2 shows the natural frequencies coming from finite element model and experiments. Absolute errors between first
five natural frequencies show that there is a good correlation between finite element model and the test. For the identification
part of this study, same material properties and point masses will be used for modeling in ANSYS®.

6.5 Parameter Identification of Riveted Joints

Identification of axial and rotational stiffness values of the riveted joints is performed using the Optimization Toolbox
implemented in MATLAB and ANSYS®. Genetic algorithm is chosen as the solver where upper and lower bounds are
defined for stiffness values. This toolbox calls a MATLAB function developed by the authors in which the input file created
using ANSYS for the riveted plate is processed. Furthermore, ANSYS® is called within the program and modal analysis
is performed, resonance frequencies in the output file are taken and least square error is calculated using experimental and
numerical values. Fitness function is set as the least square error and depending upon the value of it, new stiffness values are
generated by the algorithm. Note that rivets are assumed to be identical, i.e. values assigned for each degree of freedom are
same for all six of them. This program runs until the function tolerance or maximum iterations are reached.
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Fig. 6.2 Test structure (a) continuous plate (b) riveted plate

Fig. 6.3 FRFs measured from
one of the points corresponding
to riveted joints (red: continuous
plate, blue: riveted plate)

Lower and upper bounds of stiffness values are set as 1 and 1,000,000 respectively. Axial stiffness values in vertical and
transverse directions and corresponding bending stiffness values are assumed to be identical. Natural frequencies obtained
from optimization and the errors between resonance frequencies taken from modal test and optimization are presented in
Table 6.3. Note that final least square error is found to be 4.15 (Table 6.4).
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Table 6.1 Experimental natural
frequencies of continuous and
riveted plate

Experimental natural frequencies [Hz]
Mode number Continuous plate Riveted plate

1 4:41 4:43

2 18:42 19:92

3 27:28 27:74

4 58:87 57:44

5 75:57 78:82

Fig. 6.4 First five mode shapes of the continuous plate from modal tests (a) mode 1, (b) mode 2, (c) mode 3, (d) mode 4, (e) mode 5

Fig. 6.5 First five mode shapes of the riveted plate from modal tests (a) mode 1, (b) mode 2, (c) mode 3, (d) mode 4, (e) mode 5
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Fig. 6.6 First five mode shapes of the continuous plate from FEA (a) f1 D 4.41 Hz, (b) f2 D 19.15 Hz, (c) f3 D 27.64 Hz, (d) f4 D 60.48 Hz, (e)
f5 D 75.43 Hz

Table 6.2 Comparison of
natural frequencies coming from
experiment and finite element
model

Natural frequencies of the continuous plate [Hz]
Mode number Experimental FEM Absolute error [%]

1 4:41 4:42 0:14

2 18:42 19:15 3:96

3 27:28 27:64 1:30

4 58:87 60:48 2:73

5 75:57 75:43 0:19

6.6 Discussion and Conclusions

In this study, the FEM of a continuous plate is constructed and modal tests are performed to obtain a valid model. After
the material properties of the plate and mass values of accelerometers are optimized, another plate having six rivets is
manufactured. Experiments are also repeated on the riveted plate to get resonance frequencies. Rivets are modeled as bushing
elements in ANSYS® having six stiffness values correspond to six degrees of freedom and these values are determined using
the Optimization Toolbox in MATLAB. Having obtained a good agreement between the resonance frequencies coming from
the modal test and FEA is established, stiffness values are then recorded.



6 Parameter Identification of Riveted Joints Using Vibration Methods 53

Table 6.3 Natural frequencies of
continuous plate obtained from
optimization and corresponding
errors

Mode number

Natural frequencies
obtained from
optimization

Resonance frequencies
obtained from experiment Absolute error [%]

1 4:41 4:43 0:33

2 19:22 19:92 3:49

3 26:94 27:74 2:89

4 58:78 57:44 2:33

5 75:04 78:82 4:80

Table 6.4 Stiffness values
obtained from optimization and
common formulae

Experimental values

Longitudinal stiffness [N/mm] 785,348.7
Lateral stiffness [N/mm] 849,643.2
Transverse stiffness [N/mm] 849,643.2
Stiffness under lateral bending [Nmm/rad] 879,055.8
Stiffness under transverse bending [Nmm/rad] 879,055.8
Stiffness under torsion [Nmm/rad] 782,024.5

The parameter identification method developed in this study is not limited to rivets but also can be used for any kind of
joint such as bolts, spot welds, bearings, etc. There may be complicated joints where parameters cannot be obtained using
theoretical approaches. In such cases, complicated joints that are difficult to model can easily be modeled by this method as
it works as a black box method.

The residual errors in frequencies are mostly due to not being able to model the sheet-to-sheet interface. This interface
requires frictional contact modeling which is unsupported in modal analysis of commercial FEA packages. However, the
errors are acceptable for engineering purposes. The method can also easily be adapted to include damping values and
eigenvectors.

Currently, the proposed method is being modified to be used in damage localization where missing or damaged rivet
locations will be identified with a similar procedure.
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Chapter 7
Dynamic Ground Testing: Ground Vibration Tests Through Control
Surface Excitation

G. Osmond, A. Azzat, S. Leroy, and O. Delverdier

Abstract Flutter flight tests are a crucial step in aircraft certification. The typical approach to flutter flight testing is to excite
the aircraft using its control surfaces at several stabilized test points and to measure the corresponding structural response.
Before beginning the flight test campaign, however, a preliminary ground vibration test (GVT) performed on the prototype
is necessary in order to ensure the reliability of the flutter predictions.

These tests are currently costly in terms of preparation time, hardware, resources and time spent in the final assembly line.
Due to the high development costs, each day that can be saved in the test program is crucial. As AIRBUS’ current strategy is
to develop more derivative aircraft from its flagship projects as opposed to completely new aircraft, a reduction in the number
of measurements can be considered. A lighter GVT (or DGT) can therefore be used to save costs.

The DGT approach proposed in this paper also relies on the adaptation of in-flight excitation techniques in order to
reduce the need for external exciters. These tests would be achieved through sine sweep excitations performed with the
control surfaces on ground. However several challenges have to be addressed.

Keywords Structure • Vibration • Dynamics • Aircraft • Certification

Abbreviations

DGT Dynamic Ground Tests
FAL Final Assembly Line
OGT Optimized Ground Tests
ADIS Aircraft systems in charge of generating c/s orders
TLM Telemetry tools
C/S control Surfaces
OMA Operational modal analysis

7.1 Introduction

In the past few years, AIRBUS has launched several derivative developments based on existing programs. Economic pressure
has led to a reduction of the lead time dedicated to get the type certification for these new derivative programs. These efforts
are primarily made possible by the fact that the development does not start from a blank page, meaning that knowledge
gained from the legacy product can be used to efficiently update the theoretical models. Even if the time slot devoted to
ground vibrations tests have been greatly reduced on the A350-900 compared to the previous programs (9 days vs. 14
days), the challenge has been raised to reduce these tests to only one day for the derivative programs. In addition to the
aforementioned challenges, a consolidated modal base has to be transmitted quickly to the design office after the end of the
test. This point requires a drastic optimization of the modal filtering and validation process.

Thus, this test would be used to validate the theoretical model when we already have a good level of confidence in it.
The tests would no longer be performed during the FAL period but under the flight test team responsibility, only a couple
of days before the first flight. The requested reduction is so significant that it could not be addressed by an evolution of the
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current GVT techniques. We had to reconsider the entire testing process. The DGT concept relies on the idea that we can
do on-ground what is done in-flight during the flight domain opening envelope, i.e. excite the aircraft via the control surface
and measure the response with the embedded accelerometers, thus eliminating the for time-consuming shaker placement or
sensor installation

7.2 A340-600 MSN360 Research Ground Vibration Test (2011)

In 2011, a test was performed which involved Airbus, Onera and DLR on the A340-600. Its main goal was to improve the
GVT techniques. During these tests, the A340-600 was fully equipped with the FTI (Flight Test Instrumentation – a term
used to describe the semi-permanent sensors and recorders installed on a development aircraft) and the GVT instrumentation
installed externally to the aircraft specifically for this test. One full day was dedicated to control surface excitation. This FTI
acquisition chain will be used for the whole flight test campaign, including Flutter tests. The resulting data had not been
fully analysed, so it has been done in the frame of the DGT project, thus allowing the validation of the DGT principle as a
replacement for a standard GVT.

This set of data provided a very useful first look at DGT feasibility because:

– The tested a/c (Airbus A340-600 MSN0360) was fully characterised using the GVT process in a comparable weight
configuration. A robust base is thusly available for comparison with DGT results (frequency, damping and mode shapes).

– The a/c was equipped with both GVT autonomous instrumentation and FTI sensors.

This allows decomposing the gap between the standard GVT and the DGT in two main questions:

– Are control surface excitations capable of properly exciting target a/c modes?
– Are FTI sensors capable of properly capturing FRFs?

The first question will be answered using the GVT sensor set, knowing that they are functional and validated.
Because the second question will be answered using the FTI sensor set since it was acquired during all control surface

excitations (Fig. 7.1).
In total, 22 runs were post-processed from the OGT. Operational Modal Analysis (OMA) was used to extract modal

parameters. This method is considered acceptable because modal mass is needed model correlation purposes and OMA
is considered to be sufficiently robust algorithm, especially when a sufficient level of response is measured in the whole
frequency bandwidth.

Modes were extracted from various runs, compared and the best candidate was selected for comparison with GVT results.
Not all modes were extracted; we focused our attention on 17 modes, regarded as the most important.
These modes are compared with GVT results provided by ONERA-DLR.

Fig. 7.1 Several runs with c/s
excitations performed during
A340-600 MSN360 OGT

CS location parity
amplitude
(degrees)

fmin fmax

Outer Ailerons SYM 10 0,5 3,5

elevators SYM 10 0,5 3,5

Outer Ailerons ANTI 10 1 3,5

Inner ailerons ANTI 10 1 3,5

elevators ANTI 10 1 3,5

Outer Ailerons SYM 10 3 6

Inner ailerons SYM 10 3 6

rudder 10 1 3,5

elevators SYM 2,5 3 6

Outer Ailerons ANTI 10 3 6

Inner ailerons ANTI 10 3 6

elevators ANTI 2,5 3 6

rudder 2,5 3 6
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Fig. 7.2 mismatch between
DGT-GVT on A340-600

Numerical values for frequency and damping are compared but not displayed in this paper. Only mismatch between GVT-
DGT results is displayed in the table hereafter. A color code is given to assess extraction quality: green is acceptable, while
red is too far from requested result quality (Fig. 7.2).

Some of the requested modes could not be identified. For example, the 2NZ wing bending mode could not be properly
acquired, because the a/c was on its tires which resulted in a heavy coupling between this mode and the heave rigid
body mode. Pitch and yaw at engine location was not captured. An inappropriate excitation is one explanation for this
un-identified mode.

7.3 Instrumentation

Usually, a GVT is performed by means of hundreds of accelerometers glued on the external skins of the aircraft structure.
The installation process can take several days of installation. On top of that, the instrumentation requires a scaffolding to be
installed around the aircraft which is really a time consuming task (Fig. 7.3).

In order to avoid the sensors and scaffolding installation, the first idea is to take advantage of the FTI instrumentation
normally dedicated to the flight domain opening and control law tuning which must be installed and validated for the first
flight anyway.

On the A350-900, the flutter instrumentation is comprised of approximately 100 single-axis accelerometers dispatched
within the structure. A similar number is foreseen for the A350-1000. Nevertheless, there is a drawback. The instrumentation
is imprisoned in the airframe and cannot be easily accessed in case of failure. The analog to digital conversion is done locally,
making any possible repair sensitive as the associated electronics is similarly distributed throughout the aircraft. On the other
hand, the instrumentation is installed several months before the tests and can be validated in advance during the aircraft’s
stay in the FAL. This set of accelerometers is capacitive, which fully complies with the GVT requirements for low frequency
measurement (Fig. 7.4).

The target assigned by the design office is to identify all the modes up to 15 Hz. Using 120 accelerometers instead of
500–800 sensors for a classical GVT, modal validation becomes tricky due to reduced fidelity of the MAC matrix. This risk
has been mitigated by means of the A350-900 GVT results. The full modal basis was recalculated while retaining only the
GVT sensors which have a corresponding FTI sensor.

A study has been performed on modal extraction algorithm robustness: even with very few sensors working on aircraft
(studies were carried out with as little as 25 sensors), the frequency and damping of modes can still be extracted. Nevertheless,
mode naming is not possible and mathematical models cannot be sorted out from physical ones. More sensors are necessary
for a proper modal identification.
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Fig. 7.3 A380 scaffolding
installation

Fig. 7.4 A350-900 flight test instrumentation vs GVT

Some additional considerations have been identified. For instance, only one accelerometer is usually installed on each
control surface for the flight, making it tricky to validate control surface modes. At last, it appears that the FTI is not fully
sufficient to address all the modes we are interested in. There are definitely some additional measurements that must be
added. In addition, there is a necessity to make the set-up more flexible. The idea was to mix the FTI with a reduced GVT
installation. This would require adapting the GVT acquisition system so that it is able to merge data originating from the
analog sensors and the numeric IENA data flow originating from the FTI.

A client–server architecture is designed to allow these exchanges. The synchronization between the GVT front-end and
the FTI bus is ensured by a common IRIG-B source (Fig. 7.5).

This mixed technology between FTI sensors and autonomous sensors will allow us to:

– replace in short notice non-working FTI sensors without jeopardizing the test
– get better mode shape definition by adding sensors as needed

7.4 Excitation Signals

The proposed DGT method would use the control surfaces to artificially excite the aircraft. In flight, the excitation is obtained
via the aerodynamics loads in flight, but on ground we must rely solely on the inertia of the control surface. As they are not
designed for such a purpose, several limitations have to be taken into account, including temperature and amplitude. The
efficiency of a control surface excitation that relies, on-ground, purely on inertia is questionable. One of the major challenges
is to provide a solicitation which is sufficient to identify the different engine modes. It makes the “heavy” control surfaces,
i.e. rudder and elevators, more interesting than the inner or outer ailerons which have lower inertia. Unfortunately neither
the horizontal tail plane (HTP) nor the vertical tail plane (VTP) plays a role in the engine modes (except for engine vertical
symmetric mode). So it must be concluded that the rudder or the elevators are not well adapted for extracting all engine
modes.
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Fig. 7.5 Architecture
synchronization between the
GVT front-end and the FTI bus

Fig. 7.6 Example of rudder sine-sweep excitation from 1 to 6 Hz

Since a linearity assessment is usually done for the engine modes in order to get rid of this issue, several options are being
explored:

– Ensure the possibility to carry-out a regular GVT excitation via shakers located on the engines without impacting the tight
schedule

– Identify the engine modes by performing additional excitations in-flight at low speed
– Modify the actuator to allow higher displacement

During a sine-sweep the actuator oil temperature increased and could even trigger the overheat protection when run for
too long. Thus the oil trapped near the actuator needs to be renewed after each sine sweep by performing a large displacement
of the control surface. Another option will be to install cooling systems dedicated to this test (Fig. 7.6).

There is a drawback. The ADIS system (AFDX and Digital Injection Signals) is used to inject the sine sweeps into the
flight control system and thus move the control surface actuators. Basically, all injection signals need to be validated in a
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simulator before being used on aircraft. This makes the procedure to change the settings (sweep rate and type) inflexable. In
order to save time, sine sweeps xill be split into three parts to cover the full bandwidth with different amplitudes. Each sweep
will last 1 min.

In order to validate all of these open points concerning control surface excitation, a dry-run on the A350-900 is scheduled.
Points to check during those dry-runs will be:

– ability of control surface excitations to excite engine modes
– need for additional sensor to properly capture mode shapes
– lowest sweep rate available to cope with heating issues.

This dry-run will be the final test to make a choice between purely control surface excitations and a mixed test with shaker
excitations of the engines.

7.5 Streamlined Analysis

The proposed DGT extends the flight test opening techniques to ground testing. During the flight, the modal analysis is
performed “online” (between test points) in order to follow the frequency and damping trends as the aircraft speed increases.
The same tools will be used to quickly assess which modes can be identified after each run.

In addition, validated results are requested to be available within a 48 h period after the end of the test. The baseline
scenario for this test is built on 100–150 runs per aircraft.

To cope with that large amount of data, special tools will need to be developed:

• Synchronization tool between FTI and autonomous sensors
• Automatic identification of relevant data based on ADIS states
• Semi-automatic sensor level extraction based on the Hilbert transform, and
• A post-processing modal data base tool to deal with the large number of modes generated.



Chapter 8
Adaptive Support of an Aircraft Panel

Manuel Baschke and Delf Sachau

Abstract The vibro-acoustic behavior of large lightweight structures such as aircraft fuselage has to be tested, especially
to improve active and passive noise control means. Acoustic transmission laboratories with reverberant and anechoic rooms
supply reliable test conditions for aircraft panels of a size up to several square meters. Shock mounts support these panels to
realize free or pinned boundary conditions with minor damping, which is sufficient at high frequencies. At low frequencies,
the vibration of the whole fuselage has to be considered. Therefore the support of the panel under test should provide the
same dynamic impedance as the fuselage to which the panel would be connected in the aircraft. This frequency-dependent
boundary condition can be realized by an adaptive support. The paper describes a numerical investigation of this supported
panel which should behave like integrated into an aircraft fuselage.

Keywords Adaptive control • Numerical investigation • Boundary condition • Substructure • Aircraft panel

8.1 Introduction of Adaptive Boundary Conditions

The realization of adaptive boundary conditions have been simulated and tested on elementary physical experiments before
it is investigated for an aircraft panel. The operating principle is explained with a hinged beam [1].

The basic idea of this strategy is to simulate parts of a complex structure like an aircraft fuselage by an adaptive algorithm,
the Filtered x Least Mean Square Algorithm as explained in [2]. This algorithm sets impedances at the boundaries of the
substructure to realize the same dynamical behavior like in the complex structure.

This method is realized for a hinged beam excited by the so called primary force Fp, Fig. 8.1 (top). In the middle of this
figure the shearing forces Q1, Q2 and the bending moments M1 and M2 are shown. The bottom of Fig. 8.1 shows the principle
of the adaptive boundary.

The cutting forces and bending moments are provided by controlled actuators to realize the same vertical displacements
w and bending angles w’ at the cut points.

With this approach it is possible, to realize almost the same dynamic behavior in the substructure like in the reference
structure near the first three resonance frequencies. The relative errors for the vertical displacements and the bending angels
are below 10 %. More details about the results can be found in [1].

In a next step the adaptive boundary conditions are investigated for a hinged thin plate with a finite element model
[3]. The forced vibrations of the reference plate are calculated. The boundary conditions are implemented with the
complex displacements for chosen nodes. These displacements are calculated in the reference structure. In this investigation
the assumption of an ideal control success is made. In reality the adaptive filter are not able to fit the displacements of
the individual nodes exactly. But the differences between the desired and measured displacements are minimized with the
adaptive filters. In difference to [1] the actuators and sensors are collocated in this study. In [3] A. Schulz has shown, that
it is possible, to realize nearly the same dynamic behavior in a 30 � 30 cm plate with 12 actuators and sensors like in the
reference structure (size 1 � 1 m). He has used a triple of actuators and sensors in every corner. Due to his good results the
investigation with a finite element model for an aircraft panel is done. The results are presented with this paper.
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Fig. 8.1 Reference structure
(top), free cut substructure
(middle), adaptive boundary
conditions (bottom) [1]
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Fig. 8.2 Finite element models. (a) reference structure with fixed boundary conditions, (b) substructure with fixed boundary conditions,
(c) detailed view of the mesh in the substructure

8.2 Finite Element Models

For the finite element calculations the software Comsol Multiphysics is used. This software is designed for the coupling
between different physics. At the moment just the structural dynamics are relevant, but in further studies the coupling to the
acoustics might become interesting.

The reference structure is a generic model of an aircraft fuselage with the following parameters. The length of the model
is 10 m, the radius 3 m. Just the upper circle sector within 220ı is considered due to the fact, that below this sector the
aircraft floor is a rigid structure in comparison to the upper sector. Because of this the model is realized with fixed boundary
conditions at the lower edges, Fig. 8.2a. The model includes frames and stringers. The stringers are even placed in 3ı steps.
The frames are implemented in distances of 0.5 m. The material of the model is aluminium. The damping is included with
an isotropic structural loss factor of 0.01.

The frames and stringers are implemented with an L-profile. The ribs of both are connected to the outer skin. The lengths
of the ribs are 30 mm for the stringers and 230 mm for the frames. The flanges are 15 mm (stringers) and 40 mm (frames)
long. The thicknesses of the used components are: 3 mm for the stringers, 3.5 mm for the outer skin and 5 mm for the frames.
Shell elements are used to model the whole structure.

The substructure is built with the same parameters as the reference structure. It is the lower left part of the foreground of
the reference structure (Fig. 8.2a). It consists of six frames and 19 stringers with the same fixed boundary conditions on the
ground (Fig. 8.2b). This leads to a size of approximate 3 m height and 2.7 m length.

Both models are meshed with the default mesher of the software Comsol. Triangles are used with linear shape functions.
This leads to 931,000 degrees of freedom (DOF) for the reference structure and 140,000 for the substructure. A detailed view
of the mesh is shown in Fig. 8.2c.
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8.3 Calculations

The proceeding in the calculations is in analogy to [3]. In a first step the natural frequencies of the reference structure are
calculated. With the above mentioned parameters four global mode shapes can be found. The natural frequencies of these
global mode shapes are 17.69, 36.02, 40.13 and 49.86 Hz. The following analysis concentrates on the forced vibrations
near these resonances (integer frequencies). These four forced vibrations of the reference structure should be imitated in the
substructure. The local modes are not investigated, because they can be reproduced in the substructure with fixed boundary
conditions. Figure 8.3 shows the four global mode shapes of the reference structure. The deformation is shown and the colours
represent the total displacement from. The amplitudes of the displacements are not shown within these plots, because their
absolute values are not important for these studies.

In Fig. 8.4 the force transmission point is shown for the unwrapped substructure. This point is identical in the reference
structure and a force of 100 kN in radial direction is implemented. Furthermore the set boundary conditions in the

Fig. 8.3 Total displacement of
forced vibrations of the reference
structure at excitation
frequencies. (a) 18 Hz, (b) 36 Hz,
(c) 40 Hz, (d) 50 Hz

Fig. 8.4 Unwrapped
substructure with primary
excitation, set boundary
conditions and evaluation points
on the stringers in distances of
0.1 m (black dots) xr=3m

j
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substructure are shown. These boundary conditions are calculated in the reference structure. They are the radial displacements
of these nodes. These are set in the substructure. This approach is identical to the already in the introduction mentioned ideal
control success in analogy to [3]. The nodes for the implementation are chosen to the connection between the frames and the
stringers on the one hand and the outer skin on the other hand, because the structure is stiffer at these points than in the skin
fields between them. This makes it easier to excite the global modes with electrodynamic shakers. If these were put in the
softer skin fields the local vibration of these would be excited.

In Fig. 8.4 it is shown, that the connection between the stringers and the outer skin is chosen for the left and right
boundaries and the connection between the frames and the outer skin at the top of the structure. With this approach both the
shearing forces and the bending moments are induced in the cut frames and stringers.

8.4 Results

Figure 8.5 shows exemplary the forced vibrations of the reference structure and the substructure for an excitation frequency
of 36 Hz (second global mode shape) and an excitation amplitude of 100 kN. The colors represent the amplitudes of the total
displacements from zero up to 3e-2 m. The deformation is scaled with a factor of 25. It can be determined, that the mode
shape of the reference structure can be reproduced in the substructure. The forced vibrations of the other frequencies have
a comparable correlation. Within this paper just the behavior for this frequency is presented graphical. For a more detailed
analysis of the correlation of the structures, the displacements will be evaluated in the following.

The success of the approach with adaptive boundary condition is evaluated with the square error norm:

ENk D k rsub;k � r ref;k k
k r ref;k k D

vuut 
532X
iD1

jrsub;k.i/ � rref;k.i/j 2

!
vuut 

532X
iD1

jrref;k.i/j 2

! (8.1)

In this equation the vector r represents the radial displacements of all evaluated nodes (black dots in Fig. 8.4) in both models.
The indexes sub and ref indicate in which model they are calculated. The index k represents the resonance frequency. So
the values for k are from one to four. The sums are calculated for all i D 532 evaluated nodes, 28 nodes on each of the 19
stringers.

The values ENk vary between 3.3 % (18 Hz) and 6.2 % (40 Hz). To localize the errors more detailed, matrixes with the
relative square errors are calculated:

ENk .l; m/ D k Rsub;k .l; m/ � Rref;k .l; m/ k
k Rref;k .l; m/ k (8.2)

These matrixes show the relative square errors of every evaluated node. The parameter l represents the 19 evaluated nodes in
a column of the m D 28 columns, Fig. 8.4. In contrast to (8.1) R is a matrix with the same entries as the vector r in (8.1), just
sorted in matrix structure.

Fig. 8.5 Forced vibrations of (a)
the reference structure and (b) the
substructure for excitation
frequency of 36 Hz
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Fig. 8.6 (a) Relative square
errors for every evaluated node
for excitation frequency of
36 Hz – EN2 (b) absolute value
of absolute error in radial
direction for excitation frequency
of 36 Hz in m
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The relative errors are zero at the boundaries due to the fact, that the displacements are set equal. Figure 8.6a shows
exemplary the matrix EN2. The other three matrixes look nearly the same. In general a tendency can be determined, that the
relative errors increase, when the absolute displacements decrease. The largest relative errors occur at the nodes, which nearly
do not move. To make this clear in Fig. 8.6b the absolute values of the absolute errors are shown for the same excitation
frequency.

To compare the success of the presented approach of adaptive boundary conditions the square error norm ENk is calculated
for other bearings. The nodes, on which the displacements are set before, are fixed, hinged and free. For the fixed and the
hinged bearing the values of the ENk are between 97 % and 100 %, for the free bearing even between 93 % and 208 %. The
matrixes ENk are nearly complete red, if the same colour scale as in Fig. 8.6 is used.

During the calculations also boundary conditions for the displacements in flight direction have been investigated. It turned
out, that it is not necessary, to set these boundary conditions. This is due to the fact, that the displacements in flight direction
are very small for the investigated global mode shapes.

8.5 Conclusions

The above mentioned investigations show, that the concept of adaptive boundary conditions lead to a much more similar
vibration behavior in the substructure for low frequencies in comparison to other boundary conditions.

Also the implementation in an experiment is possible. Our chair is in possession of an Airbus A400M fuselage and can
borrow a substructure with nearly the same measurements as used in the presented calculations from Airbus. The adaptive
boundary conditions could be realized with 84 small electrodynamic shakers from Kendrion Kuhnke Automotive GmbH,
which can be mounted directly onto the substructure. These shakers cost round about 40AC each. So the total cost for these
are below 3,500AC. Furthermore all the other necessary equipment (filters, amplifiers, sensors, rapid control prototyping
systems) is available at our chair. Herewith the implementation will probably be tested in future.
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Chapter 9
Calculating the Impact Force of Supersonic Hail Stones
Using SWAT-TEEM

Tyler F. Schoenherr

Abstract In the aerospace industry, hail strikes on a structure are an environment that must be considered when qualifying
a product. Performing a physical test on a product would require a test setup that would launch a fabricated hail stone at an
expensive prototype. This test may be difficult or impossible to execute and destructive to the product. Instead of testing, a
finite element model (FEM) may be used to simulate the damage and consequences of a hail strike. In order to use a FEM
in this way, an accurate representation of the input force from a hail stone must be known. The purpose of this paper is to
calculate the force that a hail stone imparts on an object using the inverse method SWAT-TEEM. This paper discusses the
advantages of using SWAT-TEEM over other force identification methods and exercises the algorithm for a test series of hail
strikes that include multiple angles of attack and multiple velocities which include speeds that are supersonic.

Keywords Hail • Force • Impact • SWAT • Ice

9.1 Introduction

Aerospace systems experience a variety of unique inputs ranging from aerodynamic loading to turbine induced vibration.
The possibility of hail strikes on the system is a viable mechanical input to the system and must be analyzed when qualifying
the system for its intended function. To determine if the system will survive the hail strike, a test is run either analytically
or experimentally. If the system is qualified experimentally, then a test is run that fires a hail stone at the system and hits it
in the location that causes the most damage to determine if the system will survive. However, firing a hail stone accurately
at the known worst case location is difficult and expensive to execute. Also, the test may be destructive and most hardware
is too costly or is one of a kind. The test would still not determine if the system could survive in a hail storm with multiple
consecutive hail strikes.

Because of the difficulties of an experimental test, an analytical or finite element model is typically utilized. In order to
properly use a calibrated finite element model, an accurate representation of the force is needed as an input to the model.
To determine the force that a hail strike imparts on a system, characterization tests have to be performed that measure or
calculate the force that a hail stone imparts on an object.

This characterization has been attempted in the past using different methods. Force gauges have directly been used to
measure the force that the hail stone imparts on a plate [5, 7]. This method works for normal impacts and low frequency
strikes, but force piezo electric gauges typically have low internal resonances and have issues measuring shear forces and
moments if the strike is not perfectly normal. This would make measuring the force of high speed or glancing hail strikes
hard to measure with this method.

Another method to measure the force a hail stone imparts on a surface has been proposed by Tippmann et al. [8]. They
proposed to shoot the hail stone into a long cylindrical rod instrumented with strain gauges. The strain measured could
be related to stress and the force with knowledge of the geometry of the rod. This process is very similar to a traditional
Hopkinson bar test.
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This paper presents another alternative to calculating the force imparted by a hail stone. The SWAT-TEEM (Sum of
Weighted Accelerations Technique-Time Eliminated Elastic Motion) is the algorithm in this paper that is used to calculate
the hail force. The SWAT algorithm developed by Gregory et al. [3] was later used to calculate the input forces on a system
by Carne et al. [2]. Later, the algorithm was modified to use the time domain responses for the inversion instead of the mode
shape and was renamed to SWAT-TEEM [6]. Both of these algorithms calculate the sum of the forces and moments from
responses at the center of gravity.

Both SWAT and SWAT-TEEM algorithms are considered in this paper to calculate the hail impact forces. To determine
which algorithm would be used, a characterization test is run. This test measures the mode shapes of the system for the
SWAT algorithm. Because the characterization test involves hitting the object with a force gauge on a hammer, it provides a
truth test to compare the results from SWAT and SWAT-TEEM to a measured hammer force. This truth test provides data to
determine which algorithm to use for the hail impact test and provides evidence for the determination of the useful bandwidth
of the calculated force.

Forces from hail impacting an aluminum plate are the interest of this paper. In addition to calculating the force of a hail
stone impacting an aluminum plate at a normal angle, normal forces will be calculated for hail stones at different impact
angles and at different speeds. This includes the forces of hail stones that are traveling at supersonic speeds. The paper
concludes with the examination of all of the calculated forces and their corresponding angles.

9.2 Force Reconstruction Theory

Force reconstruction is used to describe the inverse problem where the system’s dynamic properties and response to a force
is known. From the system’s equations of motion,

NX.!/ D H � NF .!/; (9.1)

where NF is the input force, H is the system’s dynamic properties, and NX is the system’s response from the input force, the
system’s dynamic properties can be inverted to calculate the input force on that system that caused the measured response as
shown in

H�1 � NX.!/ D NF .!/: (9.2)

Although the inversion process appears straightforward, Eq. (9.2) typically fails due to the H matrix being ill conditioned.
It is ill conditioned because the solution for the force matrix is generally not unique. Also, the H matrix is generally rank
deficient for some frequency lines, so it cannot be accurately inverted. The following subsections present two algorithms that
solve this inverse problem. These algorithms are dubbed SWAT algorithms and they solve the non-uniqueness problem by
reducing the force vector size down to six. The six vectors represent the sum of the forces and moments acting at the center
of gravity which yields a unique solution.

9.2.1 Formulation of SWAT (Sum of Weighted Acceleration Technique)

The derivation of the SWAT algorithm that is used to calculate the sum of the external forces begins with the second order
linear equations of motion,

M RNx C C PNx C K Nx D NF ; (9.3)

where M is the mass matrix, C is the damping matrix and K is the stiffness matrix of the system. Modal substitution is then
used to estimate the physical response with modal degrees of freedom shown by

� Nq � Nx; (9.4)

where � is the mode shapes of the system and Nq is the generalized modal coordinates. The modal approximation shown in
Eq. (9.4) is substituted into Eq. (9.3) to get

M� RNq C C� PNq C K� Nq D NF : (9.5)
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At this point, Eq. (9.5) is premultiplied by the transpose of the rigid body modes to get

�T
r M� RNq C �T

r C� PNq C �T
r K� Nq D �T

r
NF : (9.6)

Because there is no internal damping or internal stiffness forces for the rigid body degrees of freedom, Eq. (9.6)
simplifies to

�T
r M� RNq D �T

r
NF (9.7)

due to

�T
r C D 0 & �T

r K D 0: (9.8)

The physical degrees of freedom are substituted for the modal degrees of freedom using the relationship in Eq. (9.4) into
Eq. (9.7) to get

�T
r M RNx D �T

r
NF : (9.9)

Each row of Eq. (9.9) shows that the weighted sum of the measured accelerations can be equates to the sum of the external
forces on the test object for a specific direction. The weights are represented by a linear combination of the mass matrix. The
mass matrix is orthogonal with respect to the mode shapes as shown by

�T
r M� D ŒMr 0
: (9.10)

The mode shape matrix which includes both rigid body and elastic mode shapes is inverted and multiplied by both sides
of Eq. (9.10) to get

�T
r M D ŒMr 0
�C (9.11)

where the superscript C denotes the pseudo-inverse of the matrix. Equation (9.11) is substituted back into Eq. (9.9) to get

ŒMr 0
�C RNx D �T
r

NF : (9.12)

Equation (9.12) shows that the sum of the weighted accelerations can be used to calculate the sum of the external forces.
These forces are the sum of the forces in the three principal translational directions that act at the center of gravity and the
three moments around those three principal axes. The weights for the accelerations are the mass properties of the test object
multiplied with the rigid body vector components of the pseudo-inverse of the mode shape matrix that includes rigid body
and elastic mode shapes.

9.2.2 Formulation of SWAT-TEEM (Sum of Weighted Acceleration Technique—Time
Eliminated Elastic Modes)

The derivation of the SWAT-TEEM algorithm utilizes the same beginning steps as SWAT until Eq. (9.9). At this point a
weighting matrix, w, is defined as

wT D �T
r M: (9.13)

and substituted into Eq. (9.9) to obtain

wT RNx D �T
r

NF : (9.14)

To solve for the weighting vector, an assumption of the input force is made. In the case where the structure is impacted by
an external force and then in a free state, there are no external forces after impact and the accelerations of the system would
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be in an exponential decay and Eq. (9.14) after the impact simplifies to

wT RNx D 0: (9.15)

To obtain a non-trivial solution, information about the rigid body modes need to be included because they were not
present in the free decayed response. The rigid body constraint is formed by post-multiplying Eq. (9.13) by the rigid body
shapes to get

wT �r D �T
r M�r ; (9.16)

which can be simplified to

wT �r D Mr: (9.17)

Equation (9.17) is added to Eq. (9.15) to get

wT
�
�r

RNx	 D �
Mr 0

	
: (9.18)

Equation (9.18) is solved for the six weighting vectors in a constrained least squares problem with the rigid body term
being the constraint. The pseudo-inverse of the rigid body shapes and the responses of the free decayed response are
multiplied by both sides to solve for the weighting vector. These weight vectors are then substituted back into Eq. (9.14)
to solve the for the external forces. Because the pseudo-inverse includes the time domain response of the system which are a
linear combination of the mode shapes, the mode shapes of the system do not need to be separately calculated.

9.2.3 Condition of the Inverse in SWAT and SWAT-TEEM

The SWAT algorithm inverts the mode shape matrix as shown in Eq. (9.11). Since the response matrix must be inverted, one
must be sure that it is not rank deficient, so there must be at least as many sensors as modes in the bandwidth of interest. The
inversion of the mode shape matrix has to be well conditioned to avoid error in the computation. The condition number of
the mode shape matrix is controlled through examination of the mode shapes and placing accelerometers in a way that the
accelerometers span of the space of the mode shapes. This could be done by over instrumenting a modal test or using a finite
element model to place accelerometers to minimize the condition of the shapes.

SWAT-TEEM inverts the rigid body mode shapes and the time response of a freely decaying signal after impact. Although
the algorithm does not directly invert the mode shapes, the algorithm inverts the responses which contain a linear combination
of all the modes excited by the forcing function. Therefore, SWAT-TEEM also needs to have the instrumentation span the
space of all mode shapes that are active in the bandwidth of the forcing function.

9.3 Test Item Description

The test article was an 7075 aluminum plate. The dimensions of the plate were 12”�11”�2” and a photograph of the back
side of the plate instrumented for the hail impact test can be found in Fig. 9.1. Twenty one 1/4” holes were drilled and tapped
at the measured locations so that the instrumentation could be screwed at the desired measured locations. The coordinates
of the nodes used in both the characterization and hail impact tests are given in Table 9.1. The node locations were chosen
by checking the condition number of the mode shape matrix calculated by a FEM at candidate locations to ensure that the
instrumentation produces a full rank matrix. The weight of this plate in this configuration without gauges, wires or tape was
26.497 lbs. Figure 9.1 also shows the direction of the X and Y axes. The Z axis is a resultant of the X and Y axes with respect
to the right hand rule. The origin of the coordinate system is at the geometric center of the plate.
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Fig. 9.1 Photo of the plate’s
nodes and coordinate system

Table 9.1 Coordinates for the
plate nodes

Coordinate
system

Coordinates
Node

Coordinate
system

Coordinates
Node X (in.) Y (in.) Z (in.) X (in.) Y (in.) Z (in.)

1 Cartesian 5:75 5:25 �1:25 12 Cartesian 0:00 �5:25 �1:25

2 Cartesian 5:75 2:50 �1:25 13 Cartesian �2:50 5:25 �1:25

3 Cartesian 5:75 0:00 �1:25 14 Cartesian �2:50 2:50 �1:25

4 Cartesian 5:75 �2:50 �1:25 15 Cartesian �2:50 �2:50 �1:25

5 Cartesian 5:75 �5:25 �1:25 16 Cartesian �2:50 �5:25 �1:25

6 Cartesian 2:50 5:25 �1:25 17 Cartesian �5:75 5:25 �1:25

7 Cartesian 2:50 2:50 �1:25 18 Cartesian �5:75 2:50 �1:25

8 Cartesian 2:50 �2:50 �1:25 19 Cartesian �5:75 0:00 �1:25

9 Cartesian 2:50 �5:25 �1:25 20 Cartesian �5:75 �2:50 �1:25

10 Cartesian 0:00 5:25 �1:25 21 Cartesian �5:75 �5:25 �1:25

11 Cartesian 0:00 0:00 �1:25

9.4 Characterization Test

The purpose of the characterization test was to experimentally measure the elastic mode shapes of the aluminum plate for the
SWAT analysis. Its other purpose was to compare the SWAT and SWAT-TEEM forces to a measured hammer force to deter-
mine the algorithms’ accuracy. Three rigid body forces were measured and calculated from this analysis. The three rigid body
forces that were calculated were the force in the Z direction, the moment about the Y axis and the moment about the X axis.

The analysis during the characterization portion of this test series consisted of fitting modal parameters to the data so that
the mode shapes could be used for SWAT. Also, because a measured force was applied to the plate, a validation test of SWAT
and SWAT-TEEM was run to validate the MATLAB code and determine the frequency band limitation of the algorithms by
comparing the reconstructed forces to the measured force. All of the modal parameters fit from the data used the Synthesize
Modes and Correlate (SMAC) algorithm developed by Hensley and Mayes [4].

Figure 9.2 shows the SWAT and SWAT-TEEM reconstructed forces in the Z direction against the hammer strike in the
Z direction. These reconstructions can be examined in the frequency domain in Fig. 9.3. In the frequency domain, it was
noted that SWAT-TEEM was an excellent representation of the force up to 9,000 Hz and performed better than SWAT
which was an excellent representation of the force up to 4,000 Hz. This cutoff frequency was chosen because the quality
of the reconstruction degraded past 10 kHz because the instrumentation did not span the space of the motion past 10 kHz.
Therefore, SWAT-TEEM was the algorithm used in the hail impact test.

Another check on the validity of the reconstructed forces would be to calculate the location of the hammer hit by dividing
the reconstructed moments by the reconstructed force to get the moment arm distance from the center of gravity of the plate.
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Fig. 9.2 Reconstructed SWAT (left) and SWAT-TEEM (right) force compared to the hammer hit

Fig. 9.3 Reconstructed forces
compared to the hammer hit in
frequency domain
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The moment arms were calculated using the force and moments at the time of the peak force. The calculated moment
arms were 0.002 in. in the X direction and 0.016 in. in the Y direction. The hammer hit was located at node 11, which had
coordinates of approximately (0,0).

Although the characterization test and hail impact test measured three rigid body forces, it was possible to measure all six
rigid body forces. This would require more instrumentation to span the space of the in plane rigid body and elastic modes.
This would provide input on the tangential forces that were caused by a hail stone. This was not done for this test series due
to the lack of resources in instrumentation and data acquisition channels.

9.5 Hail Impact Test

The purpose of this test was to characterize the force of a hailstone striking 7075 aluminum. To characterize the impact, a
test series was developed to calculate forces that had different impact speeds and attack angels. Attack angles were defined
to be the angle between the travel of the hailstone and the surface of the plate as shown in Fig. 9.4.

The hailstones were made and shot per ASTM F320-10 [1]. The stones were cast into spheres with a nominal 0.8”
diameter. At this size, the stones were to have a nominal weight of 4.38 g. They were cast by soaking a small cotton ball with
water and placing it in the casting and filling up the rest of the cavity with water.
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Fig. 9.4 Diagram of how the
angle of attack was defined

Fig. 9.5 Photo of the terminal
ballistics facility setup with
stripper plate (top) and overall
setup (bottom)

The hailstone was propelled by shooting a hail stone/pusher assembly out of a gun with gunpowder. After the assembly
was shot out of the gun, the pusher would separate from the hail stone and hit a stripper plate. The hail stone would continue
flying and hit the instrumented aluminum plate that was suspended from bungees. A photo of this aluminum plate can be
seen in Fig. 9.1. High Speed (HS) video was taken of the hail stones hitting the plate and the camera was set up next to
the instrumented plate to capture the video. A photo of the stripper plate and the overall setup can be seen in Fig. 9.5.
SWAT-TEEM was then used on the plate to calculate the force and moments that the hail stone imparted on the plate.
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Fig. 9.6 Photo of a Endevco
7270A-M6 20k gauge

Table 9.2 Actual test series for
characterizing hail impact forces

Run
number Angle

Speed
�

meter
sec

� Hail mass Kinetic
energy (J)(g)

6 10ı 286 4:29 176

7 10ı 272 4:22 156

9 10ı 246 4:18 127

11 10ı 231 4:31 115

17 10ı 506 4:20 537

20 10ı 627 4:34 853

22 10ı 605 4:28 784

23 10ı 639 4:20 858

24 10ı 677 4:36 1000

25 10ı 582 4:26 721

26 10ı 482 4:18 486

27 10ı 484 4:27 500

32 45ı 252 4:19 133

33 45ı 237 4:18 117

34 45ı 271 4:41 162

35 45ı 526 4:46 616

38 45ı 534 4:24 605

40 90ı 253 4:33 140

41 90ı 263 4:31 149

42 90ı 272 4:43 164

43 90ı 162 4:39 57

44 90ı 150 4:45 50

49 90ı 200 4:27 86

50 90ı 365 4:41 294

To measure the accelerations of the nodes of the plate during the hail impact environment, Endevco 7270A-M6 20k gauges
were screwed into tapped holes on the back side of the plate. A photo of one of these gauges can be seen in Fig. 9.6. These
gauges were chosen because they had a high dynamic range and were mechanically isolated which aided in suppressing the
internal resonance. A photo of the plate suspended with all of the accelerometers installed can be seen in Fig. 9.1.

9.5.1 Results

The final test matrix can be seen in Table 9.2. Table 9.2 included information on the angle of attack as defined in Fig. 9.4,
the measured speed of the hail stone per run, the measured mass of the hail stone per shot, and the magnitude of hail stone’s
kinetic energy as defined by

jKEj D .mass/ � .speed/2

2
: (9.19)
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Fig. 9.7 Still frames of Run 11
(time step of 33.3 �s)

For each of the runs listed in Table 9.2, the force in the Z direction, moment about the X axis and moment about the Y
axis were calculated with SWAT-TEEM. After examination of the forces in the frequency domain, it was determined that the
algorithm was only accurate to 9,000 Hz and a lowpass filter was applied that had a cutoff frequency of 9,000 Hz. This was
due to a resonance at 10 kHz not being filtered out by SWAT-TEEM. This filtered frequency was consistent with the results
from the characterization test.

Because the translational force in the Z direction and moments about the X and Y axis were measured, the location of
the hail impact was calculated as it was in the characterization test. This calculation was done at time of the peak force. This
result was then checked against video taken of the hail strike. A grid was drawn on the plate to aid with locating the actual
impact location. A sample of snapshots of a video can be found in Fig. 9.7.

The comparison between all of the calculated and measured locations of impact were documented and can be found in
Table 9.3. Table 9.3 gives the X and Y coordinates of the calculated and measured impact locations for all of the successful
impacts from Table 9.2.

The forces calculated with a 9 kHz low pass filter were concatenated into plots with respect to the impact angle. These
results can be found in Figs. 9.8, 9.9, and 9.10. It was noted that there was significant filter ring for all the shots except the
low energy 10ı shots where most of the energy was contained under 9 kHz.
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Table 9.3 Comparison between
hail impact location determined
by SWAT-TEEM and high speed
video

Run
number

Difference between Video and SWAT-TEEM
� X direction (in.) � Y direction (in.)

6 0:0 0:1

7 0:0 0:3

9 0:0 0:1

11 0:1 0:4

17 0:1 0:9

20 0:5 0:1

22 0:2 0:2

23 0:3 0:3

24 0:5 0:5

25 0:4 0:8

26 0:3 0:2

27 0:4 0:2

32 0:0 0:2

33 0:3 0:7

34 0:3 0:3

35 0:0 0:3

38 0:9 0:9

40 0:1 0:3

41 0:2 0:1

42 0:1 0:4

43 0:2 0:4

44 0:0 0:3

49 0:3 0:4

50 0:2 0:1

Fig. 9.8 Summary of the forces
in the time domain with a 10ı

impact angle
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The peak force of the impact was also analyzed with respect to the kinetic energy of the hail stone. Figure 9.11 displays all
of the shots with the peak force as a function of the kinetic energy of the hail stone. The figure also contains linear regression
lines that were fit to each of the impact angles. It can be seen in Fig. 9.11 that there was more variability shot to shot for the
10ı impact angle shots, however, the trends for every angle of attack appeared to be linear.
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Fig. 9.9 Summary of the forces
in the time domain with a 45ı

impact angle
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Fig. 9.10 Summary of the forces
in the time domain with a 90ı
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Fig. 9.11 Characterization of
peak force with respect to kinetic
energy of all runs
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Fig. 9.12 Frequency domain of
accelerometers for Run 50
displaying the internal resonances
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Higher speed shots were planned for attack angles of 45ı and 90ı. However, the Endevco 7270A-M6 20k gauges began
to overload due to their internal resonances being excited from the high frequency input from the hail stone traveling at
high speeds and the impulse being shorter. Figure 9.12 shows the frequency responses of the accelerometers from Run 50
which shows significant energy at the internal resonance frequencies. The fact that the internal resonances were excited
was significant because the M6 configuration of the 7270 was mechanically isolated so that the internal resonances weren’t
supposed to be excited as much as the original configuration.

9.6 Conclusions and Future Work

The characterization test showed the useful bandwidths of the SWAT and SWAT-TEEM algorithms for the accelerometer
configuration was 9,000 Hz for SWAT-TEEM and 4,000 Hz for SWAT. The characterization test also revealed that the SWAT-
TEEM algorithm had a superior frequency response for the hail impact test.

Man-made hail stones were created and shot at an aluminum plate. The forces caused by the hail impacts were calculated
through the SWAT-TEEM algorithm. The forces were filtered at 9,000 Hz due to the limitation of the measured degrees of
freedom spanning the space of the mode shapes outside that bandwidth.

Forces were calculated for hail impacts at different angles and speeds. The speeds ranged from around 152 m/s to 671 m/s.
The angle of attacks were measured from the plane of the plate and were 10ı, 45ı and 90ı (normal). The kinetic energy in
the Z direction was calculated for each shot and was plotted with respect to the peak force that it caused. This relationship
showed to be linear for each angle of attack.

It was determined after the test that a variety of speeds would have been useful so that more statistics could be performed
on the linearity of the relationship between the kinetic energy of the hail stones versus the peak force applied.

The analysis throughout this paper calculated three of the six degree of freedom forces, translation in the Z direction,
moment about the X axis and moment about the Y axis. With the proper instrumentation, all six rigid body forces could had
been measured. This would had provided the friction component of the impact for the non-normal impacts.

Due to the internal resonances being excited in the accelerometers, data was not taken on the high speed large angle
setups. Gauges that had more damping on its natural frequency should have been used so that data could have been
acquired.
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Chapter 10
Testing and Validation of the Dynamic Inertia Measurement Method

Alexander W. Chin, Claudia Y. Herrera, Natalie D. Spivey, William A. Fladung, and David Cloutier

Abstract The Dynamic Inertia Measurement (DIM) method uses a ground vibration test setup to determine the mass
properties of an object using information from frequency response functions. Most conventional mass properties testing
involves using spin tables or pendulum-based swing tests, which for large aerospace vehicles becomes increasingly difficult
and time-consuming, and therefore expensive, to perform. The DIM method has been validated on small test articles but has
not been successfully proven on large aerospace vehicles. In response, the National Aeronautics and Space Administration
Armstrong Flight Research Center (Edwards, California) conducted mass properties testing on an “iron bird” test article that
is comparable in mass and scale to a fighter-type aircraft. The simple two-I-beam design of the “iron bird” was selected
to ensure accurate analytical mass properties. Traditional swing testing was also performed to compare the level of effort,
amount of resources, and quality of data with the DIM method. The DIM test showed favorable results for the center of
gravity and moments of inertia; however, the products of inertia showed disagreement with analytical predictions.

Keywords Dynamic inertia measurement • Frequency response function • Ground vibration test • Mass properties •
Moment of inertia

Nomenclature

AFRC Armstrong Flight Research Center
CAD Computer-aided design
CG Center of gravity
CRV Crew return vehicle
DFRC Dryden Flight Research Center
diff Difference
DIM Dynamic inertia measurement
DOF Degree of freedom
ETA Engineering test article
F Force
FRF Frequency response function
Fx Force in x-axis
Fy Force in y-axis
Fz Force in z-axis
g Gravitational acceleration
GVT Ground vibration test
Hz Hertz
I Inertia matrix
IMAT Interface between MATLAB® Analysis, and Test
Ixx Moment of inertia about the x-axis
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Ixy Product of inertia between x and y-axis
Ixz Product of inertia between x and z-axis
Iyy Moment of inertia about the y-axis
Iyz Product of inertia between y and z-axis
Izz Moment of inertia about the z-axis
Ixz Moment of inertia about the xz-axis
L Length
m Mass
M Mass matrix
MOI Moment of inertia
NACA National Advisory Committee for Aeronautics
NASA National Aeronautics and Space Administration
Nx Moment about the x-axis
Ny Moment about the y-axis
Nz Moment about the z-axis
POI Product of inertia
PSMIF Power spectrum mode indicator function
T Period
w Weight
x Time or frequency
Rx Linear acceleration in x-axis
XCG Center of gravity location along the x-axis
YCG Center of gravity location along the y-axis
ZCG Center of gravity location along the z-axis
ÿ Linear acceleration in y-axis
Rz Linear acceleration in z-axis
R™ Angular acceleration
R™x Angular acceleration about x-axis
R™y Angular acceleration about y-axis
R™z Angular acceleration about z-axis
60K3S 60,000-lb Starr Soft Support

10.1 Introduction

The mass properties of a vehicle include the mass, center of gravity (CG), moments of inertia (MOIs), and products of
inertia (POIs). This information is important to understanding and controlling the flight dynamics of the vehicle. The mass
and CG can usually be determined through a weight and balance procedure, while MOI and POI require dynamic testing.
Analytical models can also provide mass properties information, but must be sufficiently detailed as a realistic representation
of the system to be accurate. As examples, vehicle modifications and changes are not always tracked in the computer-aided
design (CAD) analytical model; and vehicles can be acquired without their corresponding analytical models. If changes to the
vehicle are not explicitly modeled, the analytical mass properties will not be accurate. Remodeling an entire vehicle, however,
can be cumbersome and costly to complete. Thus, it becomes necessary to experimentally test for the mass properties of a
vehicle.

Spin-balance tables can provide accurate approximations of the CG and MOI, but these become increasingly difficult to
use as the size of the object being tested increases. When spin-balance tables are not available or practical, pendulum-based
methods are often used; however, pendulum-based methods require significant amounts of labor, materials, and time, leading
to high cost and risk.

Frequency response function (FRF) testing has gained interest as an alternative methodology for determining mass
properties using a ground vibration test (GVT) setup. Frequency response function testing analyzes the dynamic response of
a test article and is often used to identify mode shapes and natural frequencies of objects. The Dynamic Inertia Measurement
(DIM) method utilizes FRF information to determine mass properties [1].
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The DIM method has been in development at the University of Cincinnati and has shown success on a variety of small-
scale test articles such as automobile brake rotors, steel blocks, and other custom fixtures from the university [2, 3]. Attempts
to apply the DIM method to larger test articles, however, have met with limited success [4]. This paper documents efforts to
mature the DIM technology for application toward full-scale aerospace vehicles in conjunction with GVTs.

10.2 DIM Background Theory

The mass properties of an object are determined by measuring all forces and moments acting on a body and the rigid body
motion caused by these forces and moments. The DIM method measures the inertia properties of an object by analyzing the
FRFs measured during a GVT. The FRFs are measurements that normalize the response (acceleration and reaction force) to
the excitation force in the frequency domain. A simulated free-free boundary condition GVT provides the appropriate test
environment such that all the reaction forces can be measured. The advent of six degree-of-freedom (DOF) force sensors has
enabled the measurement of all the reaction forces and moments on the test article [5–7].

The DIM method uses the rigid body forces, moments, and linear and angular accelerations to calculate the inertia matrix.
Equation 10.1 shows Newton’s second law simplified for constant mass, which defines the relationship between forces, mass,
and linear accelerations.

fF g D ŒM 
 f Rxg (10.1)

Equation 10.2 shows Euler’s second law for defining the relationship between moments, moments and products of inertia,
and angular accelerations. For this solution, the cross terms were ignored because the test articles are assumed to be rigid
to an extent that the vehicle rotation rate terms were small. Note that this assumption would not hold for large, flexible
structures.

fN g D ŒI 
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o

(10.2)

Applying the small angle assumption to the moment arms and combining the force and moment equations for six degrees
of freedom yields the 6 � 6 mass matrix for full rigid body motion as shown in Equation 10.3. All forces, moments, and
accelerations are measured quantities. The forces and moments are measured from DIM-related sensors. The accelerations
are measured from GVT sensors. The ten unknown terms in the mass matrix (M) are the mass (m), CG location (XCG, YCG,
ZCG) with respect to some point P, moments of inertia (Ixx, Iyy, Izz) calculated about P, and products of inertia (Ixy, Ixz, Iyz)
calculated about P.
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10.3 Previous DIM Validation Efforts on Large-Scale Test Articles

The National Aeronautics and Space Administration (NASA) Dryden Flight Research Center (DFRC) which was recently
renamed to the NASA Armstrong Flight Research Center (AFRC) attempted to apply the DIM method on two large-scale
test articles. The first test article was the X-38 Crew Return Vehicle (CRV); the second test article was an assembly of steel
I-beams and plates referred to as the “initial iron bird.”
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Fig. 10.1 The X-38 CRV undergoing DIM testing

10.3.1 X-38 Crew Return Vehicle

In the late 1990s NASA DFRC researchers applied the DIM two separate times on the X-38 CRV. Challenges arose due to
flexible modes of internal vehicle components. Although the DIM technology clearly required further maturation, the results
compared favorably with those obtained through experimental testing. Figure 10.1 shows the X-38 CRV undergoing DIM
testing.

10.3.2 Initial Iron Bird Test Article

During the summer of 2010, an experiment the sole purpose of which was to validate the DIM method for large-scale vehicles
was conducted at the NASA DFRC. The test article was an iron bird assembled from an assortment of welded steel beams
and plates and referred to as the initial iron bird.

This testing effort supported the procurement of the specialized instrumentation needed to perform the DIM test and the
development of the DIM processing algorithms.

A laser tracker was used for precise measurements of the locations and orientations of the sensors. Several sets of GVT
accelerometers were installed and multiple test conditions were performed. Some problems were experienced during the test
and analysis. In order to interface the initial iron bird to the soft supports, steel pedestals were inserted between the soft
supports and the initial iron bird, because of soft-support extension limits. The pedestals and soft supports introduced local
modes that limited the frequency range at which the DIM method could be applied and analyzed. In addition, the initial iron
bird was not ideal for highly accurate analytical mass property predictions because it consisted of an assortment of welded
plates having various holes.



10 Testing and Validation of the Dynamic Inertia Measurement Method 85

Fig. 10.2 The initial iron bird test article undergoing DIM testing

Fig. 10.3 The iron bird test
article

The results of the effort were mixed, with several lessons learned to improve the validation effort. The biggest problems
to correct included avoiding the appearance of local modes and creating an experimental test article to yield high confidence
in its analytical mass properties. Figure 10.2 shows the DIM test setup from the initial iron bird test article.

10.4 Iron Bird Test Article

Two 8500-lb, 20-ft long, W14X426 steel I-beams were bolted together off-center to model the approximate mass of a fighter-
type aircraft. The test article which was dubbed the “iron bird;” is shown in Fig. 10.3. The iron bird was intentionally simple
in design to ensure high reliability of its analytical mass properties. Holes were drilled into the iron bird at designated
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Fig. 10.4 The CAD model
showing the coordinate system
for the iron bird

Table 10.1 The CAD model analytical mass properties of the iron bird

Mass, kg XCG, m YCG, m ZCG, m Ixx, kg*m2 Iyy, kg*m2 Izz, kg*m2 Ixy, kg*m2 Ixz, (kg*m2) Iyz, kg*m2

7,716.5 2.3 0.0 0.5 12,700.6 17,207.2 28,503.1 0.0 �1,398.8 0.0

locations to attach interface ball plates that were to rest on aircraft jacks and the soft-support system. Holes were also drilled
to attach any required fixture (s) for MOI pendulum testing. Steel was chosen for its rigidity and lower cost.

The reference coordinate system used for the iron bird places the origin at the forward lower surface of the test article.
Positive X points aft from the nose, positive Y points in the direction of the right wing, and positive Z points upward on the
test article. The coordinate system is defined in the CAD model shown in Fig. 10.4.

10.5 Test Plan

Three methods for determining the mass properties of the 17,000-lb iron bird test article were used for comparison.
First, an analytical model was created using the solid modeling CAD program PTC Creo (Pro/ENGINEER®) (PTC Inc.,
Needham, Massachusetts). Second, pendulum swing tests were performed. Third, the DIM method was implemented.
These three separate and independent approaches were used to document the level of effort involved for each method. For
expediency, however, the pendulum swing tests relied on the analytical vertical ZCG. The DIM test obtained data completely
independently of any analytical and pendulum mass properties data.

10.6 Analytic Model

Pro/ENGINEER® was used to analytically model the iron bird test article and obtain the mass properties. Care was taken
to apply as many realistic details to the CAD model as possible, including all holes and added interface attachments. The
simplicity of the iron bird test article design was to ensure the analytical CAD model could be treated as the truth model.
Table 10.1 shows the CAD model analytic mass properties of the iron bird.

10.7 Pendulum Swing Test

Weight and balance measurements in conjunction with pendulum swing tests have been the conventional experimental
method for obtaining mass properties of aerospace vehicles for almost a century. This analytically straightforward method
focuses on measuring weight, periods, and pendulum lengths. Many problems can develop, however, when trying to meet
the requirements for a successful test. The stiffness and integrity of the lifting hardware must be certified for NASA or any
other lifting operations. In addition, the pendulum test hardware must be nearly frictionless to ensure minimal damping for
accurate pendulum period measurements.
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Table 10.2 Experimental
weight, XCG, and YCG

Measured Analytic Diff analytic, % Uncertainty

Mass, kg 7; 698:8 7,716.5 �0:23 C=�47:36

XCG, m 2:286 2.286 0:00 C=�2:09�10�3

YCG, m �0:000762 0 n=a C=�2:07�10�3

Fig. 10.5 The iron bird
undergoing Ixx pendulum testing

The XCG and YCG were measured using a balance of forces calculation. The ZCG was not experimentally verified due to the
level of effort required to tilt the iron bird at multiple angles for ZCG calculation. The experimentally-measured weight, XCG,
and YCG are shown in Table 10.2. Uncertainties were calculated using the law of propagation of uncertainty methodology.

Classical pendulum equations were used to determine the moments of inertia. The methodology and equations referenced
multiple National Advisory Committee for Aeronautics (NACA) papers [8–13]. In order to obtain the moments of inertia of
the iron bird, all tests also required swinging the fixture by itself in order to subtract out the fixture mass properties from
the total combined iron bird and fixture assembly. The moments of inertia about the x-axis and y-axis used a compound
pendulum setup and is calculated from Equation 10.4, where terms with a subscript of “1” represent the combined test article
and fixture; terms with a subscript of “2” represent the fixture only; and “L” is the length from the pivot point to the CG of
the respective subscripts.
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The z-axis MOI uses a bifilar torsional pendulum setup and is calculated from Equation 10.5. The “L” term is the suspended
length from the pivot point.
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(10.5)

Figure 10.5 shows the iron bird test article undergoing Ixx pendulum testing.
Figure 10.6 shows the iron bird test article undergoing Izz pendulum testing.
Obtaining the product of inertia, Ixz, required the iron bird to rotate in the bifilar pendulum in a tilted pitch configuration.

Due to limitations of the test setup, only a tilt of 5 deg was achievable, instead of the minimum 15 deg needed. This condition
led to a large Ixz error compared to the analytical predictions. The results of the iron bird MOI and POI are summarized in
Table 10.3. The large Ixz uncertainty comes from compounding uncertainties from Ixx and Izz measurements. A small tilt
angle exacerbates the uncertainty as well.
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Fig. 10.6 The iron bird
undergoing Izz pendulum testing

Table 10.3 Summary of iron
bird pendulum MOI results

Measured MOI, kg*m2 Analytic MOI, kg*m2 Diff analytic, % Uncertainty, %

Ixx iron bird 12,265 12,708 �3 8
Iyy iron bird 17,932 17,196 4 10
Izz iron bird 27,848 28,507 �2 3.40
Ixz iron bird �2,767 �1,398 98 242.70

Several difficulties with the test setup and the data were encountered using the pendulum method. Weight exceeding
safety close calls was an ever-present concern. Oscillations damped out more quickly than was expected and the frequency
oscillation was not constant. Post-test analysis revealed that the main culprit for the observed frequency changes was the
non-ideal design of the pendulum test hardware.

10.8 Dynamic Inertia Measurement Test

The iron bird DIM testing was conducted at the NASA AFRC Flight Loads Laboratory (FLL) from September 16, 2013
through September 24, 2013. ATA Engineering, Inc. (San Diego, California) was contracted to assist with the iron bird DIM
testing and to perform analysis of the data, in order to utilize their previous experience with the DIM method [14, 15]. The
equipment required and test description required for the DIM method test is described below.

10.8.1 Equipment

The DIM method requires many of the same sensors (accelerometers, force transducers, and soft-support load cells) and
equipment (shakers, soft-support system) that are needed to perform a GVT. In addition to the GVT equipment, a few
specialized sensors, such as 6-DOF force sensors, 3-DOF force transducers, laser tracker, and seismic accelerometers, are
required for DIM. The 6-DOF force sensors ensure all reaction forces and moments needed for the DIM calculation are
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Fig. 10.7 Left, the 6-DOF reaction force sensor; and right, the 3-DOF soft support load cell

measured. The seismic accelerometers have a higher sensitivity and lower noise floor which may be needed to accurately
record low-amplitude responses. The DIM processing will evaluate and compare the need for the seismic accelerometers
versus typical GVT accelerometers. A data acquisition system was used to acquire and record data from all the sensors
installed during DIM testing. Each sensor location and orientation was measured with a laser tracker.

10.8.1.1 Soft-Support System

The 60,000-lb Starr Soft Support (60K3S) system is a specialized piece of equipment that acts as both an aircraft jack and a
nitrogen bladder soft-support system. The soft suspension system was used to support the iron bird in order to simulate free-
free boundary conditions as accurately as possible. The soft-support isolation system consists of an aircraft-jacking device
with three jacking points, each point having an individual motor and accommodating up to 20,000 lb, for a total capacity of
60,000 lb. The 60K3S system can be transported to an aircraft by forklift and placed at the jacking points using a pallet jack.
The motors power the electric actuators, raising the aircraft off the ground until the landing gear can retract [16].

10.8.1.2 3-DOF Load Cells: Soft Supports

On each of the soft supports, a 3-DOF load cell (Interface 5200 series) (Interface Inc., Scottsdale, Arizona) was used to
monitor the 60K3S side loads and ensure that load limits were not exceeded. This information was not used in the DIM
calculation. These load cells are part of the standard instrumentation for using the soft supports for GVTs. The 3-DOF
60K3S load cells are shown in Fig. 10.7.

10.8.1.3 6-DOF Force Sensors: Reaction Forces

Three 6-DOF force sensors were custom-made for the NASA AFRC researchers by PCB Piezotronics, Inc. (Depew, New
York). These unique sensors are an assembly of three 3-DOF piezoelectric dynamic force sensors. The load cells were placed
between the iron bird and the soft-support system. The 6-DOF force sensors are shown in Fig. 10.7.

10.8.1.4 Shakers: Excitation

The DIM testing required up to two shakers for excitation during random and sine-sweep test runs. For all configurations,
either one or two 110-lb MB Dynamics (Cleveland, Ohio) electrodynamic shakers were used to excite the structure. The
shakers used plastic stingers to transmit a direct force with minimal bending moment. The stingers are rigid enough to
transmit unattenuated axial force within the frequency range of interest. The stingers completed the connections between the
force transducer and shakers. For tests runs using two shakers, the shakers were attached to the structure at a skewed angle.
Shaker blocks with a 45-deg angle were attached to the structure, and then the force transducer was attached to the angled
side of the block. A picture of a shaker is shown in Fig. 10.8.
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Fig. 10.8 An MB Dynamics
(Cleveland, Ohio) shaker

Fig. 10.9 A 3-DOF excitation
force transducer

10.8.1.5 3-DOF and 1-DOF Force Sensors: Excitation

A 3-DOF excitation force sensor (PCB M/N 261A01) (PCB Piezotronics, Inc.) was used to measure the input force from
the shaker. Only the force in-line with the shaker was used as the reference for the FRF measurements. The forces in the
other two axes were treated as reaction forces. The transverse forces were typically only a few percent of the in-line force.
A 3-DOF excitation force sensor is shown in Fig. 10.9.

10.8.1.6 Accelerometers

Three sets of accelerometers were installed for the DIM test: seismic accelerometers, single-axis accelerometers, and triaxial
accelerometers. The primary set of DIM accelerometers consisted of single-axis seismic accelerometers (PCB M/N 393B04)
(PCB Piezotrinics, Inc.) mounted in a triaxial configuration. These transducers were selected for their high sensitivity, low
noise floor, and low-frequency characteristics to evaluate the necessity to capture acceleration for more massive objects. The
second set consisted of single-axis 100 mV/g accelerometers (PCB M/N T333B) (PCB Piezotronics, Inc.) typically used for
modal tests, which were also mounted in a triaxial configuration collocated with the seismic accelerometers. The purpose of
this redundancy was to compare the DIM processing results between these two types of sensors and evaluate the adequacy
of typical modal accelerometers versus the expensive seismic accelerometers. The third set consisted of 100 mV/g triaxial
accelerometers (PCB M/N 356A16) (PCB Piezotronics, Inc.) mounted on the wings, fuselage, and soft supports for modal
information. The first two sets of accelerometers installed for the DIM test were defined using a local Cartesian coordinate
system aligned with the global Cartesian coordinate system. The third set was installed in the global Cartesian coordinate
system for modal situational awareness and not used in the DIM calculation. A laser tracker system was used to determine
the accelerometer locations. Figure 10.10 shows the three seismic and three T333B (PCB Piezotronics, Inc.) single-axis
accelerometers, mounted in a triaxial configuration, and the triaxial accelerometers.



10 Testing and Validation of the Dynamic Inertia Measurement Method 91

Fig. 10.10 Left, the three seismic and three single-axis accelerometers; and right the triaxial accelerometer

Fig. 10.11 The laser tracker
system for sensor locations

10.8.1.7 Laser Tracker System

The DIM method involves resolving the measured DOFs to rigid body accelerations and forces at a single point. Performing
this resolution requires the accurate position and orientation of the measured accelerations, excitation forces, and reaction
forces. In the most general sense, a procedure was developed to create a local coordinate system at each measurement node
with respect to the global coordinate system for all of the DIM sensors of interest. The NASA AFRC has a laser tracker
system that can accurately and precisely measure the coordinates of a point in space. This system was used to measure the
accelerometers, 6-DOF force sensors, and force transducers using a custom tool designed to capture three points relative to
a corner of the sensor to be measured, as shown in Fig. 10.11. The output text file from the laser tracker software was then
used to automatically generate an MSC Nastran (MSC. Software Corporation, Newport Beach, California) bulk data file, and
the output of the Nastran run provided the transformation matrices from the measurement DOFs to the rigid body node. This
method decreased the possibility of errors due to misalignment and facilitated the bookkeeping of the sensor local coordinate
systems.

10.8.2 Test Model

The final set of accelerometers totaled 144 DOFs at 51 different node locations. Even though all test DOFs were nominally
coincident with the global Cartesian coordinate system, a laser tracker was used to precisely define a local displacement
coordinate system for each sensor location used for the DIM calculations. The laser tracker was used to define local
displacement coordinate systems for the collocated DIM accelerometers (seismic and T333B) (PCB Piezotronics, Inc.),
the 3-DOF force transducer and the 6-DOF reaction force sensors. The DOFs for the test article and soft-support system
sensor locations which were not used in the DIM calculations were measured by the laser tracker but were defined in the
global coordinate system. Figure 10.12 shows the test display model and accelerometer locations. Each arrow in the figure
represents the DOFs at an accelerometer location. The blue elements represent the three instrumented soft supports.
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Fig. 10.12 The test display model and accelerometer locations

10.8.3 Test Description

A total of 12 different DIM analysis cases were conducted through the course of 54 test runs. These runs included check-out,
single-shaker, multi-shaker, and quiescent runs.

During preliminary test runs, unexpected soft-support modes in the frequency range of 614 Hz were observed. Additional
accelerometers were installed on the 60K3S to characterize these modes. Based on the observed mode shapes, the lower
portion of the soft support was constrained to the supporting frame before testing was resumed.

The added constraints to the 60K3S increased the stiffness, and the 60K3S modes moved from the frequency range of
6–14 Hz to the frequency range of 10–18 Hz to aid in the frequency separation necessary for the DIM calculation. The power
spectrum mode indicator functions (PSMIFs), a summation of the squared-magnitude of the FRF, plotted in Fig. 10.13 show
the effect of the added constraints with the original PSMIF (solid blue) compared to the modified PSMIF (dashed blue). The
other PSMIF lines were taken at the start of each testing day to verify that the 60K3S modes were still beyond the 10 Hz
range.

For reference, modes extracted from the multiple-shaker random run (run 43) are provided in Table 10.4. All six iron bird
rigid body modes were extracted and were at less than 2 Hz. The first set of 60K3S modes were in the frequency range of
10–18 Hz. The first flexible mode of the iron bird was at 18.7 Hz.

Several parameters during the DIM testing were changed to evaluate and compare the results of the DIM calculations
to determine which parameters worked well and which did not. Each DIM analysis case consisted of two or more test
runs. Several types of shaker excitation were used for the DIM testing: single-shaker and multiple-shaker burst random,
true random, and sine-sweep excitation. The shakers were also placed at various locations (nose, right wing, left wing, and
tail) around the test article to determine the ideal excitation locations for the DIM calculation. The list of cases is shown in
Table 10.5.

Figure 10.14 shows the iron bird test article undergoing DIM testing on soft supports with two shakers for excitation.



10 Testing and Validation of the Dynamic Inertia Measurement Method 93

Fig. 10.13 Power spectrum mode indicator functions showing the effect of added constraints on the 60K3S

Table 10.4 Modes extracted
from the multiple-shaker random
run of the iron bird

Mode Frequency, Hz Damping, % critical Description

1 0.72 8.52 Rigid body pitch
2 0.98 6.32 Rigid body roll
3 1.25 3.81 Rigid body yaw
4 1.56 6.21 Rigid body vertical
5 1.80 2.99 Rigid body fore-aft
6 1.99 2.91 Rigid body lateral
7 10.08 1.99 Starboard 60K3S canister XC/Y–
8 11.13 1.27 Port 60K3S canister XC/Y–
9 11.47 1.46 Starboard 60K3S canister XC/YC
10 12.41 0.98 Aft 60K3S canister RZ
11 12.96 1.77 Aft 60K3S canister XC/Y–
12 13.78 1.27 Aft 60K3S canister XC/YC
13 13.79 1.52 Starboard 60K3S XC/Y–
14 14.88 1.00 Port 60K3S XC/YC
15 15.61 1.07 Starboard 60K3S XC/YC
16 16.37 0.72 Port 60K3S lateral
17 18.23 2.03 Aft 60K3S lateral
18 18.73 0.24 Iron bird first flexible mode

10.9 Results

Post-processing tools were used to extract the FRFs from the test data. The FRFs were analyzed using the ATA Engineering
IMAT C Signal™ analysis software where “IMAT” stands for “Interface between MATLAB®, Analysis, and Test.”

10.9.1 Dynamic Inertia Measurement Analysis

The PSMIF for the two-shaker random 0–100-Hz excitation analysis case is shown in Fig. 10.15. Two PSMIFs are shown:
the blue function is the PSMIF for only the DOFs on the iron bird; the green function is the PSMIF for all DOFs, which also
includes the DOFs on the 60K3S. While the soft-suspension modes in the frequency range of 10–17 Hz are clearly seen in
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Table 10.5 Dynamic inertia
method analysis cases

Analysis case Shaker configuration Shaker excitation Accelerometers

1 Single Random (0–100 Hz) Seismic
2 Single Random (0–12 Hz) Seismic
3 Single Sine sweep (1–20 Hz) Seismic
4 Single Random (0–100 Hz) GVT
5 Single Random (0–12 Hz) GVT
6 Single Sine sweep (1–20 Hz) GVT
7 Double Random (0–100 Hz) Seismic
8 Double Random (0–12 Hz) Seismic
9 Double Sine sweep (1–20 Hz) Seismic
10 Double Random (0–100 Hz) GVT
11 Double Random (0–12 Hz) GVT
12 Double Sine sweep (1–20 Hz) GVT

Fig. 10.14 The iron bird
undergoing DIM testing on soft
supports

Fig. 10.15 Power spectral mode indicator function for the two-shaker random 0–100 Hz excitation analysis case
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the PSMIF of all DOFs, they are localized modes of the soft supports and have little response in the iron bird DOFs. The
rigid body modes of the iron bird on the soft supports are at 2 Hz and below, and the flexible modes are above 18 Hz, which is
sufficient separation for estimating the inertia properties in this frequency range. The existence of the soft-suspension modes
starting at 10 Hz and becoming prominent at 12 Hz, however, limited the frequency range over which the DIM calculations
were performed. Two frequency ranges were analyzed and evaluated to determine the effects of frequency range on DIM
analysis results.

10.9.2 Comparison of Seismic and GVT T333B (PCB Piezotronics, Inc.) Accelerometers

One objective of the DIM test was to determine whether typical GVT accelerometers would be sufficient for accurate
DIM analysis or if higher sensitivity seismic accelerometers would be required. The DIM analysis cases were repeated
and compared using seismic accelerometers (DIM analysis case 1) and typical modal test T333B (PCB Piezotronics, Inc.)
accelerometers (DIM analysis case 4). A method of evaluating the error in DIM calculations is to perform a normalized error
function calculation [7]. Figure 10.16 shows the normalized error functions calculated using the seismic accelerometers for
DIM analysis case 1.

No DOFs were consistently and significantly large enough for all test cases to warrant removing them from the mass
properties calculations. Figure 10.17 shows the normalized error functions for DIM analysis case 4 using T333B (PCB
Piezotronics, Inc.) GVT accelerometers. As expected, the overall mass properties results from the seismic accelerometers
were consistently more in agreement with analytical predictions due to the lower noise floor than that of the T333B (PCB
Piezotronics, Inc.) GVT accelerometers. The seismic accelerometers were thought to be required because of their higher
sensitivity. The higher sensitivity creates a lower noise floor, which produces acquisition of cleaner data. The cleaner data
lessen the variation in the results when compared to the T333B (PCB Piezotronics, Inc.) accelerometers.

Fig. 10.16 Normalized error functions calculated using the seismic accelerometers for DIM analysis case 1
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Fig. 10.17 Normalized error functions using the GVT accelerometers for DIM analysis case 4

Fig. 10.18 Computed mass properties for DIM analysis case 1

10.9.3 Dynamic Inertia Measurement Results

The computed mass, MOI, POI, and CG values are plotted as a function of frequency for DIM analysis case 1 in Fig. 10.18
for a 2–12 Hz DIM analysis. The mass, XCG and ZCG, three MOIs, and Ixz functions are relatively flat from 2 Hz to 12 Hz.
The YCG, Ixy, and Iyz functions exhibit greater fluctuations, but since these values are nominally zero and the estimated values
are very small compared to the other CG and POI values, these fluctuations are to be expected.

The mass properties were compared for all DIM analysis cases to determine the ideal frequency band within which to
compute average values. From examination of the mass property functions, the 2–12 Hz frequency band was fairly flat for
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all non-zero properties. A second smaller frequency band of 8–10 Hz was also used for DIM processing, as this seemed to be
the most consistent region over all of the analysis cases. In general, this smaller 8–10 Hz frequency range produced slightly
larger mass properties results that were slightly larger than the results produced by the DIM analysis of the 2–12 Hz band.

Several parameters of the DIM analyses were varied during testing to investigate which produce the more accurate results.
The 3-DOF force transducer provided a measurement for the excitation force in all three translational directions, which
included the off-axis components of the input force. In the results presented above for the DIM analysis cases, the off-axis
forces measured by the 3-DOF excitation force transducer were treated as additional reaction forces in the inertia calculations.
For the two-shaker configurations, however, one of the inputs was measured with a single-axis force transducer because only
one 3-DOF force transducer was available. To evaluate their effect on the computed mass properties, two DIM analysis
cases were processed excluding the off-axis reaction forces. The two DIM analysis cases studied were the 0–100 Hz random
excitation with seismic accelerometers for a single shaker (analysis case 1) and for two shakers (analysis case 7). The mass
properties calculations for both cases are across the smaller frequency range of 8–10 Hz. The results for the two DIM analysis
cases with and without the off-axis forces are listed in Table 10.6. For both DIM analysis cases, the computed mass was less
when not using the off-axis forces. For DIM analysis case 7, however, in which only one shaker had measured off-axis force,
the MOIs increased slightly and were closer to DIM analysis case 1. Further study is recommended of the effects of the
off-axis forces.

Table 10.7 summarizes the mass properties calculation across the 2–12 Hz frequency range for all DIM analysis cases.
These cases are calculated using the off-axis forces measured by the 3-DOF force transducer.

Table 10.8 summarizes the mass properties calculation across the smaller 8–10 Hz frequency range for all DIM analysis
cases. These cases are also calculated using the off-axis forces measured by the 3-DOF force transducer.

10.9.4 Comparison of Results from Different Methods

Table 10.9 summarizes the results from analytical, pendulum swings, and DIM methods to find mass properties. Case 1 of
the DIM method was used for comparison. The symmetrical geometry of the iron bird made the Ixy and Iyz POI negligible;
they were not tested.

The DIM method yielded results that matched within approximately 5 % of the analytical iron bird mass, CG, and MOI.
The Ixz POI did not match as well, having errors exceeding 20 %, however, the DIM Ixz results were still better than the
98-percent error from the pendulum-based testing results due to test setup limitations (that is, shallow tilt angle).

The results for the DIM method were in good agreement with the analytical predictions, but the DIM method also
demonstrated other benefits. The DIM method enabled more of the mass properties to be measured using less hardware, fewer
test configurations, and less testing time. The time, resources, and labor required to execute both the pendulum oscillation
and the DIM methods were noted to compare these two methods in these aspects.

Conventional pendulum testing methods require orienting the test article in several different configurations. The
measurement of weight and CG is required for MOI testing, which calls for a different setup than that used for MOI.
The MOIs each require a different orientation (that is, test setup) for each axis: Ixx, Iyy, Izz, and Ixz. Additionally, any
fixtures attached to the test article as part of the setup must also be tested to measure their contribution to the total measured
inertia. Without considering delays, and including test setup and teardown, the measurement of the mass properties using
conventional methods required approximately 30 days.

The DIM test requires setup and teardown times similar to that required for GVT, but with the additional DIM sensors
the DIM and GVT data can be acquired simultaneously. As well, the DIM method can be executed using a single vehicle
configuration and without extra fixtures. No additional data are needed for this method, and the DIM method has been shown
to be able to provide the full set of mass properties. Without considering delays and including test setup and teardown, the
measurement of the mass properties using the DIM method required approximately 15 days.

A similar comparison can be made for the cost associated with each method. An appreciable amount of the equipment that
is required to execute the DIM method consists of equipment that is already used for execution of GVTs. A GVT requires
accelerometers, soft-support systems, shakers, and force transducers. A GVT may be expanded to encompass a DIM test
by adding 6-DOF force sensors, a 3-DOF force transducer, and seismic accelerometers, which are currently thought to be
required for successful and more accurate DIM calculations. All aircraft and flight test experiments call for a GVT as part
of the airworthiness process at some point in the project life cycle. The additional time necessary to set up and tear down
for a DIM test is minimal, since most of the involved activities are already required when performing a GVT. A GVT can,
therefore, be expanded to a DIM test without causing significant inconvenience or schedule addition and can provide more of
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the mass properties than could be acquired using the pendulum methods. As well, conventional pendulum methods require
massive fixtures, extensive lift procedures and reviews, and more testing time, but only provide a limited number of the mass
properties.

It is recognized that state-of-the-art DIM test execution requires equipment that is more expensive than the equipment
required for the pendulum tests. The 6-DOF force sensors are custom-designed, one-of-a-kind equipment, and as a result
necessitate high recurring costs for calibration. The seismic accelerometers are currently thought to be required because
of the low noise floor they exhibit, and the 3-DOF excitation force transducer is considered required because the off-axis
forces are used as additional reaction forces in the DIM calculations. These are more specialized types of equipment than
the typical GVT accelerometers, and as such are more expensive and also necessitate more costly calibration procedures.
The laser tracker is a high-precision measurement instrument and is also considered to be expensive. Most of these pieces of
equipment, however, are considered to be one-time costs, and with further development the DIM method may show promise
in becoming more feasible.

10.10 Recommendations and Considerations

This iron bird testing series was a successful exercise; however, the DIM method is not yet a fully mature technology for
large aerospace vehicles. ATA Engineering provided the following list of recommendations and considerations for future
DIM method tests, DIM processing, and DIM theory to further advance the technology readiness level (TRL) of the DIM
method on large aerospace vehicles.

10.10.1 Testing Recommendations and Considerations

1. Retest with the iron bird supported on bladder-type air springs instead of the 60K3S system for this test. Using this other
type of soft support should eliminate the cluster of modes in the 5–8 Hz frequency range and give a broader frequency
range over which to estimate the inertia properties.

2. Predict MOI perturbation by adding a mass with known inertia properties to the structure.

10.10.2 Processing Recommendations and Considerations

1. Process the measurements assuming that the accelerometers were mounted in the global coordinate system.
2. Investigate how many accelerometers are sufficient to produce accurate inertia results.
3. Evaluate whether 3-DOF reaction forces are sufficient or 6-DOF reaction forces are necessary.
4. Reformulate the inertia equations for known terms (for example, mass, 2 of 3 CG coordinates).
5. Develop a non-subjective procedure to select the “flat spot” in the inertia functions.
6. Develop and explore uncertainty analysis methods for DIM calculations such as a Monte Carlo or Cramer-Rao bounds.
7. Implement spatial filtering with the ATA Engineering IMAT C Signal™ spVIEW™ user tools.

10.10.3 Basic Theory Recommendations and Considerations

1. Perform analysis or modeling to better understand the effects of force path and to explain more completely the differences
of exciting on the structure and exciting through the force sensors.

2. Investigate the influence of gravity at low frequency. Is the calibration of the 6-DOF force sensors dependent on the
orientation of the calibration mass in the gravitation field? It is known that the output of sensors depends upon orientation,
but the current implementation does not compensate for gravity.
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10.10.4 Additional Recommendations

1. Evaluate the effects of the 3-DOF force transducer off-axis reaction forces on the accuracy of the computed mass
properties.

2. Investigate the required redundancy for the excitation of the six rigid body modes in relation to the typical multiple-shaker
configurations used during GVT.

10.11 Conclusions

The Dynamic Inertia Measurement (DIM) method shows promise for mass properties testing applications involving large
aerospace vehicles. There were sources of error that required mitigation; for example, the soft-support system introduced
modes into the test data. As well, the DIM method was found to be sensitive to different shaker configurations and test
setups. Several recommendations were therefore made with regard to the method of DIM testing.

Performing the DIM method on the “iron bird” test article advanced the maturity level of the method toward future use
on full-scale aerospace vehicles. The next step in the maturation of the DIM method would be to apply the technique to a
full-scale aerospace vehicle.

Conventional pendulum-based mass properties testing was performed to compare results and level of effort with the DIM
method. The pendulum methods created a variety of operational challenges. Several lift procedures and reviews were required
to move the iron bird test article into the pendulum-testing configuration due to the safety-critical nature of the setup, and the
design of the pendulum test setup itself had many shortcomings. For example, design flaws in the test hardware introduced
friction into the test setup that created a frequency shift and deteriorated the quality of the data. In spite of these challenges,
usable data were collected and used to estimate mass properties.

The iron bird test article was supported on three soft supports that simulated free-free boundary conditions. The rigid body
modes were below 2 Hz, and the first flexible mode was above 18 Hz, which was sufficient separation for the DIM method;
however, there was a cluster of soft-support modes in the 10–17 Hz frequency range. These modes were localized suspension
modes having little effect on the calculated inertia functions below 12 Hz. This configuration allowed a maximum 2–12 Hz
frequency band from which to estimate inertia and center of gravity values. The results were fairly consistent across the six
single-shaker test cases, and the relative error compared to analytical values was typically only a few percent, except for the
one non-zero product of inertia. The results for the six skewed, double-shaker test cases, however, exhibited greater relative
error and larger variance among the test runs. Therefore, in this iron bird case, single-shaker configurations provided the best
results.

The DIM mass properties testing method requires expensive sensors and equipment. Fortunately, much of the necessary
equipment is already available if ground vibration testing has been performed. Additionally, performing the DIM test can
simultaneously provide the same modal characteristics data used for ground vibration testing analysis. After comparing the
labor and time needed to perform each test, the DIM test was determined to be capable of experimentally determining mass
properties twice as fast as the conventional pendulum method. In addition, the conventional pendulum method contains much
higher schedule and vehicle risk, requires more procedural reviews and multiple pieces of specialized hardware and interface
frames, and multiple testing configurations. The DIM method, with further development, may prove to be a more efficient
approach to estimating the mass properties of a large aerospace vehicle.
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Chapter 11
Estimation of Amplitude-Dependent Resonance and Damping in MEMS
Shock Accelerometers

Jason R. Foley, Thomas J. Lagoski, Jontia Brown, and Jonathan Hong

Abstract Understanding the dynamic response of accelerometers is critical to interpreting data obtained in impulsive
loading conditions. While this information is commonly provided by manufacturers, the estimated properties are typically
obtained at levels below the full range of the sensor. Using high bandwidth operating data of varying amplitudes, the damping
ratio and principle resonant frequency of shock accelerometers are estimated using a simple dynamic model. While the
resonance is shown to be essentially amplitude-invariant, the damping ratio is shown to vary with the excitation amplitude.
Possible causes related to the frequency content of the excitation and the presence of repeated roots are discussed.

Keywords Shock accelerometers • Microelectromechanical systems (MEMS) • Sensors • Damping • Operating modal
analysis

Nomenclature


 Pulse width/duration
! Angular/radian frequency
� Phase response (frequency domain)
m Mass
c Damping coefficient
i Imaginary number
k Spring constant
s Complex frequency (Laplace variable)
t Time
x Input function (time domain)
u Base displacement coordinate
z Relative displacement coordinate
A Amplitude
H Frequency response function

11.1 Introduction

Accelerometers are ubiquitous for measurements of structural dynamics and other dynamic events. Several types of
transduction mechanisms can be used for sensing acceleration; piezoelectric, capacitive, and servo (or force balance) [1]
are all common classes of accelerometers. Piezoresistive (PR) sensors have long been used in high shock environments
[2] and are desirable in these applications for two primary reasons. First, piezoelectric elements have been shown to be
susceptible to domain depoling in extreme shock events [3]. PR microelectromechanical systems (MEMS) are also readily
manufactured from silicon dies using conventional electronic machining processes.
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While commonly used for a variety of test applications, accelerometers designed for high-shock environments generally
utilize stiffer elements with correspondingly high resonant frequencies (>50 kHz) and extremely low damping ratios (� �
0:01) that are effectively undamped [4]. The latest generation of shock accelerometers, developed and produced in the past
decade, have increased the damping ratio significantly even though they are still relatively lightly damped (� 	 0:01).
Representative commercially-available sensors include the Meggitt Model 727 and PCB Piezotronics Model 3991 [5].

The details of the damping mechanisms of these devices depend on the specific design. However, they are generally
specified and modeled as possessing a constant damping ratio. This paper tests this hypothesis by estimating the damping
ratios for sensors at varying levels of excitation. A nonlinear model is proposed and preliminary results are calculated and
discussed using experimental data.

11.2 Analysis

The accelerometer is modeled as a linear, damped, single degree of freedom (SDOF) system as shown in Fig. 11.1.
The mathematical description is a one-dimensional simple harmonic oscillator where x is the motion of the spring within the
sensor, u is the base motion, and z is the relative coordinate, i.e., z D x � u. The corresponding equation of motion for the
system is then

mRz C cPz C kz D �mRu; (11.1)

where m is the mass, c is the damping, and k is the stiffness of the dynamic element [6].
A state-space model is appropriate to reduce the problem into a simple linear system of equations. We begin with the

following two substitutions:

z1 D z and z2 D Pz : (11.2)

It immediately follows that

Pz1 D z2: (11.3)

Likewise, the governing equation of motion in terms of z1 and z2, solved for z̈2, is

Pz2 D � k

m
z1 � c

m
z2 � Ru: (11.4)

The linear system of equations is then


 Pz1

Pz2

�
D



0 1

� k
m

� c
m

� 

z1

z2

�
C



0

� Ru
�

: (11.5)

Fig. 11.1 Schematic of the
coordinate system and
components of a simplified
MEMS accelerometer with a
dynamic seismic mass
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Table 11.1 Common analytic base excitation waveforms and the resulting response of a system with a natural frequency (fn) of 80 kHz and
damping ratio (�) of 0.05 (i.e., Q D 10)

Base excitation function Duration 
 [�s] Amplitude A [g] Base excitation and seismic response waveform

Haversine 50 1,000

5 5.05 5.1 5.15 5.2 5.25
0

1000

2000

3000

4000

Time [s]

re
sp

on
se

Analytic response
Base excitation

x 10−3

Rectangular pulse 50 1,000

5 5.05 5.1 5.15 5.2 5.25

x 10−3

−2000

0

2000

4000

6000

Time [s]

re
sp

on
se

Analytic response
Base excitation

Impulse 1 1,000

5 5.05 5.1 5.15 5.2 5.25

x 10−3

−1500

−1000

−500

0

500

1000

1500

Time [s]

re
sp

on
se

Analytic response
Base excitation

The time dependent response of the sensor can be found if the initial conditions are defined. For a sensor that begins at rest,
the set of initial conditions becomes

z1.0/ D 0;

z2.0/ D 0;

Pz1.0/ D 0;

Pz2.0/ D Ru.0/:

(11.6)

The differential system of equations (Eq. 11.5) with initial conditions (Eq. 11.6) is solved in Matlab using the ODE solver
ode23t. This particular solver is chosen due to the lack of numerical damping. Each solution takes approximately one minute
on a desktop machine.

Table 11.1 shows several base excitations and the corresponding acceleration response of the seismic mass. Common
analytic functions that describe base excitations include rectangular, Gaussian, and haversine pulses of finite duration. The
base excitation is given as a haversine function,

Ru.t/ D A haversin .t; 
/ D Asin2

�
�t




�
; (11.7)
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where 
 is the pulse width. The haversine is advantageous because a piecewise function remains smooth and continuously
differentiable function even if the function is identically zero outside of the pulse interval.

It is assumed that the base excitation is measured independently from the sensor being analyzed.
A more general approach can be used if the time-dependent applied force f (t) is known. In this case, the governing ODE is

mRz C cPz C kz D f .t/: (11.8)

Taking the Fourier transform of Eq. 11.8 yields

�m!2Qz C i!cQz C kQz D Qf .!/ ; (11.9)

where Qf .!/ is the frequency-domain representation of the applied force. The frequency response function (Hzf ) of the
response z due to the input force can be quickly obtained from the governing equation through simple arithmetic:

Hzf .!/ 
 Qz .!/

Qf .!/
D 1

�m!2 C i!c C k
: (11.10)

It should be noted that this result only holds if the mass, stiffness, and damping are all independent of frequency.

11.3 Experiment

A traditional 1.81 m (6 ft) long, 2.54 cm (1 in.) diameter titanium Hopkinson bar [7] is modified to include a “flyaway”
disk at the end of the bar as shown in Fig. 11.2. The flyaway is designed to remain coupled to the bar (via a vacuum collar)
until it the initial stress pulse is applied to the system [8], after which it decouples. This creates an effectively single-event
loading profile which is optimal for transient dynamic analysis of accelerometers. The unit under test (UUT) and reference
(REF) accelerometers are mounted side-by-side on the flyaway. The UUT is a prototype Kulite Semiconductors GMD-280-
100KG-P MEMS accelerometer [9], and the reference accelerometer is a Meggitt Sensing Systems 7270A-60KG [4]. The
7270A-60KG is an undamped MEMS accelerometer and is chosen as the reference due to its higher resonant frequency
( 800 kHz) and corresponding high linear bandwidth.

The accelerometers are powered, filtered, and amplified using a Precision Filter 28000 chassis with 28144A Quad-Channel
Wideband Transducer Conditioner cards [10] in constant voltage mode. The signal conditioner is run in bypass mode, which
provides an analog antialiasing filter at approximately 800 kHz. A National Instruments chassis with PXI-6133 multifunction
input/output cards is used to digitize the analog data at 2.5 MSa/s with 16 bits of vertical resolution [11].

The Hopkinson bar is impacted with a striker at velocities ranging from 5 to 20 m/s measured by a laser extensometer.
Pulse shaping is accomplished using index cards (typically 1, 2, or 3) between the striker and the bar. Experiments are run
several times to provide adequate statistics for the subsequent analysis; typical acceleration profiles for such a run are shown

Fig. 11.2 Annotated picture of
the experiment showing the
side-by-side arrangement of the
unit under test and the reference
accelerometer. The Hopkinson
bar, flyaway, and vacuum collar
are also indicated
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Fig. 11.3 Typical acceleration
profiles for a range of tests with
nominally identical excitation
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Fig. 11.4 Autopower profiles
from tests 37–42; the inset shows
the response at the expected
resonant frequency for the UUT
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in Fig. 11.3. The linear spectra from the same series of tests are shown in Fig. 11.4. In general, the impact energy excites a
broad range of frequencies up to the expected resonance of each device.

The coherence of the system is also estimated using the auto- and cross-power spectra of the measurements [6]. As shown
in Fig. 11.5, a coherent bandwidth of at least 50 kHz, and in some cases exceeding 100 kHz, is present for all measurements.
The local modes of the flyaway are expected in the 50 kHz range based on similar analysis in Ref. [12]. The coherence
beyond these modes is not surprising due to the nearly ideal side-by-side mounting configuration and the use of Hopkinson
bar to ensure a nearly one-dimensional (i.e., planar) loading profile.

11.4 Analysis

We now further examine the dynamics of the system. The UUT is assumed to be a “black box” SDOF with a frequency
response function described by Eq. (11.10). The averaged autopower spectra (from the five tests shown in Fig. 11.4) are
given in Fig. 11.6, this time displayed on a semi-logarithmic scale. Two high frequency (>100 kHz) peaks are immediately
evident. The UUT has a strong peak in the neighborhood of 350 kHz, the predicted fundamental mode of the sensor based
on the manufacturer’s preliminary datasheet [9], that is not present in the reference. Likewise, the reference accelerometer
has a peak of 816 kHz, again in the manufacturer’s predicted range of resonant frequencies between 750 and 850 kHz.



110 J.R. Foley et al.

Fig. 11.5 A typical coherence
estimate between reference and
UUT accelerometers for five tests
at maximum amplitude. The
coherent bandwidth exceeds
50 kHz, and has been shown to
approach 100 kHz in low-noise
configurations
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Fig. 11.6 Autopower profile
from high amplitude tests; the
peaks corresponding to the
resonant frequency of the UUT
and reference sensors are
indicated
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The frequency response function of the UUT with respect to the reference is examined next. The frequency response
function is given as the ratio of the output Y(!) to the input,

Hyx .!/ 
 Y .!/

X .!/
; (11.11)

in the frequency domain. Assuming the reference as the input, an amplified signal present in the UUT due to sensor resonance
will create a corresponding peak in the frequency response function. An FRF from a high-amplitude test (peak acceleration
of approximately 100 kg) is shown in Fig. 11.7. A SDOF frequency response function (Eq. 11.10) is fit to the data using a
Matlab curve-fitting by varying the fundamental frequency and damping ratio. Even with coarse tolerance, a fit of the FRF
amplitude yields best-fit values of fn D 343:9 kHz and � D 0:00185 (Q 	 27000).

The results change markedly if low amplitude data is examined. Figure 11.8 gives the average FRF of a lower amplitude
test (peak acceleration of approximately 20 kg). Due to the increased amount of programming material and low impact
velocity, the input stress pulse has minimal high frequency content to excite the resonance of the UUT. As seen in Fig. 11.8,
the resulting FRF has a barely discernible peak and considerable noise. The results of the fitting are more telling: the fit of
the lower amplitude data yields best-fit values of fn D 344:8 kHz and � D 0:0415 (Q 	 1200).
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Fig. 11.7 The FRF from a high
amplitude experiment. The
experimental data (solid line) is
overlaid with the FRF of a SDOF
oscillator (dashed line) with
fn D 343:9 kHz, � D 0:00185

(Q � 27000)

Fig. 11.8 The FRF from a low
amplitude experiment. The
experimental data (solid line) is
overlaid with the FRF of a SDOF
oscillator (dashed line) with
fn D 344:8 kHz, � D 0:0415

(Q � 1200)

11.5 Discussion

Several issues arise when examining and attempting to draw conclusions on the data presented above. The inconsistency of
the estimates of the resonant frequency – and even more so the damping – raises questions that bear further investigation.
The resonant frequency varied little between low and high amplitude data: 344.8 and 343.9 kHz, respectively. However, the
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damping ratio differs by a factor of over 20 times, i.e., � D 0:0415 at low amplitude vs. � D 0:00185 at high amplitude.
When examining operating data with low frequency content, it is reasonable that high frequency resonances (such as those
in MEMS devices) will not be readily excited. The input (or reference) spectrum must be compared with the noise floor near
the expected resonance; even with a relatively high Q, the sensor data presented here did not achieve enough excitation (or
equivalently signal-to-noise) to provide conclusive low amplitude results.

Repeated roots and/or closely spaced modes are another challenge in utilizing operating data to infer the dynamic
parameters of a sensor. Figures 11.9 and 11.10 show two additional sets of data (again from the same sensor) at varying levels
of input amplitude and frequency content. In the FRF in Fig. 11.9, two strong peaks are evident as was the case in Fig. 11.7.
However, the higher frequency mode now has greater participation. Additionally, the values have also shifted significantly
relative to either the low or high amplitude data. Likewise, Fig. 11.10 indicates the presence of additional modes or repeated
roots. By considering the system a “black box” without insight into the design features, interpreting the dynamic response
becomes exceedingly difficult. Estimating the various contributing modes, quantifying their participation in various dynamic
events, and ultimately linking the response to detailed models of the device structure is the focus of ongoing research.

Future studies will also focus on the details of the device-level resonance, particularly any damping mechanisms such
as squeeze film damping [13] commonly employed in MEMS devices. Due to expected nonlinearities in the response, both
time-frequency analysis and traditional nonlinear analytic tools such as backbone curves will be applied to operating data to
confirm and quantify the underlying mechanisms.

Fig. 11.9 Averaged FRF from
intermediate range ( 40 kg) input;
the presence of two nearby
modes is implied by the closely
spaced peaks and corresponding
phase shifts
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11.6 Summary

Data on the expected dynamic properties of sensors are commonly provided by manufacturers. However, estimated properties
are typically obtained at levels far below the full range. This paper analyzed high bandwidth operating data of varying
amplitudes to identify the fundamental modes and dynamic characteristics of an undamped MEMS accelerometer. The
damping ratio and principle resonant frequency of the shock accelerometers were estimated using a simple dynamic model
for varying levels of excitation. The resonance was shown to be essentially independent of amplitude. In contrast, the damping
ratio was shown to be strongly dependent on the excitation amplitude. The cause of the damping ratio change with respect to
excitation was proposed to be a combination of signal-to-noise ratio and the lack of dynamic excitation in the input. Future
studies are proposed to examine this issue and define the damping behavior in damped MEMS structures.
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Chapter 12
Development of a Mapping Function for a Low- to High-Amplitude
Input

Joshua H. Campbell, Janet C. Wolfson, Jacob C. Dodson, Alain L. Beliveau, Jonathan Hong, and Greg Falbo

Abstract The Air Force Research Laboratory is continuing research to design a controllable pyroshock test to excite a
test item over the entire frequency spectrum from low (10 Hz) to high (10 kHz) at different forcing levels. When a linear
Frequency Response Function exists we would expect that we can design a multiple input test to achieve a desired output
response based on superposition of the single input modal response of the test structure. Experimental modal analysis is
performed to evaluate the differences in FRF’s for the different input force levels generated by a modal hammer and a
detonator. The final outcome of this research endeavor is to be able to perform a modal analysis on the test platform and use
that information to define the input force location, magnitude, and time delay to achieve a desired output response. Initial
studies at the output location will focus on utilizing the Shock Response Spectrum as the Figure of Merit, however, energy
methods and other criteria may be considered. This paper will present progress in the development of the Design-a-Shock
method and the difficulties that were encountered in trying to capture the input response of a detonator, the lessons learned
from the testing, and a discussion on the characterization of the system response.

Keywords Bookshelf • Mapping • Simultaneous • Modal • Multi-axial

12.1 Introduction

The idea behind the Design-a-Shock is to determine if a relationship exists between an input from a force hammer and an
input from a pyroshock event (detonator, multiple detonators, and pellet sized explosives) in the elastic range. The desire is
to develop a scientific, repeatable, field experiment that can reproduce the desired forces in order to determine the failure
mechanisms in the systems under test. A new test article was proposed and an initial computational study was performed
and reported at the Society of Experimental Mechanic’s IMAC XXVIII [1]. The analytical results were then compared to
a near-field pyroshock test. This analysis led to the development of the Multi-Axial Pyroshock Plate (MAPP) test set-up.
Initial pyroshock tests were performed on the MAPP test set-up where acceleration time histories were captured and Shock
Response Spectra (SRS) were calculated. The success of the tests was determined by comparing the SRS from the tests with
a desired SRS band. These initial tests show that the technology could simulate aspects of the SRS, however, the application
of the pyroshock needed further refinement. In order to determine the optimum placement of pyroshock inputs an initial test
series was developed to compare simple modal impacts to more complex near-field pyroshock inputs. A series of laboratory
tests were performed on a sub-scale aluminum plate and the more complex full-scale MAPP test article. These tests involved
using an impact hammer (input force) at different locations and capturing the frequency domain data at a variety of locations
along a grid. The initial sub-scale laboratory tests focused on a specific input at 32 different locations and four output
locations. Acceleration time histories were captured at each location. From that data the Frequency Response Functions
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(FRF) and Shock Response Spectra (SRS) are calculated. From these previous test results, a new test series was developed
with multiple sensor and detonator locations. The data from these initial test results has been gathered and analyzed to
compare with the impact hammer and sub-scale laboratory data.

This paper will provide an overview of the MAPP field tests and discuss the results from that analysis. It will then provide
a detailed discussion of the relationship between single and multiple pyroshock inputs, along with FRF and SRS analysis
of these responses. This will demonstrate the feasibility of utilizing the multiple input aspects of this test methodology in
achieving a higher magnitude of response depicted in the time and frequency domains. The final outcome of this research
endeavor is to determine if one can perform a modal analysis on the test platform and use the information to predict an
output response of an item under test utilizing input stimulus with much larger magnitudes. This will allow the engineer the
opportunity to design the input force location, magnitude, and time delay based on a desired output.

12.2 Multi-axial Pyroshock Plate (MAPP) Set-Up

The test article consists of a 4
0 � 8

0 � 1
00

thick aluminum plate that is hung from an aluminum tube by turn buckles. They
suspend the plate in simulated Free-Free boundary conditions. The aluminum tube that supports the MAPP test system spans
22

0

and is connected to concrete blast walls through the use of 3/8
00

expansion anchors. A “bookshelf” has been welded to
the front of the plate; it is 6

00

long and is constructed out of aluminum tube stock. The nominal dimensions on the tube stock
are 6

00 � 6
00 � ½

00

. Figure 12.1a depicts the entire plate with the bookshelf. Figure 12.1b shows a closer view of the bookshelf
and a steel plate that is attached to it. In order to allow for the connection of the steel plate, or any other test article, to the
bookshelf a series of 8–0.32

00

diameter thru holes were drilled into the bookshelf.
A standard x-, y-, z, coordinate system is assumed for this test article. The x-axis runs along the long side of the plate

[along the bottom edge of the plate shown in Fig. 12.1a] while the y-axis is located parallel to the short side of the plate
[along the left hand side of the plate in Fig. 12.1a]. The origin of the coordinate system is located at the lower left hand
corner of the plate in the photo below. The z-axis comes out of the plate and runs along the 6

00

length of the bookshelf. This
coordinate system will be used in the discussion of the results for the field tests.

12.2.1 Interface

Based on the observed damage that occurred in previous testing it became apparent that an interface must be used between
the detonator and the plate. In order to not affect the application of the energy to the plate the interface must be made of
the same material as the plate and be attached along the edges to ensure that there is not a material impedance problem
between the two similar metals. This test series utilized two aluminum interfaces constructed out of 6,061 Aluminum. The
interface was a minimum of 1½

00

in diameter and was attached to the MAPP test set-up by applying glue along the outside
of the disc and between the disks. There was also a detonator holder attached to the outside disk for easy placement of the
RP-87 detonator. Finally, a piece of Kapton tape was laid in-between the aluminum interface disks and the MAPP, as seen in
Fig. 12.2.

Fig. 12.1 MAPP test article. (a) Overall MAPP test set-up; (b) view of “bookshelf” and steel plate
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Fig. 12.2 Detonator interface
pre and post test

12.3 Background

The initial test of the MAPP set-up occurred in April 2010 utilizing a pellet sized pyroshock input. These tests demonstrated
that it was possible to match portions of a desired figure of merit. However, it led to desiring a better understanding of how
the input can be utilized to predict a response. In other words, is there a mapping function between a modal and pyroshock
input? To develop this relationship a complete modal study was performed on the MAPP test set-up in December 2011.
Tri-axial accelerometers (consisting of 3 PCB 353B17 accelerometers on blocks) were glued to the plate on a 1

0 � 1
0

grid as
shown in Fig. 12.3. Figure 12.4 depicts a schematic of the test set-up and the layout of accelerometer locations. The AFRL
Tri-axial accelerometer that was placed on the bookshelf is show in Fig. 12.5a. A tri-axial accelerometer created by placing
3 PCB 353B17 accelerometers on a titanium block is shown in Fig. 12.5b, while Fig. 12.5c shows 2 rows of accelerometers
used in this test.

To perform this analysis a series of five impacts were captured at each accelerometer location. The Frequency Response
Functions (FRF) at every location (input and output) was averaged together and the Auto Power Spectra (input location/
output location) and Cross Power Spectra (output location/ output location) were calculated using LMS Test.Lab. This data
was saved and will be utilized to develop a mapping function between pyroshock and modal inputs.

12.3.1 Sub-scale Comparison Laboratory Study

The results from prior sub-scale laboratory tests show that multiple inputs can significantly affect the desired outputs as
described by Wolfson [2]. Figure 12.6 shows the acceleration time histories for the z-axis output (orthogonal with the plate)
for two points on the plate [Fig. 12.6a, b], and the simultaneous impacts at both points [Fig. 12.6c]. It can be seen that the
individual impacts have a maximum force of less than 40 g’s, however; if they are combined their overall force magnitude is
higher at over 60 g’s.

This point is further illustrated in the Frequency Response Functions (FRF’s) shown in Fig. 12.7. In this plot, the red line
represents the FRF at the output location from an input at one point. The green line represents an input at the second point,
and the blue line is the combined input at both points. Figure 12.7 shows that there are some different principal modes in the
two individual inputs, but there are many frequencies where they do have similar responses. When the inputs are combined
the magnitude of the response at specific frequencies are generally increased, however, in some instances the overall behavior
is reduced at that frequency.

The final comparison chart, and the one that shows the most significance, is in Fig. 12.7b. It shows the comparison of
SRS from the individual and combined inputs. The SRS plots shown in Fig. 12.7b were calculated using LMS Test.Lab.
This comparison shows a significant increase in the damage potential at the output point due to the simultaneous impacts.
Above 1,000 Hz, there appears to be an order of magnitude increase in the SRS. This initial study has shown the effect that
simultaneous impacts can have on the FRF’s and the SRS’s for the aluminum plate.
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Fig. 12.3 Layout of
accelerometers from initial modal
tests

Fig. 12.4 Schematic of
accelerometer layout for modal
tests
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12.4 Full-Scale Pyroshock Testing

The specific test configurations for each test series were chosen to determine the effect that certain distances had on both
the input and the output. Understanding how the wave propagates through the MAPP and how the intensity died off with
time was important in post-processing. In all of the configurations there was a control accelerometer that remained constant
throughout the test series. The final configuration was a combined response that incorporated all of the detonator locations
with common sensor locations.

12.4.1 Test Layout

Five different test layouts were utilized in this test series. Four layouts utilized 1 – RP83 detonator, 7270A-60 k
accelerometers, 7270A-20 k accelerometers, and 7270A-6 k accelerometers. The location of the accelerometers with respect
to the detonator was used to determine what variant to use. Three of the 6 k accelerometers were placed in the AFRL tri-axial
mount and attached at the center of the bookshelf. Configuration 1, 2, and 3 show the layouts when 1 detonator is used.
Configuration 4 shows the details of the multi-detonator setup (Fig. 12.8).

12.5 Analysis

After concluding with the field tests, the sensor data was used to create shock profiles in the time and frequency domains.
Acceleration data was compared in the time domain to observed relationships between the single and multiple input
configurations. FRF analysis and Cross Power Spectra analysis was the majority of interest in the frequency domain.
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Fig. 12.5 Photos of accelerometers from initial modal tests. (a) AFRL tri-axial shock accelerometer mounting block; (b) typical tri-axial modal
accelerometer mounting block; (c) two rows of tri-axial accelerometers

Fig. 12.6 Time history of individual and combined inputs. (a) Individual input; (b) individual input (c) combined input
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Fig. 12.7 Frequency response function and shock response spectra of points 1 and 2 and combined. (a) FRF of individual points and combined;
(b) SRS of individual points and combined

Fig. 12.8 Schematics of accelerometer configurations
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This allowed us to superimpose frequency data from each configuration in order to determine the relationship between
single and multiple inputs. Finally, the SRS was calculated and analyzed for maximum amplitudes at specific frequencies.
This showed whether our tests reached the maximum SRS bands desired from previous full-scale testing.

12.5.1 Time Domain

Pyroshock is the desired method to excite the MAPP test apparatus because it differs from other types of mechanical shock.
Compared to mechanical shock, there is very little rigid-body motion of a structure in response to pyroshock. The acceleration
time-history of a pyroshock, measured on the structure, is oscillatory and approximates a combination of decayed sinusoidal
accelerations with very short duration as seen in Fig. 12.9. The data has been trimmed to the start of the event and filtered at
800 kHz. In these cases the pyroshock acceleration time-history consists of a high-frequency, high amplitude shock that may

Fig. 12.9 Multi-axial pyroshock acceleration time histories
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have transients of microseconds or less. This near-field energy is distributed over a wide range of frequencies and is typically
not dominated by a few selected frequencies. The energy deposition time for a pyrotechnic event is very small and does not
strongly excite the rigid body modes of the structure. The resulting stress waves, from the explosives, propagate through the
test article and high-frequency energy is gradually attenuated due to various material and structural damping mechanisms.
That high-frequency energy is then transferred or coupled into the lower frequency modes of the structure.

Unlike the results from the sub-scale laboratory tests, multiple inputs had some effect on the desired output depending on
where the sensors were located. For the tri-axial block, there was no relationship with individual and simultaneous inputs in
the time domain. For every configuration, the X, Y, and Z simultaneous input test had the second lowest magnitude of the
4 tests. Configuration 4 should be larger than the other 3 configurations if there was a direct mapping function between an
impact hammer and pyroshock input (Fig. 12.10).

Similar to the sub-scale laboratory test, multiple inputs had an impact on many of the sensors located on the plate. The top-
right corner sensor that is common among all of the configurations maintained the highest magnitude with the simultaneous
input test. The combination of the single inputs may equal the Configuration 4 input but further analysis will be required.
This was the same for two other sensors in Configuration 1 and 2. For the most part, there are some locations where the
superposition of single inputs does tend to lead the correlating multiple input magnitude. However, this is not evident as a
trend for the test series. Figure 12.11 shows some circumstances where the first 3 test series contain acceleration magnitudes
lower than the 4th configuration. The possibility exists that, for these configurations, the superposition of single impacts may
equate to a multiple impact.

Fig. 12.10 Single and multiple inputs for tri-axial block. (a) Single and multiple inputs (X direction); (b) single and multiple inputs (Y direction);
(c) single and multiple inputs for tri-axial block
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Fig. 12.11 Single and multiple inputs for plate sensors. (a) single and multiple inputs (7.5–3.5); (b) single and multiple inputs (1.5–3.5); (c) single
and multiple inputs (2.5–3.5)

12.5.2 Frequency Response Function Analysis

The frequency response is the quantitative measure of the output spectrum of a system in response to a stimulus, and is used
to characterize the dynamics of a system. It is a measure of magnitude and phase of the output as a function of frequency,
in comparison to the input. For a system to be linear, the output response of an input will be at the same frequency with a
certain magnitude and phase angle relative to the input. When you double the amplitude of the input, the amplitude of the
output should also double. The FRF is significant for mechanical properties because it shows attenuation or amplification at
a certain frequency for a structure.

When looking at the FRF, we are also looking at the coherence of the system to check for confidence in our measurement.
As seen in Fig. 12.12, the FRF’s don’t change drastically between the series for the X-, Y- or Z- direction of the tri-axial
block. This would imply a linear system but a closer check of the coherence would be required for a definitive statement.
Certain frequency bands do have drastic magnitude changes between the single inputs and the multiple inputs. More analysis
at these certain frequency bands along with a coherence check would lead to a possible conclusion of what frequency bands
maintain the hypothesis that single input acceleration magnitudes sum up to the multiple input magnitude at given locations.
In general, there is no relationship in the FRF from single to multiple inputs.
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Fig. 12.12 FRF analysis with
coherence. (a) Coherence; (b)
FRF

12.5.3 Output Auto Power Spectra Analysis

When looking at the Auto Power Spectra Analysis, we take into account all of the outputs from the various locations and
compare them. This is a frequency domain analysis of the cross-correlation between certain time series and their particular
amplitudes. The Auto Power Spectra method is preferred because this is the output, which includes the systems response,
instead of the input where vital information could be left out. Also, the phase is eliminated for Auto Spectra Analysis. We
can use this to determine if the single input magnitudes (units of g2) combine to the simultaneous input magnitudes. It
is usually not helpful to look at the coherence of the system when doing auto spectra analysis because only the output is
considered. Coherence should only be utilized when the input and output of a system are analyzed, such as with an FRF.
As seen in Fig. 12.13a, in general there is no relationship between single and simultaneous inputs in regards to the output.
A more detailed analysis would be required to find correlations in certain frequency bands for this particular phenomenon.
However, there are certain bands that maintain the theory that Series 1, Series 2, and Series 3 all sums up to equal the
Series 4 magnitude. This can be seen in Fig. 12.13b along with a magnitude calculation at 42.13 kHz. In general, there is
no relationship between the single and simultaneous inputs across the entire frequency spectrum based on an Auto Power
Spectra analysis. This also implies that the system tends to be non-linear.
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Fig. 12.13 Cross spectra analysis of tri-axial block. (a) Auto spectra analysis of output amplitudes (X direction); (b) Auto spectra analysis of
output amplitudes (Z direction)
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12.5.4 Shock Response Spectra Analysis

In the complex environment that AFRL is interested in there is an accepted methodology of developing test requirements
using a Shock Response Spectrum (SRS), which was used as our initial figure of merit. The SRS has been proposed as a tool
for evaluating the damage potential in a given acceleration time history. The SRS is defined using an array of 1-D spring-
mass systems, each with a spring constant tuned to a different resonant frequency (! D p

k/m). The maximum acceleration
by an oscillator when coupled to a rigid base moving with the specified acceleration time history defines the “positive” or
“negative” SRS depending on the direction of the shock. Further details on the SRS can be found in comprehensive reviews,
e.g., Irvine [3]; other spectral analyses can be found in Scavuzzo and Pusey [4]. The positive and negative maximum SRS
gives the maximum acceleration of the 1-D spring mass in the respective directions due to the acceleration time history.
The SRS provides a measure of the effect of the pyroshock on a simple mechanical model with a single degree of freedom.
Generally, a measured acceleration time-history is applied to the model and the maximum acceleration response is calculated.

The maximum positive SRS for each test and each axis of the tri-axial accelerometer were calculated and are shown in
Fig. 12.14. Figure 12.14 compares the response of the X, Y, and Z directions for the accelerometer and tri-axial accelerometer
in the component. The test data is plotted with the desired maximum and minimum SRS bands for this test series. One of
the goals for the design-a-shock methodology is to create a test article and the necessary input needed to have the SRS fall
within the maximum and minimum bands in the X, Y, and Z directions. The charts depicted in Fig. 12.14 show a variety

Fig. 12.14 SRS for single and multiple input responses
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of interesting phenomena, specifically the consistency in SRS behavior between tests. While this is expected when applying
a mechanical shock, it is not as expected when using live explosives to apply energy to the system. It verifies that our test
apparatus stays in the elastic regime and is not damaged, or altered, between tests. Additionally, the plots show that in all
directions the tests were generally unsuccessful in achieving the minimum SRS band. The SRS does reach the minimum
bands with very high frequencies in Series 1 and 2. The simultaneous inputs test does not reach the minimum SRS band,
which contradicts the idea of higher amplitudes with multiple inputs.

12.6 Summary

Previous sub-scale laboratory testing showed that by providing multiple impacts on a plate, at specific locations, the
additional input can generally increases the magnitude of the Frequency Response Functions. Additionally, when looking at
the Shock Response Spectra there is a significant increase in the damage potential at the output point due to the simultaneous
impacts. In general, after initial testing with the full scale test setup, simultaneous inputs didn’t have as significant effect on
the magnitude of the shock response. Whether looking at overall time-domain vs acceleration data or frequency data, there
is nothing that consistently portrays a drastic magnitude change between single and multiple inputs. For the SRS analyses,
only at very high frequencies were we able to see any peak acceleration inside the necessary bands. For future testing,
further emphasis should be given to sensors with similar plate locations on the MAPP rather than all the focus being on the
bookshelf. There is far too much variability between configurations due to edge boundary condition, shock wave interactions,
and the actual true magnitude of your input. When presenting multiple inputs into the MAPP, more understanding is needed
to characterize the shock waves and how they interact. New frequencies and wave properties are introduced to the problem
that weren’t present in the single input tests. If some of these issues can be addressed then computational simulation for
response prediction at certain locations on the MAPP may be in the realm of possibilities. Finally, the 2011 modal data that
was never processed should be compared to this pyroshock data for analysis of possible mapping functions.
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Chapter 13
Experimental Study of Glass Fiber Reinforced Polyester Under
Repeated Impacts

Ahmed M. Elmahdy, Abdelhalim M. Elhabak, Mahmoud A. Adly, and Mohamed M. Elbawab

Abstract The results of an experimental study on the repeated impact behavior of woven glass fiber reinforced polyesters
are presented. Tests were carried out using a specially designed repeated impact testing machine, which utilizes a pneumatic
system to apply the loads, and a data acquisition system to directly measure the number of impacts and deflections of
the specimens. Calibration results of the device are reported and a comparison is carried out between experimental and
analytical impact forces. Dynamic deflections and impact fatigue trend of composite specimens under repeated impacts are
also discussed.

Keywords Impact • Polymeric composites • Glass fibers • Delamination • Low cycle fatigue

13.1 Introduction

Fibrous polymeric composite materials have increasingly been used in various industries such as aerospace, automotive
and sports industries. Their importance comes from the fact that composite materials can be tailored to produce specific
mechanical properties for various applications. However, due to the lack of through-the-thickness reinforcement in fibrous
composites, they can be subjected to damage and failure when transverse loads are applied on the laminates. Such transverse
loads can be static loads or dynamic loads such as impact and shock loads. Impacts can range from small stones hitting a
composite car bumper or small tools dropped on a composite surface, to a high speed bullet fired on a composite panel.

The importance and complexity of the subject has led to numerous research in order to understand the response of
composite materials under impact loads. Researchers studied different parameters such as residual strength and stiffness
after impact [1–3], residual flexure properties after impact [4], fiber content [5], hybridization [6], in-plane dimensions [7],
and testing temperature [8]. While extensive research was carried out covering the response of composite materials subjected
to single impact events, relatively little research was done on the response of polymeric composites to repeated impacts
or impact fatigue events. Low velocity impacts can develop internal microcracks that are barely visible in the composite
structures [9]. With the accumulation of microcracks due to repeated impacts, these structures can be subjected to severe
failures without prior notice.

Several testing machines and setups were used to apply repeated impacts on the tested specimens. Falling weight impact
testing machines were used by Sevak [10], Icten [11] and De Morais [12], while others like Bora [13], Çoban [14] and
Roy [15] used swinging pendulum machines. New devices were also introduced by Azouaoui [16], which transforms rotary
motion into linear impact motion for high cycle impact fatigue, and a device by Mittelman [17], which takes advantage of
stored energy in a spring to apply impacts with a spring cam mechanism. Several parameters were also studies by some
researchers such as testing temperature [11], hybridization [10], number of impacts [13–15], residual strength [16], and
contact time [18].

The aim of this study is to design a new compact device, which can be used to apply repeated impacts at low cycle fatigue
rates, and studying the dynamic behavior and impact fatigue trend up to failure of glass fiber reinforced polyester composites.
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13.2 Experimental Procedures

13.2.1 Specimen Description

The composite specimens used are glass fiber reinforced polyesters. Glass fibers are bidirectional weave cloth of volume
fiber 53.3 %. The plate used is made up of eight layers of thickness 0.25 mm each. Specimen strips are cut into dimensions
of 120 mm by 30 mm with a total thickness of 4 mm.

13.2.2 Impact Device Description

The repeated impact testing device utilizes a pneumatic system to apply the impacts, as shown in Fig. 13.1. It consists of an
air compressor (1) of power 1.5 hp which has a working pressure range of 1 bar up to 5 bars. The capacity of the attached
air tank is 24 liters. The compressed air passes through a hose to an air filter (2) and a solenoid valve (3). The solenoid valve
is connected to a double action air cylinder (4), which uses the air pressure from the compressor to actuate and provide the
force needed for impact. The air cylinder diameter is 70 mm and the maximum stroke of its piston is 100 mm. The solenoid
valve controls the repeated action of the impact. It takes its signal and power from a control unit (5), which is programmed
to provide specific fixed timing signals to open and close the outputs of the valve. The force of the air cylinder’s piston is
transferred to a system of connecting rods (6), which is attached to the impactor (7). The impactor hemispherical nose is
12 mm in diameter and the distance between the impactor nose and the specimen – referred to as ‘distance X’- ranges from
5 to 60 mm. Different specimen dimensions and materials can be used and fixed in the specimen fixation (8), up to 120 mm
in length and 100 mm in width. A photoelectric switch sensor (9) and a linear variable displacement transducer (10) are
attached to the device to enable automated measurements of the number of impacts and the deflections of the specimens
respectively. Both sensors are controlled via a data acquisition card (11) NI-USB 6212, which is connected to a personal
computer (12) to display and record the measurements by a means of an interface designed using LabVIEW program.

When the pressurized air flows into the air cylinder, the control unit sends intermittent signals to the solenoid valve which
allows the air to flow in each side of the air cylinder, one at a time, causing the repeated impact force on the specimen. The
impact begins with a forward stroke, causing a sudden impact force, then the impactor stays in contact with the specimen
for a certain contact time while applying force in the same time. Finally, the impact cycle ends with the return stroke, which
releases the impactor away from the specimen. Figure 13.2 illustrates the load cycle of the used impact device. The impact
load cycle takes approximately 8.5 seconds to be applied, making the device capable of delivering approximately seven
impacts per minute.

Fig. 13.1 Components of the
repeated impact testing device
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Fig. 13.2 Load cycle of the
repeated impact

Fig. 13.3 Elastic and plastic
behaviors of the specimens under
impact

Fig. 13.4 Analytical impact
forces vs. distance X between the
impactor and the specimen

The behavior of specimen material when they are subjected to impact using the repeated impact device is illustrated in
Fig. 13.3, where materials can behave either elastically or plastically. When the impactor strikes the specimen, the specimen
develops an initial deflection as a result of the impact, denoted by (1). The impactor then stays in contact with the specimen
while applying force, causing the specimen to develop an intermediate deflection, denoted by (2), which is less than the
initial deflection (1). Upon the release of the load, the specimen will either return to its original position without any plastic
deformations if it behaves elastically, or will develop a final permanent deformation, donated by (3), if it behaves plastically.
Through the rest of this paper, the initial deflection (1) will be referred to as ‘dynamic deflection’, while the final deflection
(3) will be referred to as ‘permanent deflection’.

Different values of impact forces can be obtained by changing the values of the applied pressure and the distance between
the impactor and the specimen. Figure 13.4 shows the different values of the calculated impact forces through force analysis
techniques [19]. As seen from the figure, the impact forces increase with the increase of the pressure for the same distance X.
On the other hand, for the same pressure, the impact forces decrease with the increase of the distance between the impactor
nose and the specimen.
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13.2.3 Impact Device Calibration

A dummy specimen is used to determine the experimental values of the impact forces. A quarter bridge strain gage system is
attached to the dummy specimen and the strain is measured using a KYOWA PCD 320A strain meter. The dummy specimen
is made of low carbon steel with a modulus of elasticity (E) 200 GPa, and dimensions 120 � 35 � 5 mm.

A stress analysis relation is deduced to determine the value of the impact force through the measured strain, which is
derived as follows:

1. The dummy specimen is fixed at both ends, so that the impact force acts as sudden bending force, causing bending stresses
to the specimen as shown in Fig. 13.5, where (P) is the impact load, (l) is the length of the dummy specimen, (b) and (t)
are the width and thickness of the specimen respectively.

2. From the bending moment diagram, the maximum bending moment applied is:

Mmax D P l

8
(13.1)

3. Using stress analysis, and knowing the section modulus of the specimen (rectangular section), the maximum impact
bending stress is:

�max D 3P l

4bt2
(13.2)

4. Since the calibration experiment is carried out in the elastic limit, Hook’s law can be applied, and hence, the impact
bending force will be:

P D 4bt2E

3l
" (13.3)

5. Substituting the values of b, t, E and l in Eq. (13.3), the relation becomes as:

P D 1746031:74" (13.4)

The measurements are recorded within pressures ranges of 1 bar up to 4 bars at the corresponding distances X from
impactor tip to the specimen surface. Values of forces corresponding to pressures greater than 4 bars can be extrapolated.

Strain gages used are KYOWA KFG-10-120-C1 general purpose gages of dimensions 16 � 5.2 mm, excitation voltage 2–
4 V, resistance 120 	, gauge factor approximately 2.1, and measurement accuracy of approximately ˙0.05 %. The surfaces
of the dummy specimen were ground and polished to a near mirror surface, then carefully cleaned using acetone. Gages are
then pasted on the center of the polished surface opposite to the impactor by a means of a cyanoacrylate adhesive.

Fig. 13.5 Bending moment
diagram of the dummy specimen
with fixed-fixed supports
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Fig. 13.6 Strain measurement
screen

Table 13.1 Repeated impact
testing procedures for composite
specimens and the corresponding
testing parameters

Parameter Group 1 Group 2

Pressure (bar) 3 4 5 1 2 3 4 5
Distance X (mm) 45 45
Number of impacts N 315 Up to failure

Strain is measured in microstrains (�") using KYOWA PCD 320 strain meter. According to the behavior of the impact
device, there is an initial value of strain at the impact stroke (min. strain). The strain then increases while the impactor is in
contact with the specimen till it reaches its maximum value (max. strain). Finally, it drops to zero with the backward stroke.
Figure 13.6 shows a strain measuring curve on the PC screen using the strain meter at pressure 4 bar and distance 30 mm.
Strains were measured four times at each pressure and distance X. First, the average of the minimum and the maximum
strains was calculated four times then the average of the four average measures was determined and substituted in Eq. (13.4).

13.2.4 Repeated Impact Procedures

Repeated impact tests were divided into two groups; the first group of impact tests were carried out to measure the permanent
and dynamic deflections of the composite specimens (in millimeters) after a certain number of impacts, while the second
group of impact tests were carried out to measure the number of impacts up to the failure of the composite specimen in order
to estimate its fatigue trend, as indicated in Table 13.1.

13.3 Results and Discussion

13.3.1 Device Calibration Results

Figure 13.7 shows a comparison between experimental and analytical impact forces at different pressures. A drop in the
value of the experimental impact force can be seen at distance 5 mm from the specimen, as compared to the analytical
impact force, where the ratio between the analytical and the experimental forces is approximately two. This ratio decreases
to approximately 1.8 at distance 30 mm from the specimen, and further decrease to approximately 1.4 at distance 60 mm
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Fig. 13.7 Analytical and
experimental impact forces at
different distances X

from the specimen. This behavior is constant with the increase of the pressure despite a slight tendency of instability in the
system at higher pressures. As a result, the distance between the impactor and the specimen is chosen to be 45 mm for the
repeated impact tests, where the difference between the experimental and analytical forces is minimum.

The drop in the experimental force compared to the analytical force is due to the sudden drop in pressure of the air in the
air cylinder. As mentioned in Sect. 13.2.2, the device utilizes an air compressor, which compresses the air to a certain desired
pressure and the compressed air then expands in the air cylinder causing it to impact the specimen. This sudden expansion
is accompanied by a sudden drop in pressure according to ideal gas laws. The pressure then increases gradually, trying to
compress the air to the same volume it had before the expansion. This happens while the impactor is in contact with the
specimen and stops in the backward stroke. The same behavior is also observed on the pressure gauge fitted in the air filter.

13.3.2 Deflection of Composite Specimens

Figure 13.8 summarizes the results of the permanent and dynamic deflections across the 315 impact cycles for the glass fiber
reinforced polyester.

Glass fiber reinforced polyester composites do not undergo significant plastic deformations. Permanent deflections
reaches their maximum values at 315 impact cycles, ranging from 0.22 mm at force 720 N to 0.4 mm at force 1,200 N,
while maintaining a constant behavior up to 315 impacts. The specimens clearly did not suffer any sever delimitations or
accumulation of matrix cracks at this early stage of impacts.

Moreover, dynamic deflection increased nearly five times compared to permanent deflection values, and the ratio remains
constant with the increase of both the impact forces and the number of impacts. This indicates that dynamic forces have a
significant effect on the deflection of the composite specimens. In addition, by increasing the value of the dynamic force by
66 %, the dynamic deflection increase by only 26 %, which indicates a slight effect of the dynamic forces on the dynamic
deflections.
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Fig. 13.8 Permanent and
dynamic deflections of composite
specimens after different number
of impacts

Fig. 13.9 Impact fatigue trend of
composite specimens

13.3.3 Impact Fatigue Trend of Composite Specimens

Composite specimens were impacted up to failure at different forces 241, 481, 720, 960 and 1,200 N, corresponding to
pressures 1, 2, 3, 4 and 5 bars. Number of impacts to failure was recorded using the photoelectric switch. Figure 13.9 shows
the impact fatigue trend of the glass fiber reinforced polyester, where the experimental errors varied between 2 % and 3 %.

At higher impact forces, the rate of delamination and matrix cracks increase very rapidly, causing early and fast failure
of the specimens. This can be seen at forces higher than 800 N, where specimens fail at approximately 850 impacts. On the
other hand, at lower impact forces, the rate of delamination and matrix cracks tends to be less, leading to a longer fatigue life
up to 9,000 impacts at 374 N. It can then be considered that the force level of 800 N is a critical force level, above which a
higher rate of delamination and failure occurs, and below it, lower rate of failure occurs.
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13.4 Conclusion

A special repeated impact testing device was designed and calibrated to test the behavior and the impact fatigue trend of
glass fiber reinforced polyester composite specimens. The following can be concluded from this study:

1. Dynamic forces have a significant effect on the deflection of glass fiber reinforced composite specimens.
2. Dynamic deflection values were five times the permanent deflection values, which also showed constant behavior up to

315 impact cycles.
3. At impact forces greater than 800 N, glass fiber reinforced polyester composites tend to fail at a high rate. Below 800 N,

composites show better resistance to impact fatigue. Thus, at the present conditions, the force level at 800 N can be
considered a critical force level.

References

1. Davies G, Hitchings D, Zhou G (1996) Impact damage and residual strengths of woven fabric glass/polyester laminates. Compos A Appl Sci
Manuf 27(12):1147–1156

2. Santiuste C, Sánchez-Sáez S, Barbero E (2009) Residual flexural strength after low-velocity impact in glass/polyester composite beams.
Compos Struct 92(1):25–30

3. Barcikowski M, Semczyszyn B (2011) Impact damage in polyester-matrix glass fibre-reinforced composites. Part II. Residual load bearing
abilities. Kompozyty 11(3):235–239

4. Liu Q, Guo O, Ju Y, Lin Y, Li Q (2014) Composite structures. Compos Struct 111(C):332–339
5. Romanzini D, Lavoratti A, Ornaghi HL Jr, Amico SC, Zattera AJ (2013) Influence of fiber content on the mechanical and dynamic mechanical

properties of glass/ramie polymer composites. Mater Des 47:9–15
6. Sarasini F, Tirillò J, Ferrante L, Valente M, Valente T, Lampani L, Gaudenzi P, Cioffi S, Iannace S, Sorrentino L (2014) Composites: part B.

Compos B Eng 59(C):204–220
7. Aslan Z, Karakul R, Octane B (2002) The response of laminated composite plates under low-velocity impact loading. Compos Struct

59(1):119–127
8. Yang L, Yan Y, Kuang N (2013) Experimental and numerical investigation of aramid fiber reinforced laminates subjected to low velocity

impact. Polym Test 32(7):1163–1173
9. Polemic U, Meo M, Almond DP, Angioni SL (2010) Detecting low velocity impact damage in composite plate using nonlinear acous-

tic/ultrasound methods. Appl Compos Mater 17(5):481–488
10. Sevkat L, Delale R (2010) Effect of repeated impacts on the response of plain-woven hybrid composites. Compos B 41(5):11–11
11. Icten BM (2008) Repeated impact behavior of glass/epoxy laminates. Polym Compos 9999(9999):1562–1569
12. De Morais WA, Montessori SN, d’Almeida JRM (2005) Evaluation of repeated low energy impact damage in carbon–epoxy composite

materials. Compos Struct 67(3):307–315
13. Bora MÖ, Çoban O, Sinmazçelik T, Cürgül Î, Günay V (2009) On the life time prediction of repeatedly impacted thermoplastic matrix

composites. Mater Des 30(1):145–153
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Chapter 14
FE Modeling of Paperboard Material Using Sandwich Structure Method

W. Yang, M.W. Allin, and C.J. Dehenau

Abstract Paperboard materials have been widely used in industrial applications, especially in packaging. It is very important
and necessary to model the material behaviors of paperboard in order to accelerate product development processes and
optimize the product designs.

In this paper, the sandwich structure method is applied to describe the mechanical behavior of the paperboard, which is
modeled by two shell surfaces and one solid core. The two shell surfaces represent the in-plane (machine direction [MD]
and cross direction [CD]) properties while the core represents the out-of-plane (thickness direction [TD]) properties. The
anisotropic elastic plastic material and isotropic elastic material models within ABAQUS are employed for the two shell
surfaces and core, respectively. The two material models are validated based on the tests.

Then the two material models are implemented into a paperboard beverage package to predict the packaging performance
under different loading conditions. The quasi-static handle test is also performed to validate the Finite Element Simulation.
A good agreement between the FE result and tests is achieved. This method will play important role in packaging products
development.

Keywords Paperboard • Packaging • Sandwich structure • ABAQUS

14.1 Introduction

Paperboard is one of the most commonly used materials in every industry. Paperboard is a paper material which generally
consists of several pulp fiber sheets bonded by adhesive materials, and is usually a multilayered structure. Schematic of
typical paperboard’s micro and macro-structure are shown in Fig. 14.1 [1], in which three orthogonal directions are depicted
for paperboard. MD refers to the machine direction and CD refers to the cross or transverse direction. The machine and cross
directions generate the plane of the structure, and ZD refers to the out of plane or thickness direction. The fibers are mainly
oriented in the plane and along machine direction. So the paperboard in-plane properties are dominated by the fibers.

Paperboard materials generally exhibit complex anisotropic and nonlinear mechanical behavior due to fiber orientation
distributions, which is also highly affected by the moisture and temperature, and paperboard also exhibits viscosity and has
different properties between compression and tension. So in order to have the practical use of the material model, the material
model should be as simple as admitted and the material parameters can be obtained easily by the material testing.

There are many material models proposed and developed for paperboard by previous researchers. Some of these material
models are developed by the theory of micromechanics and used to predict paperboard mechanical properties based on
the properties of fibers and fiber-fiber interfaces. Perkins and Sinha created a based network constitutive model for the in-
plane properties of paper [2, 3], in which a representative meso-scale element was built for fibrous paper microstructure.
The mechanical behavior of the representative element depends on the properties of fiber and fiber interfaces, and the
fiber interfaces play a key role in the overall in-plane inelastic behavior of paper. The material models of paperboard
were developed based on classic laminate theory by Page and Schulgasser [4, 5], which can be only used to predict
elastic behavior. Gunderson used Tsai–Wu quadratic yield condition to model the failure loci they obtained experimentally
[6, 7]. Xia developed an anisotropic elastic-plastic constitutive mode for paper and paperboard [1], in which a multi-surface
yield function, anisotropic hardening, different mechanical behaviors between tension and compression, and an out of plane
nonlinear elastic description were incorporated. But this complex model requires a lot of experimental work to validate it.
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Fig. 14.1 Schematics of
paperboard’s micro and
macro-structure

Fig. 14.2 Finite element model
of paperboard beverage package
handle test

In this paper, the mechanical behavior of paperboard is modeled by the sandwich structure method, which includes two
surfaces and one core representing the in-plane and out-of-plane properties of paperboard, respectively. The anisotropic
elastic-plastic material model is applied for two shell surfaces and elastic material model is applied for core.

14.2 Finite Element Model

The FE simulation is performed in three main steps, the first is building model using ABAQUS CAE. Then, the nonlinear
analysis is carried using ABAQUS v6.13. Finally the results are assessed and presented using ABAQUS CAE, and validated
by the experimental tests. The geometry of the paperboard beverage package is of a hollow rectangular solid with cross-
section (123.0 mm � 135.0 mm) and 402.0 mm in length. The thickness of the package is 0.45 mm. The handle testing was
selected to validate the sandwich structure method for modeling the material behavior of paperboard.

The mesh scheme of the beverage package handle test is shown in Fig. 14.2. The model consists of the paperboard
package, aluminum beverage cans and handle. The element types used in this model are eight-node, six-node solid elements
and three-node, four-node shell elements. There are 18,242 solid elements and 51,079 shell elements, and 54,177 nodes in
the FE model.

Two ABAQUS material models are used for the FE analysis of the handle testing, which are anisotropic elastic-plastic
and elastic. The moving handle and aluminum beverage cans are modeled as rigid body. The anisotropic elastic-plastic
with potential function is chosen for the two shell surfaces in the beverage handle testing [8], while the elastic material is
selected for the core. The mechanical properties are determined by the experimental tests including Instron Machine and 3D
Ultrasonic Tester. The potential option is used to define stress ratios for anisotropic yield behavior, which can be used for
paperboard that exhibits different yield behaviors in different directions.

Anisotropic yield behavior is modeled by the use of yield stress ratios, Rij. In the case of anisotropic yield the yield ratios
are defined with respect to a reference �0, which is the metal plasticity definition. Such that if � ij is applied as the only
nonzero stress, the corresponding yield stress is Rij �0.

The Hill potential function is a simple extension of the Mises function, which can be described in terms of rectangular
Cartesian stress components as:

f .�/ D
q

F .�22 � �33/2 C G.�33 � �11/2 C H.�11 � �22/2 C 2L�23
2 C 2M�31

2 C 2N �12
2 (14.1)
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Where F, G, H, L, M and N are constants obtained by material tests in different orientations. They are defined as:
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Where R11 , R22 , R33 , R12 , R23 , R31 are anisotropic yield stress ratios.
The contact interface type surface to surface is used to define the contact among aluminum beverage cans, handle and

paperboard. The boundary conditions refer to the moving handle. During the handle test, the moving handle is modeled as a
rigid body at a quasi-static velocity.

14.3 Simulation Results

The force displacement curve is selected as output to validate the sandwich structure method for modeling the material
behavior of paperboard. There is a good agreement achieved between the simulation result and experimental tests shown in
the Fig. 14.3.

Fig. 14.3 Plot of force
displacement curves of
simulation result and
experimental tests
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14.4 Conclusions

Paperboard is a very complex material, In order to accelerate the packaging product development process, it is very necessary
to model the paperboard material, so the sandwich structure method is utilized in this paper, which provides very practical
application in modeling and simulation of paperboard packaging performance and help optimize the paperboard packaging
designs. Based on the above work performed on the paperboard structural modeling, the sandwich structure method with
anisotropic elastic plastic material model provided a good correlations between simulation result and experimental test (see
Fig. 14.3), which shows about 90 % correlation has been achieved. This material model can now be used as a basis for
continued work correlating simulated and experimental packaging performance, and then provide recommendations for
packaging designs and solutions.
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Chapter 15
Evaluation of Seismic Performance of an Excavation Support System

Omer F. Usluogullari, Yalcin Bulut, and Ahmet Temugan

Abstract In this study a braced excavation support system of a subway station is evaluated under two cases: (1) Lateral
soil pressure caused by excavation and overburden load (2) Seismic load. The substructure is instrumented and the lateral
deformations and settlements are observed during excavation and construction of substructure.

A three dimensional finite element model of the substructure is developed and verified using field observations. The
structural model is used to calculate the seismic response of the substructure. A bracing system which consists of secant piles
and tie-back anchors is introduced to the substructure and seismic performance is examined. Results of three dimensional
finite element analysis showed that predicted lateral deformations and vertical movements have similar patterns with
measured results and these movements is almost three times under seismic load comparing to static case.

Keywords Seismic load • Excavation support • Tie-back anchors • 3D finite element analysis • Cut-cover tunnel

15.1 Introduction

Rapid population growth and the exponential increment at the needs of the people in Turkey, increased the importance of
city planning. Especially in the capital city of Ankara (Fig. 15.1a) population is densely conglomerated in several locations
and resulted in limited space for transportation. Due to these reasons underground metro projects gain importance and deep
excavations adjacent to buildings need to be evaluated more carefully.

Deep excavations possess too much risk considering the dense inner-city traffic and too many buildings near to the metro
lines. Settlements and lateral deformations of supporting systems might cause high damage to overlay pavements or adjacent
buildings. Several methods have been used to evaluate lateral deformations and settlements by many researchers. Some
researchers used case studies and field observations [1–5] some of them used numerical and analytical studies [6, 7] and few
of them used both field observations and numerical analysis [8, 9, 10]. Also the effect of seismic movement was reported
by [11, 12, 13]. In this study static and seismic performance of supporting system was evaluated by investigating lateral
deformations and ground settlements in the excavation area located between Mecidiye-Belediye stations, which is a part of
Tandogan-Kecioren (M4) line (Fig. 15.1b).

15.2 Soil Properties and Site Conditions

A comprehensive field exploration program was performed to obtain soil parameters. The subsurface consisted of two
uniform layers of soil. Top layer consists of soft to stiff alluvial soil with an approximate uniform depth of 9 m overlying stiff
sand stone. The rivers pass through this Metro line and alluvial deposits located at tributaries generally consist of the mix of
greenish brown, medium plastic, medium to very stiff sandy silty clay, clayey sand and clayey sandy gravels. Groundwater
table was observed at 3 m depth. The soil properties were characterized by in situ standard penetration tests, pressuremeter
and piezometer tests and a series of laboratory tests including unconfined compression tests, tri-axial tests and other soil
characterization tests. Geological strength index (GSI) was used to determine strength of soft rock sand stone. Idealized soil
profile with geotechnical parameters was shown in Table 15.1.
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Fig. 15.1 (a) Location of Ankara in Turkey, (b) location of metro line

Table 15.1 Geotechnical properties of soil layers

Layers ”unsat (kN/m3) Cohesion c (kPa) Friction angle (¥o) Elasticity modulus (MPa) Shear modulus (MPa) Shear velocity (m/sn)

0–9 m 20 2 30 19.5 8.125 63.1
9–30 m 24 100 36 2,700 1,038 651.2

Fig. 15.2 An illustration of the
excavation area

In this case history, excavation area is closely located between residential and commercial buildings. Due to existence of
these buildings pile retaining walls with post-tension tieback anchors was used as bracing system and aimed to have a lateral
soil movement limited to maximum 1–1.5 cm.

Optical deformation points and inclinometers were used to measure settlements and lateral movement of soil, respectively
(Fig. 15.2). Figure 15.3 shows the locations of the instrumentation points to measure the lateral deformations and settlements
of retaining pile walls.

The excavation area had an approximate width of 16 m and depth at maximum level of excavation was around 9 m.
Generally adjacent buildings consist of four-story reinforced concrete buildings. In this study the section between 5 C 724 km
and 6 C 164 km was investigated which closely represents the whole section.

15.3 Construction Phases and Numerical Modeling

Finite element analysis, by the software PLAXIS 3D, was used to investigate the static and seismic behavior of pile retaining
walls, under lateral loads caused by the excavation of soil and earthquake loads using ground motion acceleration records
of El-Centro 1940 earthquake in order to construct cut-cover tunnel, respectively. Excavated area was braced with secant
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Fig. 15.3 Instrumentation plan of cut and cover tunnel construction between Belediye and Mecidiye stations

Fig. 15.4 Geometry and structural elements of bracing system

Fig. 15.5 3D finite element model of cut-cover tunnel excavation (a) first stage and (b) last stage

piles and tie-back anchors (Fig. 15.4). A typical finite element model showing excavation area, structures of support system,
adjacent buildings is shown in Fig. 15.5. Settlements and lateral movements were investigated to evaluate the performance
of support system, in order to be in the desired deformation range under static and seismic loads. Static loads are consisted
of lateral earth pressure and overburden load caused by adjacent buildings.

To model the soil, ten node wedge elements were used. Various element sizes ranging from very fine to very coarse were
used during calculations. Coarse size elements were selected due to efficiency of calculation of time in regards to change
at results. The soil was modelled with Mohr-Coulomb failure criterion approximated to be a linear elastic-perfectly plastic.
The constitutive model used to simulate the soil behavior required five basic input parameters and two seismic parameters
shown in Table 15.1: the Elastic modulus (E), Poisson’s ratio (¤) (0,2), cohesion (c), friction angle (¥), unit weight (”), shear
modulus (G) and shear velocity (Vs).
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Table 15.2 Material properties of structural elements

Structural elements Thickness/diameter (cm) Elastic modulus (kN/m2) EA (kN)

Secant piles (embedded piles) 0.80 2.19EC07 1.1EC07
Free section of anchors (post tension steel tendons) – – 1.1EC05
Grouted section of anchors (embedded piles) 0.14 2.83EC07 4.4EC04
50 cm basement floor 0.5 2.85EC07 1.4EC07

In the finite element analysis as-built construction drawings have been used to develop model. Excavation was supported
by secant piles with 80 cm radius having 11 m length were driven into rock layer with an embedment length of 2 m. To
model the pile retaining wall, embedded piles were used in the three dimensional analysis. Studies on embedded pile [14]
validated the accuracy by comparing with volume piles. That study also showed that embedded piles can be used to analyze
the actual behavior of real piles.

The post-tensioned tie-back anchors with steel tendons, 80 cm grouted body and the anchor spacing of 2.6 m were installed
to support soil during excavation. The first free parts of anchors without grouting material were modeled as node-to- node
anchor and the second sections having 8 m grouted length were modeled as embedded beam elements providing the interface
simulated the grout-soil interaction. Finally the basement slab was modeled as 50 cm thick plate element (Fig. 15.5a, b). The
material parameters of structural elements used in this study were summarized in Table 15.2.

The closest buildings adjacent to the excavation area were 10 m away from site. Those four story buildings have
approximately 1.5 m foundation height and the resulting load due to dead weight of one of those building was estimated
approximately 50 kN/m2 and applied to surface as distributed surcharge load (Fig. 15.5b).

The construction stages used in the finite element model and corresponding actual construction steps can be summarized
as follows:

1. Installment of secant piles and excavation of 3.5 m top soil till 0.5 m below of first row of anchors (15.08.2012–
19.10.2012),

2. Installation of anchors at �3 m depth having 21 m length (19.10.2012–24.10.2012),
3. Excavation of the soil 0.5 m below second row anchors (�6.5 m) (24.10.2012–3.11.2012),
4. Installation of anchors with a length of 15 m at �6 m depth (3.11.2012–11.11.2012),
5. Excavation to final depth at �9 m level and construction of base slab (11.11.2012–08.12.2012).

The predicted values using PLAXIS 3D was compared with measured lateral movements and settlements obtained
by inclinometers and level instrument, respectively. A typical finite element model used with the appropriate boundary
conditions in the analysis of the staged excavation is shown in Fig. 15.5a (first stage) and b (final stage). Fifteen node wedge
elements to model the soil, embedded piles to model the pile retaining wall, node to node bar elements along with embedded
pile elements to model the tie-back anchors were used in the three dimensional analysis. Various element sizes between very
fine to coarse were used during calculations and medium size elements were selected due to having efficiency at calculation
time regarding to change at results.

15.4 Instrumentation System and Comparison of Results

15.4.1 Instrumentation

To evaluate effects of excavation on adjacent buildings and road, vertical ground movements and lateral deformations were
monitored with an instrumentation system consists of level measurements and inclinometer readings, respectively (Fig. 15.3).

Tan and Li [2] suggested that unless soil under the excavated area does not bear to hard stratum and does not have
consolidation issues, significant retaining wall settlement is not expected. The results of level survey measurements of the
points at pile heads agree with that suggestion and support system kept settlements in the range of desired limits which are
1–2 mm. In order to measure ground settlements near to buildings, level measurement points were chosen at four sides of 23
buildings 10 m away from excavation area (Fig. 15.3). Settlements of piles located at right and left hand sides of excavation
area were monitored by level instruments at 31 survey points (Fig. 15.3).

In addition to ground movement, the performance of supporting system was evaluated with monitoring the lateral soil
movements during excavation and with the construction of structural elements. The deflections of piles were intended to be
observed by 5 inclinometer tubes located at both sides of excavation area. However, due to construction issues, data were
able to collect from three of them. Inclinometer readings were collected every 7 days after the construction of anchors at
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�3 m level till the end of excavation, which is around 3 months. The retrieval of settlement readings were started with the
time of excavation and continued to end of excavation, which is around 5 months.

15.4.2 Ground and Pile Settlements

The results of level survey measurements of the points near to buildings and pile heads are presented in Figs. 15.6 and 15.7,
respectively.

Fig. 15.6 Ground settlements near to adjacent buildings during

Fig. 15.7 Settlements at top of piles
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Fig. 15.8 Average ground
settlements near to adjacent
buildings during excavation

Fig. 15.9 Average settlement
results at top of piles

At top of piles and near to adjacent building corners, a wavy vertical movement was observed at soil when all survey
points are investigated in one graph (Figs. 15.6 and 15.7). To observe the generalized behavior of soil movement the average
results on relevant dates were selected and compared to three dimensional static finite element analysis as shown in Figs. 15.8
and 15.9.

According to these figures as excavation proceeded to lower levels, the ground settlements near to buildings increased
continuously (Fig. 15.8) and the pile retaining walls began to settle (Fig. 15.9) when excavation was completed. After
completion of the base slabs, the excavation induced vertical movements tended to stabilize around 1 mm.

To verify the developed finite element model, the predicted values were compared with the inclinometer readings and
level survey measurements. Material properties shown in Tables 15.1 and 15.2 were used in three dimensional modeling
and vertical movements at building corners and top of piles were estimated. Comparison of estimated vertical movement
increments near to buildings and measured in-situ settlements are shown in Fig. 15.8.

As shown in Figs. 15.8 and 15.9, predicted settlements successfully simulate the actual behavior of piles till end of
excavation. Although in this study post excavation behavior of soil have not been observed, with a numerical time-dependent
consolidation analysis post-excavation behavior of soil can be evaluated by further studies.

15.4.3 Lateral Deformations

In excavation induced movements major concern is the lateral movements caused by stress relief of soil next to excavated
area. Those soils tend to replace the excavated soil and result with an active earth pressure. The averages of three inclinometer
readings regarding to associated measurement dates are shown in Fig. 15.10. The results illustrated in Fig. 15.10 shows that
after excavation measurements reaches to �6.5 m levels lateral movement tend to increase and reaches two times more than
previous stages, then increment of the movement reduce with adding anchors. This may be the result of, after curing of
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Fig. 15.10 Average pile
deflections measured at different
stages

Fig. 15.11 Comparison of
measured and numerically
predicted lateral deformations

Fig. 15.12 Comparison of
results of seismic and static
analysis

concrete completes in anchors and basement slab, they provide sufficient strength to suppress pile deflections till end of
excavation and post excavation.

The relationship between the estimated lateral deformation of the piles using three dimensional finite element model and
measured results obtained by three inclinometers after completing excavation and installation of the anchors are presented in
Fig. 15.11.

After obtaining a relationship between predicted numerical analysis and measured in-situ results, a series of seismic
analysis was performed. Effects of an earthquake loading on excavation induced lateral deformation of piles were investigated
in different analysis by applying El-Centro earthquake loads as prescribed displacement multiplying with acceleration data
in three components, �x direction (direction of anchors), �y direction (throughout the piles) and combination of –x an –y
directions. In the seismic analysis; soil conditions, material properties and the excavation geometry, were assumed to be
same with actual site conditions presented above. Figure 15.12 shows the comparison of seismic and static analysis.



148 O.F. Usluogullari et al.

15.5 Conclusion

In this case study the excavation induced lateral deformations and vertical movements were investigated during the
construction of a cut and cover tunnel in the Capital City of Turkey, Ankara. This study focused on, comparison of predicted
and measured results of lateral deformation of piles and effects of seismic loads developed by an earthquake. Based on the
results of the excavation case study and numerical finite element analysis following conclusions can be advanced:

1. In the Mecidiye-Belediye part of Ankara metro the excavation induced settlements at soil near to adjacent buildings and at
top of piles and maximum lateral deformations were at 1.5 mm, �2.0 mm and �11.0 mm levels, relatively. This relatively
less numbers were assumed to be the result of having a stiff soil and using secant piles which makes the piles behaves
similar to a diaphragm wall.

2. The predicted lateral deformations and vertical movements show similar patterns with measured results.
3. Performed seismic analysis comparing to static analysis the support system presented in this study, shows that in seismic

loading maximum lateral deformation increase approximately three times when the seismic load applied in the direction
of excavation.

4. The ratio between lateral deformations and settlements were around 8–10, which indicates that lateral deformations are
major concern at excavation induced movements.

5. Having a database about tunnel excavations in Turkey is a neglected issue, this work aims to be a sample for future studies
in this area.
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Chapter 16
Calculating Stress and Strain from Experimental ODS Data

Brian Schwarz, Shawn Richardson, and Mark Richardson

Abstract In this paper it is shown how a Finite Element Analysis (FEA) model can be used together with experimental
Operating Deflection Shape (ODS) data to calculate stresses & strains in a machine or mechanical structure. This allows
for the on-line monitoring of structural stress & strain, which can be compared with prescribed warning levels to insure that
dangerous levels are not exceeded. Examples are included to illustrate how ODS data measured with multiple accelerometers
can be used to calculate stress & strain. Also, when this data is displayed together an ODS in animation on a 3D model of
the machine or structure, high levels of stress or strain, or “hot spots”, are quickly observed.

Keywords Operating deflection shape (ODS) • Stress & strain • Finite element analysis (FEA) mode shape • Modal
assurance criterion (MAC)

16.1 Introduction

In a rotating machine, the dominant forces are applied at multiples of the machine running speed, called orders. An order-
tracked ODS is assembled from the peaks at one of the order frequencies in a set of response frequency spectra of a machine.
When displaying in animation on a 3D model [1], an order-tracked ODS is a convenient way to visualize vibration levels,
and therefore monitor the health of the machine.

In a companion paper [2], it is shown how modes participate in an order-tracked ODS of a rotating machine, and how
they participate differently at different operating speeds. It is also shown how the modal participation can be used to expand
an order-tracked ODS so that it is suitable for display on a model of the machine.

It is well known that most rotating machines will exhibit different vibration levels under different loads and speeds. ODSs
are conveniently acquired by attaching multiple accelerometers to the machine surfaces, and acquiring vibration data from
the machine while it is running. In addition to visualizing the deflection of the machine in real time, an ODS can be used to
calculate stress & strain by deflecting an FEA model of the machine.

16.2 Variable Speed Rotating Machine

Figure 16.1 shows a variable speed rotating machine, instrumented with eight tri-axial accelerometers. An accelerometer is
attached to the top of each bearing block, and six accelerometers are attached to the base plate; three on the front edge and
three on the back edge. This test setup was used to measure order-tracked ODSs under different machine speeds.

A laser tachometer with its beam pointed at the outer wheel of the machine was used to measure the machine speed, as
shown in Fig. 16.1. The outer wheel had reflective tape on it, so the laser measured the once-per-revolution speed of the
machine.

Figure 16.2 contains a model of the machine that was used to display ODSs in animation. Each of the numbered test
points is displayed as a cube icon.
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Fig. 16.1 Variable speed rotating
machine

Fig. 16.2 Rotating machine
model

16.3 Mode Shapes of the Machine

The order-tracked ODSs of the machine in Fig. 16.1 contain participation of both “rigid body” and “flexible” mode shapes of
the base plate and bearing blocks. Since the machine is resting on four rubber mounts (one under each corner), its rigid body
modes will participate significantly in its ODS. The machine has six rigid body mode shapes. These mode shapes describe
the free-free motion of the machine in space, but they also participate in its ODS since it is resting on four soft springs.

The rigid body and flexible body mode shapes of the machine were obtained from an FEA model of the base plate and
one of the bearing blocks. The first 20 mode shapes of the base plate together with 20 modes for each of the bearing blocks
were used together with the SDM method [6] to solve for the modes of the combined substructures. Paper [1] contains more
details of this procedure.

Some of the mode shapes of the base plate and bearing blocks (60 in all) are listed in Fig. 16.3. Notice that the first six
modes are rigid body modes, with frequencies of “0”.

16.4 ODS Expansion

ODS data was acquired from the rotating machine in Fig. 16.1 at two different machine speeds. The mode shapes of the base
plate and bearing blocks were then used to expand the experimental ODSs acquired from the eight accelerometers to ODSs
for all DOFs on the base plate and bearing blocks [4, 5].
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Fig. 16.3 FEA mode shapes of the base plate & bearing blocks

Fig. 16.4 Magnitudes of modal
participation at 985 RPM

The modal participation of the first 10 FEA modes in the 985 RPM ODS is shown in Fig. 16.4 [3]. The modal participation
factors show that the first three modes are the dominant contributors to the 985 RPM ODS. All three of these rigid body
modes are being excited at this speed, and the machine is simply “bouncing” vertically and sideways on its rubber mounts.

The modal participation of the first 10 FEA modes in the 2280 RPM ODS is shown in Fig. 16.5. The participation factors
of modes 2, 5, and 6 indicate that they dominate the 2280 RPM ODS. At this higher speed, the machine is “rocking and
twisting” on its rubber mounts, with more motion at the outer bearing location.

Figure 16.6 is a comparison display of the two expanded ODSs on a model of the base plate and bearing blocks. Animation
of these shapes more clearly shows that they are different, but their low MAC value (0.17) also indicates that they are different.
The 2280 RPM ODS has much more motion at the outboard bearing block. This is due to the greater cyclic force created at
the higher speed by the unbalance weight that was added to the outboard wheel.
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Fig. 16.5 Magnitudes of modal
participation at 2280 RPM

Fig. 16.6 Expanded ODSs of
base plate & bearing blocks

16.5 Strain from Shape Data

Strain is the forced change in the dimensions of a structure, measured as a change in dimension per unit length. Its units are
typically displacement per unit displacement. Strain in an FEA element is a function of the deflections of its vertices. These
deflections can be obtained from the components of an expanded ODS, or from mode shapes.

When the dynamics of a machine can be adequately represented by mode shapes, an ODS can be represented as a
weighted summation of mode shapes. This is the well known superposition property of modes. In this case, strain can
also be calculated for each mode shape.

The equation for calculating the normal & shear strain at an FEA element vertex is:
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Where:
[B] D displacement strain matrix for an FEA element vertex

ŒB
 D

2
666666664

@
dx

0 0

0 @
dy

0
: : :

@
dx

0 0

0 @
dy

0

0 0 @
d z

@
dy

@
dx

0
: : :

0 0 @
d z

@
dy

@
dx

0

0 @
d z

@
dy

@
d z 0 @

dx

: : :
0 @

d z
@

dy
@

d z 0 @
dx

3
777777775

.6 by 3n/

8̂̂̂
ˆ̂̂̂̂
ˆ̂<
ˆ̂̂̂̂
ˆ̂̂̂̂:

u1

v1

w1

:::

un

vn

wn

9>>>>>>>>>>=
>>>>>>>>>>;

D ODS .or mode shape/ components at all vertices

n D number of element vertices 8̂̂
ˆ̂̂̂̂<
ˆ̂̂̂̂̂
:̂

"x

"y

"z

�xy

�yz

�xz

9>>>>>>>=
>>>>>>>;

D normal & shear strain at an FEA element vertex

16.6 Stress from Strain

Stress is the amount of force acting within a cross sectional area of a structure. Its units are typically force per unit area.
Stresses are calculated from strains with the following equation:
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[C] D stress strain matrix (6 by 6)
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16.7 Strain from Mode Shapes

The participation factors shown in Figs. 16.4 and 16.5 indicate that the flexible body modes 7, 9, and 10 contributed
significantly to both the 985 and 2280 RPM ODSs. Figures 16.7, 16.8 and 16.9 is a display of the ODS deflection together
with the normal strain in the x-direction of the base plate and bearing blocks, for each of these modes.

Fig. 16.7 Normal strain,
X-direction, mode #7

Fig. 16.8 Normal strain,
X-direction, mode #9
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Fig. 16.9 Normal strain,
X-direction, mode #10

Fig. 16.10 Normal stress,
X-direction, mode #7

Notice that where local bending occurs in each mode shape, positive strain (tension) on one side of the base plate equals
the same amount of negative strain (compression) on the other side. Also, the cross section of the plate transitions from
positive to negative strain values.

16.8 Stress from Mode Shapes

Figures 16.10, 16.11 and 16.12 is a display of the ODS deflection together with the normal stress in the x-direction of the
base plate and bearing blocks, for modes 7, 9, and 10.

Notice again that where local bending occurs, positive stress (tensile) on one side of the base plate equals the same amount
of negative stress (compressive) on the other side of the plate. Also, the cross section of the plate transitions from positive to
negative stress values.
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Fig. 16.11 Normal stress,
X-direction, mode #9

Fig. 16.12 Normal stress,
X-direction, mode #10

16.9 Strain in the 985 & 2280 RPM ODS

Figures 16.13 and 16.14 is a display of the normal strain in the x-direction calculated for both the 985 RPM and 2280
RPM ODSs. Notice that the strain distributions of the two ODSs are different, primarily because the ODSs themselves are
different, as shown in Figure 16.6. Also, the peak strain levels are higher for the 2280 RPM ODS, which is expected. Unlike
the mode shape strain values, these values are realistic because they are based on the experimental ODS values in inches of
displacement.

16.10 Stress in the 985 & 2280 RPM ODS

Figures 16.15 and 16.16 is a display of the normal stress in the x-direction calculated for both the 985 RPM and 2280 RPM
ODSs. Again, the stress distribution is noticeably different between the two ODSs. The peak stress levels are also higher for
the 2280 RPM ODS, as expected.
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Fig. 16.13 Normal strain,
X-direction, 985 RPM ODS

Fig. 16.14 Normal strain,
X-direction, 2280 RPM ODS

Fig. 16.15 Normal stress,
X-direction, 985 RPM ODS
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Fig. 16.16 Normal stress,
X-direction, 2280 RPM ODS

16.11 Conclusions

In this paper, it was shown how an FEA model of a machine or structure can be used to calculate stress & strain from
experimental ODS data. Experimental ODS data can be acquired while a machine is running, expanded into many DOFs
using mode shape expansion, and stress & strain values can be calculated from the expanded ODS and displayed in animation
together with the ODS.

A key advantage of this overall technique is that the same FEA model is used both to calculate the mode shapes required
for ODS expansion and for calculating stress & strain.

When implemented as part of a troubleshooting or long term monitoring system, this technique can provide stress & strain
data in “real time”, even under different machine operating conditions. The animated display on an ODS together with stress
& strain is very useful for quickly identifying regions of high stress & strain caused by vibration.
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Chapter 17
Case Study: Modeling Generator Chassis Responses with ODS Data

Sze Kwan Cheah

Abstract Creating a correlated model of an operating generator set is a complicated and expensive endeavor. This case
study describes the process of modeling the generator chassis with finite elements and applying generator set measured
acceleration values as inputs for a harmonic forced vibration analysis. The underlying idea of this approach is to capture the
complex excitation function via experimental data on a subsystem that is relatively linear. Various model responses of the
chassis are compared to the measured operating responses.

Keywords Operating deflection shape • Large mass method • Correlation • Generator • Finite element analysis

17.1 Introduction

In this case study, the generator can generally be described as having an engine, alternator, and chassis. The engine and
alternator are frequently qualified as individual parts while the chassis is designed to support both components. Both the
engine and alternator are fairly complicated systems. The engine has explosive cylinder pressure driving a multi-body
dynamic system with internal flowing coolant. The alternator generates and absorbs electromagnetic forces to produce power.
The chassis is a relatively simpler component constructed by welded joints of hollow structural section and/or I-beams. The
entire system is typically bolted together.

When vibration and strain measurements tests were performed to qualify the generator chassis, vibration measurement
locations were selected to capture large deformation and responses of key modes. The strain gage locations were selected
from expected high stress concentration locations. The number of available channels and strain gages limits the number of
high stress locations that can be measured.

Traditionally, vibration response of an operating generator set [1] can be simulated via commercial code such as AVL
EXCITE and LMS Virtual.Lab. Simulating the entire generator set from cylinder forces to responses at the chassis has many
challenges such as uncertainties of damping, non-linear joints and deviation from nominal geometry. Correlation depends
heavily on the accuracy of various inputs.

To reduce modeling effort, only the chassis is modeled in detail using Finite Element Analysis (FEA). The chassis is a
simpler component and little updating is historically necessary to achieve reasonable correlation. The engine and generator
are viewed as substructures that are bolted to the chassis. To avoid the complexity of modeling these substructures, the
vibration responses or operating deflection shapes (ODS) were measured directly on the chassis near the system interfaces
as well as other additional locations. The measured motion is then enforced onto the chassis using the large mass method via
harmonic analysis. The dynamic response of the entire chassis can then be computed. In order to evaluate the effectiveness
of this approach, a selection of force and strain measurement on the chassis were used to check the accuracy of the predicted
response.
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17.2 Theoretical Background

The majority of the large mass method application has been on base excitation for shaker table or seismic analysis [2, 3].
The theory is applicable to multi-point excitation that are independent of each other. The finite element model equation of
motion [4] could be symbolically represented with the following equation:

ŒM 
 f Ryg C ŒC 
 f Pyg C ŒK
 fyg D fF g (17.1)

where M, C & K are respectively the mass, damping and stiffness matrix; y vector represents the response of the system and
F vector is the external force on the system. The enforced motion is applied by attaching a large mass to the node where
enforced motion is desired. The force is computed by Newton’s second law:

fF g D LM fRubg (17.2)

where LM is the large mass and ub is the enforced motion at the corresponding FEA node. The scalar value of the
large mass should be sufficiently big such that the damping and spring forces adjacent to the node are negligible, i.e.
cij/LM D kij/LM D 0. It was found through numerical experiments [5] that large mass ratio of 103 to 1010 provides accuracy
that matches theoretical results. The large mass method [6] is introduced into Eq. (17.1) by replacing the ith equation with
the following:

LMi Ryi C
X
j ¤i

mij Ryj C
X

j

cij Pyj C
X

j

kij yj D LMi Rubi (17.3)

17.3 Experiment Setup

A prototype diesel generator set shown in Fig. 17.1 was tested for both linear vibration and strain simultaneously. Ten
triax consisting of PCB 353B33 accelerometers were used on the chassis. An example accelerometer triax configuration is
shown in Fig. 17.2. Vibration data acquisition was taken using LMS SCADAS III & Test.Lab 11B at 2,048 samples/s. Strain
measurements were acquired with CEA-06-062UW-350 single element gage. An example strain gage is shown in Fig. 17.3.
5 V DC excitation were applied on all strain gages from the SOMAT e-DAQ acquisition system. Furthermore, dynamic axial
loading of a bolt was measured with HBM KML style load washer as shown in Fig. 17.4. While multiple different runs were
performed, only the full load steady state 50 Hz power generation at 1,500 RPM operation was considered for this analysis.

Fig. 17.1 Prototype generator
set
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Fig. 17.2 Generator set on spring isolators, PCB 352C33 accelerometers

Fig. 17.3 Top view of Trunnion support bracket & strain gage #1

Fig. 17.4 Bolt load washer
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Fig. 17.5 FEA model of generator chassis

17.4 Model Setup

The finite element model was constructed in ANSYS as shown in Fig. 17.5. The model consists of mostly SHELL93 elements
with some SOLID95, BEAM4, COMBIN14 & MASS21 elements. Model size is roughly 1.3 million nodes. The bolts were
modeled using beam elements and rigid constraint equations (CERIG). Spring elements were modeled under the chassis.
Large mass elements (each a thousand times the chassis mass) were added to each measurement location on the chassis.
They are represented by a star symbol on the top surface in Fig. 17.5.

The operating deflection shape spectrum data of the chassis (black points in Fig. 17.6) were exported from LMS Test.Lab
into ANSYS. Data was only extracted at every half order as these have the major responses. A modal analysis was performed
for 30 modes for the use of modal superposition harmonic analysis. It was found that 22 modes would capture up to 200 Hz
when the chassis did not have any large mass elements attached to it. Thirty modes was selected to capture higher modes.

The harmonic analysis was performed with modal superposition at every half order up to 200 Hz. Forces consisting of
the large mass multiplied by the measured acceleration were applied at frequencies of 12.5 Hz, 25 Hz, 37.5 Hz, 50 Hz : : :

200 Hz.
Damping ratio of 1 % was assumed.

17.5 Results and Discussion

Analytical results were extracted from the model in the frequency domain at every half order. The response was compared
to the test results in both the frequency and time domain for bolt alternating force (Fig. 17.7) as well as strain gage #1 &
#2 (Figs. 17.8 and 17.9). A stress concentration of 2 was assumed for the strain gages. The measured strain data plots are
amended to provide direct comparisons. All values are shown to be normalized to an arbitrary number.
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Fig. 17.6 Accelerometer measurement locations

Fig. 17.7 Comparison of
dynamic bolted force in
frequency & time domain
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Fig. 17.8 Comparison of strain
in gage #1 in frequency & time
domain
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Fig. 17.9 Comparison of strain
in gage #2 in frequency & time
domain
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17.6 Concluding Remarks

The application of measured ODS onto the generator chassis FEA model using large mass method via harmonic analysis
yields results that shows some correlation. The bolt alternating load matches well but the strain data overestimated the
response at 1st and 1.5th order indicating some modes were overrepresented.

Unfortunately there was no opportunity to perform a modal test on the chassis in a free-free state to allow for model
correlation and updating. Any model discrepancy (e.g. incorrect dynamic spring stiffness) is expected to contribute to the
errors. Another large deficiency of this approach is that rotational degrees of freedom are not captured in the ODS. Depending
on the selected accelerometer measurement locations, this may be important. While the above case study shows reasonable
results, confidence in this approach needs to be substantiated for other systems.
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Chapter 18
Shock Calibration with Zero Shift Using a Digital Filter Technique

Hideaki Nozato, Wataru Kokuyama, and Akihiro Ota

Abstract In compliance with ISO 16063-13, a shock calibration system for accelerometers ranging from 50 to 10,000 m/s2

and with pulse widths more than several milliseconds was developed. However, a piezoelectric accelerometer output voltage
with zero shift was induced by the low-frequency response of the charge amplifier. So we designed a virtual amplifier with
infinite impulse response filters as a digital replica of the charge amplifier. Since the virtual amplifier has the same input–
output characteristics as the real charge amplifier, we can obtain the shock sensitivity of a piezoelectric accelerometer by
applying the input acceleration to the virtual amplifier. As a result, we obtain flat charge sensitivities from 50 to 10,000 m/s2,
which are comparable to the vibration calibration results.

Keywords Shock calibration • Accelerometer • Digital filter • Zero shift • Charge amplifier

18.1 Introduction

There is a strong demand by Japanese industries for shock calibration for accelerometers at acceleration levels from several
hundred m/s2 to several thousand m/s2 to improve human safety levels in car crash tests and electric device drop-tests. In
general, accelerometers are calibrated using a secondary shock calibration system to compare calibrations, and a high-
performance piezoelectric accelerometer is used as the reference accelerometer in various secondary shock calibration
systems. Thus, accurate shock calibrations by piezoelectric accelerometers are in high demand. But since a piezoelectric
accelerometer is used in combination with a charge amplifier, a zero voltage drift is generated due to the high-pass
characteristics of the charge amplifier in the low-frequency region [1]. Although the ISO standards 16063-13 [2] and 16063-
22 [3] state that the zero shift shall be within 1 %, zero shift exists as a large error component in shock calibrations with a long
pulse. The aim of this study is to reduce the effect of the zero shift to achieve superior shock calibrations for piezoelectric
accelerometers. To reduce the zero shift, we developed a virtual amplifier that works on a personal computer in which the
virtual amplifier operates with the same input–output characteristic as a real charge amplifier [4]. This paper reports on the
use of this virtual amplifier for the shock calibrations of a high-performance piezoelectric accelerometer.

18.2 Shock Calibration System

Figures 18.1 and 18.2 show a schematic of the principles of shock calibration and a photograph of the shock calibration
system at the National Metrology Institute of Japan (NMIJ), respectively. The shock calibration system provides primary
calibrations with laser interferometry in compliance with ISO 16063-13. This system consists of two parts; the first is a
shock exciter which generates a pulsed shock with peak acceleration from 50 to 10,000 m/s2. The shock is induced by
a collision between two rigid bodies supported by an air bearing, and pulse widths vary between 0.5 and 5.0 ms. The
second part is a measurement system with two digitizers (ATS660, Alazer Technologies Inc.) and a modified homodyne
Michelson laser interferometer. The laser interferometer monitors one position along the sensitive axis of an accelerometer
and employs a He-Ne laser wavelength (632.8 m) as the length standard. The two digitizers have a vertical resolution of
16 bits, a signal processing sampling frequency of more than 100 MHz, and they record quadrature signals depending on
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Fig. 18.1 Principles of shock
calibration

Fig. 18.2 Shock calibration
system

the displacement by the shock. With respect to the demodulation process from the quadrature signal to the acceleration
waveform, we implemented phase unwrapping and differentiation twice through a Butterworth digital low-pass filter with a
cut-off frequency of 5 kHz [5]. The accelerometer output is also passed through the Butterworth digital low-pass filter with
a cut-off frequency of 5 kHz.

18.3 Experimental Results

Figure 18.3a–c and d–f show typical experimental waveforms for two cases with accelerations of 50 and 10,000 m/s2,
respectively. Here Fig. 18.3a, d show the acceleration measured by the He-Ne laser interferometer, and Fig. 18.3b, e show
the voltage output from the combined piezoelectric accelerometer and charge amplifier. Figure 18.3c, f show expanded
graphs around zero voltage for Fig. 18.3b, e, respectively.

ISO 16063-13 for shock calibration defines the shock sensitivity of an accelerometer as two peak ratios between the input
acceleration and the accelerometer output, as shown in Eq. (18.1).

SV D VP

AP

(18.1)

where:

SV is the shock sensitivity,
Ap is the peak value of the acceleration input to the accelerometer,
Vp is the peak value of the accelerometer output.

However, Vp includes the frequency response effect of not only the piezoelectric accelerometer but also the charge
amplifier. Thus, by eliminating the effect of the charge amplifier, the charge sensitivity of the piezoelectric accelerometer can
be calibrated.

18.4 Charge Amplifier and Virtual Amplifier

Figure 18.4 shows the frequency response of a Brüel & Kjaer (BK) 2635 charge amplifier which has high-pass characteristics
in the low-frequency region. Due to the effect of these high-pass characteristics, the charge amplifier output voltage with zero
shift results in a zero voltage drift, which results in a large error component in the shock calibration. To reduce the effect of the
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Fig. 18.3 Waveform examples
of the acceleration and
accelerometer outputs

Fig. 18.4 Frequency response of
the BK 2635 charge amplifier

zero shift, we developed a virtual amplifier by designing an impulse infinite response digital filter [4]. The virtual amplifier
operates with the same input–output characteristics as the charge amplifier in personal computer software. Figure 18.5 shows
an example of outputs from charge and virtual amplifiers, and we see that the output of the virtual amplifier agrees with that
of the charge amplifier.
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Fig. 18.5 Comparison of results
between the charge and virtual
amplifiers

18.5 Calibration Procedure and Results

Figure 18.6 shows the procedure for calculating the charge sensitivity of a piezoelectric accelerometer. Here, the three
transfer functions of the piezoelectric accelerometer for both the charge and virtual amplifiers are K(s), H(s), and H �.s/.
The measured acceleration is input into the virtual amplifier to obtain the peak output, Bp, from the virtual amplifier. If the
frequency response of a piezoelectric accelerometer is almost constant in the frequency component of a shock, the charge
sensitivity of the piezoelectric accelerometer can be evaluated by dividing the two peak outputs (Vp and Bp) between the
charge and virtual amplifiers, as in Eq. (18.2).

Sq D VP

BP

(18.2)

where:

Sq is the charge sensitivity for the shock sensitivity,
Vp is the peak value of the charge amplifier output,
Bp is the peak value of the virtual amplifier output.

Figure 18.7 indicates the calibration result of a piezoelectric accelerometer (Meggitt 2270, back-to-back type) based on
the above-mentioned calibration procedure using the virtual amplifier. Normally, the charge sensitivity decreases in the low-
acceleration region due to the zero shift. However, we obtained a flat calibration result for the charge sensitivities by the
advantage of using the virtual amplifier. Also, the charge sensitivities in the shock calibration are comparable to those in the
vibration calibration.
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Fig. 18.6 Calibration procedure
for a piezoelectric accelerometer
using the virtual amplifier

Fig. 18.7 Calibration results for
a piezoelectric accelerometer

18.6 Conclusion

By constructing a calibration procedure that uses a virtual amplifier for the shock calibration of piezoelectric accelerometers,
we obtained superior calibration results for the charge sensitivities in the acceleration range of 50–10,000 m/s2 with
pulse widths in the order of milliseconds. We investigated the charge sensitivities of a high-performance piezoelectric
accelerometer (Meggitt 2270) by implementing this calibration procedure, and achieved flat charge sensitivities in the
acceleration range. In addition, a BK 2635 charge amplifier was used as the virtual amplifier, which has superior input–
output characteristics as compared with a charge amplifier.
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Chapter 19
Mechanical Shock Environment Synthesis for Structural
Failure Elicitation

Cassidy L. Fisher, Kaitlyn S. Kliewer, Gregory M. Naranjo, Stuart G. Taylor, and Kendra Van Buren

Abstract Shock Response Spectra (SRS) are commonly used in dynamic testing to describe the mechanical environment
in high-energy, non-stationary events, such as impacts or pyrotechnic shocks. Oftentimes, the service environment to which
a structure will be exposed is difficult to reproduce in the laboratory, but design engineers desire a laboratory screening
test to determine whether the structure will survive an anticipated shock environment. Herein, a combined experimental and
numerical study is pursued to evaluate the efficacy of different methods to elicit failure modes of a service shock through
destructive shaker tests of a custom-designed test article fabricated using commercially available 3-D printers. Design of the
test article is explored through use of finite element modeling, which is found to correlate well to experimentally-obtained
natural frequencies. Four techniques to synthesize a service shock are compared: least favorable response, sum of decaying
sinusoids, wavelet, and matching temporal moments. Destructive shaker tests of the shock responses are performed using 25
nominally identical test articles to assess the ability of each method to impose similar damage states as those obtained when
using the service shock. We find that the method of matching temporal moments best replicates failure modes of the service
shock; however, further testing is needed to validate our observations.

Keywords Mechanical shock environment • Shock response spectra (SRS) • Shock synthesis • Qualification testing •
Test-analysis correlation

19.1 Introduction

A mechanical shock is an excitation of short duration which induces transitory dynamic stress in structures [1]. The unique
characteristics of a given shock make up its environment, for example, the source type, shock wave propagation, and
displacement of a structure from the initial shock [1, 2]. Shock environment testing is an essential tool for effectively
designing structures subjected to mechanical shock throughout their service lifespan. Examples of shock environments
include pyrotechnic shocks from multi-stage rocket detachments, explosions, earthquakes and shocks from military ordnance.

A variety of methods have been used to represent shock environments, but the Shock Response Spectrum (SRS) is the most
commonly applied. The SRS describes the peak amplitude response of multiple single-degree-of-freedom (SDOF) systems to
a base excitation input pulse [3]. This method has been essential to theoretical and experimental shock environment testing
but has proven difficult to use when the original time history needs to be returned from the service SRS [3]. Therefore,
alternative techniques have been established to synthesize shock time histories. Some of these techniques include: the sum
of decaying sinusoids method, matching of temporal moments, and wavelet reconstruction, all of which arise from several
measured time signals, as well as least favorable response method which is generated from a measured input and measured
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frequency response function (FRF). Each of the resultant time histories from these various methods and their corresponding
SRS can be compared with the service environment’s SRS for verification. This paper focuses on determining the most
effective method to replicate a service environment for laboratory testing through a comparison of SRS and shock-induced
failure, both synthesized and service.

The most effective means of determining structural response to a shock environment is to perform the experimental
testing using the real service shock; however, such real-world testing is difficult or impossible to perform in a laboratory
setting. An effective method for modeling these environments is then essential. Although the SRS is a strong tool for
shock characterization, it is not necessarily the most effective as an infinite number of time histories can share a given
SRS. Therefore a test environment defined to match a given SRS could be very different from the service environment.
This disparity could result in a structure that is under or over designed for the intended service environment. By correctly
identifying the parametric form of the test shock signal, the test shock parameters, design variables, design objectives, and
constraints can be properly optimized.

This paper will involve the design and construction of a test article capable of failure under specified testing parameters.
After testing a part under the anticipated shock environment, replicate test parts will be tested using four different time
histories generated using the following methods: sum of decaying sinusoids, wavelet method, least favorable response, and
temporal moments with the sum of decaying sinusoid method. These methods will then be assessed through a comparison to
the original structural response under the anticipated shock environment. The test that most accurately reproduces the service
shock environment through a series of destructive experiments will be rated based on the ability to elicit anticipated failure
modes.

19.2 Theoretical Background

19.2.1 Shock Response Spectra (SRS) Method

Shock Response Spectra (SRS) are commonly used for shock analysis. The SRS looks at the response of a hypothetical
series of single degree of freedom systems to a base excitation. This is done assuming a constant damping coefficient across
all systems while varying the natural frequency of each system [1]. The peak accelerations are then plotted against their
corresponding natural frequencies to generate the SRS. In practice, when a structure is tested under a time history that returns
a SRS that matches the SRS of the anticipated service environment, it is assumed to be acceptable. If the experimental SRS
sits above that of the anticipated environment SRS the test is conservative [3]. A SRS from a pyrotechnic shock can be seen
in Fig. 19.1 with ˙3db bands. The SRS method of analysis has some drawbacks as tests typically yield an over-conservative
approach and lack the ability to resemble characteristics of underlying excitations. The techniques described below help to
accommodate for these disadvantages.

Fig. 19.1 SRS from a
pyrotechnic shock
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19.2.2 Least Favorable Response

The least favorable response (LFR) provides an alternate method to represent a shock environment; however its formulation
is dependent on the frequency response function (FRF) rather than the SRS. This method aims to maximize the response
of a structure at a specific point of interest, thus generating the least favorable response. This method tends to be more
conservative than other synthesis methods as it is geared to produce the maximum response [4]. To generate the response to
an acceleration input, Y(t), the LFR is defined as [5]

Y.t/ D 1

2�

1Z
�1

H .!/ X .!/ ei!t d!; t � 0 (19.1)

where H(!) is the FRF at the point of interest and X(!) is the power spectral density of the service shock, enveloping
the Fourier transform of all possible inputs. To determine the maximum response of the system, the absolute value of the
acceleration input response is taken, therefore,

jY.t/jmax D 1

2�

1Z
�1

jH .!/j X .!/ d!: (19.2)

By manipulating Eq. 19.7 to isolate the system input and twice differentiating the expression yields the acceleration input.
Therefore the modified expression can be written as

RXT .t/ D 1

2�

1Z
�1

Xe .!/ ei.!.t�to/�¿.!// d!: (19.3)

19.2.3 Sum of Decaying Sinusoids Method

The sum of decaying sinusoids method involves using a service SRS to determine the parameters to generate a series of
decaying sinusoid functions [6]. The summation of these sinusoid waves will form a composite wave with an SRS closely
replicating that of the service SRS. The general equation for the sum of decaying sinusoids can be expressed as

x.t/ D
X

k

Ake��k!kt sin .!kt � �k/ t � 0; (19.4)

where A is the amplitude, � is the decay rate, ! is the frequency, and � is the phase angle. The service shock SRS is broken
into 1/12 octaves and for each octave, a decaying sinusoid is generated. The amplitudes of the decaying sinusoids are iterated
until the SRS for the composite wave has the least acceptable error with the service SRS [6].

19.2.4 Wavelet Method

Similar to the sum of decaying sinusoids method, the wavelet method uses the service SRS to generate parameters for a
series of wavelets. The composite waveform of these wavelets creates the synthesized time history that has an SRS closely
resembling the SRS of the original service shock. Wavelet pulses consist of frequency, number of half cycles, amplitude,
delay, and time. The general equation for an individual wavelet is expressed as

W.t/ D Asin

�
2�f

N
.t � '/ sin

�
2�f .t � '/

�
; for ' � t �

�
' C N

2f

�
; (19.5)
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where W(t) is the wavelet acceleration, A is the wavelet amplitude, f is the wavelet frequency, N is the number of half sines,
and ® is the wavelet time delay [7]. The SRS of the service shock is broken into octaves used to generate a random wavelet
for each octave. Each of these waves can be combined to generate a single waveform. The total acceleration denoted as . Rx/

at time t for a set of n wavelets is

. Rx/ D
nX

mD1

Wm.t/: (19.6)

The parameters of each wavelet can be scaled to generate new waves. The compound wavelet SRS can be determined and
compared to the original SRS. The parameters of each wavelet are iterated until the acceleration, velocity, and displacement
error between the SRS is reduced.

19.2.5 Temporal Moments Methods

The temporal moments of a waveform describe the characteristics of a time history such as the energy distribution that may
be lost when converted to an SRS. Both the wavelet method and the sum of decaying sinusoid method are not unique in the
possible waveforms generated for each SRS and they lose some of the valuable characteristics of the original service shock
by matching only the SRS. By matching the temporal moments in addition to the SRS, some of the crucial characteristics
of the original service shock may be maintained to create a waveform that better replicates the original service environment
[8, 9]. The mathematical definition of a temporal moment is defined as,

mi .a/ D
1Z

�1
.t � a/i � Œf .t/
2dt; (19.7)

where t is the location, a is the time shift, and f(t) is the time history [3]. The first five moments are the total signal energy,
centroid, duration, skewness, and kurtosis:

E D m0 (19.8)

Centroid .
/ D m1.0/

m0.0/
D m1

E
(19.9)

RMS Duration
�
D2

t

� D m2 .
/

E
(19.10)

D3
S D m3 .
/

E
(19.11)

Skewness .St / D m3 .
/

E
D DS

Dt

(19.12)

D4
k D m4 .
/

E
(19.13)

Kurtosis .Kt / D Dk

Dt
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19.3 Test Methods

19.3.1 Test Article Description

To examine and compare the various shock synthesis methods, a test article was designed to elicit desired failure
characteristics when tested on an electrodynamic shaker. The goal in designing the test article was to develop a component
that experienced different modes of vibration at various frequencies within the allowable test frequency range. The test article
was therefore designed as a rigid body cylinder with several cantilever arms, each of different diameter, with masses at each
end of the arms, as seen in the right image of Fig. 19.2. The test article was manufactured with ABS plastic using a MakerBot
Replicator II 3D printer, as seen in left image of Fig. 19.2. Using the material and geometric properties of the test article,
the natural frequency of the center support column was determined to be approximately 14 kHz, well above the test range of
2 kHz. The rigidity of the center support column allows the test article to act as a rigid body and each of the cantilever arms
to act independently during testing.

The cantilevered arms had a 0.25 in [0.635 cm] tapered section connecting each of the end masses, 1 in [2.54 cm] spheres,
to induce intentional stress concentrations and encourage a shear failure at the base of the spheres. The design of the test
article was refined through several iterations using both experimental and numerical analysis. Because 3-D printing creates a
non-homogenous material, the finite element analysis was performed to guide the design process with final design iterations
performed using experimental testing. As seen in Fig. 19.2, a horizontal plane was located on each sphere to allow for
attachment of an accelerometer during testing if necessary. The finalized test article dimensions are shown in Table 19.1,
with labels of the test arms shown in the right image of Fig. 19.2.

19.3.2 Numerical Modeling and Experimental Testing

In order to assist in the design process of the test article and to gain a better understanding of its dynamic behavior, a finite
element model was developed using ANSYS. The test article was modeled using solid quadratic elements and simplifying the
material to an isotropic, homogeneous material with ABS plastic material properties. Initially, a mesh refinement analysis was
performed to determine an appropriate mesh size for the computational modeling. Based on the mesh refinement analysis,
a mesh size of approximately 200,000 elements was chosen, as seen in the plot in Fig. 19.3. The resulting mesh for the test
article is shown in Fig. 19.3.

Fig. 19.2 Test article
manufacturing with MakerBot
3D printer (left) and the final test
article design (right)

Table 19.1 Test article
dimensions

Test article dimensions

Arm 1 diameter 0.318 cm [0.125 in]
Arm 2 diameter 0.381 cm [0.15 in]
Arm 3 diameter 0.508 cm [0.2 in]
Arm 4 diameter 0.635 cm [0.25 in]
Support diameter (d) 4.445 cm [1.75 in]
Height (h) 4.572 cm [1.8 in]
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Fig. 19.3 Mesh refinement analysis (left) and resulting mesh discretization used for numerical analysis (right)

Fig. 19.4 FEA modal analysis
displacements

Using this model, a modal analysis was performed in ANSYS assuming a rigid, fixed base. The modes of the structure
were evaluated up to 4.6 kHz, which was well beyond the 2 kHz frequency range of the electrodynamic shaker used in
physical testing. This analysis demonstrated the first modes of the test article contained no coupling between the arms or
modes located in the center support cylinder in the frequency range analyzed. Because of this, it was expected that the arms
of the structure would act independently from one another as desired. The results of the first 4 modes of the test article are
illustrated in Fig. 19.4 with the color gradient representing displacement. As desired, these results show a range of natural
frequencies in the arms ranging from 29 Hz located in the arm with the smallest diameter increasing sequentially through
the arms with the 4th mode at 115 Hz located in the arm with the largest diameter.

To better understand the experimental dynamic behavior of the test article, the part was subjected to a random transient
wave using a 25 lbf. [111.2 N] electrodynamic shaker. Accelerometers were placed on each cantilever arm, the support
column, and the base of the structure, as seen in Fig. 19.5. The acceleration input from the accelerometer located at the
base of the test article was used as the base accelerations for the analysis of the results. Six random vibration tests were
performed for 19 different test article for a total of 114 vibration tests. Test repeats were performed to help account for
the manufacturing and material property variation that could have occurred from test article to test article to allow for
characterization of the experimental uncertainty. From these results, a power spectral density was calculated for each arm
with the results demonstrated in the left image of Fig. 19.6. The natural frequencies for each arm were taken as the frequency
with the maximum peak and demonstrate a distinct frequency value for each cantilever arm, allowing the experimental tests
to be tailored towards this frequency range. Unlike the FEA modal analysis, the PSD experimental results indicated potential
coupling between some of the arms. This may not have been seen in the FEA analysis as the boundary conditions were
modeled as a perfectly rigid, fixed condition whereas no connection is perfect in physical experiments. The experimental
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Fig. 19.5 Test article random
shock testing set up

Fig. 19.6 Experimental power spectral density results (left) and comparison of the corresponding experimental and numerical analysis frequencies
(right)

frequency values were compared to the FEA modal analysis frequency values for the first modes of each arm, as shown
in the right image of Fig. 19.6. When experimental uncertainty bounds of ˙3¢ were taken into account, this comparison
demonstrated the agreement of the FEA model with the experimental testing. The good test-analysis correlation suggests
that the FEA model was a reasonable design guide.

19.3.3 Test Hardware and Experimental Setup

To perform the proposed failure tests, the hardware in the form of: two high voltage amplifiers, a 100 lbf and 25 lbf
electrodynamic shakers, PCB accelerometers, and a shaker controller were utilized. Two types of experiments were set
up for testing. The first experimental setup involved using a PA-138 linear amplifier with a maximum output of 500 V,
a 25 lbf. electrodynamic shaker, and a Laser USB controller. This setup was mainly used to generate a series of random
shock impulses for correlation to the solutions obtained through FEA, and to ensure that each of the accelerometers were
properly working, and that each of the cantilevered arms was in fact vibrating at its resonate frequency according to the
modal analysis. Eight total accelerometers were mounted on the test article, one on each of the four end masses, three on
top of the test article, and one at the bottom of the structure to measure the base excitation. The failure testing experiments
were conducted using a larger amplifier, Laser USB controller, and a 100 lbf. electrodynamic shaker. Comet USB Vibration
control software was selected for data acquisition for the failure testing as the software included a closed loop control to
ensure the base accelerations corresponded to the time-history we input into the system. The test setup is shown in Fig. 19.7.

Initial testing of the test article informed us that additional mass was required at the end of each arm to ensure failure of
the arms during the failure tests. This resulted in a change in the natural frequencies which decreased the frequencies of the
test articles into the frequency range of interset. This shift in natural frequencies is seen in Table 19.2.

For the experimental testing, a pyrotechnic shock was used as the service shock. The pyrotechnic shock was modified to
ensure the test article designed was capable of failure when subjected to this hypothetical service shock. The frequency range
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Fig. 19.7 Experimental set up of
test article

Table 19.2 Natural frequency
shifts due to mass increase of the
cantilever arms

Arm Freq. w/o Mass (Hz) Freq. w/Mass (Hz)

1 29 17
2 42 24
3 74 42.8
4 115 66.5

Fig. 19.8 Slowed service shock
used in experimental testing

0 0.5 1 1.5 2 2.5
−80

−60

−40

−20

0

20

40

60

80

Time (s)

A
cc

el
er

at
io

n 
(g

)
Least Favorable Response

Table 19.3 Temporal moments
of synthesized wave compared to
service shock

Temporal moments
Synth. wave Service shock Percent error

Root mean energy (g) 24.35 23.60 3.14
Centroid (s) 0.20 0.16 28.32
Duration (s) 0.25 0.27 6.49
Skewness 1.69 1.64 3.42

of the original pyrotechnic shock was far higher than the natural frequency range of the test article requiring its slowing to
lower the frequency range to that of the test article. This resulted in the final pyrotechnic shock, Fig. 19.8, having a duration
of over 2 s which is longer than typically observed in shock environments.

From the pyrotechnic shock seen in Fig. 19.8, a total of four additional shock time histories were generated using the
four synthesis methods introduced previously in Sect.19.2, with the resulting time histories provided in Fig. 19.9. These four
time histories and the service shock were the five shock environments used in the experimental failure tests. The LFR time
history was generated focusing on arm 2 with a frequency response function generated from the random vibration test of the
weighted test article. The temporal moments time history was generated by further limiting the decaying sinusoid synthesis
method to match the first four temporal moments of the service shock. As seen in Table 19.3, three of the four temporal
moments, root mean energy, kurtosis, and skewness, were matched with a reasonable error. However, it was challenging to
closely match the centroid of the synthesized wave to the centroid of the service shock, which can be seen with the larger
margin of error compared to the other temporal moments matched.
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Fig. 19.9 Synthesized time histories from pyrotechnic shock

19.4 Experimental Results

For each time history, 5 tests were performed during which the failure behaviors of the test article were recorded.
Additionally, the base accelerations during the testing were recorded to maintain a closed loop control and calculate the
SRS for each of the failure tests. These SRSs are shown in Fig. 19.10 as solid lines with the desired SRS shown with ˙3 dB
error bands in dashed lines. Because of the limitations of the testing equipment, a high pass filter was applied to the time
history to limit the magnitude of the displacements resulting from the acceleration input. As expected, this caused the tested
service shock SRS curves to not match the desired SRS for frequencies below the frequency of the filter. However, in the
frequency range of concern which included the natural frequencies of the cantilevered test article arms, the SRS curves
aligned very well and fell well within the 3db bands. The only case where this did not occur was for the LFR wave, which is
expected because the LFR method was not developed based on the SRS of the service shock.

For all failures during testing, the test articles failed at the base of the spheres as anticipated in the design. To compare the
failures between the time histories, the total number of failures in each arm for all five tests was recorded. The results of these
tests can be seen in Fig. 19.11. The results demonstrate that while the decaying sinusoid and wavelet synthesis methods are
able to capture some of the same failure patterns of the original service shock, the temporal moments method (indicated by
the white bar in Fig. 19.11) performs the closest to that of the service shock. This can be expected as the temporal moments
method was applied to further refine the decaying sinusoid method. The LFR method was expected to be a more conservative
synthesis method, however, during the failure testing no failures were observed in the LFR tests even in arm 2 for which the
synthesis was optimized for. However, there were also no failures observed in arm 2 for the service shock tests. To form a
more conclusive analysis for LFR, it is recommended that the method be repeated for another arm of the test article.

To gain a greater insight into the dynamic behavior of our test article, a transient dynamic analysis was performed in
ANSYS with the service shock. Because it is computationally expensive to perform a transient dynamic analysis, only one
of the time histories was analyzed. The transient analysis showed the highest stress concentrations in arms 1 and 3, as seen
in Fig. 19.12. This is similar to what was observed in the experimental testing with the highest number of failures occurring
in arms 1 and 3 during the failure testing. The FEA analysis also showed the stress concentrations located at the connection
points of the cantilevered arms, with the highest stresses at the base of the sphere. Again, this agrees with what was observed
in the experimental testing with all failures occurring at the base of the spheres.

19.5 Conclusion

This paper has demonstrated the feasibility of designing a large number of nominally identical test articles to assess the
ability of various synthesis methods to replicate the damage-causing potential of the service shock environment. From a
given service shock, waveforms were successfully synthesized using the following four methods: wavelet method, decaying
sinusoid method, least favorable response method, and temporal moments of the decaying sinusoid method. The failure
modes of the test article were observed and compared with the service shock test article performance. From these results, the
temporal moments method with the damped sinusoid methods appeared to best impose the same damage-causing potential
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Fig. 19.10 Synthesized SRS compared with the experimental SRS

as the service environment. The wavelet method and decaying sinusoid were able to replicate similar failure patterns of
the service shock environment and appear to be acceptable methods to use for laboratory testing of the predicted shock
environment.

Recommended future work includes further testing of the LFR method with waveforms targeted at other locations on the
test article to better determine the effectiveness of this synthesis method. As the use of temporal moments was effective with
the sum of decaying sinusoids, it would be useful to apply this method to the wavelet-generated waves for further analysis.
Additionally, it is recommended that further tests be performed for each of the methods to increase the numbers of samples
and enhance the comparison amongst the various methods. Given the promising results of the FEA models, a better insight
into the performance of the test articles may be obtained by performing a transient dynamic analysis for each of the four
synthesis methods. This will allow for a comparison of the dynamic behavior predicted in the computational analysis by
comparing the peak stress values and the locations of the peak values.
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Fig. 19.11 Number of failure
tests for each time history
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Chapter 20
Natural Frequencies of Layered Beams Using a Continuous
Variation Model

Arnaldo J. Mazzei and Richard A. Scott

Abstract This work involves the determination of the bending natural frequencies of beams whose properties vary along
the length. Of interest are beams with different materials and varying cross-sections, which are layered in cells. These can
be uniform or not, leading to a configuration of stacked cells of distinct materials and size. Here the focus is on cases with
two, or three cells, and shape variations that include smooth (tapering) and sudden (block type) change in cross-sectional
area. Euler-Bernoulli theory is employed. The variations are modeled using approximations to unit step functions, here
logistic functions. The approach leads to a single differential equation with variable coefficients. A forced motion strategy
is employed in which resonances are monitored to determine the natural frequencies. Forcing frequencies are changed until
large motions and sign changes are observed. Solutions are obtained using MAPLE®’s differential equation solvers. The
overall strategy avoids the cumbersome and lengthy Transfer Matrix method. Pin-pin and clamp-clamp boundary conditions
are treated. Accuracy is partially assessed using a Rayleigh-Ritz method and, for completeness, FEM. Results indicate that
the forced motion approach works well for a two-cell beam, three-cell beam and a beam with a sinusoidal profile. For
example, in the case of a uniform two-cell beam, with pin-pin boundary conditions, results differ less than 1 %.

Keywords Beams with layered cells • Layered structures resonances

Nomenclature

A Area of the beam cross section (Ai area values for different cells)
E Young’s modulus (Ei Young’s modulus values for different cells)
F Axial compressive force acting on the shaft
f External transverse force per unit length acting on the shaft
f1, f2, f3, f4 Non-dimensional functions for material/geometrical properties

F1, F2 Non-dimensional parameters
�
F1 D F

�0A0L2	2
0

; F2 D f

�0A0L	2
0

�
H(x) Logistic function
I Area moment of inertia of the shaft cross section (Ii moment of inertia values for different cells)
K Real constant
K1 Non-dimensional stiffness

�
K1 D E0I0

�0A0L4	2
0

�
L Length of the beam
R Cylindrical beam radius
Rmidspan Sinusoidal shaft radius at mid-length
R0 Sinusoidal shaft end radius
S(�) Non-dimensional spatial function

s1 Numerical parameter
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w Shaft displacement in the y direction
xyz Inertial reference system (coordinates x, y, z)
Y Non-dimensional shaft displacement in the y direction
ˇ Numerical parameter ((Rmidspan/R0))
� Non-dimensional frequency
� Mass density (�i, density values for different cells)
� Non-dimensional spatial coordinate

 Non-dimensional time
	 Frequency of the shaft
	0 Reference frequency

20.1 Introduction

This work is an extension of one given in reference [1] in which the determination of the natural frequencies and mode shapes
of longitudinal vibrations of layered rods was addressed. These issues were approached using transfer matrix methods, where
the solutions for each cell are found and then boundary and interface continuity conditions are applied yielding transcendental
equations for the determination of the frequencies and mode shapes. This method is lengthy and can be quite cumbersome.
In reference [1] an alternate method was given, in which the discrete cell properties were modeled by continuously varying
functions, specifically logistic functions (Heaviside step functions could have been used, but they lead to severe numerical
difficulties because of their discontinuous derivatives). This approach has the considerable advantage of working with a
single differential equation (albeit one with variable coefficients). Natural frequencies were obtained using a forced motion
strategy (monitoring resonances) together with MAPLE®’s ODE1 solver. In [1] validation was achieved by comparing the
results with those of the transfer matrix approach, for certain limiting cases. The transfer matrix method is very cumbersome
for beams and the thrust of the current work is the development of alternate strategies for finding the bending frequencies of
longitudinally layered beams.

There is an extensive body of work on the bending vibrations of layered beams. Numerous references can be found,
for example reference [2], where free vibrations of stepped Timoshenko beams were treated. The problem was tackled via
a Lagrange multiplier formalism and results compared well with values obtained using other analytical methods. See also
reference [3], in which Euler-Bernoulli stepped beams were studied via exact and FEM approaches. FEM results using non-
integer polynomials shape functions (see reference [4]) compared well with exact solutions. General studies on media with
discrete layers have been discussed, for example, in references [5–8]. Note that finite difference approaches to the dynamics
of non-homogeneous media can be found in reference [9].

The vibration problem discussed here involves stepped beam with layers of distinct materials bonded together. The beams
can be non-uniform and shape variations treated include smooth changes (tapering) and step changes (sudden variation). The
variations are modeled using approximations to unit step functions, here logistic functions. This leads to a single differential
equation with variable coefficients. Solutions are obtained using MAPLE®’s differential equation solvers. A forced motion
strategy is employed in which resonances are monitored to determine the natural frequencies. Forcing frequencies are
changed until large motions and sign changes are observed. Accuracy is assessed by comparing results with those obtained
via Rayleigh-Ritz and FEM approaches.

20.2 Modeling

In this exploratory study, Euler-Bernoulli theory is used. A detailed derivation of the governing equation of motion, based on
a Newton-Euler approach to a differential beam element (see Fig. 20.1, which exhibits the underlying variables) was given
by the authors in reference [9]. See Eq. (20.1).
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Fig. 20.1 Beam configuration
element

No assumption was made in relation to the material type in the derivation, therefore it can be either a homogeneous or
non-homogeneous material.

Configurations studied below include a uniform 2-cell beam, a non-uniform 2-cell beam, a non-uniform 3-cell beam and
a sinusoidal 2-cell beam. Circumstances may dictate the use, and shape, of tapers, such as conical (linear) and sinusoidal
(following a model of Lee et al. [10]). The sinusoidal profile is used here since it is considered a more challenging shape.
For the sinusoidal case the relations controlling the variation in area and area moment of inertia are (see reference [11]):

A.x/ D A0s1
2
h
1 C ˇ sin

�
�

x

L

�i2

; I.x/ D I0s1
4
h
1 C ˇ sin

�
�

x

L

�i4

(20.2)

where ˇ D Rmidspan=R0 is the ratio between the mid-span radius to one end radius (radii end values are the same), and

s1 D
s

2�
��

ˇ2� C 2� C 8ˇ
� . In the example below the circular cross section at the center of the beam is chosen to have

a radius which is twice the value of the one at the ends of the beam.
The transitions from one material to another are approximated via logistic functions (step functions are not used since

they would generate numerical complications):

H.x/ � 1

2
C 1

2
tanh.Kx/ D 1

1 C e�2Kx
(20.3)

In Eq. (20.3) a larger K corresponds to a sharper transition at x D 0.
A non-dimensional version of the equation of motion can be obtained by taking:

� D 	
.

	0
; � D x

.
L ; Y D w

.
L

I.x/ D I0s4Œ˛ C .1 � ˛/ �
4 D I0f2 .�/ or I.x/ D I0s1
4Œ1 C ˇ sin .��/
4 D I0f2 .�/ ;

A.x/ D A0s2Œ˛ C .1 � ˛/ �
2 D A0f4 .�/ or A.x/ D A0s1
2Œ1 C ˇ sin .��/
2 D A0f4 .�/ ;

E.x/ D E0H .K�/ D E0f1 .�/ ; �.x/ D �0H .K�/ D �0f3 .�/

Substituting these into Eq. (20.1), one obtains:

�
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�0A0L4	2
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�
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@�2

�
f1 .�/ f2 .�/

@2Y

@�2

�
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�
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�
@2Y

@�2
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@
2
D f

�0A0L	2
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(20.4)

where 	0 is a reference frequency (here …2

L2

q
EI
�A

).

In Eq. (20.4), seeking vibration frequencies, on can assume Y .�; 
/ D S .�/ sin .�
/ and harmonic external forcing
f D f sin .�
/. This leads to:
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K1

@2

@�2

�
f1 .�/ f2 .�/

@2S .�/

@�2

�
C F1

@2S .�/

@�2
� �2f3 .�/ f4 .�/ S .�/ D F2 (20.5)

where K1 D E0I0

�0A0L4	2
0

; F1 D F

�0A0L2	2
0

and F2 D f

�0A0L	2
0

.

Given the material layout (stacked cells) and cross section variation, i.e., f1(�), f3(�), f2(�) and f4(�), numerical solutions
for the equation can, in principle, be obtained. Here, neglecting the axial force (F1 D 0), Eq. (20.5) would have to be solved
subjected to a set of boundary conditions. (Note that, in general, this problem does not have analytic solutions.)

In the following an approach described by the authors in reference [11] is utilized for extracting resonances. The strategy
employed is to use MAPLE®’s two-point boundary value solver to solve a forced motion problem. It consists of assuming a
constant value for the forcing function F2 and varying the frequency � . By observing the mid-span deflection of the beam,
the resonant frequency can be found on noting where an abrupt change in sign occurs. Note that higher modes could be
obtained by extending the search range.

For some examples an assumed mode approach is used to confirm results obtained using the forced motion method. The
procedure is described by one of the authors in reference [12].

20.3 Numerical Examples

Consider the beam shown in Fig. 20.2, which is composed by a number of n stacked cells of different materials.

20.3.1 Two-Cell Beams

For the first example, consider two cells made of the following materials: Aluminum (E1 D 71 GPa, �1 D 2,710 Kg/m3) and
Silicon Carbide (E2 D 210 GPa, �2 D 3,100 Kg/m3).

Taking a uniform, rectangular section beam (0.01 m by 0.01 m and L D 1 m), the non-dimensional logistic functions and
cross-section functions can be written as (see Fig. 20.3):

Fig. 20.2 Layered beam
E2, r2, L2 … En, rn, LnE1, r1, L1X

Fig. 20.3 Relative properties variation for two-cell beam
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Fig. 20.4 Pin-pin beam deflections as a function of �
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; f4 .�/ D 1

(20.6)

Assuming a value of 1 for the external forcing and using the numerical method described above, the resultant deflections are
plotted in Fig. 20.4 for two distinct values of the frequency �. The boundary conditions used are pin-pin.

Resonance is taken to occur at � D 1.20. Next a second approach is pursued to confirm this value.
For the assumed mode method, the following function is used for the beam elastic form (harmonic motion):

w .x; t/ D ® .x/ sin .œt/ (20.7)

where:

® .x/ D
kX
1

ci¥i .x/ (20.8)

The shape function ®(x) is taken to be a linear combination of k beam characteristic orthogonal polynomials � i where the
ci are arbitrary constants to be determined. Each polynomial satisfies the geometric boundary conditions at the ends of the
beam.

The set of orthogonal polynomials is generated by the Gram-Schmidt process [13] as demonstrated by Bhat [14].
For the present problem, the first polynomial is taken to satisfy the two geometrical boundary conditions at the ends and

to have the following form (pin-pin non-dimensional beam static deflection under distributed load):

¥1 .x/ D s1

�
x4 � 2x3 C x

�
(20.9)

The normalization constant s1 is chosen such that:

LZ
0

.¥k .x//2dx D 1 (20.10)
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Next the Lagrangian can be written as:

L D T � V (20.11)

Where T and V are kinetic and potential energy, respectively. The kinetic and potential energy for the i-segment of the beam
(n cells) can be written as:

T D 1

2

i
n LZ

i�1
n L

�i Ai

�
@

@x
w .x; t/

�2

dx; V D 1

2

i
n LZ

i�1
n L

Ei Ii

�
@2

@x2
w .x; t/

�2

dx (20.12)

The time dependence in Eq. (20.7) can be suppressed by using the time average value of the Lagrangian (see reference [14]):

L D
2 
œZ
0

L dt (20.13)

Then utilizing Eqs. (20.7), (20.8), (20.11) and (20.13) and applying the Rayleigh-Ritz method, one obtains the following
homogeneous simultaneous equations:

@L
@ci

D 0; i D 1; 2; 3 : : : k (20.14)

which can be cast into a standard eigenvalue problem form, from which the natural frequencies can be calculated.
Using ten orthogonal polynomials the procedure produces the following values for the first five resonances: 1.21, 5.20,

11.23, 15.92, and 17.21. Note that the first one is very close to the resonance estimated by the forced motion approach.
Another set of boundary conditions is analyzed next. Taking the same beam with clamp-clamp boundary conditions leads

to the following results.
The deflections can be seen in Fig. 20.5 for two distinct values of the frequency �.
Thus the forced motion approach gives � D 2.80.

Fig. 20.5 Clamp-clamp beam deflections as a function of �
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Fig. 20.6 Relative properties
variation for non-uniform
two-cell beam

In this case, for the assumed mode approach, the first polynomial of the orthogonal series is given by:

¥1 .x/ D c1x2
�
x2 � 2x C 1

�
(20.15)

which corresponds to a non-dimensional version of the deflection of a clamp-clamp beam under distributed load.
Computation of the results gives: � D 2.81 (first eigenvalue).

As in the pin-pin case, excellent agreement between the methods is seen.
Consider next the pin-pin two-cell beam with same material variation but with a cross-section discontinuity at the interface

of the cells. For this example a variation in area of four times is considered (see Fig. 20.6).
The logistic functions for the material variations are the same as above and the ones for the cross-section variations are:
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Results using the forced motion and the assumed mode approaches, for the first bending frequency, are 0.96 and 1.15,
respectively. Using ten polynomials, the assumed mode estimates the first frequency to be approximately 19.8 % larger than
the one predicted by the forced motion approach.

Taking the clamp-clamp set of boundary conditions for this case leads to the following results. First frequency given by
the forced motion approach is � D 4.14 and for the assumed mode is � D 4.24. In this case the estimation of the assumed
mode is 2.4 % larger than the forced motion.

Next, consider a pin-pin two-cell beam with a circular cross-section and a sinusoidal profile.
For this example the radius in the center of the shaft is twice the one at the ends (radii at the ends D 0.0127 m and L D 1 m).

The material variation functions are the same as above, and the cross-section functions are given by:
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�
1

2
C 1

2
sin .��/

�
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�
1

2
C 1

2
sin .��/

�
(20.17)

The variations can be seen in Fig. 20.7.
Here the forced motion approach estimates the first frequency to be at � D 2.06. The assumed mode approach leads to the

following value: � D 2.08. As in the uniform case, very good agreement is seen.
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Fig. 20.7 Relative properties
variation for sinusoidal two-cell
beam

Fig. 20.8 Relative properties
variation for three-cell beam

20.3.2 Three-Cell Beams

Consider the rectangular cross section non-tapered beam discussed above. For this example, three cells of materials are used
in the following sequence: Aluminum, Silicon Carbide and Aluminum (properties given above). The material and geometric
variations can be seen in Fig. 20.8.

Material and cross-section functions are given by:
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Fig. 20.9 Pin-pin beam deflections as a function of � – three-cell beam

Fig. 20.10 Clamp-clamp beam deflections as a function of � – three-cell beam

The forced motion approach gives the first frequency for this case as � D 1.28. This can be seen in Fig. 20.9.
Using the assumed mode approach, with the same initial polynomial given before and ten orthogonal polynomials, the

method produces a first frequency � D 1.63, which is larger than the one given by the forced motion by 27.3 %. Differences
start to increase as the assumed polynomial for the deflection and the actual deflection shapes become more distinct.

For clamp-clamp boundary conditions and using the forced motion, the deflections can be seen in Fig. 20.10. Resonance
is observed at � D 2.48.

For this case the assumed mode gives: � D 3.02. The difference here is 21.8 %.
A summary of the results is given in Table 20.1.
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Table 20.1 Results summary

Uniform square section 2-cell
	0 D 146:10 rad=s

Non-uniform sinusoidal
circular section 2-cell
	0 D 321:38 rad=s

Non-uniform stepped square
section 2-cell
	0 D 146:10 rad=s

Non-uniform stepped square
section 3-cell
	0 D 146:10 rad=sFirst frequency

� Forced motion Rayleigh-Ritz Forced motion Rayleigh-Ritz Forced motion Rayleigh-Ritz Forced motion Rayleigh-Ritz

Pin-Pin 1.20(27.9 Hz) 1.21(28.1 Hz) 2.06(105.4 Hz) 2.08 (106.4 Hz) 0.96(22.3 Hz) 1.15(26.7 Hz) 1.28(29.6 Hz) 1.63 (37.9Hz)

Clamp-Clamp 2.80(65.1 Hz) 2.81(65.3 Hz) 3.20(163.7 Hz) 3.23 (165.2 Hz) 4.14(96.3 Hz) 4.24(98.6 Hz) 2.48(57.7 Hz) 3.02(70.2 Hz)

Fig. 20.11 First mode of square pin-pin two-cell beam via FEM

20.4 FEM

Next these problems are tackled via finite element analysis. Note that the forced motion approach provides a simpler set
up for the problems, and MAPLE® worksheets can be generic, allowing for treatment of different cases by simply altering
boundary conditions and different materials and profiles. It should be noted that FEM solutions can be obtained if one has
access to FEM software. For reasons of completeness, these are pursed below(Figs. 20.11, 20.12, 20.13, 20.14, 20.15, 20.16,
20.17, and 20.18).

In this section, Siemens® NX2 software is utilized to obtain FEM results for mode shapes and frequencies of the examples
discussed above. For the simulations, 1D (beam) and 3D (tetrahedron) type elements are used. Results are given below and
summarized in Table 20.2.

Note that excellent agreement is seen for the majority of cases.

20.5 Conclusions

Replacing discrete property variations with continuously varying ones, together with resonance monitoring of forced motion
solutions of the resulting single ordinary differential equation, obtained by MAPLE®’s ODE solver, has been shown to lead
to accurate solutions for the resonant frequencies of layered beams.

2http://www.plm.automation.siemens.com/en_us/products/nx/index.shtml

http://www.plm.automation.siemens.com/en_us/products/nx/index.shtml
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Fig. 20.12 First mode of clamp-clamp square two-cell beam via FEM

Fig. 20.13 First mode of pin-pin square non-uniform two-cell beam via FEM

The following cases were examined: two-cell beams (uniform and non-uniform), a three-cell beam (non-uniform) and a
beam with a sinusoidal profile. Accuracy was assessed by comparison with results obtained using a Rayleigh-Ritz method
and a commercial finite element code.

For uniform cases excellent agreement is seen. For non-uniform cases with smooth profile variation, agreement is also
very good.
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Fig. 20.14 First mode of clamp-clamp square non-uniform two-cell beam via FEM

Fig. 20.15 First mode of pin-pin square non-uniform three-cell beam via FEM

In the case of non-uniform with more than two steps, results compare reasonably, with maximum differences around 30 %
for the first frequency. For future work, for better accuracy, it is recommended that more polynomials be used in the assumed
mode approach.
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Fig. 20.16 First mode of clamp-clamp square non-uniform three-cell beam via FEM

Fig. 20.17 First mode of pin-pin sinusoidal two-cell beam via FEM
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Fig. 20.18 First mode of clamp-clamp sinusoidal two-cell beam via FEM

Table 20.2 Results comparison: forced motion versus FEM

Uniform square section 2-cell
Non-uniform sinusoidal
circular section 2-cell

Non-uniform stepped square
section 2-cell

Non-uniform stepped square
section 3-cell

First frequency� Forced motion FEM Forced motion FEM Forced motion FEM Forced motion FEM

Pin-Pin 27.9 Hz 26.8 Hz 105.4 Hz 104.9 Hz 22.3 Hz 21.2 Hz 29.6 Hz 21.6 Hz

Clamp-Clamp 65.1 Hz 63.7 Hz 163.7 Hz 163.0 Hz 96.3 Hz 100.3 Hz 57.7 Hz 43.8 Hz
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Chapter 21
Analysis of H1 and H2 Optimal Design Scheme for an Electromagnetic
Damper with Shunt Resonant Circuit

Wai Kei Ao and Paul Reynolds

Abstract Electrodynamic actuators and electromagnetic dampers (EMD) are used extensively in mechanical systems. They
utilise the electromagnetic induction concept to generate eddy current and Lorentz forces for providing vibration suppression
forces. In this research, these principles will be developed for vibration serviceability control of a civil engineering structure.

An electrodynamic actuator is used in this research, together with a shunt resonant circuit, an RLC resonant circuit
(a simple electronic circuit oscillator) which is needed to cascade with the EMD for closing the circuit and generating
electrical damping forces. The EMD is set between the structure and the ground. The kinetic energy of the vibrating structure
provides the input energy to activate the EMD.

H1 optimisation (minimisation of the maximum response) and H2 optimisation (minimisation of kinetic energy) are used
to obtain the vibration suppression performance, which is compared against a conventional tuned mass damper (TMD). The
EMD with shunt resonant circuit (EMDS) can have similar dynamic performance, which achieves suppression of resonant
vibration amplitude of the primary structure down to two lower amplitude peaks in the frequency domain. Hence, this work
shows that the EMDS can in principle achieve satisfactory vibration suppression performance.

Keywords Tuned mass damper • Electromagnetic damper (EMD) • RLC resonant circuit • H1 optimisation • H2

optimisation

21.1 Introduction

Electromagnetic dampers (EMD) are based on electromagnetic theory and are extensively used in the automobile industry
and in other mechanical structures. These devices convert mechanical energy to electric energy through electromagnetic
induction. From the theory of electromagnetism, damping forces are created by conductors moving within magnetic poles
and cutting through magnetic lines. Mizuno [1] studied an electromagnetic induction vibration isolation system using active
control and negative stiffness with a voice coil motor. Fleming et al. [2] proposed an electromagnetic transducer involving
voice coil. The transducer can also create a damping force when used with a suitable controller for active vibration mitigation.
Behrens et al. [3] studied an electromagnetic transducer and developed a passive control technique with shunt impedance.

From this point of view, the electromagnetic concept can satisfy some vibration control requirements. Some researchers
have proposed and investigated an electromagnetic device with shunt circuit (or control circuit) to provide and improve
system damping. It is called an electromagnetic shunt damper (EMDS) [4–7]

Over the last two decades, civil engineers have been developing an interest in such electromagnetic devices for structural
vibration control. Inoue et al. [8] illustrated a system consisting of voice coil motor connected to an RC circuit that dealt
with the vibration suppression problem using such EMDS as well as the theoretical development of expressions for optimal
parameter design. McDaid and Mace [9] used an electromagnetic device (voice coil) with shunt impedance to attenuate
structural vibration. Cheng and Oh [10] used a current-flowing method to apply an electromagnetic device with RLC shunt
circuit to perform vibration control at relatively high frequencies.

A lot of numerical and experimental tests were performed using a small scale flexible structure by [2]. Their results
showed reductions of the two peaks in structural frequency response functions (FRFs). This behaviour is similar to a classical
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tuned mass damper (TMD). Some studies [4] quoted classical TMD H1 optimisation method [11] and reproved the optimal
design scheme with EMDS. It is similar to conventional TMD and in this work the H1 optimisation method will be proved
for connecting RLC resonant circuit (RLC circuit is a simple electronic circuit oscillator).

The concept of EMDS in this paper uses shunt circuit component-capacitance to provide virtual mass or equivalent mass
and tunes the damping property by selection of circuit components. The optimal design parameters of H1 will be defined
corresponding to equivalent mass ratio, frequency ratio and damping ratio. Former studies in this area implemented the
H1 optimisation method rather than H2 optimisation method. Hence, in this work the H2 optimisation method with RLC
resonant circuit will also be examined. The optimal parameters of H2 design scheme minimising the system energy will
be presented. The theoretical dynamic response will be presented in this paper to demonstrate the similarity or difference
compared with a classical TMD.

This paper is structured as follows: in the first part is introduced the novel EMDS concept in the context of mitigation
of civil engineering vibrations, which is the motivation of this study. The second section reviews the TMD H1 and H2

optimisation methods for obtaining optimal tuning parameters. In the third section is presented the H1 and H2 optimisation
methods for optimal design of parameters for EMDS utilising an RLC resonant circuit. Finally, the last section shows
potential application to a slab strip structure and derivation of EMD properties for vibration mitigation. Also show are
some simulations and illustrations of EMDS using RLC resonant circuit.

21.2 Tuned Mass Damper (TMD)

A tuned mass damper (TMD) is sometimes called a dynamic or vibration absorber and is constructed using a mass, spring
and viscous damper. A typical TMD and single degree of freedom system is shown in Fig. 21.1. Adding the TMD to the
primary structure forms a two degree of freedom system and hence the equation of motion can be written as:
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0 m2
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�
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c1 C c2 �c2

�c2 c2
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�
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f

0
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(21.1)

In Fig. 21.1 the single degree of freedom primary system has properties m1, k1 and c1 representing its mass, stiffness
(elastic coefficient) and damping coefficient. f .t/ is an external force acting on the primary structure. m2, k2 and c2 represent
the mass, stiffness and damping coefficient of the TMD. x1.t/ and x2.t/ represent the displacement vector of m1 and m2.
Taking the Laplace transform of Eq. (21.1), the relationship between the displacement output X1.s/ and input excitation
F.s/ is given by the following transfer function:

X1.s/

F.s/
D s2 C 2�2!2s C !2

2

m1s4 C .2�2!2 C m2 C c1 C c2/ s2 C .!2
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(21.2)

Fig. 21.1 TMD with single
degree of freedom system under
one external excitation
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where !2 D
q

k2

m2
is the natural frequency and �2 D c2

2
p

k2m2
is the damping ratio of the TMD. The damping coefficient c1 is

often assumed to be zero. In his theoretical development, the den Hartog method [11] assumed zero damping for the primary
system (i.e. c1 D 0) and developed the classical expressions for optimal tuning of frequency and damping ratio.

For observing the displacement FRF of the system equation (21.2) can be simplified and rewritten as follows:

H.�/ D X1.�/

F.�/=k1

D �2 � �2 C j 2�2��

�4 C �2 � �2�2 � �2 � ��2�2 C j .�2�2��3 � 2�2���3 C 2�2��/
(21.3)

where � D m2

m1
is the ratio between the mass of the TMD and the primary system mass. � D !2

!1
is the frequency ratio, which

is the ratio between TMD frequency to the structural natural frequency. � D !
!1

is the ratio of the excitation frequency to
structural natural frequency. It is noted that the above FRF equation is dimensionless.

21.2.1 TMD H1 Optimisation

Den Hartog [11] used an optimisation procedure which disregarded the primary structure damping (c1 D 0), to determine
the optimal tuning of TMD parameters such as the optimal frequency ratio �opt and optimal damping ratio �2;opt as follows:

�opt D 1

1 C �
(21.4)

�2;opt D
s

3�

8 .1 C �/
(21.5)

The optimal frequency ratio and damping ratio are functions of the mass ratio. It means that controlling of dynamic
response is manipulated primarily by the mass ratio, which has a tuning implication.

21.2.2 TMD H2 Optimisation

Another optimisation method is H2 optimisation, which aims to minimise the total vibration energy or the mean square
motion of a SDOF system under random force excitations. The FRF function of a system including a TMD was already
defined in Eq. (21.3). For the following discussion, the norm of the FRF function can be written as follows:

jG .�/j D jH .�/j D
ˇ̌̌
ˇ̌ X1 .�/

F .�/=k1

ˇ̌̌
ˇ̌

D
ˇ̌̌
ˇ �2 � �2 C j 2�2��

.1 � �2/ .�2 � �2/ � ��2�2 C j 2�2�� .1 � �2 � ��2/

ˇ̌̌
ˇ (21.6)

The definitions of all parameters are the same as in the previous section. The objective function of H2 optimisation of
vibration absorber can be achieved from minimisation of the integral of the square of the norm of the FRF function, which
can be expressed as:

E
h
jG .�/j2

i
D
Z 1

�1
jG .�/j2S0d! (21.7)
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where S0 is the uniform power spectral density function. The exact solution of the H2 optimal design parameter can be
derived as:

�opt D
s

� C 2

2.� C 1/2
(21.8)

�opt D 1

2

s
� .3� C 4/

2 .� C 2/ .� C 1/
(21.9)

It can also be observed that the optimal frequency and damping ratios of the TMD are functions of mass ratio as well as
dimensionless leading to the global minimum mean square motion of the primary mass.

21.3 Electromagnetic Shunt Damper (EMDS)

A typical concept of an electromagnetic damping device is shown in Fig. 21.2a. A permanent magnet bar and conductive coil
or material are contained within a cover shell. The conductive material is normally bonded with the cover shell. A permanent
magnet bar moves inside within the conductive material. In this case the direction of motion is vertical and the purpose is to
suppress vertical vibration. The electromagnetic damper can be expressed as in the circuit diagram shown in Fig. 21.2b. It is
shown that one resistor, one inductor and a voltage source are required for this device.

21.3.1 H1 Optimisation Design

Figure 21.3a shows a single degree of freedom system model connected with an electromagnetic device in open circuit. For
driving the device, the circuit should be closed. From an energy point of view of the damper, it converts mechanical energy
from the primary structure into electrical energy. In this concept there is no need to apply any external energy source to drive
the device. The structure vibration (mechanical energy) generates an electromotive force (emf) in a passive way. The emf
is proportional to velocity of the motion, with the relationship between the two give by the machine constant KemV . After
multiplication of KemV and velocity, mechanical energy is transferred to the device which produces the input voltage source
(electrical energy) to the shunt circuit. After that the induced current (eddy current) will flow through the shunt circuit.

An EMD can be connected to an RLC resonant circuit consisting of resistors, inductors and capacitors, which is a basic
oscillating circuit as seen in Fig. 21.3b. For different control objectives, it can be connected to more than one RLC circuit
with frequencies close to the different vibration frequencies or structural resonant frequencies of the primary structure. For
this study, only a single mode is investigated for vibration suppression. Therefore, one RLC circuit should be used.

When the vibration frequency is equal to natural frequency of the RLC circuit, the reactance of the shunt circuit will
be equal to zero. Hence, it is implied that the circuit current tends to be maximum. It is known that the damper force is
proportional to the current; therefore, when current is maximum, the damping force also evaluates to have maximum value.
If the RLC oscillating frequency is closed to the fundamental frequency of primary structure, the electromagnetic damper

Fig. 21.2 Electromagnetic
damper device. (a) Conceptual
electromagnetic damper. (b)
Circuit expression of
electromagnetic damper
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Fig. 21.3 Electromagnetic damper with shunt circuit. (a) SDOF structure with open circuit electromagnetic damper. (b) SDOF structure with
electromagnetic device and RLC shunt circuit

will provide a resonant-type damping effect, which is able to suppress the structure single vibrational mode effectively. The
dynamic equation of motion to this system with RLC shunt circuit as follows:
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The above equation can be rewritten in a more concise form as follows:
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where R, L and C are the total resistance, inductance and capacitance of EMDS. Taking the Laplace transform of Eq. (21.11)
with zero initial conditions:

X1.s/

F.s/
D s2L C sR C 1

C

s4m1L C .m1R C c1L/ s3 C �
m1

C
C c1R C k1L C KemN KemV

�
s2 C �

c1

C
C Rk1
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(21.12)

The RLC circuit is a simple oscillating circuit. Hence, the RLC circuit has its own natural frequency and damping ratio
or damping factor. Using this concept it is possible to rewrite Eq. (21.12) as follows:
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(21.13)

where N!2 is the natural frequency of the resonant circuit (RLC) and N�2 is the damping ratio of the resonant circuit (RLC),
which can be defined as:
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LC
N�2 D R

2

q
C
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(21.14)

Comparing Eqs. (21.2) and (21.13), it is not difficult to observe that these two equations have a similar form. Examining
in particular the denominator, an equivalent damper stiffness may be defined as:

Nk2 D KemN KemV

L
(21.15)

Also, equivalent mass and damping coefficients of the electromagnetic damper can be expressed as:

Nm2 D KemN KemV C (21.16)

Nc2 D KemN KemV RC

L
(21.17)
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Similar to a conventional TMD system, with the assumption of zero damping of the primary system the dimensionless
FRF form can be shown as follows:

NH.�/ D X1.�/

F.�/=k1

D N�2 � �2 C j 2 N�2 N��

�4 C N�2 � N�2�2 � �2 � N� N�2�2 C j
��2 N�2 N��3 � 2 N�2 N� N��3 C 2 N�2 N��

� (21.18)

where N� D Nm2

m1
is the ratio of equivalent mass of the electromagnetic damper with RLC circuit to the primary structure mass.

N� D N!2

!1
is the ratio of equivalent natural frequency of the electromagnetic damper with RLC circuit to natural frequency of

primary structure.
For finding the optimal parameters of the EMDS, the same H1 optimisation process from [12] may be used, again under

the assumption of zero damping of the primary structure. Hence, the optimal frequency ratio and damping ratio of EMDS
(RLC circuit) can be expressed as:

N�opt D
s

2

2 C N� N�2;opt D
q

3 N�
8

(21.19)

The equivalent frequency ratio and damping ratio are also functions of the equivalent mass ratio.

21.3.2 H2 Optimisation Design

Cheung and Wong [13] proposed a new H2 optimal design model of a dynamic vibration absorber which was derived for
minimising the mean square motion of a SDOF system under random excitation. The results showed that this newly proposed
concept of absorber can provide a larger suppression of the primary structure. This concept can also be applied to optimal
design of an EMDS.

The FRF function of an EMDS system was shown in Eq. (21.18). Hence, the amplitude of EMDS FRF function is
expressed as:
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The objective function of H2 optimisation is a minimisation of the integral of the square of the amplitude of the FRF
function of the primary structure. It can be illustrated as:
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The integration result as follows from Grahshteyn and Ryzhik [14] is used to find the exact solutions for the optimal
damping ratio and frequency ratio:

N�2;opt D 1

2

s
N�2 C N� N�2 � 2 C 1

N�2
(21.22)

N�opt D 1 (21.23)

The optimal parameters of EMDS under H2 optimisation are functions of the equivalent mass ratio.
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21.4 Theoretical Comparison of the TMD and EMDS

In order to carry out an analysis of the potential performance of comparative TMD and EMDS devices, the properties of a
laboratory slab strip structure were used as summarised in Table 21.1. The structure is an in-situ cast post-tensioned slab
strip that is simply supported between knife-edge supports and is shown in Fig. 21.4. The slab strip has span 10.8 m, width
2 m and depth 0.275 m. The three measured mode shapes corresponding with the dynamic properties in Table 21.1 are shown
in Fig. 21.5.

Sections 21.2 and 21.3 introduced the mathematical models for the conventional TMD and the electromagnetic damper
with shunt RLC circuit (EMDS). From classical control theory, Fig. 21.6a shows the control law involving the TMD.

Figure 21.7 shows an electromagnetic actuator from Parker (Electric Tubular Motor—ETT) that can be configured to
function as an electromagnetic damper. The technical characteristics of this motor are shown in Fig. 21.7. The two most
important parameters are the force constant KemN and the emf constant KemV , which represent the relationships between
current and force and between velocity and voltage. Section 21.2 mentioned that the electromagnetic damper can be used as
a circuit component; hence the relative inherent resistance and inductance of the EMD are 44 	 and 38 mH, respectively.

The passive EMD is operated by closing the shunt circuit. From the controlling system perspective as seen in Fig. 21.8a,
the electromagnetic damper and control circuit are in series and put it in the feedback loop together. The control circuit can
stand for different circuits. In this study, an RLC circuit is used. From the mathematical model presented in Sect. 21.3 it can
be seen that the EMD with RLC circuit can be expressed as an equivalent TMD (virtual TMD). To verify that the predicted
relative dynamic behaviour is similar, FRF curves may be calculated to show the separation of the primary structural mode
into two lower magnitude peaks. For this study, the mass ratio of the TMD and the equivalent mass of the EMDS are selected
to be the same (1 %).

In Sect. 21.3 it was shown that the electromagnetic damper has two key machine constants that determine its performance,
KemN and KemV . Using these two parameters and the H1 optimisation design equations, a derived acceleration frequency
response function (FRF) is shown in Figs. 21.8a (magnitude) and 21.8b (phase). From these figures can be seen that red

Table 21.1 Measured dynamic
properties of the slap strip
structure

Mode number Natural frequency (Hz) Damping ratio ( % ) Modal mass (kg)

1 4.6 2.4 6610

2 16.9 0.51 7830

3 37.6 1.09 5100

0.2m
clear span=10.8m 

0.2m

2m

PLAN

0.275m
0.325m

0.15m0.15m

0.075m

ELEVATION

Fig. 21.4 Layout of the slap strip structure

Fig. 21.5 Measured mode
shapes of the slab strip structure
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Fig. 21.6 Different control laws with TMD and EMDS. (a) Control law with passive TMD. (b) Control law with electromagnetic damper and
control circuit

Fig. 21.7 Electromagnetic
actuator

Table 21.2 Technical
characteristics of electromagnetic
damper (adopted from catalogue
of Parker ETT—Electric Tubular
Motor)

ETT060 Unit ETT060S3

Effective stroke mm 30 . . . 540

Rated force N 128

Peak force for 10 s N 512

Maximum speed m/s 4

Peak acceleration m/s2 200

Actuator length mm 386

Slider length w/o stop mm 254 . . . 944

Slider weight kg 0.56 . . . 2.12

Slider diameter mm 25

Pole diameter mm 60

Force constant N/A 206.45

Back EMF V/(m/s) 25.2

Phase resistance ohm 44

Phase inductance mH 38

Position repeatability mm ˙ 0:05

0 2 4 6 8 10
0

0.5

1

1.5

2

2.5

3

3.5
x 10−3

Frequency (Hz)

F
R

F
 a

bs
ol

ut
e 

m
ag

ni
tu

de
(m

/s
2 /

N
)

WC
TMD
EMDS

WC
TMD
EMDS

a b

0 2 4 6 8 10
0

50

100

150

200

Frequency (Hz)

F
R

F
 P

ha
se

 (
de

gr
ee

)

Fig. 21.8 Comparison of acceleration frequency response under H1 with machine constant KemN ¤ KemV . (a) Acceleration response. (b) Phase
angle



21 Analysis of H1 and H2 Optimal Design Scheme for an Electromagnetic Damper with Shunt Resonant Circuit 209

Fig. 21.9 Root locus comparison between TMD and EMDS (H1)
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Fig. 21.10 Comparison of acceleration frequency response under H2 with machine constant KemN ¤ KemV. (a) Acceleration response. (b)
Phase angle

dashed line of the EMDS FRF curve is the same as the equivalent TMD under H1 optimisation. It clearly has the typical
characteristic of separation of the primary structural mode into two lower magnitude peaks. From this point of view, the
equivalent TMD (or EMDS) concept can be verified. In theory, the mass ratio could be increased to more than 1 %, but in
this case the equivalent mass ratio was limited by the electromagnetic motor peak force.

Figure 21.9 shows the root locus comparison between the TMD and EMDS. Both have four poles which can be determined
from Eq. (21.2) in which two complex conjugate poles are close to imaginary axis and another two are far from the imaginary
axis. The different shapes of these root locus plots are caused by the equivalent stiffness term ( KemN KemV

L
) that is affected by

force constant(KemN ) and emf constant (KemV ).
By contrast, the dynamic responses corresponding with H2 optimisation using TMD and EMDS are shown in Fig. 21.10.

It is noted that the mass ratio of this design was again chosen as 1 %, which is same as for the H1 design. Again it can be
seen that the equivalent TMD (EMDS) response is almost identical to that of the TMD for these H2 optimisation results.

Figure 21.11 shows the root locus plots corresponding with the TMD and EMDS. Again it can be seen that the root locus
shapes are different causing by the equivalent stiffness term of transfer function.
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Fig. 21.11 Comparison root locus between TMD and EMDS (H2)
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Fig. 21.12 Comparison of acceleration frequency response with H1 and H2. (a) Acceleration response. (b) Phase angle

To further the comparison, Figs. 21.12 and 21.13 shows the FRF and root locus plots from both the H1 and H2 methods.
It can be seen that H2 FRF has lightly lower peak than H1.

21.5 Discussion

The objective of this study has been to examine the use of an electromagnetic actuator or motor for vibration control of
a civil engineering structure, by utilising it as an electromagnetic damper with a shunt circuit (EMDS). The H1 and H2

optimisation methods using RLC resonant circuit (or EMDS) have been re-proved and amended and utilised in an analytical
implementation study for comparison against an equivalent TMD. Since the inherent resistance of the actuator is higher than
desired, a negative resistance circuit was used to scale down the total resistance.

From the frequency response, the peak magnitude of FRF curve of the bare structure can be alleviated by adding RLC
resonant circuit. The cascaded RLC resonant circuit can have an equivalent TMD dynamic behaviour. The FRFs showed that
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Fig. 21.13 Comparison root
locus between H1 and H2 for
EMDS
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the RLC shunt circuit produce the characteristic two lower peaks of the FRF of the whole system using either of the standard
optimisation methods (H1 and H2). It can also be seen that apart from the circuit components, the controlling effectiveness
can also be affected by the two machine constants KemN and KemV .

The equivalent TMD does not involve any moving mass and theoretically can achieve a substantial virtual mass from
circuit components (capacitance). It is known that larger TMD mass ratios results in better controlling performance and, in
a comparative sense, increasing the equivalent mass ratio of an EMDS can also have a better controlling result. In a real
application case, the equivalent mass ratio is dependent on the capacity of the force actuator.

Optimal design laws were presented in this paper. Optimal design can help a designer to find out the required parameters of
optimal circuit components. From the analytical study it was shown that the optimal resistance and inductance are functions
of the capacitance.

In this study a SDOF system was selected and vibration control of the single mode was carried out, which represented the
first bending mode of the actual system. The approach pursued here can be extended to control of multiple modes by using
multiple RLC resonant circuits with the system.

It is planned by the authors to carry out a practical implementation of the system, which will be presented in later
publications.
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Chapter 22
Orbit Stability Determination of Satellites Using Harmonic
Force Excitation Analysis

Joshua Johnson, William H. Semke, Matthew Zimmer, and Ronald Fevig

Abstract The focus of this paper is the determination of orbit stability of a small satellite around an asteroid with a complex
gravitational field using harmonic force excitation analysis. The determination of stable orbits is critical in space mission
planning, especially in deep space missions investigating asteroids having undetermined mass distribution. Many of these
asteroids have complex gravitational fields that make close orbits, which are necessary for inspection, very difficult to predict
and safely maintain. Simulations of the asteroid Itokawa, which was visited and analyzed by the Hayabusa Space Mission,
have shown such complex gravitational fields. Orbit simulations using Systems Tool Kit (STK) software have demonstrated
many interesting phenomena resulting from the nonlinear satellite/asteroid interaction. One behavior of special note was the
influence of the rate of spin of the asteroid and the stability of the orbit. This behavior was found to be linked to the frequency
and magnitude of the gravitational excitation force along with altitude of the orbiting satellite. A harmonic force excitation
analysis of the system was shown to be an accurate predictor of orbital stability. The resulting frequency ratio determined is
shown to predict regions where complex gravity effects are significant.

Keywords Harmonic analysis • Satellite control • Orbital stability • Itokawa • Space mission design

22.1 Introduction

The research presented in this paper is the result of a collaborative research project at the University of North Dakota between
the Department of Mechanical Engineering and the Department of Space Studies. The main body of the project seeks to
create an autonomous orbital control system for a spacecraft in close-proximity to a small Near-Earth Object (NEO). This
is achieved by utilizing a MATLAB-STK interface that was developed in order to allow for complex orbital control. The
findings presented here are focused on interesting dynamic behavior resulting from harmonic force excitation, discovered
while studying the orbital mechanics of a satellite-asteroid system.

Prior work done by Church and Fevig investigated the feasibility of creating a highly detailed gravity map of small body
asteroids (500 m and smaller) which allows for determination of the internal structure of the asteroid [1]. The proposed
process involved having two satellites in orbit together around the body. Then observations are made, from one satellite to
another, of their changes in trajectory. By observing these perturbations, a detailed gravity map can be derived. This method
has proven to be successful during the GRACE, and GRAIL missions. It was found that two satellites put into orbit next
to each other around a simulated model of asteroid 25143 Itokawa quickly diverge in their trajectories [1]. The satellites
have the same initial conditions except that they are separated by 5ı in true anomaly, the angle between their initial radius
vectors. Figure 22.1 shows that quickly the satellite with the yellow trajectory crashes and the satellite with the red trajectory
is ejected from the system, despite the fact that their initial conditions are quite similar (the white trajectory is a circular
orbit, displayed for reference).

Shown in Fig. 22.1 are prograde orbits, meaning that the spacecraft’s trajectory is pointed in the same direction as the
rotation of the asteroid. It was observed that retrograde orbits, orbits where the satellite’s trajectory is opposite the rotation
of the asteroid, are much more stable (Fig. 22.2). This paper investigates this interesting phenomenon using a harmonic force
excitation analysis to determine the orbital stability of a satellite around a NEO.
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Fig. 22.1 Prograde orbits:
unstable trajectories with similar
initial conditions that quickly
diverge from each other. One
escapes the system (red), while
the other crashes (yellow)

Fig. 22.2 Retrograde orbits:
stable past 1 month while staying
close to one another

22.2 Background

Near-Earth Objects are asteroids or comets in our Solar System that approach Earth’s orbit. More specifically, their perihelion
distance is less than 1.3 Astronomical Units (AU) [2]. The perihelion distance is the body’s distance to the Sun at its closest
point to the Sun it its orbit (Fig. 22.3). One AU is the average distance between the Sun and the Earth, and is used as a
standard of measurement (�1.4960 � 1011 m). Therefore, an asteroid or comet is considered an NEO if the closest point in
its orbit around the Sun is less than 1.3 times the average distance between the Sun and the Earth. Figure 22.4 shows NEO
types recognized by NASA which has a team of scientists dedicated to discovering and tracking NEOs in the Solar System.

There is a great interest in NEOs since (1) they are studied by the planetary science community, and provide clues for
topics in this discipline such as the formation of our Solar System, (2) they posses raw materials that can be mined and
used to collect in-situ resources for manned and unmanned spaceflight, and (3) they have the potential to collide with Earth,
with an immense amount of kinetic energy, causing catastrophic destruction. At the time of this writing, there are over 1,500
Potentially Hazardous Asteroids (PHAs) that are being tracked and monitored by NASA [3]. The term potentially hazardous
does not mean that an impact with Earth is imminent, only that the orbit and size of the object are cause for concern. As
new observations of these PHAs become available, scientists can better predict their orbit and asses the likelihood of a future
close approach to Earth.
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Fig. 22.3 Perihelion and
aphelion points for a body
orbiting the sun

Fig. 22.4 NEO types as
categorized by NASA [2]

Fig. 22.5 Asteroid 25143
Itokawa as seen from
Hayabusa [6]

The control problem in an NEO environment is being studied by researchers all around the world. NASA and the Japanese
Aerospace Exploration Agency (JAXA) have sent unmanned spacecraft to operate in close-proximity to these objects [4, 5].
What makes the NEO environment so unique is the gravity field surrounding an NEO is tenuous and it is quite complex.

Gravitational force is a function of the spacecraft and NEO mass elements that decays proportionally to the inverse square
of the distance between these element. Therefore, when dealing with small NEOs, the gravitational force exerted on an
orbiting spacecraft is much weaker than it is for much larger bodies, like Earth or Mars. Furthermore, the gravitational field
is correlated the shape of the body but can have variations based on varying mass distributions throughout. This study focuses
on asteroid 25143 Itokawa, which the Hayabusa satellite visited in 2005 (Fig. 22.5). The shape of Itokawa resembles that of
a potato, so a satellite in a circular orbit experiences higher gravitational force as it passes by either of the two protruding
ends. This increased force can be enough to upset the orbital trajectory such that the satellite escapes the weak gravity field,
or that the satellite crashes into the body.
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In order to capture the irregularities of the gravity model in three dimensions, a spherical harmonic model of the
gravitational potential is used, as shown in Eq. 22.1.

U D �

r
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mD0
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where U is gravitational potential. The coordinates r, � , and � are the radial distance, latitude, and longitude of the spacecraft
in a coordinate system fixed to the object’s center of mass. RCB is the mean radius for the body and � is the object’s
gravitational parameter. The functions Pnm are the normalized Legendre polynomials, and Cnm and Snm are the gravity
coefficients of degree n and order m [7].

Itokawa has been studied extensively and a degree and order four model was built based on the data captured by Hayabusa
[8]. Studying the natural environment about Itokawa, with no control measures used, it was found that a stable prograde orbit
can be achieved using a high-inclination orbit with an orbit radius between 1.0 and 1.5 km [9]. Any closer to the surface of
Itokawa and the orbit becomes disrupted by the spherical harmonic gravity model. Outside of this range the orbit becomes
disrupted by other effects, such as solar radiation pressure (SRP).

For Itokawa’s gravity model, the C20, C22, C42, and C44 coefficients are the most significant [9]. These values correspond
with the effects of the asteroid’s oblateness and its ellipcity (Fig. 22.6).

A body’s oblateness and its effect on orbits has been characterized and studied extensively. For example, this perturbation
is observed in Earth orbits. Due to the Earth’s angular velocity as it spins about its polar axis, there is a bulge around
equator. The effect this bulge has on orbits (known as the J2 effect) causes a precession in the orbital plane, not unlike a
spinning top that is about to fall; the orbital plane wobbles as it spins. An inclined orbit about an oblate body has the same
wobble as the orbital plane twists around the body. Specifically, the orbit’s right ascension of the ascending node (RAAN)
(	) rotates westward for prograde orbits around the Earth, and the argument of periapsis (¨) rotates in the direction of
the spacecraft’s motion. Semi-major axis (a), eccentricity (e), and inclination (i) suffer no long-term perturbations from
oblateness (Fig. 22.7) [10].

A body’s ellipcity has more dramatic effects on the orbit and can cause the spacecraft to transition from a safe orbit into
an impacting or ejecting orbit within a few periods. The ellipcity of the body causes changes in the orbit semi-major axis,
eccentricity, and inclination while effecting both the orbit’s energy " D ��=.2a/ and angular momentum h D [�a(1-e)]1/2

[11]. In previous studies, it has been observed that prograde orbits experience much larger changes in energy and angular
momentum for each orbit, where retrograde orbits experience little, if any, changes per orbit [12].

This paper studies the difference in stability between prograde and retrograde orbits around a small asteroid with various
rotation rates by looking at the excitation frequencies seen in the dynamic system.

Fig. 22.6 Effects of degree (n)
and order (m) on the spherical
harmonic gravity model [8]
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Fig. 22.7 Keplerian orbital
elements [13]

Table 22.1 Initial conditions for
satellite orbit used in the study

Keplerian element Value

Semi-major axis 0.60 km
Eccentricity 0
Inclination 0ı (prograde) or 180ı (retrograde)
Argument of perigee 0ı

Right-ascension of the ascending node 0ı

True anomaly 0ı

22.3 System Model

This project focuses on asteroid 25143 Itokawa as the asteroid-satellite system’s central body. Itokawa was visited in 2005
and a significant amount of data was collected about its environment. This allows for computerized simulation of a “real-
world” environment. The shape model used in our simulation is a visual approximation as a triaxial ellipsoid with axial
dimensions 0.2741 km � 0.1561 km � 0.1376 km. These were calculated from values of the overall dimensions of Itokawa,
given as 0.5481 km � 0.3122 km � 0.2751 km [9]. The rotational period of Itokawa is 12.132 h according the data provided
by JPL Horizons [14]. The gravity model used is the degree and order four spherical harmonic model [9].

To conduct the study with a high degree of user manipulation and data capture, AGI’s Systems Tool Kit (STK) software
is used with data analysis done in MATLAB. An integration of STK and MATLAB has also been developed that allows for
complex mathematical computation to be done in MATLAB and transferred into the STK simulation for control algorithm
development, and other computationally intensive operations. The satellite used in the simulation scenario has a mass of
55 kg. The initial Keplerian elements of the satellite’s orbit around Itokawa used in this study are given in Table 22.1.

22.4 Analysis

This project looks exclusively at the effects of the spherical harmonic gravity model. Other effects, such as SRP and third-
body gravitation, are not considered. Gravity can be considered to be a “non-linear spring.” The equation of motion for a
linear spring-mass-damper system is defined as:

F D max C cvx C kx (22.2)
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where m is the mass (kg), ax is the acceleration in the x-direction (m/s2), c is the damping coefficient (N*s/m), vx is the
velocity in the x-direction (m/s), k is the spring constant (N/m), and x is the displacement in the x-direction (m).

And Newton’s Law of Gravity is given as:

Fg D G
m1m2

r2
(22.3)

where Fg is the force of gravity (N), G is the universal gravitational constant (�6.674 � 10�11 N (m/kg)2), m1 and m2 are
the mass of the two bodies interacting (kg), and r is the distance between the two bodies’ centers of mass (m). The terms G
and m1 (the mass of the orbited body) are combined to make the value � (km3/s2) which is called the body’s gravitational
parameter.

This can be made to fit into Eq. 22.2 as the spring constant:

F D max C cvx C m�

x3
x (22.4)

The damping of a system is used to decay the systems velocity with time. Without this, an ideal spring-mass system, once
disturbed, would oscillate about its equilibrium point for an infinite amount of time. The damper slows the oscillations until
the system eventually comes to rest at its equilibrium position. In the asteroid-satellite system, drag causes the velocity to
decay with time. Typically drag is caused by air resistance, but in deep space missions, there is no atmosphere to resist the
motion of the spacecraft so there is negligible drag. With these models applied, the equation of motion for the asteroid-
satellite system becomes what is known in orbital mechanics as the simplified two-body problem:

F D max C m�

x3
x (22.5)

Now, some system parameters need to be defined in order to continue. From mechanical vibrations, the undamped natural
frequency of a linear spring-mass system is defined as:

!n D
r

k

m
(22.6)

This is the frequency at which an undamped system will naturally oscillate. This is an important parameter in vibrations
because if a system is driven to oscillate at this resonant frequency, small excitations grow into large amplitudes of oscillation.

The amplification ratio at which the oscillations grow when an undamped system is excited at it natural frequency
is given as:

X
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D 1

1 �
�

!
!n

�2
(22.7)

where X/•st is the ratio of the dynamic to the static amplitude of motion, and ¨/¨n is the ratio of the excitation frequency
to the natural frequency of the system [15]. Figure 22.8 is a plot of ¨/¨n versus X/•st for an undamped linear system. From
this we expect to see instabilities in the spacecraft’s orbit as the excitation frequency experienced by the spacecraft from the
rotating asteroid approaches the natural frequency of the system.

Replacing the spring constant (k) in Eq. 22.6 with the “non-linear spring” constant, it becomes:

!n D
s

m�

x3

m
(22.8)

which simplifies to:

!n D
r

�

x3
(22.9)
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Fig. 22.8 Amplification ratio of
an undamped linear system

where � is the gravitational parameter (km3/s2) of Itokawa and x is the radial distance from the satellite to Itokawa’s center
(km). This leaves us with the natural frequency of the system in radians per second (rad/s). Scheeres provides that � for
Itokawa is 2.36 � 10�9 km3/s2 [9]. This gives a natural frequency of 1.05 � 10�4 rad/s when evaluated at our chosen initial
orbital radius of 0.60 km.

In order to study the effects of the excitation frequency, we utilize the STK simulation. Through this, we can change the
rotational rate of the asteroid to speed up or slow down the frequency of excitation experienced by the spacecraft from the
spherical harmonic gravity model of asteroid Itokawa.

With the spherical harmonic model, the relative frequency between the satellite and the asteroid can be expressed as:

!sat=asteroid D .!sat ˙ !asteroid / (22.10)

Where the frequencies add in the retrograde case, and subtract in the prograde case. With the C44 coefficient in the spherical
harmonic model, we see that the gravitational force reaches a maximum value four times throughout a single rotation of
Itokawa (Fig. 22.6). This results in the excitation frequency:

! D m!sat=asteroid (22.11)

where m is the highest order of the gravity model significantly impacting the excitation.
Multiple scenarios were simulated in STK varying the rate of rotation of the asteroid and the direction of the orbit. This

allows for the study of the interaction between the excitation frequency (¨), which changes according to Eq. 22.11, and the
natural frequency (¨n). Observations are given in Table 22.2.

It is observed that when the ratio of the excitation frequency to the natural frequency (¨/¨n) is �1.3 < ¨/¨n < 4.3, the
orbit is unstable. Examples of unstable and stable orbits are shown in Fig. 22.9. Figure 22.9a shows the asteroid at its natural
rate of rotation with a satellite travelling with the direction of rotation (prograde). The satellite diverges from its intended
circular orbit path and crashes into Itokawa. Figure 22.9b shows a satellite travelling in the opposite direction (retrograde).
The satellite maintains an orbit that is mostly circular, but the orbit rotates around the body as the Right Ascension of
the Ascending Node undergoes precession caused by the changing gravitational magnitude. The orbit is perturbed, but the
frequency ratio of the excitation frequency to the natural frequency of the system is outside of the amplified region that
causes the orbit to become unstable.

The time history of the prograde system, seen in Fig. 22.10a, shows that the force of gravity pulling the satellite inwards
increases (negatively) as the satellite crashes into the surface of the asteroid. The retrograde time-history (Fig. 22.10b) is
interesting since it shows that there is more than one excitation frequency as a higher frequency oscillation is superimposed
over the lower frequency motion.

Figure 22.11a, b show the Fast Fourier Transform (FFT) analysis of the radial acceleration. The FFT is useful because any
peaks seen in the graph illustrate a dominant frequency at which the system was excited. The prograde system is unstable
from the very beginning, so we don’t expect to see any dominant frequencies. The retrograde FFT again shows two dominant
excitation frequencies. These potentially correspond with the C22 and C44 gravity model coefficients, though further analysis
is required.
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Table 22.2 Orbit scenario observations with varying asteroid spin rates and changing orbital direction (prograde and retrograde)

Asteroid spin
rate multiplier

Prograde frequency
ratios (¨/¨n) Orbit quality Event

Retrograde frequency
ratios (¨/¨n) Orbit quality Event

Natural rate 1/32 �3.8 Stable 4.2 Unstable Impact

1/16 �3.7 Stable 4.3 Semi-stable High precession

1/8 �3.3 Stable 4.7 Stable

1/4 �2.6 Stable 5.4 Stable

1/3 �2.2 Stable 5.8 Stable

1/2 �1.2 Unstable Impact 6.8 Stable

3/4 0.1 Unstable Impact 8.1 Stable

7/8 0.8 Unstable Impact 8.8 Stable

1 1.5 Unstable Impact 9.5 Stable

1 1/2 4.3 Unstable Impact 12.3 Stable

1 3/4 5.6 Semi-stable Eject 13.6 Stable

2 7.0 Semi-stable Eject 15.0 Stable

3 12.5 Stable 20.5 Stable

4 18.0 Stable 26.0 Stable

5 23.5 Stable 31.5 Stable

6 29.0 Stable 37.0 Stable

7 34.5 Stable 42.5 Stable

Fig. 22.9 (a) & (b). Example of an unstable prograde orbit that is perturbed enough to cause the orbit to diverge from its intended circular orbit
and crash into the asteroid. Example of a stable retrograde orbit that maintains a mostly circular orbit, but experiences precession around the central
body for upwards of 6 months

It is interesting to note that within �1.3 < ¨/¨n < 4.3 the orbit becomes unstable immediately and crashes into the asteroid
within a few periods. However, at the values of 5.6 and 7.0, as seen in Table 22.2, the orbit is stable for some time and then
at one point in the orbit is ejected from the system.

Figures 22.12a, b show the satellite at the point just before it is ejected from the system when ¨/¨n is 5.6 and 7.0,
respectively. Just before the ejection, the satellite enters a highly eccentric orbit and has a close approach to the protruding
end of the body near the periapsis. As the satellite passes by the asteroid, a small amount of energy is transferred to the
satellite as it is then accelerated into a hyperbolic orbit and is ejected from the system [16].
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Fig. 22.10 (a) & (b). Time-history of the radial acceleration data for an unstable prograde orbit (left) and a stable retrograde orbit (right) at the
asteroid’s natural rotation rate

Fig. 22.11 (a) & (b). FFT of the radial acceleration data for an unstable prograde orbit (left) and a stable retrograde orbit (right) at the asteroid’s
natural rotation rate

Fig. 22.12 (a) & (b). Rotation of Itokawa sped up by 1 3/4 times the natural rate (left). Rotation rate of Itokawa sped up by 2 times the natural
rate (right)
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22.5 Conclusion

It was found that there is a range of excitation frequencies that causes an orbiting spacecraft around Itokawa to become
unstable. There are other factors that need to be considered before attempting close-proximity orbits, but it is recommended
that a spacecraft attempting to orbit small body asteroids (around 500 m in diameter) enter into an orbit that has a ¨/¨n

ratio greater than seven in order to avoid unstable perturbations caused by the spherical harmonic gravity coefficients. For
retrograde orbits, the ratio of ¨/¨n is increased due to the higher relative speed of the satellite to the surface of the asteroid
as it rotates. This effect is similar to the impact harmonic excitations have on linear systems: relatively high frequency
excitations have small impact on the dynamic response of the system, while excitations near the resonant frequency (¨n)
have a large impact on the dynamic response of the system. The same basic response is observed in satellite orbits around an
asteroid where a non-linear spring restoring force is coupled with complex gravitational excitation.

The use of a harmonic excitation analysis on the linearized system can predict the regions where orbital stability is
expected. By computing the excitation frequency as a function of the rotational spin rate and order of the gravity model,
a comparison can be made to the natural frequency of the satellite-asteroid system. This provides important information
regarding the likelihood of stable, long-duration orbits.
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Chapter 23
Energy Harvesting Perspectives from Parametric Resonant Systems

Maryam Ghandchi Tehrani, Elvio Bonisoli, and Matteo Scapolan

Abstract Parametric resonances can occur in internally stressed systems due to the periodic variation of the stiffness in time.
Parametric resonance can lead to unstable dynamic behaviour; however, their response is limited by existing nonlinearities
in the system, thus resulting in limit cycle oscillations (LCOs). This phenomenon can be exploited in the design of energy
harvesters. The amplitude and frequency of the parametric excitation can be adjusted so that the vibration response of
internally stressed systems is close to instability. In this paper, a cantilever beam is considered in vertical position and an
axial excitation is applied to the base of the beam. The imposed kinematics of the base leads to internal stress along the
beam, which produces a variation of the bending stiffness. If the frequency of the base excitation is twice the first natural
frequency of the beam, the principal parametric resonances can occur. A quasi-linear FEM approach is adopted, together with
a simplified single-degree-of-freedom model of the beam, in order to numerically simulate its dynamic behaviour, to identify
unstable conditions and to obtain the Floquet diagram. An analytical approach is developed as well, using a multi-degree-of-
freedom model of the beam, considering the system as autoparametric. Harmonic balance method is used to determine the
Floquet diagram and to validate the numerical model.

Principal parametric resonance is observed experimentally. Harvesting energy from parametric resonance is therefore
potentially very efficient, especially if the external source is not directly exploitable. Parametric resonance in this case acts
as a power amplification.

Keywords Energy harvesting • Parametric resonance • Floquet diagram • Lupos

23.1 Introduction

Faraday [1] first observed parametric resonance phenomena in a vertically oscillating fluid container, developing horizontal
surface waves. The first model that described this behaviour was presented by Mathieu [2].

Parametric resonance can occur in systems with periodic-time-varying parameter(s) in the differential equation such as,

m.t/ Rx.t/ C c.t/ Px.t/ C k.t/ x.t/ D f .t/ (23.1)

where m(t), c(t), k(t) are the time varying mass, damping and stiffness coefficients respectively and f (t) is the external forces
acting on the system.

The excitation can be externally provided by a forcing function (external excitation) or can arise internally from the
time variation of the parameters (self-excitation). In contrast to externally excited systems, self-excitation is linked with the
homogeneous equation of motion (f .t/ D 0). Thus, the presence of a periodic time varying parameter in the homogenous
equation can act as an excitation, commonly referred to as parametric excitation.

Floquet theory is used to solve the homogeneous equation of this kind. For undamped systems, Equation 1 can be
simplified to the well-known Mathieu equation,

Rx.t/ C .ı C " cos .	t// x.t/ D 0 (23.2)
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where the variable stiffness, consists of a constant part ı, which relates to the natural frequency of the system, and a variable
part, " cos(	t), which is due to the parametric excitation. The variation of the stiffness leads to an increase or decrease of the
elastic potential energy; the same happen for a variation of the inertial term [3].

Under certain conditions, the energy in the system can grow exponentially in each cycle, leading to unstable behaviour.
For undamped systems, when the excitation frequency is about twice the first natural frequency, small parametric amplitude
can result in primary parametric resonance. The damping in the system may not be sufficient to stabilise the unstable system
and it may only delay the onset of the instability [4].

Nonlinear structural vibrations can however limit the growth of the response [5, 6], as demonstrated by a model including
quadratic and cubic geometric nonlinearities.

Oueini and Nayfeh [7] used this concept to suppress structure vibrations using nonlinear velocity feedback control, on
a cantilever beam subjected to primary parametric resonance. Linear velocity and position feedbacks are also implemented
experimentally, by Ghandchi Tehrani et al. [8], to avoid unstable behaviour.

The aim of this paper is to take advantage of parametric instability rather than to avoid it by providing parametric
resonance conditions for energy harvesting. References [9–12] also have demonstrated that under parametric resonance
the system can harvest ten times more power compared to direct resonance.

Numerical approach based on quasi-linear FEM is developed using Lupos, which is an open source FEM software.
Harmonic balance method is applied to obtain the Floquet diagram and to validate the numerical results. Experiments are
conducted to demonstrate the instability due to parametric resonance. Geometric nonlinearities are observed in the response
of the beam and their effects are investigated on the stability curves. An analysis based on the energy flow is carried out to
explain how the potential energy varies when the parametric resonance occurs.

23.2 A Parametrically Excited Beam

A beam in vertical position subject to an imposed kinematics of the base is considered as shown in Fig. 23.1. The imposed
kinematics is the axial displacement, along the z-axis. The axial acceleration leads to inertial effects. The distribution of the
axial load along the beam is also shown in Fig. 23.1.

The distribution of the normal force leads to the variation of the bending stiffness of the beam. The axial excitation is
sinusoidal with the frequency of 	. Hence, the bending stiffness is also periodic with the same period as the base acceleration
	, representing a parametrically excited system.

The characteristics of the beam are provided in Table 23.1.
The first natural frequency of the beam without parametric excitation is found to be f1 D 3:9978 Hz.
The beam can be modelled as a single-degree-of-freedom system as described in [8], which is an approximate model and

it does not capture the interaction between the axial and the bending motion of the beam, which is the main concern of this
paper.

It is possible to derivate analytically the normal force acting along the beam and its influence, as done in the following.

Fig. 23.1 Vertical beam subject
to imposed kinematics along the
beam and its normal force
distribution due to inertial effects
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Table 23.1 Beam characteristics Characteristic Property Value

Beam geometry l, length z [mm] 400
b, width x [mm] 1
h, height y [mm] 10

Beam material �, density
h

kg
m3

i
7,800

E, Young modulus [GPa] 207
�, Poisson ratio Œ�
 0.29

Fig. 23.2 Two
degree-of-freedom system,
vertical dof (a) and bending
dof (b)

kz cz

mz

z0

z1

kx

cx

x
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a b

The beam is modelled as a two degree-of-freedom system; it can however been generalised to an n-degree-of- freedom
(MDOF) system. The degrees of freedom correspond to the axial and the bending motion as shown in Fig. 23.2.

The system can be regarded as an autoparametric system [4, 13] and consists of two subsystems, a primary and a secondary
subsystem. The primary system is externally forced in axial direction, while the secondary subsystem, which describes the
bending motion of the beam, is coupled to the primary subsystem due to the internal stresses. The coupling between the
two subsystems is represented by the geometric stiffness, which depends on the normal force. The bending stiffness kx is
therefore dependent on the imposed displacement along the axial direction.

The dynamic equation of motion in x direction can be written as:

mx Rx C cx Px C kx.t/x D 0 (23.3)

where mx, cx and kx(t) are the mass, damping and stiffness of the bending DOF.
Imposing the axial displacement, results in the geometric stiffness:

kx D kx0 C N0�kx0 cos 	t (23.4)

Neglecting the damping, yields,

Rx C
�

kx0

mx

C N0�kx0

mx

cos 	t

�
x D 0 (23.5)

The bending stiffness in Eq. 23.4 has a constant part (kx0) and a variable part N0�kx0 cos 	, which depends on the amplitude
of the normal force N0,the excitation frequency 	, and the variation of stiffness due to the normal unitary force �kx0.

Considering the axial direction as a SDOF system, the dynamic equation along the z-axis can be written as:

mzRz1 C cz .Pz1 � Pz0/ C k .z1 � z0/ D 0 (23.6)

where mz, cz and kz are the mass, the damping and the stiffness of the axial DOF of the beam.
The normal force can be obtained from Equation 7:

N0 D mz	
2 .kz C icz	/

kz � mz	2 C icz	
Z0 (23.7)
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Fig. 23.3 Floquet diagram,
analytically obtained
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The transition curves in the Floquet diagram can therefore be obtained from solving Eq. 23.5 for " and 	, by using the
harmonic balance method. They can also be obtained in terms of Z0 and 	, as [14] shown.

Figure 23.3 shows the analytical transition curves for the primary parametric resonance (blue dashed line), together with
parametric resonances of higher orders (red solid line).

23.3 Analytical Analysis of Energy Flows

The instability phenomena can be analysed based on the energy flow in parametrically excited systems. In unstable
conditions, the energy increases in each cycle. The total energy in the system is the sum of the kinetic energy and the
potential energy. For the bending subsystem, the kinetic energy is proportional to the mass mx as well as the square of the
velocity . The potential energy is proportional to the stiffness kx and the displacement x squared. The stiffness kx consists of a
constant term and a time-varying term. Therefore, the elastic potential energy results in a constant term U and a time-varying
term �U.

�U D 1

2
�kxx2 (23.8)

Since �U is dependent on the displacement and the variable part of the stiffness, combining the two periodic functions leads
to a non-zero mean value for the energy:



�kx D m" cos .	t/

x D X cos .!t/
) �U D 1

2
m"X2 cos .	t/ cos2 .!t/ (23.9)

Figure 23.4 shows the elastic energy �U for two different excitation frequencies, 	 D !0 (blue dashed line) and 	 D 2!0

(red solid line). When 	 D !0 the net energy in one cycle is zero, however, the elastic energy increases in each cycle when
the system is at parametric resonance 	 D 2!0. This energy could be harvested and stored by an opportune device, instead
of increasing the energy of the system, leading to unstable conditions.

The stiffness variation leads to an increase or a decrease of the elastic potential energy. If the frequency of the periodic
stiffness is twice the natural frequency, the potential energy increases and the growth of the energy does not depend on the
amplitude of the external excitation. The parametric amplitude, however, determines how fast the energy increases.

Since even the energy losses caused by friction are proportional to the energy already stored, they cannot stop the growth
of the amplitude, if it begins. The effect of the losses is to establish a threshold, since the increment of energy provided by the
external source must be larger than the amount of energy dissipated during the same time. This means that damping avoids
unstable conditions, if the amplitude does not exceed the threshold.

The energy dissipated by damping could be harvested for other purposes, as [9–12] and [15–17] propose.
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Fig. 23.4 Second term of elastic
potential energy �U, with
	 D ! (blue dashed line) and
	 D 2! (red solid line)
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23.4 Numerical Approach: Quasi-linear FEM

A numerical approach is considered to validate the analytical results. The numerical simulations are carried out on the
complete model of a cantilever beam (see Table 23.1). The stiffness variation is as a consequence of the imposed kinematics
and therefore a normal force distributes along the beam due to inertial effects as discussed previously.

A parametric software (Lupos), which is built in Matlab environment, is used to model the system.
Simulations are carried out for different values of Z0 and ˝, by using Simulink, to provide a map of stable and unstable

regions numerically as shown in Fig. 23.5. The cyano area are the points that are obtained from the numerical simulation,
which is in agreement with the analytical approach in the previous section. Using the numerical method, the transition curves
for the higher bending modes of the beam can also be obtained.

23.5 Numerical Analysis of Energy Flows

Considering the energy flows in these numerical simulations, by defining the instantaneous powers involved as:



Pc D �cx Px2

P�k D ��kxx Px (23.10)

it is possible to appreciate that in stable conditions, as Fig. 23.6 shows, the damped instantaneous power tends to zero, so that
the dissipated/harvested energy reaches an asymptote. The power introduced in the system is due to the stiffness variation is
not enough, however, to increase the amplitude response and obtain an unstable system.

By using 	 D 2!x , with the same amplitude excitation, the system becomes unstable. The instantaneous damped power
increases and the energy dissipated/harvested increases as well during the simulation, as shown in Fig. 23.7a. On the other
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Fig. 23.6 Instantaneous power
associated to damping (a) and
stiffness variation (b) related to
the damping, for
Z0 D 1 � 10�3 m and 	

!x
D 1:9
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Fig. 23.7 Instantaneous power
associated to damping (a) and
stiffness variation (b) related to
the damping, for
Z0 D 1 � 10�3 m and 	
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Fig. 23.8 Energy flows, with
Z0 D 1 � 10�3 m and 	

!x
D 1:9

(a) or 	
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side, according to Fig. 23.7b, the amount of energy introduced in the system is greater: part of this energy is dissipated and
part of it increases the energy of the system, leading to unstable conditions.

Figure 23.8 provides the energy flow evolution in the two previous examples, highlighting that the energy of the system
increases only in the second one, because the introduced power for each cycle is greater than the amount of energy
dissipated/harvested.

By increasing the damping coefficient, the growth is slower, as Figs. 23.9 and 23.10 show.
Despite that, the energy in the system always increases and, in all the considered examples, part of the introduced energy

is dissipated/harvested. A greater damping coefficient slows the growth by absorbing more energy.
It can be assume that by increasing the damping coefficient a larger part of the introduced energy is dissipated/harvested,

but only if parametric resonance occurs, as Fig. 23.11 shows: the ratio E�kCEc

E�k
becomes negative if the dissipated/harvested

energy is greater than the introduced one. Obviously, in these conditions, the system is stable and the amplitude of motion
decreases to zero; the amount of energy dissipated but not introduced is related to the initial energy of the system.
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Fig. 23.9 Energy flows, with
Z0 D 1 � 10�3 m, 	

!x
D 2 and

cx D 0:1457 � 10-3 Ns
m (a) or

cx D 1:5733 � 10-3 Ns
m (b)
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Fig. 23.10 Energy flows, with
Z0 D 1 � 10�3 m, 	

!x
D 2 and

cx D 3:0010 � 10-3 Ns
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Figure 23.11a shows when parametric resonance occurs (positive sign) and when the system is simply a damped system
(negative sign). Figure 23.11b, on the other hand, gives information about the ratio between the damped energy (without the
initial energy contribution) and the introduced energy.

23.6 Experiment

A beam is attached vertically to an electromagnetic shaker, which provides the base displacement along the beam axis as
shown in Fig. 23.1. The beam is attached at the centre of the shaker through a plate and two accelerometers are attached to
the beam at each side to maintain symmetry and measure the bending acceleration, while one accelerometer is attached to
the shaker to measure the axial acceleration (Fig. 23.12).

To generate parametric resonance, the excitation frequency should be equal to twice the first bending natural frequency
of the beam. Modal analysis was carried out to obtain the natural frequencies and the mode shapes of the beam using impact
hammer. The first natural frequency of the beam is f1 D 3:2031 Hz and the second is; the first two mode shapes were
identified using Polymax method [18].
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Fig. 23.12 Experimental beam
layout
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Fig. 23.13 Accelerations with A D 1:0 V and f D 6:400 Hz

To observe parametric instability experimentally, several experiments were carried out with different excitation frequen-
cies (f [Hz]) and magnitudes (A [V]). An initial deflection was given to the beam and the accelerations were measured when
the shaker was exciting the beam in the axial direction.

The experimental results show that the system is very sensitive to the frequency of the external excitation, as [14] shown.
Fast Fourier transform of the measured acceleration signals are also plotted to monitor the frequency contents of the signal.

Figure 23.13 shows the evolution of the response with no parametric while Fig. 23.14 shows strong instability, with limit
cycle due to non-linear effects.

23.7 Discussion and Further Applications

Jia et al [10] presented that significant amount of energy can be harvested when parametric resonance is used, about ten times
more than the non-parametric case. In addition the frequency bandwidth in which the energy can be harvested is extended
as well, especially when parametric resonance is applied together with the direct resonant principle. Reducing the threshold
due to damping phenomena is a key spot to been able to harvest even small vibration amplitudes.
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Fig. 23.14 Acceleration, with A D 3:0 V and f D 6:380 Hz

Using piezoelectric actuators, in order to change the bending stiffness of the system, could be helpful to tune the device
according to excitation characteristics. This can possibly result in a wider harvestable frequency band and in a more efficient
exploitation of the provided energy. Considering the nonlinearities and their effects, in fact, it could be possible to tune the
device increasing the bending amplitude in steady state conditions, besides increasing the range of working frequencies.

Energy can be harvested using piezoelectric, electromagnetic or electrostatic approach. The last approach, according to
[9–12], gives a magnitude lower peak power density.

Using piezoelectric approach the harvesting part should be implemented close to the base of the beam, where the strains
are maxima. On the contrary, using electromagnetic approach, it is more profitable to use the free end of the beam, where the
displacement is maximum and rare-earth materials allow high power density.

23.8 Conclusions

The paper proposed an analytical/numerical and experimental validation of a parametric resonant system with periodic
variation of the stiffness in time. It has been shown that parametric resonance can lead to unstable dynamic behaviour and, if
there are some nonlinearities, it results in limit cycle oscillations.

A quasi-linear FEM approach is adopted, together with a simplified single-degree-of-freedom model of the beam, in order
to numerically simulate its dynamic behaviour, to identify unstable conditions and to obtain the Floquet diagram.

An analytical approach is also developed using a multi-degree-of-freedom model of the beam, which is based on
partitioning the axial and the bending motions of the beam, according with the fact that the system can be considered as
autoparametric. Harmonic balance method is used to determine the Floquet diagram analytically and to validate the numerical
model. The effect of geometric nonlinearities on the stability curves in the Floquet diagram is also investigated.

Finally, principal parametric resonance is observed experimentally. Nonlinear behaviour in the form of softening stiffness
is observed in the experimental results, leading to limit-cycle oscillations.

The unstable behaviour of the beam is explained using the energy flow. It is demonstrated that the external power provided
to the beam flows from the axial direction to the bending direction, resulting in an exponential growth of the response. This
phenomenon can be exploited in the design of energy harvesters.

Harvesting energy from parametric resonance is therefore potentially very efficient, especially if the external source is not
directly exploitable. Parametric resonance in this case acts as a power amplification [9–12, 15–17].
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