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Lebèuhraya Selayang-Kepong
68100 Batu Caves
Selangor
Malaysia

Goldstein SL

Department of Nephrology and
Hypertension
Cincinnati Children’s Hospital Medical
Center
3333 Burnet Avenue
MLC 7022
Cincinnati, OH 45229
USA

Groeneveld ABJ

Department of Intensive Care
VU Medical Center
De Boelelaan 1117
1081 HV Amsterdam
Netherlands

Guidet B

Department of Intensive Care
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Réanimation Chirurgicale
CHU Bichat-Claude Bernard
46 rue Henri Huchard
75018 Paris
France

Morando F

Department of Clinical and
Experimental Medicine
University of Padova
Via Giustiniani 2
35100 Padova
Italy

Moreno R

Unidade de Cuidados Intensivos
Polivalente
Hospital de Santo Antonio dos
Capuchos
Lisbon
Portugal

XVIII List of Contributors



Murias G

Intensive Care Unit
Clinica Bazterrica and Clinica Santa
Isabel
Calle 517bis#1096 e/5bis y 7
1901 Ringuelet, La Plata
Argentina

Murray PT

Catherine MacAuley Center
UCD School of Medicine and Medical
Science
Nelson Street
Dublin 7
Ireland

Nolan J

Department of Anesthesia and
Intensive Care Medicine
Royal United Hospital
Combe Park
Bath BA1 3NG
United Kingdom

Nuding S

Department of Medicine III
Medical Faculty of the Martin-Luther-
University Halle-Wittenberg
Ernst-Grube-Strasse 40
06097 Halle (Saale)
Germany

O’Leary T

Adult Intensive Care
Queens Medical Center
Derby Road
Nottingham NG7 2UH
United Kingdom

Ouanes-Besbes L

Intensive Care Unit
CHU Fatouma Bourguiba
Av. du 1er Juin
5000 Monastir
Tunisia

Paiva JA

Emergency and Intensive Care
Department
Hospital S. Joao
4200 Porto
Portugal

Papa P

Laboratorio di tossicologia Analitica
Servizio Analisi Chimico-Cliniche
Fondazione IRCCS Policlinico San
Matteo
Pavia
Italy

Patel D

Department of Intensive Care
Deenathan Mangeshkar Hospital
Near Mhatre Bridge
Erandwane
411004 Pune
India

Payen D

Département d’Anesthésie-
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Introduction

During evolution, multicellular organisms have developed an impressive arsenal
of defense and repair mechanisms to counteract threats such as infection and
trauma. Such an inflammatory response begins with the detection of the potential
life-threatening event by recognizing so-called danger signals. These signal mole-
cules have been classically divided into: i) Exogenous, pathogen-associated
molecular patterns (PAMPs) [1], which are conserved motifs on pathogens that
are not found in higher eukaryocytes; and ii) endogenous innate danger mole-
cules, also named damage-associated molecular patterns (DAMPs) or alarmins,
which are structurally diverse proteins rapidly released by the host itself during
infection or (sterile) tissue damage [2].

Known PAMPs include lipopolysaccharide (LPS) from the outer membrane of
Gram-negative bacteria, peptidoglycan (present in most bacteria), lipoteichoic
acid (in many Gram-positive bacteria), bacterial DNA, viral DNA/RNA and man-
nans in the yeast cell wall. PAMPs are recognized by pattern recognition receptors
(PRRs), in particular Toll-like receptors (TLRs) and Nod-like receptors (NLRs),
leading to an inflammatory response via several signaling pathways, including
nuclear factor-kappa B (NF-κB) activation and subsequent tumor necrosis factor
(TNF)-α production.

Examples of putative DAMPs, the endogenous equivalents of PAMPs, are high-
mobility group box 1 (HMGB1), some S100 proteins (S100A8/A9, S100A12), inter-
leukins such as IL-1α, heat-shock proteins (HSPs), and nucleosomes [3]. DAMPs
can be secreted either actively or passively following necrosis but are not released
by apoptotic cells [4] and have activating effects on receptor-expressing cells
engaged in host defense. DAMPs can also be detected by TLRs and NLRs and
their engagement induces NF-κB activation as well, suggesting that DAMPs and
PAMPs use, at least partially, the same receptors and signaling pathways. Liu et al.
[5] however, propose that the immune system treats DAMPs and PAMPs differ-
ently; they suggest that DAMPs – but not PAMPs – bring CD24-Siglec G/10 into
the proximity of TLRs/NLRs, resulting in repressed DAMP-induced TLR/NLR sig-
naling.

When invaded by pathogens, host defense systems encounter PAMPs from
microorganisms and DAMPs that are released from tissues, which are recognized
by TLRs and NLRs to warn the host of imminent danger. In addition, the multili-
gand receptor for advanced glycation endproducts (RAGE) is regarded as a proto-
typic DAMP receptor that can bind several DAMPs, including HMGB1 and
S100A12 [6]. Other known RAGE ligands include amyloid, β-sheet fibrils, S100B
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and S100P [7]; furthermore, β2 integrins can interact with RAGE [8]. RAGE is
expressed at high levels in the lungs and at low levels in normal adult tissues,
including on cells involved in the innate immune system, e.g., neutrophils, T and
B lymphocytes, monocytes, macrophages, dendritic cells, and endothelial cells
[7]. Engagement of RAGE by its ligands leads to receptor-dependent signaling
and activation of NF-κB and mitogen-activated protein kinase (MAPK) pathways
[7]. Activation of RAGE plays a role in diverse experimentally-induced sterile
inflammatory and infectious diseases, including cecal ligation and puncture
(CLP)-induced abdominal sepsis [9], diabetic nephropathy, delayed type hyper-
sensitivity, type II collagen induced arthritis, hepatic injury, and diabetic athero-
sclerosis [7, 10–12]. This review focuses on new insights into the pathogenesis of
infectious diseases, including sepsis, peritonitis and pneumonia, offered by stud-
ies conducted in the RAGE research field.

RAGE: A Multiligand Receptor

RAGE consists of three immunoglobulin-like regions, a transmembrane domain,
and a highly charged short cytosolic tail that is essential for intracellular signal-
ing [13]. The V domain in the extracellular part of RAGE is essential for binding
of its ligands. Because of its ability to recognize three-dimensional structures
rather than specific amino acid sequences, RAGE can interact with a wide range
of ligands. RAGE was first identified as a receptor for advanced glycation end-
products (AGEs), explaining its name. AGEs are products of the non-enzymatic
glycation and oxidation of lipids, proteins and other macromolecules that appear,
in particular, under conditions of increased availability of reducing sugars and/or
enhanced oxidative stress, especially when molecules turn over slowly and aldose
levels are elevated. Further investigations showed that RAGE can recognize a
diverse array of endogenous molecules that warn the immune system and induce
a defensive immune response; the alarmins or DAMPs.

Putative RAGE Ligands in Infectious Diseases

HMGB1

HMGB1 is a non-histone DNA-binding protein that serves as a structural compo-
nent to facilitate the assembly of nucleoprotein complexes in the nucleus [14].
Extracellularly, HMGB1 functions as a cytokine. In response to inflammatory
stimuli, including PAMPs, HMGB1 can be actively released into the extracellular
environment from a variety of cells including monocytes, macrophages, endothe-
lial cells, enterocytes, pituicytes, dendritic cells, and natural killer cells [14].
HMGB1 can also be passively secreted into the extracellular milieu when cells die
in a non-programmed way (necrosis), whereas apoptotic cells modify their chro-
matin so that HMGB1 binds irreversibly and consequently is not released [4].
During infectious diseases, increased HMGB1 concentrations may be due to
active as well as passive release. Detection methods of HMGB1 that are currently
used (and published) do not distinguish between these (and possible other) dif-
ferent forms of HMGB1. More studies are necessary to: 1) Report the biological
activity of (different forms of) HMGB1; and 2) develop HMGB1 ELISA assays that
can distinguish between these (possibly also functionally) different forms of
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HMGB1. Most investigations on HMGB1 and infection involve sepsis, the second
leading cause of death in non-coronary intensive care units (ICUs) and the 10th

leading cause of death overall. Patients with severe sepsis display elevated circu-
lating HMGB1 levels [15–17] and HMGB1 is predominantly released at the site of
infection; patients with pneumonia and those with peritonitis showed increased
concentrations in fluid obtained from the bronchoalveolar space and abdomen,
respectively [17]. In an animal model of CLP-induced sepsis, the kinetics of
HMGB1 secretion in vivo was delayed and more sustained when compared with
the release of pro-inflammatory cytokines, like TNF-α, IL-1β and IL-6 [18, 19].
Similarly, various interventions that inhibit HMGB1 activity or production, such
as anti-HMGB1 antibodies, the A-box segment of HMGB1, ethyl pyruvate, and
nicotine, reduced CLP-induced sepsis and/or LPS lethality even if treatment was
delayed for many hours, up to one day after the challenge [20, 21]. An implicated
crucial event in sepsis pathophysiology is apoptosis of immune cells, playing a
major role in immunosuppression and lethality [22]. HMGB1 seems to be a
downstream factor of apoptosis in the final common pathway to organ damage in
severe sepsis as indicated by observations that prevention of lymphocyte apopto-
sis improved survival after CLP [23], whereas anti-HMGB1 treatment reduced
lethality in the same model without influencing apoptosis [19]. This indicates that
HMGB1 secretion is a relatively late event in sepsis that contributes significantly
to a worsened outcome. In addition, it has been reported that very pure HMGB1
does not have cytokine-inducing capacity itself, but activates cells indirectly by
first acquiring immune stimulating CpG DNA [24], which is released in the
bloodstream during bacterial sepsis. However, a recent study reported that
HMGB1-mediated induction of macrophage cytokine production requires bind-
ing to TLR4, and that binding and signaling are dependent on a molecular mech-
anism that requires cysteine in position 106 within the B box [25]. Together these
data indicate that HMGB1 may exert pro-inflammatory effects in a direct TLR4-
dependent way and an indirect way via binding of DAMPs and other agonistic
molecules.

S100A12

S100A12 is a calcium binding protein expressed in the cytoplasm of neutrophils,
where it comprises 5 % of the total protein content. Furthermore, S100A12 – also
known as EN-RAGE (extracellular newly identified ligand of RAGE) or myeloid-
related protein (MRP)-6 – is found in monocytes and lymphocytes and provokes
pro-inflammatory responses in endothelial cells [26]. Although many RAGE
ligands are promiscuous with regard to receptor use, S100A12 has only been
shown to bind to RAGE. S100A12 expression is high in inflammatory diseases
such as atherosclerosis, rheumatoid arthritis, Crohn’s disease, Kawaski disease,
and cystic fibrosis. Within the lungs, S100A12 and RAGE are increased during
acute lung injury (ALI) [26]. S100A12 expression may reflect activation of neutro-
phils during pulmonary inflammation and may contribute to endothelial activa-
tion via binding to RAGE [26].

�2 integrins

Recruitment of leukocytes to the site of infection is an essential step in host
defense during infectious diseases against invading pathogens. RAGE plays a role
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in the regulation of cell migration in several ways. First of all, RAGE is a counter-
receptor for integrins on leukocytes; in particular, RAGE has been identified as a
binding partner for the β2 integrins, Mac-1 and p150, 95 [8]. Second, by the inter-
action of RAGE with β2 integrin-mediated leukocyte recruitment in vivo: RAGE-/-

mice displayed a diminished number of adherent inflammatory cells on the peri-
toneum after CLP [9] and a reduction in neutrophil influx in the peritoneal cavity
after thioglycollate peritonitis [8]. Interestingly, HMGB1 can activate lateral (in
cis) RAGE-Mac-1 interactions on the leukocyte cell surface, enhancing Mac-1-
intercellular adhesion molecule (ICAM)-1-dependent adhesion and migration
[27] (Fig. 1, indicated by the blue line and blue “+”). Furthermore, a recent report

Fig. 1. Putative involvement of the receptor for advanced glycation endproducts (RAGE) during infection.
The damage-associated molecular patterns (DAMPs), high-mobility group box 1 (HMGB1) and S100A12, are
released during infection [15, 17, and unpublished data] and bind to and activate RAGE. It has to be deter-
mined whether other S100 proteins and other DAMPs are RAGE ligands (indicated as purple shapes)
released during infection. It would be interesting to investigate whether RAGE can directly bind to, become
activated and mount a first immune reaction after ligation with specific PAMPs as well. Engagement of
RAGE by its ligands results in receptor-dependent signaling and activation of NF-κB leading to a pro-inflam-
matory response; the signaling pathway is largely unknown. In addition, RAGE interacts as an endothelial
(and epithelial) adhesion receptor with the leukocyte integrin, CD11b/CD18 (Mac-1) (lower section) [8]. Fur-
thermore, lateral (in cis) RAGE-Mac-1 interaction on the leukocyte surface is mediated by HMGB1 and acti-
vates Mac-1-intercellular adhesion molecule (ICAM)-1 dependent adhesion and migration and augments
leukocyte recruitment [27] (indicated by the blue line and blue “+”). Moreover, a recent report shows that
endothelially expressed RAGE acts in concert with ICAM-1 in mediating β2 integrin–dependent leukocyte
adhesion during acute trauma–induced inflammation [28] (indicated by the green line and green “+”).
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shows that endothelial expressed RAGE acts in concert with ICAM-1 in mediating
β2 integrin-dependent leukocyte adhesion during acute trauma-induced inflam-
mation [28] (Fig. 1, indicated by the green line and green “+”).

RAGE: A Signal Transducing Receptor

The signaling cascade(s) of RAGE – induced by engagement of its various ligands
– that ultimately activates NF-κB is largely unknown. The predicted cytosolic
portion of RAGE, consisting of 43 amino acids, is short compared to other PRRs,
the TLRs and IL-1 receptors, and does not include a known signaling domain or
motif. A RAGE mutant lacking this intracellular tail does not activate NF-κB and
behaves like a dominant negative, preventing pro-inflammatory cytokine release
from macrophages. These data indicate a critical role of this cytosolic portion in
transducing the signal from the cell surface to the nucleus. One possibility is that
RAGE uses as yet unknown adaptors framing a whole ‘new’ signaling cascade to
NF-κB. Another possibility is that the RAGE tail interacts with a Toll/IL-1 recep-
tor (TIR)-containing protein which then recruits the downstream TIR-containing
proteins in a way analogous to TLR-mediated signaling pathways. Finally, RAGE
could transduce signals from the cell surface to the nucleus by bypassing the TIR-
containing adaptor, directly interacting with member(s) of the signaling cascade.

In addition to triggering NF-κB activation, RAGE engagement by its myriad
ligands is linked to an array of signaling pathways, including MAPK family mem-
bers, such as Jun-N-terminal kinase (JNK), p38 and extracellular signal-regulated
kinase (ERK), PI3K/Akt, Rho GTPases, Jak/STAT and Src family kinases [7].

This rather extraordinary variety of observed signals may be due to the broad
expression of RAGE, its diversity of ligands, and possible contaminating elements
in the preparations used in experiments.

Soluble RAGE (sRAGE)

The truncated form of full-length RAGE, soluble RAGE (sRAGE), consists of only
the extracellular ligand-binding domain (V-C-C’) lacking the cytosolic and trans-
membrane domains (i.e., the parts that transfer a signal into the cell) and circu-
lates in the bloodstream. sRAGE has been indicated to be involved in inflamma-
tory processes in several ways. First, sRAGE blood concentrations are associated
with various inflammatory diseases in patients and in rats with experimentally
induced ALI [29]. Furthermore, it is suggested that sRAGE can compete with full
length cell-surface RAGE for ligand engagement, preventing these ligands from
binding to RAGE or other receptors and/or exerting effects otherwise. Exogenous
sRAGE treatment indeed attenuated inflammatory responses in several animal
models, including models of type II collagen-induced arthritis, hepatic injury,
diabetic atherosclerosis, delayed type hypersensitivity, and experimental auto-
immune encephalomyelitis [7]. The involvement of sRAGE during infection is not
known. Based on experimental studies in rats and in patients with ALI, sRAGE
has been described as a marker of lung injury [29].
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RAGE During Infection

An increasing amount of research suggests a role for RAGE in the pathogenesis of
pneumonia, peritonitis and sepsis, indicating that RAGE (ligand)-directed thera-
pies might offer new treatment opportunities for human disease in the future.

RAGE During Pneumonia

Localization and role of RAGE in the lungs
Recent studies point to an important role of RAGE in the pulmonary compart-
ment in physiological as well as in pathological circumstances. Physiologically,
RAGE is expressed at high basal levels in the lungs relative to other tissues [26,
29–34], suggesting that RAGE may have lung-specific functions distinct from the
role of RAGE in other adult tissues. In particular, although the kidney is dramati-
cally affected by microangiopathy and fibrosis – which is substantially attributed
to RAGE – in patients with diabetes, the lungs, with a significantly higher base-
line RAGE expression than the kidney, remain unaffected. In addition, RAGE has
been found to be specifically localized near the basal cell membrane within alveo-
lar pneumocytes [32, 35, 36]. These two observations raise the question as to
whether RAGE has a function in normal healthy lungs. Indeed, Englert et al. doc-
umented that aged RAGE-/- mice develop pulmonary fibrosis-like alterations
spontaneously; lungs from 19 to 24 month-old RAGE-/- mice showed increased
collagen staining and displayed increased levels of hydroxyproline relative to wild
type mice [31]. RAGE knockdown in pulmonary fibroblasts increased their prolif-
eration and migration in vitro, suggesting an important protective function of
RAGE in the lungs and that loss of RAGE may be related to functional changes of
pulmonary cell types resulting in fibrotic disease [34]. Another study demon-
strated that RAGE on epithelial cells promoted their adherence to human collagen
(a major component of the alveolar basal lamina) and a spreading morphology,
which may facilitate gas exchange and alveolar stability in vivo [34, 35]. Together,
these data suggest that RAGE plays a role in maintaining lung homeostasis in nor-
mal, healthy lungs. Further studies are needed to unravel the function(s) of pul-
monary RAGE in physiology in more detail.

This putative functional role of RAGE in healthy lungs may be the explanation
for the finding that the inhibition of RAGE signaling attenuates pathological ster-
ile inflammatory responses in diverse non-pulmonary experimental studies
[9–12], whereas in pulmonary non-infectious pathological inflammatory condi-
tions, somewhat conflicting results emerge. Lung injury induced by either bleo-
mycin or hyperoxia is diminished in RAGE-/- mice [37, 38], suggesting a deterio-
rating attribution of RAGE. In contrast, Englert et al. showed that RAGE-/- mice
developed more severe lung fibrosis after asbestos administration as measured by
histological scoring and total lung hydroxyproline quantification [31]. Of note, in
all these studies, the mice were much younger at the time of sacrifice than the
aged (19–24 month-old) RAGE-/- mice that developed pulmonary fibrosis sponta-
neously in the experiment by Englert et al. [31]. Interestingly, lung homogenates
and bronchoalveolar lavage (BAL) fluid from patients suffering from idiopathic
pulmonary fibrosis reveal reduced membrane bound (and soluble) RAGE protein
levels compared to healthy donor samples [31, 34].
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RAGE expression during pneumonia
Community-acquired pneumonia (CAP) is distinguished from hospital-acquired
pneumonia (HAP) according to the time of acquisition of pneumonia and the
pathogens involved. The Gram-positive bacterium, Streptococcus pneumoniae, is
the single most frequent pathogen causing CAP, responsible for up to 60 % of
cases; Klebsiella pneumoniae, Haemophilus influenzae, Staphylococcus aureus, and
viruses are isolated in about 10 % of cases each and Mycobacterium tuberculosis
is more prevalent in developing countries. Knowledge of the expression and role
of RAGE in host defense during pneumonia is limited. Morbini et al. observed
increased RAGE expression in patients with interstitial and postobstructive pneu-
monia [32]; this report left unanswered whether patients with bacterial pneumo-
nia were included in the analysis. Notably, two other studies showed that consti-
tutively present RAGE was not upregulated during pulmonary inflammation asso-
ciated with ALI or acute respiratory distress syndrome (ARDS): First, rats with
ALI induced by intratracheally administered LPS displayed no change in the dis-
tribution of RAGE-expressing cells [29]; and second, patients with ARDS did not
have increased pulmonary expression of RAGE [26].

sRAGE has been suggested to be a lung injury marker based on studies in
patients with ALI and on experimental studies in rats [29]. sRAGE was increased
in pulmonary edema fluid and serum from patients with either ALI or ARDS and
with hydrostatic pulmonary edema, and in BAL fluid from rats with either LPS-
or hydrochloric acid-induced ALI [29].

Considering the ubiquitous expression of RAGE in the lungs, its putative
involvement in the regulation of lung inflammation and the somewhat inconsis-
tent findings which currently exist in the literature, we investigated its role during
pneumonia, a major cause of morbidity and mortality world-wide. Recently, we
reported that murine pneumonia induced by S. pneumoniae and by influenza A
virus was associated with an upregulation of intra-alveolar (membrane bound)
RAGE expression [39, 40]. Furthermore, lung tissue of mice intranasally infected
with the K. pneumoniae or with M. tuberculosis also showed increased RAGE
expression (unpublished data). These clinically very different types of pulmonary
infection and the involvement of RAGE therein will be discussed below.

Role of RAGE in pneumonia caused by different pathogens
Levels of the high-affinity RAGE ligand, HMGB1, were higher in BAL fluid from
patients with pneumonia compared to BAL fluid from healthy controls [17]. In
experimentally induced pneumococcal pneumonia, the presence of RAGE was
detrimental: Mice lacking RAGE had a better survival rate together with a lower
pulmonary bacterial load and decreased dissemination of S. pneumoniae to blood
and spleen compared to wild-type mice [39]. The difference was possibly partially
due to an increased killing capacity of RAGE-/- alveolar macrophages. Addition-
ally, lung injury and neutrophil recruitment were reduced in the RAGE-/- mice,
which parallels findings on RAGE as an endothelial counter receptor for the β2
integrin, Mac-1, [8] and the interplay between RAGE and Mac-1 on leukocytes,
required for HMGB1-mediated inflammatory cell recruitment [27]. In addition,
blockade of the RAGE-HMGB1 interaction and prevention of the subsequent pro-
inflammatory stimulus might be an explanation for the less severe pulmonary
damage in the RAGE-/- mice during S. pneumoniae pneumonia.

Interestingly, in contrast to Gram-positive pneumonia, preliminary data from
our laboratory reveal that RAGE plays a beneficial role in mice during the host
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response to Gram-negative pneumonia (unpublished data). Indeed, RAGE defi-
ciency was associated with increased mortality and increased bacterial outgrowth
and dissemination after K. pneumoniae inoculation (unpublished data). Relative
to wild type mice, lung inflammation was similar and cytokine and chemokine
levels were slightly – if at all – elevated. Moreover, RAGE-/- mice showed an unal-
tered response to intranasally instilled Klebsiella LPS with respect to pulmonary
cell recruitment and local release of cytokines and chemokines. Together, these
findings indicate that RAGE contributes to an effective antibacterial host response
during K. pneumoniae pneumonia, whereas RAGE plays an insignificant part in
the lung inflammatory response to either intact Klebsiella or Klebsiella LPS.

It is unclear whether RAGE can also interact with ligands from pathogens. If
so, this could be part of the explanation for our observation that RAGE involve-
ment during Gram-positive and –negative pneumonia had such opposite effects
on mortality. In addition, RAGE-mediated effects on other first-line defense
mechanisms, such as chemotaxis, phagocytosis, killing (including respiratory
burst), may depend on the pathogen and may contribute to the observed effects
in Gram-positive and -negative pneumonia models. However, this remains specu-
lative until investigations have been performed to analyze this interesting issue.

In addition to its potential to cause pandemics, seasonal influenza A virus
infection causes over 200,000 hospitalizations and approximately 41,000 deaths in
the United States annually, being the 7th leading cause of mortality. We demon-
strated that RAGE deficiency resulted in a better outcome from pulmonary influ-
enza A virus infection as indicated by a relative protection from influenza A
virus-induced lethality in mice [40]. This was accompanied by improved viral
clearance and enhanced cellular T cell response and activation of neutrophils,
suggesting that endogenous RAGE impairs the cellular immunity against respira-
tory tract infection with influenza A virus. RAGE ligand, HMGB1, as well as
sRAGE were upregulated in BAL fluid during influenza A virus pneumonia.
Hence, similar to pneumonia induced by the Gram-positive bacterium S. pneumo-
niae, RAGE is detrimental during pneumonia caused by influenza A virus. This is
of particular interest, since it has been suggested that the greatest proportion of
the mortality associated with influenza A virus infection is due to secondary bac-
terial pneumonia, with S. pneumoniae as the most frequent pathogen of the
superinfection. Therefore, RAGE is a potential treatment target in postinfluenza
pneumococcal pneumonia and further research is warranted to investigate this.

RAGE during Abdominal Sepsis

The role of RAGE in abdominal sepsis has been investigated in a limited number
of studies so far. RAGE-deficient mice showed decreased mortality after induction
of polymicrobial sepsis induced by CLP in two reports [9, 41]. Moreover, anti-
RAGE antibody yielded a better survival even when the anti-RAGE therapy was
delayed up to 24 hours after CLP in mice receiving antibiotics [41]. The protective
effect provided by the absence of RAGE was related to a firm inhibition of NF-κB
activation, suggesting that the lack of excessive NF-κB activation in RAGE-/- mice
might have contributed to their reduced mortality [9]. In addition, RAGE defi-
ciency resulted in fewer inflammatory cells in the peritoneum [9], which parallels
the results of an earlier investigation by the same group of authors identifying
RAGE as a counter-receptor for the β2 integrin, Mac-1 (CD11b/CD18), and
thereby as a mediator of leukocyte recruitment and adhesion [8]. Furthermore,
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the protective effect of RAGE inhibition in this CLP model could at least in part
be the consequence of the inhibition of one of its ligands, HMGB1. Indeed,
HMGB1 is secreted into the circulation after CLP and anti-HMGB1 antibody led
to increased survival after CLP-induced peritonitis [18].

In the same surgically (CLP)-induced model of sepsis, RAGE deficiency and
anti-RAGE therapy were reported not to affect bacterial outgrowth in the perito-
neum, liver, or spleen [41]. Notwithstanding, a possible role of RAGE in antibac-
terial defense cannot be easily evaluated from this study because host defense
against CLP depends, at least in part, on the extent of intestinal necrosis and the
formation of a local abscess. Also, all mice in this experiment received broad
spectrum antibiotics and bacterial outgrowth was only determined in mice that
survived (i.e., not at predefined time points after CLP). For this reason, we used
our model of abdominal sepsis induced by injection of the Gram-negative bacte-
rium Escherichia coli into the peritoneum [42, 43] to study whether RAGE affects
antibacterial defense. This model is a relevant tool to investigate the role of recep-
tors/mediators in limiting the growth and dissemination of bacteria after a pri-
mary intra-abdominal infection and to assess the contribution of these proteins
to specific immune responses. RAGE expression was upregulated during E. coli
induced sepsis [42]. RAGE deficiency (either pharmacologically using anti-RAGE
IgG antibodies or genetically using RAGE knock out mice) was related to a higher
bacterial load and dissemination [42]. These data indicate that RAGE signaling
contributes to an effective antibacterial response during abdominal sepsis. RAGE
exerted this effect probably indirectly and not via direct interaction with E. coli,
considering the observation that leukocytes from RAGE-/- mice had an unaltered
capacity to phagocytose and kill E. coli in vitro. Furthermore, the finding that
deficiency of RAGE in general was associated with an exaggerated host response
during E. coli sepsis [42] on the one hand, and with an attenuated inflammatory
response and better survival in (other) sterile models of intraperitoneal injection
of LPS derived from E. coli [42, 44] on the other hand, suggests that although
RAGE is involved in the immune reaction to E. coli, this function can be compen-
sated for by other receptors in the presence of a growing bacterial load. The high-
affinity RAGE ligand, HMGB1, is secreted into the circulation systemically during
clinical sepsis [16–18] as well as in our experimental sepsis model of E. coli [43].
Importantly, HMGB1 has been shown to transduce cellular signals in vitro and in
vivo by interacting with at least three other receptors, i.e., TLR2, TLR4 and TLR9
when HMGB1 is complexed with CPG DNA [24, 44, 45]. One possible explanation
for the increased response in the RAGE lacking mice during E. coli sepsis is,
therefore, that the absence of RAGE could facilitate the interaction between
HMGB1 and TLR2, TLR4 and/or TLR9.

Evidence of involvement of ligands of RAGE and HMGB1 in host defense in E.
coli abdominal sepsis was recently published by our laboratory [43]. Inhibition of
multiple RAGE ligands (by the administration of sRAGE) and inhibition of
HMGB1 (by the administration of anti-HMGB1 antibodies) led to an enhanced
bacterial dissemination of E. coli, denoting an advantageous role of RAGE
ligands, including HMGB1, in the antibacterial response during Gram-negative
sepsis.

Interestingly, we recently found that S100A12, another high-affinity ligand of
RAGE, is released systemically in patients during (abdominal) sepsis and also
locally during peritonitis (unpublished data). Additionally, intravenous injection
of LPS in healthy humans raised circulating S100A12 levels, implying that LPS
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might partially contribute to this upregulation during Gram-negative infection.
Payen et al. reported that, in patients with septic shock, mRNA S100A12 expres-
sion by circulating leukocytes was decreased during the recovery phase [46]. One
possible function of S100A12 in host defense during infection and sepsis is its
role as a DAMP. NF-κB mediated expression of pro-inflammatory cytokines and
upregulation of ICAM-1 and vascular cell adhesion molecule (VCAM)-1 on endo-
thelium has been documented in vitro after S100A12 stimulation [47]. Further-
more, S100A12 could be of benefit for the host during infection and sepsis due to
its (more direct) antibacterial activity. Cole et al. determined that S100A12 has
activity primarily against Gram-negative bacteria, including E. coli [48]. Because
of the absence of S100A12 in rodents, a potential functional role of S100A12 dur-
ing sepsis cannot be easily investigated by inhibiting/deleting S100A12 in ani-
mals. Altogether, the role of S100A12 during sepsis has yet to be evaluated using
non-rodent models.

Bopp et al. documented that septic patients have elevated circulating sRAGE
levels and that non-survivors show higher plasma sRAGE concentrations than
survivors, suggesting that sRAGE is related to severity and clinical outcome in
sepsis [49]. Knowledge on the role of endogenous sRAGE in sepsis is scarce. Hud-
son et al. demonstrated that sRAGE levels might represent an early marker of
microvascular dysfunction, a phenomenon also present in sepsis [50]. Further-
more, increased sRAGE concentrations in sepsis might represent the acute
inflammatory status as splice variants of RAGE or as split off variants of the cell
surface RAGE, the latter analogous to ICAM-1, another member of the immuno-
globulin superfamily, which is a marker of cellular damage during sepsis. Another
possibility is that systemic sRAGE levels might be elevated in parallel with
HMGB1/S100A12 levels as a counter-system against HMGB1/S100A12 elicited tis-
sue effects. More research is needed to clarify the functional role of sRAGE in
sepsis and its putative role as a new sepsis marker.

Conclusion

The innate immune response is the first line of defense against pathogens. The
experimental studies described herein provide further insight into the role of
RAGE and its ligands in host defense during clinically important infections,
which eventually may contribute to better therapies against specific pathogens.
While interpreting the results from preclinical investigations, one has to keep in
mind that a careful balance between the inflammatory and anti-inflammatory
response is vital in order to survive or recover from a severe infection.

The observation that lack of RAGE is of benefit in one pneumonia model and
detrimental in another, clearly adds to the notion that the way in which RAGE
mediates host defense against different pathogens relies on distinct mechanisms.
It would be highly interesting to evaluate whether RAGE can directly bind to,
become activated, and mount a first immune reaction after ligation with specific
PAMPs. Furthermore, RAGE-mediated effects on other first-line defense mecha-
nisms, such as chemotaxis, killing, phagocytosis and respiratory burst could
depend on the pathogen. As such, targeting RAGE may be ineffective or even
harmful in some infectious conditions. Therefore, more studies are necessary to
justify clinical trials targeting RAGE in patients with severe infections. In this
respect one could think of research on RAGE inhibition in pneumococcal and
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influenza A viral pneumonia. Additionally, experiments in which RAGE targeting
is delayed until after bacterial/viral infection and combined with antibiotic/anti-
viral therapy should be considered. Moreover, more studies need to be conducted
on the role of RAGE in critical organ derangements involved in the pathogenesis
of severe infection, including activation of the coagulation system and the com-
plement system. RAGE remains a potential yet promising therapeutic target that
awaits further research.
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Introduction

The endocannabinoid system is a signaling system consisting of the cannabinoid
receptors, their endogenous lipid ligands (endocannabinoids), and associated
proteins (transporters, biosynthetic and degradative enzymes). This important
biological system is now known to regulate a plethora of physiological functions
crucial to homeostatic regulation within the body [1].

The Endocannabinoid System

The plant, Cannabis sativa, which contains more than 60 active phytocannabino-
ids, has been widely used for over a millennium as an anticonvulsant, analgesic,
anti-emetic, anti-inflammatory, and immunosuppressant drug. However,
although the therapeutic applications and psychoactive actions of the Cannabis
plant are well documented, knowledge of the pharmacology of this ancient plant
and its active constituents (cannabinoids) has only recently emerged. This under-
standing of the mechanisms of action of cannabinoids has resulted from several
key advances, notably the isolation and characterization of the active phytocan-
nabinoids in the Cannabis plant, including that of the primary psychoactive phy-
tocannabinoid in Cannabis, Δ9-tetrahydrocannabinol (THC) [2, 3] and evidence
for, and identification of, specific cannabinoid receptors and the endogenous
ligands that activate these receptors [4, 5].

Two cannabinoid receptors, members of the superfamily of G protein coupled
receptors (GPCRs), have now been cloned. CB1 receptors (CB1R), the primary
target for the psychotropic actions of the phytocannabinoid, THC, are the most
abundant receptors in the mammalian brain and presynaptic CB1R activation
inhibits neurotransmitter release in the brain and peripheral nerves. Postsynaptic
CB1R are also present in a variety of non-neural peripheral tissues and cells,
including the vasculature and gut, and activation of these receptors can produce
hypotension and regulate emesis and feeding. CB2 receptors (CB2R) are
expressed primarily in cells of the immune and hematopoietic systems [6], but
have also been indentified in selected areas of the central nervous system (CNS)
[7], in nonparenchymal cells of the cirrhotic liver [8], in the endocrine pancreas
[9], and in bone [10]. Both cannabinoid receptors regulate a variety of central
and peripheral physiological functions, including neuronal development, neuro-
modulatory processes, energy metabolism, and respiratory and cardiovascular
functions including the microcirculation [11]. More recently, additional evidence
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has emerged suggesting that, in addition to the transient receptor potential vanil-
loid 1 (TRPV1) ion channel, there are additional non-CB1R/CB2R that may medi-
ate some of the modulatory effects of cannabinoids and their endogenous ligands
[12]. Notable among these are the orphan receptors, GPR55 and GPR18, both of
which have been suggested as candidates for the endothelial cannabinoid receptor
that mediates anandamide (AEA) and abnormal cannabidiol (abn-CBD)-depen-
dent vasorelaxation in microvasculature and peroxisome proliferator-activated
receptors (PPARs). PPAR receptors, which include isotypes (α, δ and γ), are
expressed by distinct cell types and are associated with the regulation of lipid
metabolism and inflammation [13]. Several recent experimental lines of evidence
identify cannabinoid receptors as potential novel therapeutic targets for many
fields in medicine [14, 15].

CB1R and CB2R are activated by phytocannabinoids, synthetic cannabinoids,
and endocannabinoids. Synthetic cannabinoids that bind to either CB1R or CB2R
include not only compounds structurally similar to phytocannabinoids, but also
analogs with different chemical structures including classic and non-classic can-
nabinoids and aminoalkylindoles [2, 3]. The most frequently used cannabinoid
ligands are agonists (including endogenous agonists) and inverse agonists (Table 1).
Inverse agonists exert opposite pharmacological effects to those of a receptor ago-
nist [4–6].

Endocannabinoids are endogenous arachidonate derivatives. The two most
well characterized endocannabinoids are AEA and 2-arachidonoyl glycerol (2-
AG), both of which are fatty acid amides (FAAs). In addition, N-arachidonoyldo-
pamine (NADA) has also been shown to behave as a cannabimimetic compound
[8], although its pharmacology is as yet poorly understood. Other endogenous
FAAs are called endocannabinoid-like compounds because they do not activate
CBRs but seem to have an entourage effect, i.e., they may potentiate the activity
of AEA or 2-AG at their receptors by inhibiting their degradation [9]. The actions

Table 1. Cannabinoid ligands

Agonists

CB1R/CB2R CB2R selective
‘Classical’ cannabinoids
) Δ9 – THC

– partial agonist
– efficacy CB1>CB2
) HU 2010

– high CB1R/CB2R affinity
– full CB1R/CB2R agonist

‘Classical’ cannabinoid
) JWH-133

Aminoalkylindoles
) WIN55212–2

Inverse agonists

CB1R selective CB2R selective
Diarylpyrazoles
) SR 141716A
) AM251

Diarylpyrazoles
) SR 144528
) AM 630

Endogenous agonists

) Anandamide (AEA)
– moderate CB1R>CB2R affinity
– partial agonist, efficacy CB1R> CB2R

) 2-Arachidonoylglycerol (2AG)
– moderate CB1R/CB2R affinity
– high CB1R/CB2R efficacy
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of AEA and 2-AG at CB1R and CB2R, account for many of the actions of the
endocannabinoid system. AEA and 2-AG are produced ‘on demand’ through mul-
tiple biosynthetic pathways, which include key agents such as the N-acylphospha-
tidylethanolamines (NAPE)-hydrolyzing phospholipase D (NAPE-PLD) for AEA,
palmitylethanolamide (PEA), and oleoylethanolamide (OEA), and the sn-1-spe-
cific diacylglycerol lipase for 2-AG [16]. Other enzymes are also important, espe-
cially in the formation of AEA [17]. The transport of AEA is highly cholesterol-
dependent and cholesterol could be an important component of the AEA trans-
port machinery; the possible link between the endocannabinoid system and cho-
lesterol metabolism may be of great importance for critically ill patients [18].
Degradation of endogenous cannabinoids also occurs through multiple routes,
which include fatty acid amide hydrolase (FAAH) and monoacylglycerol lipase as
major hydrolytic enzymes that have an important role in the inactivation of
endocannabinoids, especially AEA [19].

CB1 and CB2 receptors are G protein coupled receptors, and are recognized by
a variety of ligands with preferential coupling to Gi/o proteins to activate multiple
downstream signaling pathways, although CB1R coupling to other G proteins has
also been reported. As a consequence of Gi/o coupling, activation of CBR leads to
inhibition of adenyl cyclase and reduction in cAMP accumulation in many tis-
sues. Additionally, CB1 and CB2 receptors regulate the phosphorylation and acti-
vation of different members of the family of mitogen activated protein kinases
(MAPKs) [20]. Adding to the complexity of cannabinoid receptor signaling,
recent studies have indicated that, at least with respect to CB1R, different ligands
can induce the receptor to couple to specific signaling pathways more strongly
than others. This phenomenon is referred to as stimulus trafficking or functional
selectivity [20].

Control of CBR-mediated signaling is affected by several factors, both extra-
and intra-cellular, that appear to promote the specificity of cannabinoid signaling
and confine cannabinoid responses in a spatial and temporal fashion [20]. More-
over, several studies have show that CB1R-mediated signaling shares a common
pool of G proteins with adrenergic, somatostatin, insulin-like growth factor
(IGF)-1, and opioid receptors [21]. The specific insertion of GPCRs within differ-
ent membrane compartments also shapes signaling selectivity. Another charac-
teristic of cannabinoid signaling adaptation is the variation in the magnitude and
kinetics of CB1R desensitization and downregulation documented in the brain
[22], all of which support the concept that prolonged exposure to cannabinoids
may result in different adaptation profiles in vivo. The density of receptors also
plays an important role in the amplitude of response to partial and full cannabi-
noid agonists [20].

Evidence has accumulated lately for a variety of mechanisms that influence
CBR signaling, which allow for diversification and for specificity in cannabinoid-
mediated responses. However, the physiological (and even clinical) implications
of such complexity is difficult to determine due to several extracellular (e.g.,
ligand profile, timing and location of ligand release, co-activation of other GPCR
ligands, extracellular environment) and intracellular (e.g., expression of different
signaling partners, post-transcriptional and post-translational modifications) fac-
tors. Obviously, the ligand profile is crucial in dictating the cellular response and
subsequently the response to manipulation of the endocannabinoid system.
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Cannabinoid Receptors and Sepsis

The endocannabinoid system is upregulated during local and systemic inflamma-
tion, e.g., sepsis [23], and endocannabinoids released from macrophages, den-
dritic cells, platelets and parenchymal cells in response to inflammatory stimuli
and oxidative stress are present in elevated levels in the sera of patients and ani-
mals in septic shock [24]. CB2Rs are present on macrophages, neutrophils and
lymphocytes and activation of these receptors has been generally associated with
anti-inflammatory and immunsuppressive effects. In particular, 2-AG has been
shown to inhibit cytokine production, including tumor necrosis factor (TNF)-α
released from lipopolysaccharide (LPS)-treated rat microglial cells [25] and
murine macrophages [26] and IL-2 secretion in activated murine splenocytes
[27]. However, in contrast to these studies, others have reported pro-inflamma-
tory effects of endocannabinoid CB2R activation, which was abolished by treat-
ment with a selective CB2R antagonist [28]. In 2009, two papers were published
in the Journal of Immunology [29] and PLoS ONE [30], studying the impact of
CB2R modulation on survival and other parameters in experimental sepsis (cecal
ligation and puncture model). Although both groups used CB2R knockout mice,
the studies yielded opposite results. Tschöp et al. found that following sepsis,
CB2R knockout mice had a higher mortality and the administration of the selec-
tive CB2R agonist, GP1a, improved survival of wild-type mice [29]. In contrast,
Csoka et al. showed that CB2R knockout mice had a better survival from sepsis
than wild-type mice [30].

With respect to the contribution of CB1R to inflammation and sepsis, the data
are also unclear although several studies have suggested that activation of CB1R
located on the presynaptic terminals of autonomic nerves or the vascular walls
may contribute to the hypotension associated with septic shock. However, the
contribution of CB1R in this action was also called into question, when LPS still
produced an acute hypotension response in CB1R or CB1R/CB2R knock-out
mice.

Inflammation and the Intestinal Microcirculation

Impairment of the microcirculation represents a key event in the pathophysiology
of sepsis [31–34]. Effects on all components of the microcirculation, including
smooth muscle cells, endothelial cells, leukocytes and red blood cells (RBCs) have
been identified and lead to a severely dysfunctional microvasculature with subse-
quent organ dysfunction and organ failure. The intestinal microcirculation is
involved early in the course of sepsis [35]. Intestinal hypoperfusion occurs fre-
quently during the disease development and reperfusion may result in an addi-
tional release of pro-inflammatory mediators into the systemic circulation. This
enhances the systemic inflammatory response syndrome and contributes to early
multiple organ failure and death [35]. Intestinal mucosal hypoperfusion may also
cause a breakdown of gut epithelial barrier function thus releasing bacteria and
their toxins into the systemic circulation (bacterial translocation) creating a ‘gut-
derived’ septic state [35]. In the late phase of sepsis with predominant immuno-
suppression, a new infectious challenge may cause late multiple organ failure and
death. Therefore, the intestinal microcirculation has been suggested as acting as
the “motor” of multiple organ failure in systemic inflammation. Consequently, the
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study of the intestinal microcirculation is relevant in two aspects: As a pathophys-
iological origin and as a therapeutic target in severe systemic inflammation. Iden-
tification of therapies that can target the different cellular and inflammatory com-
ponents of the compromised intestinal microcirculation in sepsis to reduce
microcirculatory dysfunction is essential in order to preserve barrier function,
ensure adequate tissue oxygenation, maintain immune function, and provide a
conduit for the delivery of drug therapies to cell targets. However, improvement
of the intestinal microcirculation is difficult to achieve in the acute phase of
severe systemic inflammation and sepsis. While vasoconstriction is the physiolog-
ical response in this microvascular area (centralization of the circulation, redistri-
bution of the cardiac output to the vital organs), therapeutic vasodilation may
deteriorate the macrocirculation. Given that therapeutic escalation of cardiac out-
put to improve organ perfusion is also limited (physiological high cardiac output
during systemic inflammation and early sepsis), several approaches are employed
at different stages of sepsis progression (Fig. 1). These strategies include: Patho-
gen removal (strategy A), modulation of receptors and mediator release (strategy
B), and adjuvant therapy (strategy C). However, while pathogen removal (strategy
A) is necessary in every case, it does not guarantee a positive outcome. Strategy
C (adjuvant therapy) is necessary in many cases, but does not directly influence
the pathomechanisms of sepsis. Therefore, modulation of receptors and mediator
release (strategy B), represents the best option for the development of novel
approaches to improve the intestinal microcirculation in sepsis. As the endocan-
nabinoid system contributes to the regulation of vascular function via a CB1R-
mediated response, as well as having immune modulatory roles via CB2R, modu-
lation of the endocannabinoid system may be useful to improve the intestinal
microcirculation in sepsis.

The limitation to the therapeutic utility of cannabinoids is the occurrence of
psychoactive effects due to the activation of brain cannabinoid CB1R [36]. How-
ever, the Cannabis plant contains a number of non-psychotropic cannabinoids of

Fig. 1. General approaches in sepsis therapy. A: Inhibition of inflammatory trigger; B: Modulation of
receptors and mediators; C: substitution/adjuvant therapy
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pharmacological interest, which retain some pharmacological, and potentially
therapeutic actions; these include cannabigerol, cannabichromene, tetrahydro-
cannabivarin, and cannabidiol [1]. Among these compounds, the most exten-
sively studied is cannabidiol, which has antioxidant, anti-inflammatory, and
immunomodulatory effects [37]. Furthermore, a considerable number of syn-
thetic cannabinoids are now available that lack psychotropic effects [38, 39].
Additionally, an increasing number of new cannabinoid ligands continue to be
developed that do not cross the blood brain barrier, thus avoiding the possibility
of behavioral effects. In addition to these ligands, increasing evidence suggests
that use of allosteric modulators that bind to receptor sites on cannabinoid recep-
tors that are distinct from those of endocannabinoids holds considerable promise
for modulating endocannabinoid system activity.

Massa et al. showed that CB1Rs mediate intrinsic protective signals that coun-
teract pro-inflammatory responses in the large intestine [40]. Intrarectal infusion
of 2,4-dinitrobenzene sulfonic acid (DNBS) and oral administration of dextran
sulfate sodium induced stronger inflammation (tissue myeloperoxidase activity)
in CB1R-deficient mice (CB1R–/–) than in wild-type littermates (CB1R+/+).
Treatment of wild-type mice with the specific CB1R antagonist, N-(piperidino-1-
yl)-5-(4-chlorophenyl)-1-(2,4-dichlorophenyl)-4-methyl-pyrazole-3-carboxamide
(SR141716A), mimicked the phenotype of CB1R–/– mice, showing an acute
requirement of CB1R for protection from inflammation. Consistently, treatment
with the cannabinoid receptor agonist, R(-)-7-hydroxy-Δ6-tetra-hydrocannabinol-
dimethylheptyl (HU210), or genetic ablation of the endocannabinoid-degrading
enzyme fatty acid amide hydrolase (FAAH) resulted in protection against DNBS-
induced colitis.

In the small intestine, involvement of CB1Rs in the control of intestinal motil-
ity during croton oil–induced inflammation was recently evidenced. Izzo et al.
showed that pharmacological administration of cannabinoids was able to delay
gastrointestinal transit in croton oil–treated mice [41]. Increased levels of CB1R
expression in inflamed jejuna may contribute to this protective effect. However,
this work was not able to reveal a physiologically protective action of the endoge-
nous cannabinoid system against enteritis, since administration of the CB1R
antagonist, SR141716A, alone failed to specifically worsen inflammation-induced
gut hypermotility.

In contrast to the findings of beneficial effects of CB1R activation on intestinal
inflammation, rimonabant – a CB1R antagonist – also showed potentially benefi-
cial anti-inflammatory effects which were similar to those evoked by cannabinoid
receptor agonists. These paradoxical effects do not seem to be mediated by can-
nabinoid receptors. Rimonabant reduced indomethacin-induced intestinal ulcers
to a similar extent in wild-type, and in CB1R knock-out mice [42]. These effects
appear to be mediated by down-regulation of inducible nitric oxide synthase
(iNOS) and cyclooxygenase (COX)-2 [43]. It is important to highlight that the
effect of rimonabant seems to be specific to that compound, and is not shared by
other CB1R antagonists, such as AM215 [44]. Of note, rimonabant, which was
being marketed for weight loss but being tested for improving cardiovascular out-
comes, induced a level of serious neuropsychiatric effects that was deemed unac-
ceptable by regulatory authorities, and both the drug and the trial were abruptly
terminated [45].

Recent evidence also highlights the role of CB2Rs in intestinal inflammation.
In the LPS model of intestinal hypermotility in the rat, the control of intestinal
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motility was mediated almost completely by CB2R-mechanisms; hypermotility
was normalized by a CB2R, but not by a CB1R agonist [46]. The CB2R agonist,
JHW015, reduced motility in the inflamed gut (crotonoil-induced ileitis), but not
in control mice [47].

Protection against inflammatory stimuli may be provided through direct acti-
vation of cannabinoid receptors, or indirectly through the use of FAAH or endo-
cannabinoid membrane transporter (EMT) inhibitors, which prevent anandamide
inactivation. D’Argenio et al. reported significant elevation of anandamide levels
in the colon of DNBS-treated mice [48]. The EMT inhibitor, VDM-11, further
increased anandamide levels and concomitantly abolished inflammation, whereas
the FAAH inhibitor, N-arachidonoyl-serotonin (AA-5-HT), did not affect endo-
cannabinoid levels and was less efficacious at attenuating colitis [48]. More
recently, this protective effect of the inhibitors of endocannabinoid inactivation
was confirmed by experiments in CB1R- and CB2R-deficient mice. Thus blocking
FAAH and EMT with URB597 and VDM11, respectively, protected against trini-
trobenzene sulphonic acid (TNBS)-induced colitis in wild type but not in CB1R-
or CB2R-deficient mice. Interestingly, the combination of VDM11 and URB597
was not superior to either given alone, suggesting a lack of additive effect [49].

Direct observations of the intestinal microcirculation under the influence of
therapeutic modulation of the endocannabinoid system in experimental sepsis,
e.g., by intravital microscopy, have not yet been published. Using intravital
microscopy, Ni et al. studied how cannabinoid receptor agonists interfered with
leukocyte rolling and adhesion in an experimental autoimmune encephalomyeli-
tis (EAE) model using six to eight week old C57BL/6 mice [50]. The results dem-
onstrated that EAE increased leukocyte rolling and firm adhesion in the brain,
and that this increased leukocyte/endothelial interaction could be attenuated by
administration of WIN 55212–2 (CB1R and CB2R agonist). Furthermore, use of
selective antagonists for the CB1R (SR 141716A) and the CB2R (SR144528) in this
study demonstrated that the cannabinoid’s inhibitory effects on leukocyte/endo-
thelial interactions can be mediated by activating the CB2R.

We carried out a series of experiments to study the impact of CB1R and CB2R
modulation on leukocyte activation and capillary perfusion within the intestinal
microcirculation during experimental endotoxemia. Our findings suggest that
CB1R stimulation during endotoxemia may decrease leukocyte activation whereas
CB2R inhibition is able to reduce leukocyte activation (Kianian et al.: Effects of
CB2 receptor modulation on the intestinal microcirculation in experimental sep-
sis. Proceedings of the 19th Symposium on the Cannabinoids. ICRS, Lund, Swe-
den. 2010). Reduced leukocyte activation within the intestinal microcirculation
correlated with improved functional capillary density, a marker of microvascular
perfusion. Similar results were obtained in a model of polymicrobial sepsis – the
colon ascendens stent peritonitis (CASP)-induced sepsis model. The results
regarding the CB2R were surprising as the literature suggests an anti-inflamma-
tory effect of CB2R activation (see above). Based on these results we hypothesize
that reciprocal modulation of the endocannabinoid system – CB1R stimulation
and CB2R inhibition – has an anti-inflammatory effect (attenuation of leukocyte
activation and improvement of capillary perfusion) in sepsis.
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Conclusion

Taken together, the evidence suggests that release of endocannabinoids and acti-
vation of cannabinoid receptors occurs during intestinal inflammation and sepsis
and that manipulation of the endocannabinoid system may represent an impor-
tant therapeutic target in managing sepsis and microcirculatory disturbances.
However, it remains essential to resolve whether activation of cannabinoid recep-
tors is pro- or anti-inflammatory in sepsis and which receptor subtypes (CB2R
and/or CB1R or non-CB1R/CB2R) are individually or collectively involved in
mediating these actions.
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Introduction

Ischemia/reperfusion injury triggers a burst of reactive oxygen species (ROS) that
in turn lead to the expression of a number of pro-inflammatory genes. The subse-
quent serious inflammatory response maintains a vicious cycle of cell death
finally causing organ damage [1]. Acute myocardial ischemia and ischemic stroke
are the leading causes of morbidity and mortality worldwide. In the perioperative
setting, patients with multiple comorbidities still have a high risk of morbidity
and mortality, although multiple therapeutic strategies have been investigated to
reduce the incidence of major cardiovascular events [2, 3]. Because most major
adverse events show an unpredictable onset in an individual patient, the number
needed to treat – or to prevent an event – is very high. Specifically, a considerable
proportion of ischemic episodes may occur postoperatively on the intensive care
unit (ICU) because of hemodynamic instability or oxygenation problems. There-
fore, evaluating the effectiveness of any pre-treatment with a potent organ protec-
tive intervention is extremely difficult in most patients. In contrast, cardiac sur-
gery with cross-clamping of the ascending aorta results in predictable ischemia/
reperfusion injury. Similarly, predictable ischemia/reperfusion injury happens
following organ transplantation and trauma leading to postoperative organ insuf-
ficiency. Many experimental techniques have been shown to profoundly modify
the extent of ischemia/reperfusion injury. However, very few of these techniques
have reached clinical practice because of lack of effectiveness when applied to
patients with comorbidities and co-medications [4]. Therefore, the development
of new strategies to prevent and to attenuate ischemia/reperfusion injury contin-
ues to be the focus of extensive research.

An interesting approach to this problem is ischemic preconditioning. The most
promising clinical candidates for ischemic preconditioning are angina preceding
myocardial infarction or transient ischemic attacks preceding a full stroke; these
sub-lethal stressors are thought to enhance the tolerance of the organ to cope
with the subsequent ischemic event. However, the clinical applicability of local
ischemic preconditioning is limited by the need to induce ischemia in the vulner-
able target organ, a process that itself may aggravate organ injury and dysfunc-
tion. A more clinically relevant stimulus is exerted by remote ischemic precondi-
tioning as a powerful, innate protection where ischemia of non-vital tissue pro-
tects remote organs against ischemia/reperfusion injury. Most recently, a newly
conceived idea of applying a remote conditioning stimulus after the onset of
ischemia but prior to reperfusion – remote ischemic postconditioning – may fur-
ther emerge as a strategy to ameliorate the deleterious sequelae of an unpredict-
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able ischemia/reperfusion injury, such as acute myocardial infarction or ischemic
stroke.

Remote Ischemic Preconditioning

Proposed Mechanisms (Fig. 1)

The initial study suggesting that one vascular bed could confer protection on
another vascular bed came from Przyklenk et al. in 1993 [5]. Using anesthetized
dogs, they showed that a brief period of myocardial ischemia achieved by four 5
min cycles of coronary artery occlusion protected local and remote myocardium
from 60 min sustained myocardial ischemia/reperfusion injury. Subsequent stud-
ies have demonstrated that brief ischemia of non-vital organs and tissues, e.g.,
kidney, small intestine, and skeletal musculature, reduces ischemia/reperfusion
injury of remote organs, e.g., heart, kidney, liver, and brain. The actual mecha-
nisms of signal transduction from the remote tissue to the target organ, however,
remain to be fully elucidated.

Humoral mediators and neural pathways
The hypothesis that remote ischemic preconditioning is accomplished by humoral
factors that are washed out into circulating blood during reperfusion was fuelled
by a study reporting that cardiac protection was transferred from rabbits that had
undergone remote ischemic preconditioning to non-preconditioned rabbits
undergoing sustained myocardial ischemia/reperfusion injury simply by whole
blood transfusion [6]. Thus, remote ischemic preconditioning generates one or
more humoral mediators that are released into the circulation and subsequently
travel to the remote target organs [7]. Convincing evidence in support of a
humoral mechanism for remote ischemic preconditioning was provided by Kon-
stantinov et al. who found that remote ischemic preconditioning of a recipient
animal led to protection against ischemia/reperfusion injury in the denervated
donor heart taken from a brain-dead donor pig [8].

Endogenous substances such as opioids [9], endocannabinoids [10, 11], aden-
osine [12], bradykinin [13], and calcitonin-gene related protein [14] are sup-
posed to be released from the remote organ during remote ischemic precondi-
tioning and to be transferred to target organs with the blood stream. In addition
to the hypothesis of humoral factors, an earlier study by Gho et al. showed that
ganglion blockade with hexamethonium abolished cardioprotection by mesen-
teric artery occlusion suggesting that neural pathways were involved in transfer-
ring the preconditioning stimulus [15]. This finding developed into the hypothe-
sis that there is kind of a neuronal reflex arc with an afferent signal from the
remote organ during ischemia that stimulates the efferent signal to the target
organ. Again, adenosine, bradykinin, and calcitonin gene-related peptide have
been reported as important mediators within this neural pathway, especially in
the afferent loop.

It should be emphasized that adenosine and bradykinin play an important role
in this suggested neural pathway [13]. Liem et al. suggested that adenosine is ini-
tially released in the preconditioned remote tissue which subsequently triggers a
neural pathway leading to adenosine release in the remote organ (heart) [12]. A
recent experimental study has provided confirmatory evidence that an intact neu-
ral pathway is required for the sensory afferent neural signaling from the precon-
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Humoral mediators in the blood

- adenosine, bradykinin, CGRP, endocannabinoide, opioids
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Fig. 1. Pathways of remote ischemic preconditioning. The humoral hypothesis states that endogenous
mediators (e.g., adenosine, bradykinin, opioids, calcitonin gene-related peptide (CGRP), endocannabino-
ids, angiotensin) produced in the remote organ, e.g., skeletal musculature, enter the blood stream and
activate their respective receptors in the distant organ, e.g., heart. The neural hypothesis proposes that
ischemic preconditioning at the remote organ generates endogenous substances (e.g., adenosine, bra-
dykinin or CGRP), which then activate a neural circuit in which the efferent nerve terminates at the dis-
tant target organ and mediates protection. The third hypothesis is based on a systemic response which
modulates inflammation, apoptosis, and endothelial function. The following mechanism for remote
ischemic preconditioning at the distant organ has been suggested: Remote ischemic preconditioning
triggers intracellular signal pathways converging on the mitogen activated protein kinase (MAPK) stress
signal pathway including protein kinase C (PKC)-δ/ε. This in turn activates heat shock proteins and p38
MAPK which results in immediate protection through activation of mitochondrial KATP-channels and
inhibition of apoptosis. Activation of p38 MAPK also results in delayed protection via activation of the
transcription factor hypoxia-inducible factor-1α pathway and translocation of nuclear factor-kappa B
(NF-κB) to the nucleus and synthesis of the proteins inducible nitric oxide synthase (iNOS) and hemo-
xygenase (HO)-1. Reactive oxygen species have also been suggested to be involved in the protection
achieved by remote ischemic preconditioning.

ditioned limb, as the cardioprotective effects by remote ischemic preconditioning
were abolished by dissecting the femoral and sciatic nerves [16].

Signal transduction pathways involved in conferring protection on the target
organ undergoing sustained ischemia
Once the cardioprotective signal has been conveyed from the remote precondi-
tioned organ (e.g., upper limb) to the target organ (e.g., heart), intracellular sig-
nal pathways are triggered via G-protein-coupled receptors for adenosine, brady-
kinin, opioids, angiotensin, and endocannabinoids converging on the mitogen-
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activated protein kinase (MAPK) stress signal pathway [17, 18]. This in turn acti-
vates p38 MAPK, which results in immediate protection through activation of
mitochondrial KATP channels [19] and heat shock proteins [20]. Activation of p38
MAPK also results in delayed protection after translocation of nuclear factor-
kappa B (NF-κB) to the nucleus and expression of inducible nitric oxide synthase
(iNOS) and hemoxygenase-1 [21]. Whether remote ischemic preconditioning is
also involved in activation of pro-survival kinases of the reperfusion injury sal-
vage kinase pathway and inhibition of the mitochondrial permeability transition
pore remains to be determined.

Other studies have revealed further potential underlying mechanisms of
remote ischemic preconditioning. A study by Weinbrenner and colleagues sug-
gested a possible beneficial signaling role for ROS in the setting of remote ische-
mic preconditioning. These authors discovered that a free radical scavenger was
able to abolish the protection elicited by remote ischemic preconditioning [22].
Recent experimental studies have further implicated the transcription factor, hyp-
oxia-inducible factor (HIF)-1α [23], and erythropoietin [24] as potential media-
tors of remote ischemic preconditioning-induced cardioprotection. A further
mechanism could be the ability of remote ischemic preconditioning to mediate
the release of fibrinolytic substances, e.g., tissue-type plasminogen activator,
which is known to be released from the endothelium during mechanical compres-
sion of a vessel [25].

Remote Ischemic Preconditioning in Healthy Volunteers

MacAllister’s group [26–28] studied the effect of remote ischemic precondition-
ing on endothelial ischemia/reperfusion injury in human volunteers. In vivo
endothelial ischemia/reperfusion injury was induced by 20 min of upper limb
ischemia caused by inflating a blood pressure cuff to 200 mmHg followed by
deflation (reperfusion). Venous occlusion plethysmography was used to assess
forearm blood flow in response to acetylcholine. The vasodilating response to
acetylcholine was attenuated by endothelial injury in control volunteers. Remote
ischemic preconditioning applied to the contralateral arm was able to prevent the
attenuation of the vasodilating effect of acetylcholine, thus reducing the endothe-
lial dysfunction in the target limb with ischemia/reperfusion injury. The same
experimental model has been used to evaluate the concept of delayed protection
by remote ischemic preconditioning, in which preconditioning conferred an
improvement in endothelial dysfunction in the opposite upper limb 24 h and 48 h
later [27].

In addition to release of humoral circulating factors and neural pathways, Kon-
stantinov et al. demonstrated that remote ischemic preconditioning also has anti-
inflammatory effects that might be relevant to its effectiveness [29]. In healthy
volunteers, remote ischemic preconditioning suppressed pro-inflammatory gene
expression in circulating leukocytes. Genes encoding key proteins involved in
cytokine synthesis, leukocyte chemotaxis, adhesion and migration, innate immu-
nity signaling pathways, and apoptosis were all suppressed within 15 min (early
phase) and still further after 24 h (late phase – second window). Very recently, the
same group reported that the observed changes in gene expression lead to func-
tional changes in neutrophils, including reduced adhesion and apoptosis [30].
This effect may contribute to the protective effect of remote ischemic precondi-
tioning against ischemia/reperfusion injury and may have further implications in
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other inflammatory settings. Transient limb ischemia with remote ischemic pre-
conditioning administered before a prolonged ischemic insult has systemic pro-
tective effects against ischemia/reperfusion injury in human volunteers.

Remote Ischemic Preconditioning in Patients

With many experimental data and studies in human volunteers demonstrating
the effectiveness of transient limb ischemia to induce distant organ protection,
the potential of this procedure as a clinical intervention was suggested. Evolving
evidence from clinical studies currently points to the effectiveness of remote
ischemic preconditioning in different settings of ischemia/reperfusion injury
(Table 1).

Cardiac surgery
Cardiac surgery with cardiopulmonary bypass (CPB) is generally associated with
a predictable incidence of myocardial, neurological, and renal ischemia/reperfu-
sion injury leading to an increased risk of postoperative myocardial stunning,
neurological deficits, and acute renal failure. Cardiac surgery is further associated
with a substantial systemic inflammatory response and oxidative stress, which
contribute to multiple organ dysfunction syndrome [31].

Table 1. Human studies on remote ischemic conditioning in healthy volunteers and patients

Study Ischemia/reperfusion Stimulus Endpoints n

Kharbanda
(2002) [26]

UL-I – endothelial
dysfunction

UL-I
(3 x 5 min)

Endothelial dysfunction r 14

Shimizu
(2010) [30]

UL-I systemic inflammation UL-I
(3 x 5 min)

Neutrophil adhesion r
exocytosis r , phagocytosis r

5

Zhou (2010)
[20]

Congenital heart
surgery

UL-I
(3 x 5 min)

Troponin I r ,
Inotropic support r ,
Lung function ‹ , Inflammatory
cytokines r , Heat shock protein-70 ‹

60

Hausenloy
(2007) [32]

Coronary artery bypass
surgery

UL-I
(3 x 5 min)

Troponin T r 57

Ali (2007)
[35]

Abdominal aortic
aneurysm surgery

LL-I
(2 x 10
min)

Troponin I r ,
Myocardial infarction r ,
Renal dysfunction r

82

Walsh (2010)
[39]

Carotid endarterectomy LL-I
(2 x 10
min)

Neurological impairment r 70

Hoole (2009)
[40]

Elective percutaneous
coronary intervention

UL-I
(3 x 5 min)

Troponin I r ,
Major adverse cardiac & cerebral
events r

242

Botker (2010)
[44]

ST-elevation myocardial
infarction

UL-I
(3 x 5 min)

Myocardial salvage ‹ ,
Infarct size at 1 month r
Remote postconditioning

333

UL-I = upper-limb ischemia; LL-I = lower-limb ischemia
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These adverse effects are amplified in children undergoing congenital cardiac sur-
gery, in which aortic cross-clamping and CPB are usually sustained, and complete
circulatory arrest may be used during complex procedures. The first clinical study
of remote ischemic preconditioning by transient limb ischemia showed reduced
myocardial injury, reduced inotropic support, and improved lung function using
a randomized study design involving 37 children (20 control, 17 remote ischemic
preconditioning) undergoing congenital cardiac surgery. A subsequent study in
60 infants undergoing repair of ventricular septal defects (30 control, 30 remote
ischemic preconditioning) confirmed the beneficial effects of limb remote ische-
mic preconditioning in terms of increased tolerance against myocardial and pul-
monary ischemia/reperfusion injury and attenuation of systemic inflammatory
response syndrome (SIRS) [20].

In a similar proof-of-principle study enrolling 57 adults undergoing elective
coronary artery bypass graft (CABG) surgery and receiving predominantly
cross-clamp fibrillation for myocardial protection, Hausenloy et al. showed the
protective effect of remote ischemic preconditioning by limb ischemia [32]. The
endpoint was troponin release, which was significantly lower in the remote ische-
mic preconditioning group (n = 27) than in the control group (n = 30). Recently,
the effectiveness of remote ischemic preconditioning has been further suggested
in adult patients undergoing CABG, when cold-blood [33] or crystalloid cardio-
plegia [34] was used instead of cross-clamp fibrillation for myocardial protec-
tion.

Thus, remote ischemic preconditioning reduces myocardial injury in children
and adults undergoing cardiac surgery. However, the clinical relevance of these
findings has yet to be defined, and large studies are underway to address this
issue. A review of ClinicalTrials.gov in September 2010 yielded 18 registered stud-
ies that are using limb ischemia in cardiac surgery to assess the effects of remote
ischemic preconditioning on myocardial, cerebral, and renal protection.

Non-cardiac surgery
In major vascular surgery, the surgical procedure results in ischemia/reperfusion
injury to vital organs directly, but many patients also suffer from acute myocar-
dial infarction perioperatively. The ability of remote ischemic preconditioning to
protect the heart and kidneys was investigated in a clinical trial of patients under-
going elective aortic aneurysm repair [35]. Remote ischemic preconditioning was
induced by intermittent femoral artery occlusion and reperfusion in 82 patients
(41 controls, 41 remote ischemic preconditioning). The results were remarkable.
Remote ischemic preconditioning reduced the incidence of myocardial injury by
27 %, the incidence of myocardial infarction by 22 %, and decreased renal impair-
ment by 23 %. Two further studies by Walsh et al., however, showed controversial
results in terms of renal injury in this kind of surgery [36, 37].

In patients undergoing decompression spine surgery for cervical spondylotic
myelopathy, remote ischemic preconditioning has been found to improve neuro-
logical outcome and to reduce release of serum protein S-100B and neurone spe-
cific enolase indicating less spinal cord ischemia/reperfusion injury [38]. Carotid
endarterectomy is the preferred treatment modality for symptomatic carotid ste-
nosis, but is also associated with major cerebral complications. In a small pilot
study (30 control, 25 remote ischemic preconditioning), Walsh et al. recently
found less neurological impairment if patients were preconditioned using 10 min
of lower limb ischemia/reperfusion [39]. Again, large-scale trials are required to
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determine whether remote ischemic preconditioning confers clinical benefits in
these high-risk non-cardiac surgical patients.

In visceral organ transplantation, the donor organ is subjected to substantial
ischemia before reperfusion in the recipient. Reduction of ischemia/reperfusion
injury might, therefore, improve graft function and survival. This idea has been
translated into clinical trials, and studies are underway in renal and liver trans-
plantation to test the potential of remote ischemic preconditioning to reduce graft
injury and to improve outcome.

Percutaneous coronary intervention
Hoole et al. extended the concept of remote conditioning to show, in a prospec-
tive, randomized controlled trial including 242 patients, that remote ischemic
preconditioning before elective percutaneous coronary intervention was associ-
ated with reduced troponin release, less procedure-related ischemic chest discom-
fort, and fewer electrocardiographic (EKG) findings of coronary ischemia [40].
Perhaps the most intriguing finding was a reduction in major adverse cardiac and
cerebral events at 6 months (4 versus 13 patients; hazard ratio 0.28). These data
suggest that the systemic effects of remote ischemic preconditioning by even a
short intervention might have secondary beneficial effects. In contrast to local
coronary ischemic preconditioning by repetitive balloon inflation and deflation,
which may be effective, but also contributes to repetitive endothelial trauma and
emboli of thrombotic debris, transient limb ischemia by remote ischemic precon-
ditioning is non-invasive and has been shown to have no adverse effects.

Remote Ischemic Postconditioning

The clinical application of ischemic preconditioning is hampered by the require-
ment to intervene before the onset of acute ischemia, which in most instances,
such as acute myocardial infarction or stroke, is clearly not possible. In order to
circumvent this problem, the concept of ischemic postconditioning has evolved.
Postconditioning is defined as a short and repeated interruption of blood flow
during reperfusion and has been successfully applied to attenuate ischemia/reper-
fusion injury in the heart, brain, spinal cord, kidney, liver, muscle, lung and intes-
tines in experimental settings [41]. Clinical trials have also revealed the beneficial
effect of direct ischemic postconditioning on myocardial infarction in patients
undergoing percutaneous coronary intervention [42]. But again, direct coronary
ischemic conditioning by repetitive balloon inflation and deflation leads to repeti-
tive endothelial trauma. In this respect, remote ischemic postconditioning by
transient limb ischemia has emerged as an alternative to attenuate cardiac reper-
fusion injury. Andreka et al. demonstrated that applying intermittent limb ische-
mia at the end of a sustained period of myocardial ischemia reduced myocardial
infarct size assessed by cardiac magnetic resonance imaging (MRI) [43]. Using
the in vivo model of endothelial dysfunction, Loukogeorgakis et al. showed that
remote ischemic postconditioning is also feasible and effective in humans [28],
suggesting a huge clinical potential in patients with unpredictable ischemia/
reperfusion injury, such as acute myocardial infarction or stroke. More impor-
tantly, a randomized trial enrolled 333 patients with an acute ST-elevation myo-
cardial infarction who received remote ischemic postconditioning or control
intervention in the ambulance during transfer for revascularization by primary
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percutaneous intervention [44]. The primary endpoint of myocardial salvage
assessed by nuclear scintigraphy was significantly increased in the intervention
group. Remote ischemic postconditioning may even have the potential to amelio-
rate adverse left ventricular remodeling, heart failure, and mortality. However,
large-scale trials are necessary to establish the effects of remote ischemic postcon-
ditioning on relevant clinical endpoints and future research that addresses other
organ systems to identify beneficial effects of remote ischemic pre- and post-con-
ditioning, particularly in critically ill patients with microcirculatory failure,
impaired tissue oxygenation or regional ischemia, is urgently needed. In addition,
patients suffering from global ischemia/reperfusion following successful resusci-
tation from cardiac arrest, cardiogenic or hemorrhagic shock may benefit from
remote conditioning. But again, convincing evidence from experimental and clin-
ical studies is still lacking.

Overview of Potential Clinical Settings for Remote Ischemic
Conditioning

Considering the current literature, remote organ protection may be feasible in the
following clinical settings:

) Remote ischemic preconditioning
– Protecting vital organs during cardiac surgery requiring CPB
– Protecting the brain during neurosurgical procedures and carotid endarter-

ectomy
– Protecting heart, kidney and intestine during major vascular surgery
– Protecting donor organs before excision and transport
– Reducing myocardial injury during elective percutaneous coronary inter-

vention
) Remote ischemic postconditioning

– Patients with acute myocardial infarction and ischemic stroke
– ICU patients with impaired tissue oxygenation, microcirculatory failure or

regional ischemia (kidney, liver, small intestine)
– ICU patients after global ischemia/hypoperfusion following cardiac arrest,

cardiogenic shock or hemorrhagic shock

Conclusion

Remote ischemic preconditioning has been rapidly translated from experimental
discovery (‘bench-side’) into encouraging proof-of-principle human studies using
surrogate endpoints (‘bedside’). Further studies are underway to define the
potential clinical use of remote ischemic preconditioning in other organs, e.g.,
brain, kidney, and liver. However, large-scale, multicenter, prospective random-
ized phase III studies that are adequately powered to show effects on relevant
clinical endpoints will be needed to change practice. Since remote conditioning
can also be applied effectively during the ischemic phase and early into reperfu-
sion, limb ischemia may also be beneficial when performed after the onset of
index ischemia, while patients are being transferred to reperfusion therapy
remote ischemic postconditioning. Although the outlook for this clinical method
seems promising, current enthusiasm generated by these studies should be used
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to encourage studies that deal with the exact dose of ischemia needed, and the
influence of age, co-medications, or comorbidities on the effectiveness of remote
ischemic pre- and post-conditioning.
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Introduction

Hypoxic preconditioning has long been considered as organ-protective, and its
clinical usage has been suggested in elective procedures, such as coronary surgery
and organ transplantation. Although the mechanisms have not been clearly eluci-
dated, it has been postulated that changes in cell-membrane composition and
upregulation of various cellular protective mechanisms are responsible for a bet-
ter tolerance of acute injury. Remote preconditioning (i.e., hypoxic stress in one
organ conferring resistance to acute hypoxia in other organs) suggests organ
cross-talk, perhaps mediated by cytokines and the immune system.

Increased expression of heme-oxygenase (HO)-1, heat-shock proteins (HSP),
growth factors such as vascular endothelial factor (VEGF), and erythropoietin
(EPO) are among the numerous adaptive responses to sublethal injury that are
believed to participate in tissue tolerance during subsequent stress. EPO, for
instance, is a ubiquitous pleiotropic survival and growth factor that attenuates
experimental acute injury in various organ systems, including neuronal, retinal,
cardiac, renal, and hepatic tissues. Its clinical efficacy, though suggested in criti-
cally ill patients, is yet to be defined [1].

The expression of these protective mediators and many others is regulated by
hypoxia-sensing mechanisms through the induction and stabilization of so called
hypoxia-inducible factors (HIF) [2]. In this chapter, we will outline the control
and action of HIF as key regulators of hypoxic adaptive response, and particularly
examine HIF expression during hypoxic stress. We shall discuss recently devel-
oped measures that enable HIF signal modification and describe their potential
use in conferring tissue tolerance during incipient organ injury.

HIF Regulation and Action

HIFs are heterodimers (Fig. 1), composed of a constitutive β-subunit (HIF-β)
and one of three different oxygen-dependent and transcriptionally active α-sub-
units, among which HIF-1α and -2α are acknowledged as promotors of hypoxia
adaptation, whereas the role of HIF-3α remains unclear. Under normoxia, HIF-
α subunits are constantly produced, but not allowed to accumulate, since they
are rapidly hydroxylated by oxygen-dependent HIF prolyl-4-hydroxylase
domain enzymes (PHD), subsequently captured by the ubiquitin ligase Von-
Hippel-Lindau protein (VHL), and degraded by the proteasome. Under oxygen
deficiency, PHD activity is reduced, HIF-α accumulates within the cytosol,
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Fig. 1. A schematic display of hypoxia-inducible factor (HIF) regulation and biological action. Prolyl-4
hydroxylases (PHDs) serve as oxygen sensors and under normoxic conditions promote degradation of
HIF-α isoforms in the proteasome following binding with the ubiquitin ligase, Von-Hippel-Lindau pro-
tein (VHL). Hypoxia inhibits PHDs and leads to HIF-α accumulation with HIF-β, and the αβ heterodi-
mer translocates into the nucleus, binds with hypoxia-response elements (HRE) and activates numerous
genes important in cell metabolism, proliferation and survival. Many of these genes play a central role
in injury tolerance and promotion of tissue oxygenation, such as erythropoietin (EPO), vascular endo-
thelial growth factor (VEGF), inducible NO synthase (iNOS), heme oxygenase (HO)-1, glucose trans-
porter-1, or carbonic anhydrase (CA)-9. Underscored is the inactivation of the HIF-HRE axis by hypoxia,
which can be mimicked by carbon monoxide (functional anemia) or by transition metals like cobaltous
chloride. Hypoxia-mimetic PHD inhibitors (PHD-I) are potent newly developed measures in the induc-
tion of the HIF-HRE axis. For simplicity, numerous additional factors involved in HIF regulation and
action are not included in this cartoon and the reader is referred to comprehensive reviews such as ref-
erences [3, 12].

αβ-dimers are formed, translocate into the nucleus, and bind to hypoxia response
elements (HREs) in the promoter enhancer region of genes, which are subse-
quently transactivated [2–4].

The biological effects of the more than 100 acknowledged HIF target genes are
multiple, and include key steps in cell metabolism and survival. Many of the HIF-
target genes constitute a reasonable adaptation to hypoxia, such as erythropoiesis
(EPO), increased glucose uptake (glucose transporter-1), switch of metabolism to
glycolysis (several key enzymes of glycolysis), increased lactate utilization (lactate
dehydrogenase), angiogenesis (VEGF), vasodilation (inducible nitric oxide syn-
thase [iNOS]), removal of protons (carbonic anhydrase 9), and scavenging of free
radicals (HO-1) [2–4].
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Biological and Therapeutic Modes of HIF Activation

Every cell type has the potential to upregulate HIF, principally by the inhibition
of PHD, under conditions when cellular oxygen demand exceeds oxygen supply,
namely under cellular hypoxia. However, the threshold and extent of HIF activa-
tion may depend on the hypoxic stimulus and cell type involved. To some extent,
these cellular variations may reflect different expression of various PHD isoforms
in different tissues [5–7].

As HIF stimulation may potentiate hypoxia tolerance, studies were conducted
to explore its clinical application. Widespread experimental hypoxic stimuli are
listed in Table 1, all acting principally by the control of HIF-α degradation, initi-
ated by PHDs. Except for carbon monoxide exposure, which is currently being
tested in patients, none of these stimuli seems suitable for preconditional HIF
activation in humans.

Apart from hypoxic stabilization, widely proven in vivo, HIF activation has
also been demonstrated to occur under normal ambient oxygen tensions, mostly
in cell cultures challenged with cytokines and growth factors. However, under
stress, oxygen demand likely is increased, thus possibly leading to intracellular
hypoxia even in cells kept under room air. For technical reasons, it is probably
impossible to rule out such local cellular hypoxia that may exist predominantly
within the mitochondria. Beyond this academic distinction between true cellular
hypoxia and normoxia, it is important to recognize that clinical conditions, like
inflammation, infection and sepsis, may lead to HIF activation. Thus, theoreti-
cally, cytokines or growth factors could be used for preconditional HIF activation
in humans.

Table 1. Modes of
HIF signal enhance-
ment

Stimulus/Agent Remarks Potential
Clinical
Applications

Inhibition of PHDs by the induction of cellular physiologic hypoxia
Hypoxic chamber
(e.g., 8 % O2 in ambient air)

depressed systemic PO2

Carbon monoxide admixture to
ambient air

functional anemia
normal systemic PO2

✓

Anemia normal systemic PO2

Arterial clamping normal systemic PO2

Chemical inhibition of PHDs by hypoxia-mimetics
CoCl2 (interferes with Fe2+) non-specific

Mimosine (2-oxoglutarate
analogue)

non-specific

Other patented PHD inhibitors specific ✓

Molecular biology techniques
Von-Hippel-Lindau
knockout

non-specific

PHD siRNA transfection PHD-specific

Constitutively active HIF-α
transgenes

organ-specific ✓PHD: prolyl hydroxylase
domain enzyme
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Although not a reasonable therapeutic intervention, strong and stable normoxic
HIF activation can be achieved by deletion of the VHL gene, which is a constant
phenomenon in Von Hippel Lindau Disease and in renal clear cell carcinoma, and
is also encountered in other tumors. Transgenic animals with VHL knockout
serve to test the potential of HIF activation in ischemic/hypoxic diseases (C
Rosenberger, unpublished data) [8]. Additional experimental probes for enhanc-
ing HIF signal are by transfection with PHD siRNA [9] or with the generation of
constitutively active HIF-α transgenes [10].

So-called hypoxia mimetics block PHD activity, thus upregulating HIF under
normoxia. PHDs require 2-oxoglutarate and ferrous iron as co-substrates. Non-
specific PHD inhibitors are either 2-oxoglutarate analogues or interfere with Fe2+.
Recently, more specific PHD inhibitors (PHD) have been synthesized [11], and
are currently being tested in animal and human studies.

Figure 1 represents a simplistic scheme of the canonical HIF regulation and
action. Recent discoveries underscore a host of additional compound biological
pathways, associated with the regulation of the HIF signal, including the control
of HIF synthesis, HIF controlling PHD synthesis, putative competing/intervening
impacts of HIF-3α and PHD-3, cross-talk of HIF and other key regulators of gene
expression (STAT, p-300 and others), further modification of HIF-α activity at the
level of DNA hypoxia-responsive elements by small ubiquitin-like modifiers
(SUMO) and factor inhibiting HIF (FIH), and the effect of reactive oxygen species
(ROS), NO and Krebs cycle metabolites on HIF degradation. These complex path-
ways are beyond the scope of this review, and the interested reader is referred to
additional references [3, 5, 12–18].

HIF Expression under Hypoxic Stress and Tissue Injury

The kidney serves as an excellent example for understanding HIF expression
under hypoxic stress. Renal oxygenation is very heterogeneous, with PO2 falling
to levels as low as 25 mmHg in the outer medulla under normal physiologic con-
ditions and to even lower values in the papilla [3, 4, 19]. Changes in renal paren-
chymal microcirculation and oxygenation have been thoroughly investigated in
acute and chronic renal disorders [19, 20]. Finally, the complex renal anatomy in
which different cell types are in close proximity to regions with comparable ambi-
ent oxygenation, enables comparisons of cellular HIF response.

Interestingly, HIF expression is below detection threshold by immunostaining in
the renal medulla, despite low physiologic ambient oxygenation.1

1 It should be emphasized that this statement regarding negative HIF immunostaining in the nor-
mally hypoxic medulla relates to kidneys perfusion-fixed in vivo without an interruption of renal
oxygenation before fixation. Other modes of tissue harvesting for HIF determination, either by
immunostaining or by molecular biology techniques may be falsely positive, as hypoxia-induced
inhibition of PHD activity is instantaneous, and may lead to HIF-α stabilization even over short
periods of hypoxia

Conceivably, this
reflects the plasticity of HIF control to adjust for ‘physiologically normal’ oxygena-
tion (i.e., adjusted rates of HIF-α generation and degradation under normal condi-
tions.

Enhanced renal HIF-α is noted in rodents subjected to hypoxia or to inhaled
carbon monoxide (chemical hypoxia) [21], and in hypoxic isolated perfused kid-
neys [22]. Different cells express diverse HIF isoforms: Whereas tubular segments
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express HIF-1α, HIF-2α is principally produced by vascular endothelial and inter-
stitial cells [21–23]. Interestingly, HIF-dependent genes are also selectively
expressed in different cell types. For instance HIF-2-triggered EPO generation is
specifically found in interstitial cells in the deep cortex [24]. In hypoxic isolated
perfused kidneys, attenuation of severe medullary hypoxia by the inhibition of
tubular transport markedly enhanced HIF expression, probably underscoring a
window of opportunity to generate HIF and HIF-mediated adaptive responses
only under moderate and sublethal hypoxic stress [22]. This pattern is consistent
with HIF expression at the border of renal infarct zones only, indicating that
dying cells within the critically ischemic region are incapable of mounting a hyp-
oxia adaptive response [25].

We also found that HIF-α isoforms are stabilized in acute hypoxic stress, pre-
dominantly in the cortex in rhabdomyolysis-induced kidney injury [26], in the
outer stripe of the outer medulla following ischemia and reperfusion [27, 28], or
in the inner stripe and inner medulla following the induction of distal tubular
hypoxic injury by radiocontrast agent, or after the inhibition of prostaglandin or
NO synthesis or with their combinations [23]. Outer medullary HIF stabilization
is also noted in chronic tubulointerstitial disease [29] and in experimental diabe-
tes [30], again spatially distributed in areas with proven hypoxia. HIF was also
detected in biopsies from transplanted kidneys [31]. Thus, HIF immunostaining
is chronologically and spatially distributed in renal regions with abnormally low
PO2.

Normal mice subjected to warm ischemia and reperfusion display limited
injury only, as compared with extensive damage in HIF (+/-) mice [32]. Thus, the
importance of mounting an HIF response during hypoxic stress is undeniable.

Hypoxia-driven HIF stabilization during hypoxic stress has been encountered
in other organs as well. HIF-1α and PHD-2 expression increased in the neonatal
rat brain following hypoxia [33] and HIF was detected in the hypoxic subendo-
cardium [34] and in the ischemic liver [27]. HIF is also found within hypoxic
regions in tumors, and may play an important role in tumor progression via
upregulation of growth promoting and angiogenic factors [35].

Potential Usage of HIF Modulation in Clinical Practice

The impact of HIF stimulation on the expression of HIF-dependent tissue-protec-
tive genes led to the expectation that timely upstream HIF stimulation may have
great potential in the protection of endangered organs by downstream induction
of protective genes [12]. Indeed, repeated systemic hypoxia, for instance, results
in enhanced expression of renal HIF and HIF-dependent genes and attenuates
warm-ischemic injury [36].

The use of hypoxia-mimetic PHD inhibitors is a promising potential new treat-
ment option in diseases such as myocardial infarction, stroke, renal or liver
injury, peripheral vascular disease, or severe anemia. Studies with PHD inhibitors
and other manipulations of HIF upregulation favor this hypothesis [11].

Anemia

Specific PHD inhibitors induce HIF-2α expression in interstitial fibroblasts in the
deep cortex [24], enhance erythropoietin generation, and were found to provoke
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erythrocytosis in primates [37]. Phase 2 clinical trials in patients with chronic
kidney disease are currently under way, studying the effect of oral PHD inhibitors
as potential substitutes to EPO injection.

Acute Kidney Injury

The potential protective impact of HIF upregulation by PHD inhibitors has been
extensively studied in acute kidney injury. In isolated kidneys perfused with low-
oxygen containing medium, pre-treatment with a PHD inhibitor improved renal
blood flow and attenuated medullary hypoxic damage [38]. Conditional inactiva-
tion of VHL in mice (hence HIF stabilization) resulted in tolerance to renal ische-
mia and reperfusion [8] and to rhabdomyolysis-induced acute kidney injury
(Rosenberger C, unpublished data). Whereas gene transfer of negative-dominant
HIF led to severe damage in the normally hypoxic renal medulla in intact rats,
transfer of constitutively active HIF (HIF/VP16) induced expression of various
HIF-regulated genes and protected the medulla against acute ischemic insults
[39]. Furthermore, in rats and mice subjected to warm ischemia and reflow, PHD
inhibitors and carbon monoxide pre-treatment (i.e., functional anemia) markedly
attenuated kidney damage and dysfunction [32, 40]. Donor pre-treatment with a
PHD inhibitor also prevented graft injury and prolonged survival in an allogenic
kidney transplant model in rats [41]. Finally, rats preconditioned by carbon mon-
oxide, displayed reduced cisplatin renal toxicity, with attenuation of renal dys-
function and the extent of tubular apoptosis and necrosis [42]. Taken together, all
these observations indicate that HIF stabilization seemingly is a promising novel
interventional strategy in acute kidney injuries [12].

Myocardial Injury

Activation of the HIF system has also been found to be cardioprotective. In a
model of myocardial ischemia in rabbits, pre-treatment with a PHD inhibitor
induced robust expression of HO-1 and markedly attenuated infarct size and
myocardial inflammation [43]. In another report, PHD inhibitors did not reduce
infarct size, but improved left ventricular function and prevented remodeling
[44]. In the same fashion, selective silencing of PHD-2 with siRNA 24 h before
global myocardial ischemia/reperfusion in mice reduced the infarct size by 70 %
and markedly improved left ventricular systolic function [9]. Remote precondi-
tioning by intermittent renal artery occlusion also resulted in cardiac protection,
conceivably through PHD inhibition [45].

Enhanced levels of PHD-3 were traced in the hibernating myocardium [34]
and in end-stage heart failure in humans, associated also with elevated HIF-3α
[46] (which may act as a competitive inhibitor of active HIF-α isoforms [14]).
Thus, PHD inhibitors may conceivably also be beneficial in these disorders.
Finally, cardioprotection during heat acclimation is also mediated in part by HIF
upregulation [47], providing another potential situation for the administration of
PHD inhibitors.

Neuronal Injuries

The effect of PHD inhibitors has also been assessed in disorders of the central
nervous system. In vitro, rotenone-induced neuronal apoptosis was attenuated
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and autophagy increased, as the result of enhanced HIF following deferoxamine
administration [48]. In vivo, PHD inhibitors have shown promising results in the
attenuation of ischemic stroke [49], and might be neuroprotective in metabolic
chronic neurodegenerative conditions [50]. However, studies showing inhibition
of PHD-1 by ROS suggest non-HIF-mediated neuronal protection under normo-
xic conditions [51].

Lung Injury

Preterm lambs developing respiratory distress syndrome display upregulation of
PHDs with a reciprocal fall in HIF-α isoforms and HIF-dependent VEGF [53].
This observation implies that PHD inhibitors might have therapeutic potential in
this clinical setup.

Liver Disease

Hepatic HIF-1α is upregulated following warm ischemia [27], and is required for
restoration of gluconeogenesis in the regenerating liver [52], implying yet another
potential use for PHD inhibitors in acute liver disease.

Peripheral Vascular Disease

In a model of limb ischemia in mice, PHD inhibitors enhanced HIF expression
and downstream VEGF and VEGF-receptor Flk-1, leading to improved capillary
density, indicating a potential therapeutic use of PHD inhibitors in promoting
angiogenesis in ischemic diseases, such as severe peripheral vascular disease [54].
Transfection with HIF-1α, combined with PHD inhibitor-treated bone marrow-
derived angiogenic cells increased perfusion, motor function, and limb salvage in
old mice with ischemic hind limbs [55]. Results of a phase-1 study in patients
with critical limb ischemia indicate that transfection with a constitutively active
form of HIF-1α might also promote limb salvage [10]. Further clinical trials with
PHD inhibitors are currently under way in burn wound healing and salvage of
critically ischemic limbs.

Oxidative Stress

Enhanced cellular ROS concentrations, as happens with shock and tissue hypoxia,
result in increased PHD activity, and this effect is antagonized by ROS scavengers
[15]. This situation may lead to HIF de-stabilization and inadequate HIF response
to hypoxia. For example, hypoxia-mediated HIF expression in the diabetic renal
medulla is substantially improved by the administration of the membrane-perme-
able superoxide dismutase mimetic tempol [30]. It is, therefore, tempting to
assume that ROS scavengers, as well as PHD inhibitors may improve tissue adap-
tive responses to hypoxia, coupled with oxidative stress. However, contradicting
evidence exists, indicating that ROS might trigger HIF in the absence of hypoxia.
This has been suggested by studying liver tissue in acetaminophen-induced liver
injury, before the development of overt liver injury and hypoxia [56], and in aged
well-fed animals [57]. The role of HIF stimulation during oxidative stress there-
fore needs further assessment.
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Important Considerations

HIF stimulation is not all-protective. The wide range of HIF-dependent genes,
and its tight cross-communication with other key regulators of gene expression
[13, 58, 59] raise concern regarding concomitant non-selective activation of pro-
tective as well as harmful systems. Among potential unwanted outcomes is the
enhancement of tumor growth [60], promotion of fibrosis [61] or the induction
of pre-eclampsia in pregnant women [62]. Indeed, whereas HIF activation is con-
sidered renoprotective in acute kidney injury, it may play a role in the progres-
sion of chronic kidney disease and certainly is an important factor in the promo-
tion of renal malignancy [3, 20].

Diverse characteristics and distribution patterns of different PHDs [5–7] and
particular actions of various PHD inhibitors [11, 37] might enable selective
manipulation of the HIF system in a more desired way, selectively favoring
advantageous HIF-dependent responses in preferred tissues. Furthermore, it is
believed that activation of adverse responses requires protracted HIF stimulation,
whereas short-term and transient HIF activation might suffice to activate tissue-
protective systems without continuing induction of harmful systems. However,
this concept needs confirmation in clinical trials.

Conclusion

Elucidating the mechanisms involved in HIF-mediated cellular responses to acute
hypoxic stress has led to the discovery of novel potential therapeutic options for
the prevention or attenuation of tissue injury. The non-selective enhancement of
gene expression by current modes of HIF augmentation warrants caution, since
undesired enhancement of certain genes may be hazardous.

We anticipate that in the coming years the use of PHD inhibitors and other
stimulants of the HIF system will be tested in many clinical scenarios associated
with critical care and emergency medicine, while HIF silencing strategies may be
tested in chronic diseases, such as malignancies and disorders with enhanced tis-
sue scarring.
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Introduction

Hemostasis has evolved from an archaic innate defense system that maintains
vascular integrity by a tightly regulated equilibrium between procoagulant and
anticoagulant as well as profibrinolytic and antifibrinolytic systems. This defense
system acts by preventing intravascular coagulation (thrombosis), repairing vas-
cular lesion (hemostasis and fibrinolysis), and limiting pathogen invasion.

Systemic activation of blood coagulation during sepsis has been described for
a long time in its most explosive clinical expression, purpura fulminans, with dis-
tal purpura and necrosis, diffuse bleeding, and death. It is now established that
blood coagulation is one part of a systemic inflammatory response during sepsis,
and that blood coagulation occurs with dual consequences: (1) limitation of path-
ogen diffusion; and (2) deposition of platelet-rich clots and fibrin in microvessels
resulting in the thrombotic microangiopathy involved in the multiple organ fail-
ure syndrome. Thus, the host response is deregulated and excessive with
increased thrombin generation and increased fibrinolysis, resulting in a major
disorder termed ‘coagulopathy’.

In this chapter, we will describe this deregulation-induced-coagulopathy and
discuss the emerging role of microparticles that display pro- and anticoagulant
patterns and offer new insights into host-pathogen interactions.

How is Coagulopathy Initiated during Sepsis?

This question includes both ‘how does the host initiate hemostasis?’ and ‘how
does the pathogen activate blood coagulation?’.

Hemostasis

Clot formation is determined by flow conditions and cellular interactions (endo-
thelial cells, platelets, erythrocytes, monocytes and neutrophils) with matrix (col-
lagen) and proteins (blood coagulation factors and cofactors, and inhibitors).

Platelet and endothelial cell activation and microparticle release
Normal hemostasis is triggered by two major events: Subendothelial collagen
exposure and endothelial cell activation. Collagen is the most potent platelet ago-
nist, enabling rolling and adhesion, cytoskeleton contraction, membrane remod-
eling, secretion of α- and dense-granules and (auto-)activation. Cellular activa-
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tion allows calcium influx, and the activation of various calcium-dependent pro-
teases, such as calpains or caspases, which in turn cleave the cytoskeleton [1].
Membrane remodeling occurs with reorganization of asymmetric phospholipid
distribution, protein-lipid raft domain formation and blebbing [2]. In addition to
membrane remodeling, with phosphatidylserine exposure at the outer leaflet,
endothelial cell activation results in encrypted tissue factor (TF) expression and
secretion of ultra-large von Willebrand factor multimers (UL-vWF) from Weibel-
Palade bodies. Microparticles are ultimately released and constitute a reservoir of
bioactive mediators involved in inflammation and thrombosis [3]. Microparticles
were first described in the 1960s as platelet fragments with procoagulant activity.
Specific to their cellular origin, microparticles can transfer receptors, organelles,
mRNA and other proteins to target cells. They also constitute a secretion pathway
for several cytokines, such as mature interleukin (IL)-1β. As mediators of cellular
communication, microparticles are actors and possible mediators in the interplay
between thrombosis and inflammation, a process previously described for vascu-
lar injury during inflammatory diseases [4]. The multiple properties of micropar-
ticles and the variety of their possible cellular targets suggest they have a key-role
in cell reprogramming and tissue remodeling with physiological or pathological
consequences. Microparticles could, therefore, play a major role in propagating
procoagulant activity in sepsis. In the vascular compartment, including the arte-
rial wall, the particular settings of sepsis and the tuning abilities of microparticles
point to the endothelium as a pivotal target [5].

Initiation of thrombin generation: Role of tissue factor
Initiation of thrombin generation supervenes after binding of negatively-charged
factor (F)VII to TF and phosphatidylserine, leading to auto-activation of FVIIa.
Small amounts of FVIIa activate FX, and FXa promotes the generation of traces
of thrombin (FIIa) by cleavage of prothrombin (FII). UL-vWF enables platelet
adhesion under high shear-stress and fibrinogen allows aggregation after GPIIbIIIa
activation. Thrombin is a multipotent molecule with different targets according to
its molecular environment. Linked to phosphatidylserine, FIIa activates cofactors
FV and FVIII, whereas when linked to platelet GPIbα, it promotes activation of
platelet FXI [6]. Plasma Fxa (not bound to phosphatidylserine) is captured by TF
pathway inhibitor (TFPI) and protein S as a TFPI cofactor. This complex inacti-
vates cellular TF and stops FVIIa generation. It is now well established that
microparticles are a source of active TF [7], and that these TF-bearing micropar-
ticles are able to transfer functional TF to various vascular cells such as neutro-
phils and platelets [8, 9]. TF-bearing microparticles have been identified in
human meningococcal disease [10] and may originate from cells with inducible
TF expression (endothelial cells, monocytes).

Amplification of thrombin generation: The Josso’ loop
While initiation of thrombin generation by TF is partly inhibited by TFPI, the
Josso’ loop becomes the main thrombin generation pathway. Explosive thrombin
generation during the propagation phase is not TF-dependent, but occurs on the
membrane of activated platelets, with activation of platelet-exposed FXI (of
megacaryocytic origin) by GPIbα-bound FIIa. FXIa activates FIX, and the assem-
bly of the tenase complex (FIXa-FVIIIa) generates FXa from FX allowing the for-
mation of the prothrombinase complex able to cleave FII into thrombin. GPIbα-
FXI(a)-bearing microparticles released after platelet activation constitute an addi-
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tional catalytic surface for tenase assembly and propagation of procoagulant
effectors. Thrombin generates soluble fibrin monomers from fibrinogen, which
are transformed into an insoluble fibrin network by FXIIIa, a transaminase gener-
ated by FIIa cleavage at the fibrin surface. The resulting fibrin network retains
erythrocytes and activated platelets [6] in a wide-mesh net with persistent low
flow resupply of ‘fresh’ factors enabling thrombus growth [11].

A renewed role for the ‘contact’ pathway
Inorganic phosphates can form linear polymers linked by energy-rich phospho-
anhydride bonds of more than 100 residues. Polyphosphates are a major source of
energy for prokaryotes and lower eukaryotes, and are present in platelet dense-
granules. In contrast to FXII activation in the ‘contact-phase’, it is now well estab-
lished that the TF (extrinsic) pathway is the relevant process in physiological
thrombin generation [12]. Physiological FXI activation is under thrombin depen-
dence at the platelet surface through the Josso’ loop. The ‘intrinsic pathway’ is of
importance at the laboratory level to explore hemophilia using the activated par-
tial thromboplastin time (aPTT) where the ‘contact activator’ is glass or kaolin.
Polyphosphates are now recognized as physiological ‘contact activators’ impli-
cated in the rapid generation of traces of FVa and thrombin. In addition, poly-
phosphates abrogate the action of TFPI as a regulator of thrombin generation and
modify the clot into a strengthened structure [13].

Host-induced Hemostasis

Hemostasis is a ‘primitive’ line of defense against pathogens, as are innate immu-
nity and the complement system. All three are finely tuned and are interdepen-
dent. The global response is a systemic inflammatory response syndrome (SIRS),
with fever, chills, hypotension, drowsiness, oliguria. Clinical presentations range
from sepsis to septic shock, and result from an equilibrium between pathogenic-
ity and host responses. This means that septic shock, the most severe presenta-
tion with persistent hypotension despite fluid resuscitation and vasopressors and
leading to organ dysfunction, is due to overwhelming host responses rather than
to high bacterial virulence.

In contrast to the physiological mechanisms of hemostasis, thrombin genera-
tion is not limited to one point but is multifocal rather than disseminated. In sep-
sis, endothelial cell damage is also the primum movens, with subendothelial colla-
gen denudation, cellular membrane remodeling with TF and phosphatidylserine
exposure, and secretion of UL-vWF. Platelets are recruited at sites of multifocal
lesions, thrombin is generated. Microthrombi in small vessels are responsible for
ischemic lesions. Dissemination of this procoagulant activity occurs by at least
two complementary mechanisms. The first is monocyte recruitment as a major
source of TF [14], and the second is cellular membrane blebbing and microparti-
cle formation (Fig. 1). In septic states, microparticles disseminated in the blood
are from endothelial cells, monocytes, platelets, and erythrocytes [15]; the
respective contributions of these microparticles are not yet known. Circulating
TF-bearing microparticles are well characterized during meningococcemia in
humans [10], and have been found in a cohort of patients with septic shock irre-
spective of the causative agent (personal data). The elevation in microparticle lev-
els probably enables multiple fusion events that promote microparticle-mediated
cellular cross-talk [4]. Neutrophilic integrin, αMβ2 (Mac-1), can activate platelet
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Fig. 1. Thrombin generation during sepsis. Plasma membranes of endothelial cells and monocytes are
reorganized with externalization of phosphatidylserine (PhtdSer) and encrypted tissue factor (TF)
expression allowing factor VII activation (FVIIa) and thrombin (FIIa) generation at the cell surface. Bleb-
bing occurs, with release of microparticles bearing TF, resulting in an increased surface for procoagulant
reactions. Platelet adhesion and aggregation also supervene with release of microparticles; platelets
and microparticles bear GPIbα, a cofactor for FXI activation by thrombin, leading to a propagation phase
with high levels of thrombin generation and fibrin formation. Endothelial TF-bearing microparticles
allow transfer of TF to polymorphonuclear leukocytes (PMN), increasing TF dissemination. LPS: lipopoly-
saccharide; PMN: polymorphonuclear leukocyte

GPIbα in neutrophil-platelet aggregates. In an amplification loop, Mac-1-bearing
microparticles obtained after ex vivo stimulation of human neutrophils by lipo-
polysaccharide (LPS), platelet activating factor (PAF) or phorbol myristate acetate
(PMA) were also demonstrated to be platelet activators [16]. Although not yet
proven, the role of microparticles in disseminating procoagulant activity not only
via TF-bearing microparticles but also via GPIbα-FXIa-bearing microparticles is
highly evocative.

Pathogen-induced Hemostasis

Direct activation of host hemostasis by pathogens can coexist with the host
response. Whereas the latter is a defense mechanism (even if overwhelming and
resulting in thrombotic disorders that contribute to organ failure), the former is
aggressive. As reported above, microorganisms are rich in polyphosphates, which
can allow (auto-)activation of FXII to FXIIa. FXIIa can in turn not only initiate
thrombin generation via the ‘contact phase’ but also activate complement, brady-
kinin formation (and increased vascular permeability) and vascular matrix
remodeling. Bacterial polyphosphate is about 200 residues and is more potent
than platelets (75–100 residues) at activating FXII. Polyphosphates are hydro-
lyzed by phosphatases with a plasma half-life of about 2 hours [17].

Two bacteria highlight the direct action of pathogens on hemostasis, Bacillus
anthracis and Yersinia pestis. Anthrax is due to a non-motile Gram-positive
spore-forming bacterium, B. anthracis. The disease is now rare, but this bacte-
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rium can be used as a biological weapon. Inhalation of spores results in pneumo-
nia with pleural effusion, and thrombotic and hemorrhagic disorders. InhA1, a
bacterial secreted zinc metalloprotease, is responsible for coagulopathy with
direct activation of FX and FII (independently of FXIIa and TF-FVIIa), fibrin
deposition [18], inhibition of ADAMTS13 (disintegrin-like metalloproteinase that
limits vWF multimer size) with the consecutive formation of platelet-rich
thrombi, and hemorrhage via the degradation of vWF by an independent proteo-
lytic mechanism [19]. Moreover, this coagulopathy seems not to result from the
total amount of circulating bacteria (referred to as ‘quorum sensing’) but rather
from their spatial localization (‘quorum acting’) [18].

Y. pestis is a Gram-negative bacterium that expresses outer membrane aspartyl
proteases referred to as omptins. Their enzymatic activity requires rough LPS (with
short O-antigen side chains) [17]. The most studied member of the omptin family
is Pla from Y. pestis (responsible for the plague). Pla has many effects on host
hemostasis and is responsible for virulence and pathogenicity [17]. Pla activates
thrombin generation by direct protealytic conversion of FVII to FVIIa and inhibi-
tion of TFPI. Hemostatic ‘containment’ due to protective fibrin deposits allows Y.
pestis to escape inflammatory cells and phagocytosis. After bacterial growth, Pla
activates fibrinolysis/matrix proteolysis by direct activation of plasminogen, cleav-
age of plasminogen activator inhibitor-1 (PAI-1) and thrombin-activatable fibrino-
lysis inhibitor (TAFI), and inhibition of α2-antiplasmin, resulting in lymph node
remodeling (lymphadenitis, necrosis, hemorrhage and thrombosis) and bacterial
dissemination. Dysplasminogenemia (Ala601→Thr) is a common feature affecting
nearly 2 % of the Chinese, Korean and Japanese population. Although plasminogen
activity is reduced to 10 %, these populations are ‘positively-selected’ by lower
responsiveness to Y. pestis infection. Knock-out mice for plasminogen and fibrino-
gen depict similar patterns of protection against Y. Pestis, confirming the clinical
relevance of this bacterial-induced fibrinolysis [20]. Other Gram-negative bacteria
also have omptins, with PgtE (Salmonella enterica serovar typhimurium) and Kop
(Klebsiella pneumoniae) strictly selective for PAI-1 inactivation [21].

Why is Hemostasis not Efficiently Regulated During Sepsis?

Thrombin generation and fibrinolysis are regulated locally and temporally with
complex interactions (Fig. 2). Under physiological conditions, platelet aggregation
and adhesion, initiation of thrombin, and amplification are controlled by tuned
mechanisms relying on specific inhibitors, namely TFPI, activated protein C
(APC) and antithrombin. Secondary clot lysis is also regulated by plasmin/α2-
antiplasmin and TAFI. Under high shear stress, adhesion is reduced but UL-vWF
multimers are present. UL-vWF multimers are cleaved into lower molecular
weight fragments by a specific plasma enzyme, ADAMTS13.

Regulation of thrombin generation is controlled by APC with protein S as a
cofactor. Bound to endothelial thrombomodulin, FIIa activates PC-EPCR (endo-
thelial protein C receptor), and APC-protein S inactivates FVa thus limiting
thrombin generation. Moreover, thrombin dissemination is prevented by its bind-
ing to plasma antithrombin, a serpin (serine protease inhibitor), recruited in the
endothelial vicinity by glycosaminoglycans.

Reperfusion occurs by defacing the fibrin network. Circulating tissue-type
plasminogen activator (t-PA) is bound to PAI-1 and is unable to cleave free plas-
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Fig. 2. Regulation and fibrinolysis/matrix remodeling. Tissue factor (TF)-initiation of blood coagulation
is quickly downregulated by TF pathway inhibitor (TFPI) on endothelial and monocyte cell surfaces as
on microparticles. Endothelial protein C receptor (EPCR)-bound protein C is activated by thrombin-
thrombomodulin complex and activated protein C (APC) inhibits FVa limiting the propagation phase.
EPCR-bound APC also regulates nuclear factor-kappa B (NF-κB), with cytoprotective effects on endothe-
lial cells and monocytes. Infusion of recombinant APC (rhAPC) induces blebbing and release of EPCR-
microparticles that allow protein C activation with anticoagulant and cytoprotective activity dissemina-
tion in vitro.
Fibrinolysis denotes fibrin network defacing by plasmin, resulting in fibrin degradation products
(including D-dimers). Fibrin-bound plasminogen is activated by tissue-type plasminogen activator (t-PA)
dissociated from its natural inhibitor, plasminogen activator inhibitor-1 (PAI-1). Clot fibrinolysis is
delayed by removal of C-terminal lysine residues from fibrin by activated thrombin activatable fibrinoly-
sis inhibitor (TAFIa). TAFI is activated by the thrombin-thrombomodulin complex. Matrix remodeling
results from plasminogen activation by urokinase-type plasminogen activator (u-PA) linked to a specific
receptor, u-PAR.

minogen. Plasminogen binds fibrin at lysine C-terminal moieties. t-PA has a
greater affinity for fibrin-bound plasminogen than for PAI-1, allowing t-PA
driven activation of plasminogen into plasmin. Fibrin-bound plasmin defaces the
fibrin network into D-dimers as fibrin degradation products. Released plasmin is
inactivated by α2-antiplasmin (a serpin). Fibrinolysis is delayed after lysine-
removal from fibrin by activated TAFI resulting in limited plasminogen binding
sites. TAFI is activated by the thrombomodulin-thrombin (TM-FIIa) complex,
and has an important role in inflammation, not only by limiting fibrinolysis but
also as a carboxypeptidase involved in inhibition of bradykinin and C5a [22].

In addition to reperfusion, pericellular matrix remodeling occurs when plas-
minogen is activated by urokinase-type plasminogen activator (u-PA) bound to a
glycosyl-phosphatidyl-inositol (GPI)-anchored receptor, u-PAR. u-PAR is also
associated with FXII activation, bradykinin generation from high molecular
weigh kininogen, and endothelial cellular activation. The net action of u-PAR is
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plasmin-dependent matrix proteolysis, vasodilation mediated by endothelial
nitric oxide (NO) and prostacyclin (PGI2), and bradykinin-dependent capillary
leakage.

Controlled hemostasis implies that a single endothelial lesion induces the
hemostatic waterfall at one point of the vascular tree, regulation occurs with inhi-
bition of the TF pathway, inactivation of FVa and reperfusion by plasmin. In con-
trast, sepsis promotes multifocal phenotypic changes in the endothelium. The
endothelial surface becomes pro-inflammatory and prothrombotic. Cell adhesion
molecules (ICAM-1, VCAM-1) and membrane TF are upregulated whereas
thrombomodulin and EPCR synthesis are decreased [23]. In parallel, endothelial
cells become capable of recruiting and activating platelets. Endothelial damage is
no longer localized and thrombin generation and platelet activation occur at dif-
ferent sites and at different times in the course of the disease.

The prime mechanism for thrombin generation deregulation is consumption
of inhibitors by ongoing thrombin generation, which occurs through multiple
ways. Platelet adhesion to subendothelial collagen and aggregation are increased
at sites of endothelial lesion because of reduced blood flow as a result of hypoten-
sion and rheologic disturbances and of high amounts of UL-vWF that occur from
the inhibition of ADAMTS13 by thrombin and granulocyte elastase. During sep-
sis, TFPI has a key role in downregulating thrombin generation, and is quickly
reduced by consumption, direct degradation by granulocyte elastase and some-
times by bacterial products (e.g., Pla), [17, 24]. Moreover, free protein S availabil-
ity is decreased because of the inflammatory response that leads to the elevation
in plasma C4b binding protein, a multimeric plasma protein S transporter.

Antithrombin is a ’negative-phase’ protein in inflammatory responses and its
synthesis is downregulated during inflammation. Loss of glycosaminoglycans due
to endothelial cell damage reduces antithrombin activity. Moreover, antithrombin
is degraded by granulocyte elastase. Activation of the protein C pathway requires
thrombomodulin and EPCR. Thrombomodulin is widely expressed on various
cell types (endothelial cells, platelets, neutrophils, monocytes, astrocytes)
whereas EPCR is expressed on endothelial cells of large vessels (but not in the
microvasculature), monocytes and neutrophils. During sepsis, impaired activa-
tion of protein C has been described with low levels of plasma APC [23]. Neutro-
phil-derived enzymes are able to cleave thrombomodulin, resulting in increased
soluble thrombomodulin in plasma and lower activation of TAFI and protein C.
Soluble thrombomodulin levels have been correlated with severity and prognosis
of sepsis. In addition, C-reactive protein (CRP), which is able to downregulate
thrombomodulin and EPCR, may contribute to the deficient APC pathway.
Recently, in an experimental model, EPCR was also shown to be involved in FVIIa
clearance with caveolin-dependent intracellular internalization and trafficking
[25].

Two forms of circulating EPCR are present in the plasma of septic patients:
Soluble EPCR (sEPCR) released by enzymatic cleavage and membrane-bound on
microparticles EPCR (mpEPCR) [26]. sEPCR is able to capture protein C, thereby
preventing activation by TM-FIIa, and inactivating APC. mpEPCR is released in
response to treatment with recombinant APC (drotrecogin alfa [activated]). APC-
EPCR-bound microparticles remain biologically active. In vitro, they promote
inactivation of FVa with anticoagulant effects and cleave protease-activated recep-
tor (PAR)-1, the thrombin receptor. Endothelial cytoprotection has been reported
through different pathways triggered by APC-EPCR-microparticles [27]. In vivo,
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recombinant APC’s cytoprotective effects were evidenced in a baboon model of
heatstroke with reduced IL-6, soluble thrombomodulin and TF-bearing micropar-
ticle release. Unfortunately, this model did not allow investigation of mortality
[28]. Altogether, these observations suggest that microparticles are a key storage
pool in the tuning of hemostatic balance.

The antithrombotic activities of microparticles would be overwhelmed by their
procoagulant ones when microparticles are released under high thrombotic con-
ditions with a major increase in TF induction at the cell surface, as observed dur-
ing sepsis. Indeed, in purified monocyte suspensions, thrombomodulin anticoag-
ulant activity and TF coexist at the surface of microparticles, but when released
by LPS treatment, TF activity is predominant on microparticles [29]. Pharmaco-
logical treatment of septic shock by APC infusion could be of value by counter-
balancing the procoagulant microparticles bearing TF and GPIbα through the gen-
eration and delivery of anticoagulant and anti-inflammatory EPCR-bearing
microparticles.

Impairment of fibrinolysis regulation is of importance during sepsis and septic
shock. PAI-1 is secreted by injured endothelial cells with inhibition of t-PA and
TAFI is activated by FIIa-thrombomodulin complex allowing fibrin growth. While
thrombin is overproduced and fibrin deposition occurs, the consumption of pro-
coagulant factors limits clot formation. Thereafter, fibrinolysis is induced with
massive clot lysis, reperfusion and massive and diffuse bleeding. Interestingly,
several cellular models have shown that αMβ2 exposed at the endothelial and neu-
trophil microparticle surface can interact with u-PA, plasminogen and metallop-
roteases (MMP)-2 and -5, suggesting a role in fibrinolysis and in local tissue
remodeling [16, 30]. u-PA/u-PAR bearing microparticles of endothelial cell origin
can promote a disseminated fibrinolytic potential with activation of plasminogen
on platelets, fibrin, fibronectin or extracellular matrix, suggesting their possible
role in further vascular leakage [31].

Why and How to Treat Septic Coagulopathy?

Coagulopathy and Organ Dysfunction

Clinical evidence of thrombotic microangiopathy during sepsis is less frequent
than the biological diagnosis of ‘coagulopathy’ on laboratory test, questioning the
rationale for treatment. Do we have to correct laboratory values or treat thrombi
and necrosis? Biological criteria for overt or non-overt disseminated intravascular
coagulopathy (DIC) were defined in 2001 by the International Society on Throm-
bosis and Hemostasis but they are not helpful in therapeutic decision making.
Trials aimed at the pharmacological control of DIC point to a more complex vas-
cular pathology.

Overview of (Disappointing) Therapies to Modulate Thrombin Generation in Sepsis

Negative results in large clinical trials with TFPI and antithrombin substitution
have been reported. In the Optimist trial (recombinant TFPI, Tifacogin), exces-
sive bleeding was observed with no advantage in mortality [32]. Reviewing the
pathophysiogical role of TFPI in regulation of the initiation of thrombin, one can
suppose that TFPI substitution was applied at a late step not allowing control of
the amplification phase. The Kybersept trial (antithrombin, with or without hepa-
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rin) was also negative [33], but patients with overt-DIC and not treated with con-
comitant heparin seemed to have improved prognosis in a secondary analysis
[34]. This treatment is not yet recommended by the Surviving Sepsis Campaign,
and a novel recombinant antithrombin molecule is under investigation.

Recombinant APC (drotrecogin alfa [activated]) reduced 28-day mortality in a
large trial (PROWESS) unrelated to DIC diagnosis, but results with this agent
were disappointing in pediatrics and low-risk of mortality patients (ADDRESS).
This treatment is, therefore, still controversial, and a new trial is ongoing
(PROWESS-SHOCK). In line with the observation that the prognostic value of
APC treatment might not be related to its anticoagulant effect, fundamental data
argue for a cytoprotective effect of APC [27].

Microparticles as a Therapeutic Target in Septic Coagulopathy

Because microparticles constitute a real storage pool of vascular effectors in the
vessel, one could argue that their therapeutic control might prove beneficial. Dif-
ferent methods could be investigated: Modulation of pro/anticoagulant micropar-
ticles via APC infusion [27], mechanical removal by hemofiltration, and/or
enhancement of physiological clearance by reticuloendothelial cells.

Indeed, although bearing phosphatidylserine, which is a signal for phagocyto-
sis, microparticles seem to survive longer than their parental apoptotic cell, prob-
ably because of their size, which does not allow optimal exposure of a cluster of
senescence signals. Dasgupta et al. [35] recently described a major role of lactad-
herin in the removal of phosphatidylserine-expressing platelet microparticles
from human plasma. Lactadherin is a macrophage opsonin that mediates the
clearance of apoptotic lymphocytes. Knock-out lactadherin (-/-) mice show
increased levels of circulating platelet microparticles and a hypercoagulable state;
lactadherin supplementation restores the normal clearance of microparticles.
There are currently no data on the effect that microparticle clearance has on the
hemostatic balance under physiological or pathological settings.

Using the hypothesis that an efficient cut-off can be obtained, one could sug-
gest the removal of deleterious microparticles from plasma during renal replace-
ment therapy by continuous hemofiltration. Patients with chronic renal failure
have a peak of microparticle generation at the beginning of hemodialysis (with
increased risk of circuit thrombosis), followed by a decrease below their baseline
at the end of the session suggesting a direct removal [36]; a similar pattern is
observed during septic shock (personal data).

Conclusion

Hemostasis is a complex and finely tuned equilibrium that controls the interac-
tions between vascular cells and proteins. Thrombin generation and clot forma-
tion are followed by restoration of vascular integrity and reperfusion. Microor-
ganisms disturb the intricate control pathways and disrupt the balance by target-
ing both pro- and anticoagulation. The clinical presentation reflects this deregu-
lation with microthrombi and organ failure on one hand, and the occurrence of
diffuse bleeding in the other hand. In sepsis, microparticles released from acti-
vated cells (endothelial cells, platelets, and leukocytes) are another example of
this duality. These microparticles are able to disseminate a prime procoagulant
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phenotype but this might prove beneficial. Indeed, TF-bearing microparticles can
support thrombin generation and transfer of functional TF to target cells, such as
granulocytes and platelets. On the other hand, recombinant APC can reverse this
effect, with EPCR-bearing microparticles able to disseminate a cytoprotective and
anticoagulant message to target cells. The role of microparticles in fibrinolysis is
the next challenging issue in our understanding of microparticles as vascular
effectors in sepsis. Therapeutic interventions to control thrombin generation have
been disappointing despite a good rationale for treatment. More precise compre-
hension of the mechanisms involved and the emerging role of microparticles as
modulators of the pro/anticoagulation equilibrium could reveal novel therapeutic
options.
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Introduction

Coagulation is a constant attendant of inflammation and is fundamental to con-
fine infection and/or the inflammatory response to a limited area. Coagulation is
tightly controlled by various factors, such as tissue factor (TF), finally activating
thrombin, which cleaves fibrinogen to initiate fibrin clot formation. Systemic
inflammatory response syndrome (SIRS) and sepsis remain a major health con-
cern on intensive care units (ICUs) in the western world often ending in multiple
organ dysfunction and death. The pathogenesis of both systemic disorders are
attributed to an uncontrolled inflammatory response and dysregulated coagula-
tion, the latter often causing disseminated intravascular coagulation (DIC),
microvascular failure and multiple organ dysfunction [1, 2]. Fibrin(ogen) degra-
dation products, D-dimers, Bβ15-42 and soluble fibrin are increased in septic
patients with organ dysfunction [3, 4], but the contribution of these fragments to
the pathogenesis of sepsis remains unclear.

This chapter provides a state-of-the art review of the inflammatory potential of
fibrinogen, fibrin and their degradation products. The entire cross-talk of inflam-
mation and coagulation is extensively reviewed in [5–8].

Fibrinogen and Fibrin Structure

Fibrinogen, a 340 kDa glycoprotein synthesized in the liver, is composed of two sets
of three polypeptide chains: Aα, Bβ and γ. The chains are connected by disulfide
bridges at their N-termini composing the central E nodule, whereas the C-termini
of Bβ and γ form the two outer D domains. During coagulation, thrombin cleaves
fibrinogen releasing the N-termini of Aα (Aα1-16, fibrinopeptide A (FpA)) and of
Bβ (Bβ1-15, FpB). This initiates fibrin clot formation by polymerization [9, 10].

Fibrinolysis is mainly controlled by plasmin, which cleaves fibrin resulting in
D dimers, D and E fragments, Bβ15-42 and smaller mostly α chain fragments [11,
12]. Figure 1 schematically displays the structure of fibrin(ogen) and its cleavage
sites.

Inflammatory Potential of Fibrinogen and Fibrin

Fibrinogen and fibrin affect inflammation by modulating leukocyte adhesion on
the one hand and by altering cytokine/chemokine expression of leukocytes and
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Fig. 1. Structure of fibrin(ogen) and its cleavage sites. During coagulation thrombin cleaves fibrinogen
(marked by dotted lines) releasing the fibrinopeptides (Fp) A and B thereby triggering fibrin polymeri-
zation. Proteolysis of fibrin by plasmin (broken lines mark plasmin cleavage sites) generates various
fibrin fragments, such as D dimer, D and E fragment, Bβ15-42 and α chain fragments.

endothelial cells on the other. Leukocyte adhesion is mostly attributed to binding
of fibrin(ogen) to various integrins and adhesion molecules, such as αVβ3 or αxβ2
(CD11c/CD18) [13, 14]. The leukocyte integrin, αMβ2 integrin (also named mac-
rophage antigen-1 (Mac-1) or CD11b/CD18), is one of the main fibrinogen recep-
tor recognizing specific sequences within the γ chain of the D nodule that medi-
ates leukocyte migration [15, 16]. By binding to the intercellular adhesion mole-
cule-1 (ICAM-1) of endothelial cells, fibrinogen acts as a bridging molecule
enhancing leukocyte-endothelial interaction [17], which is augmented by induc-
tion of ICAM-1 expression in response to fibrinogen and fibrin [18]. Although
there is a lot of evidence for fibrin(ogen)-dependent leukocyte adhesion, in vivo
studies have shown that leukocytes and platelets do not readily accumulate on
fibrin clots either because of soluble fibrinogen [19] or plasminogen binding to
the surface of fibrin clots [20].

However, in addition to affecting leukocyte adhesion to the endothelium,
fibrinogen and fibrin also modulate the inflammatory response of peripheral
blood mononuclear cells (PBMCs) and endothelial cells by regulating cytokine
and chemokine expression. Thus, fibrin exposure to endothelial cells induced
expression of the chemokine interleukin (IL)-8 in a time- and concentration-
dependent manner [21]. In PBMCs, fibrin(ogen) induced production of tumor
necrosis factor (TNF)-α, IL-1β, IL-6 and reactive oxygen species (ROS). Increased
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Fig. 2. Inflammatory potential of fibrinogen and fibrin. Following trauma and/or infection, thrombin is
activated and coagulation is induced. Fibrinogen is converted to fibrin, which in turn is degraded by
plasmin. Fibrinogen and fibrin modulate the inflammatory response by affecting leukocyte recruitment,
adhesion and migration but also by inducing cytokine/chemokine expression. Fp: fibrinopeptide; ICAM:
intercellular adhesion molecule; IL: interleukin; Mac-1: macrophage antigen 1; MCP: macrophage che-
moattractant protein; MIP: macrophage inflammatory protein; PAI: plasminogen activator inhibitor; PKC:
protein kinase C; ROS: reactive oxygen species; VE-cadherin: vascular endothelial-cadherin.

IL-1β in response to monocyte adhesion to fibrin(ogen) was mediated by Mac-1,
protein kinase C (PKC), and nuclear factor-kappa B (NF-κB) [14]. Moreover,
fibrinogen exposure to macrophages induced chemokine expression, i.e., macro-
phage inflammatory protein-1 (MIP-1), MIP-2 and macrophage chemoattractant
protein-1 (MCP-1), which was abolished in macrophages derived from C3H/HeJ
mice. These mice express a mutant form of Toll-like receptor 4 (TLR4) indicating
that fibrinogen acts via TLR4 signaling [22] (Fig. 2).

The importance of fibrin(ogen) and its fragments during inflammation is sup-
ported by various knock out studies. Fibrinogen deficient mice showed abrogated
macrophage adhesion to the peritoneal cavity and reduced MCP-1 and IL-6
expression in response to thioglycolate. Whereas intraperitoneally administered
thrombin induced macrophage adhesion, protease activated receptor (PAR)-1
deficient mice revealed no reduction in adhesion upon thioglycolate exposure
[23]. This strongly indicates the involvement of fibrin(ogen) and its fragments,
while excluding direct thrombin effects or at least thrombin effects mediated via
PAR-1 signaling. Moreover, the thrombin inhibitor, hirudin, gave greater protec-
tion against renal injury and inflammation in a mouse crescentic glomerulone-
phritis model than PAR-1 deficiency. Hirudin significantly reduced crescent for-
mation, CD4 T cell and macrophage infiltration as well as fibrin deposition [24].
PAR-1 deficiency also reduced these parameters, but to a lower extent, suggesting
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that fibrin(ogen) and/or its fragments also contribute to inflammation and injury.
Taken together, this indicates the involvement of fibrin and/or its fragments in
modulating an immune response independently of any direct inflammatory
effects of thrombin.

Inflammatory Potential of Fibrin Fragments

As mentioned above, various fragments are generated during coagulation and
fibrinolysis. Initiation of clotting comprises the release of fibrinopeptides A (FpA)
and B (FpB). Furthermore, fibrin-digestion by plasmin generates D and E frag-
ments and also smaller fragments, like the immunosuppressive peptide, Bβ15-42.

Pro-Inflammatory Effects of Fibrin Fragments

In contrast to the other described fragments, FpA and B are released during the
cleavage of fibrinogen by thrombin during the first step of coagulation, namely
during fibrin formation. There is only little evidence for an inflammatory poten-
tial of fibrinopeptides, although FpB and probably FpA increased MCP-1 expres-
sion and caused neutrophil chemotaxis in vitro and in vivo [25, 26]. However, fur-
ther evidence is needed to assess potential inflammatory activity of FpA and B.

Fibrin fragments have been of greater interest so far, especially since fibrin
degradation products such as D-dimers or Bβ15–42 are increased in septic
patients with DIC. D-dimers are generated by plasmin digestion of fibrin and
used as a marker of fibrinolysis and DIC in humans, and there is little evidence
of an immunomodulatory function. Exposure to D-dimers induced IL-1β, IL-6,
PAI and TF expression in a promonocytic leukemia cell line, NOMO-1 [27], and
also in peripheral blood monocytes [28]. It is unknown whether D fragments fur-
ther affect inflammation, e.g., by activating the endothelium.

In rat peritoneal macrophages, fibrin fragment E and fibrinogen fragment E,
but not fragment D, were capable of inducing IL-6 and IL-1β production probably
by a CD11c or α chain-mediated mechanism [29]. Moreover, adherent fibrin frag-
ment E induced IL-1β production in the human monocytic cell line, THP-1 [30].
In addition to studies with physiological fibrin fragment E, the biological activity
of fibrin fragment E has often been assessed by a fragment named NDSKII (N ter-
minal disulfide knot II). NDSKII is synthetically generated via cleavage of fibrino-
gen by cyanogen bromide and following digestion with thrombin. The resulting
complex shows nearly the same composition as physiological fibrin fragment E
(fibrin fragment E: Aα17-78, Bβ15-122 and γ1-62; NDSKII: Aα17-51, Bβ15-118,
γ1-78 [31, 32]), also exposing the Bβ15-42. Bach et al. studied the interaction of
NDSKII with human umbilical vein endothelial cells (HUVECs). Binding assays
revealed that interaction was dependent on the Bβ15-42 region, since NDSK (gen-
erated after cyanogen bromide digestion without thrombin cleavage) that did not
expose Bβ15-42 showed no affinity. Moreover, NDSKII associated with vascular-
endothelial cadherin (VE-cadherin) [33], triggering leukocyte migration. Analyz-
ing the underlying mechanism revealed that lymphocyte migration depended on
VE-cadherin and was inhibited by Bβ15-42, whereas monocyte and neutrophil
migration was mediated by binding of the α-chain of NDSKII to CD11c [34]. Fur-
ther investigation is required to elucidate the full pro-inflammatory activity of
fibrin degradation products.
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The Anti-inflammatory Peptide, B�15-42 (or FX06)

Bβ15-42, a fragment of the N-terminal β chain, is generated by plasmin cleavage
of fibrin. In contrast to the other fragments described so far, Bβ15-42 (also
named FX06) has anti-inflammatory potential and is of major interest as a prom-
ising new therapeutic agent. Administration of Bβ15-42 protects the myocardium
against ischemia/reperfusion injury demonstrated by reduced infarct size and
reduced leukocyte accumulation. Interestingly, the protective effect was abrogated
in fibrinogen deficient mice suggesting that Bβ15-42 reduces fibrinogen depen-
dent inflammation. Indeed, by competing with NDSKII for the VE-cadherin bind-
ing site, Bβ15-42 abrogates NDSKII-induced leukocyte recruitment [34] (Fig. 3).
Based on this study, Bβ15-42 was tested in a multicenter phase IIa clinical trial to
investigate whether it would limit infarct size in patients with ST-segment eleva-
tion myocardial infarction when given as an adjunct to percutaneous coronary
intervention. FX06 significantly reduced the size of the necrotic core zone of
infarcts whereas total infarct size at 5 days, assessed by late gadolinium-enhanced
cardiac magnetic resonance imaging, was not significantly different between the
control and FX06-treated groups [35].

In a pig model of hemorrhagic shock, FX06-treated animals showed improved
pulmonary and circulatory function. FX06 further reduced neutrophils in the
myocardium, liver and small intestine and also IL-6 plasma levels, protecting
heart, lung, liver and small intestine from shock [36]. In addition to competing

Fig. 3. Inflammatory potential of fibrin fragments. Monocytes show increased interleukin (IL)-1β, IL-6
and plasminogen inhibitor activator (PAI) expression upon D-dimer exposure via an as yet unknown
receptor. Fibrin fragment E induces leukocyte recruitment and migration by binding to vascular endo-
thelial-cadherin (VE-cadherin) as well as cytokine expression in macrophages. The immunosuppressive
peptide, Bβ15-42, attenuates fibrin fragment E (FnE)-dependent leukocyte recruitment and stress-
induced vascular leak by inhibiting Rho kinase activation and subsequent junction opening.
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with NDSKII and thereby reducing leukocyte migration, Bβ15-42 also functions
as a signaling molecule. In two different shock models – dengue shock syndrome
and a lipopolysaccharide (LPS)-induced shock model – Bβ15-42 preserved endo-
thelial barrier function by inhibiting stress-induced opening of the junctions
between endothelial cells. Cell-cell contact between endothelial cells is mainly
formed by VE-cadherin, which in turn is under the control of RhoGTPases regu-
lating actin dynamics and junction stability. Rho kinase is activated in response
to stress, e.g., inflammation, and causes loss of the endothelial barrier function.
FX06 prevented Rho kinase activation by dissociating Fyn from VE-cadherin
which in turn associates to p190RhoGAP. Therewith, Bβ15-42 preserved stress-
induced junction opening [37]. This mechanism may also be responsible for
reduced leukocyte migration, although further evidence is needed. However,
FX06-treated animals had improved survival rates and reduced hemoconcentra-
tion and fibrinogen consumption [37]. As a result, Bβ15-42 also attenuated ische-
mia/reperfusion injury in a cardiac transplant model [38].

Conclusion

There is strong evidence that fibrin fragments play an important role in inflam-
matory conditions such as sepsis. Notably, septic patients with organ dysfunction
show enhanced plasma levels of fibrin fragments. This suggests that fibrin frag-
ments may also be a consequence as well as a further trigger of DIC within the
pathophysiology of organ dysfunction. Therefore, we suggest that novel therapeu-
tic approaches are feasible to modulate the effects of fibrin fragments either by
utilizing the anti-inflammatory potential of Bβ15-42 or by inhibiting pro-inflam-
matory fragments, such as fibrin fragment E, with antibodies or their signaling
pathways. Whether fibrin fragments are useful as biomarkers warrants further
investigation.
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Introduction

Heparin, a negatively charged glycosaminoglycan (3000–30,000 Da), is an antico-
agulant released by mast cells and basophils during the normal clotting process
[1]. Heparin is widely used for the treatment and prophylaxis of thromboembolic
diseases in medical and surgical patients [1]. Heparin-induced thrombocytopenia
(HIT) is one of the most serious adverse events associated with this drug. HIT is
an immune-mediated, prothrombotic complication that occurs with unfractiona-
ted heparin (UFH) and to a lesser extent with low-molecular-weight heparin
(LMWH) [2]. The fundamental paradox of HIT results from a platelet-activating
immune response triggered by the interaction of heparin with a specific platelet
protein, platelet factor 4 (PF4) [3].

In this chapter, we review current knowledge about the pathophysiology, epi-
demiology, clinical manifestations, and treatment of HIT in the intensive care
unit (ICU).

Pathophysiology of HIT

Heparin causes mild platelet aggregation in vivo, especially in patients with acti-
vated platelets, resulting in increased platelet sequestration in the spleen and
thrombocytopenia [1]. Thrombocytopenia can be triggered via non-immune and
immune mechanisms. Clinically, two types of HIT can be differentiated: HIT type
I, a benign non-immune condition; and HIT type II, an immune-mediated syn-
drome caused by an antibody to the PF4/heparin complex.

Non-immune HIT, or HIT type I, is a self-limiting condition without any major
complications that occurs in 10–30 % of patients within 4 days after exposure to
heparin. Heparin binds to PF4 with high affinity and inhibits adenylcyclase. This
leads to a decrease in intracellular cyclic adenosine monophosphate (cAMP) lev-
els with subsequent reduction in the platelet activation threshold and mild plate-
let aggregation and thrombocytopenia [4, 5]. HIT type I may occur in patients
with sepsis, burn injuries, and vascular diseases, probably due to platelet hyperre-
activity in these conditions [4, 5]. Thrombocytopenia in HIT type I is usually
mild and platelet counts rarely decrease below 100,000/ ` l [6]. Heparin adminis-
tration should be continued and no specific therapy is required.

Immune-mediated HIT type II is a disorder initiated by an immunological
response to heparin exposure and is characterized by an absolute or relative
thrombocytopenia with a paradoxically increased incidence of thrombosis (Fig. 1)
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Fig. 1. Schematic representation of the pathogenesis of HIT (see text for details). From [5] with permis-
sion. PF: platelet factor; PMPs: platelet microparticles.

[1]. The major antigen responsible for this syndrome is PF4, which is synthesized
by megakaryocytes and stored in platelet α-granules. Upon platelet activation,
PF4 is released and binds anionic glycosaminoglycans on cell surfaces. The main
function of PF4 is to inhibit the formation of megakaryocytes and angiogenesis,
as well as modulating the immune response. Considerable amounts of PF4 are
released after trauma, inflammation, surgical trauma, and in neoplasm [7]. In
HIT type II, heparin infusion displaces PF4 and produces structural changes on
it, leading to the formation of a PF4/heparin complex. This complex is recognized
as a ‘foreign’ antigen and triggers an immune response, which is characterized by
the release of IgG antibodies that bind to the PF4/heparin complexes with subse-
quent clustering of the platelet Fc-receptors (FcγRIIa, FcγRIIIa) resulting in plate-
let activation. This may lead to overt arterial thrombosis, historically, called “the
white clot syndrome”. Activated platelets can also fragment into prothrombotic
microparticles and stimulate venous thrombosis [5, 8]. In addition, HIT anti-
bodies may bind to Fc receptors on monocytes which produces significant quan-
tities of tissue factor, stimulating thrombosis [5, 9]. HIT antibodies may promote
thrombosis through platelet adhesion to the vessel wall and formation of platelet-
leukocyte aggregates [5, 10]. Davidson et al. [11] reported elevated levels of von
Willebrand factor and soluble thrombomodulin in patients with HIT type II, sug-
gesting that endothelial cell damage with the consecutive loss of its physiologic
antithrombotic properties may contribute to the thrombotic risk.

Heparin molecules bind PF4 in proportion to the length of the polysaccharide
chain. This explains the higher frequency of HIT among patients treated with
UFH than among those treated with LMWH [12]. The amount of anti-PF4/hepa-
rin antibodies produced is determined not only by the dose and structure of
heparin but also by the amount of circulating PF4. In some clinical situations,
such as cardiac surgery, the relatively abundant circulating PF4 and heparin

Heparin-induced Thrombocytopenia in the ICU: An Overview 81

II



increase the risk of immunization [7]. PF4 bound in vivo to cell surface glycos-
aminoglycans can be immunogenic and could explain why healthy individuals
may be positive for anti-PF4/heparin antibodies [13]. In fact, not all patients who
have heparin antibodies develop platelet activation and clinically relevant HIT.
After termination of heparin therapy, the platelet count increases within 4 to 14
days [14]. HIT antibodies are transient, generally disappearing within 4 months.
[15]

HIT type II is the most important clinical entity and will be discussed in the
following sections. For simplicity, we will refer to HIT type II simply as HIT.

Epidemiology

The frequency of HIT in heparin-exposed patients is highly variable. Heparin
preparation is one influential factor with bovine UFH being the most common
trigger followed by porcine UFH [12]. HIT occurs less commonly in patients
receiving LMWH. The incidence of HIT is 1–5 % when UFH is used but < 1 %
with LMWH [12]. Females are more likely to develop HIT than males and postop-
erative patients have a higher incidence of HIT than have medical ICU patients
[16]. Heparin dosage also plays an important role. Prophylactic doses of heparin
increase the risk of antibody formation, whereas clinical manifestations occur
more in patients receiving therapeutic doses [16]. Only a small proportion, at
most 5 % to 30 %, of patients who form HIT-IgG will develop clinical HIT [12, 17].

The incidence of HIT varies from 0 % in pregnant women receiving LMWH to
5 % in patients undergoing orthopedic surgery receiving UFH [18]. Despite the
relatively high prevalence of anti-PF4/heparin antibodies in patients undergoing
cardiac surgery, the incidence of HIT in this patient population is about 2.4 %
[18]. The formation of anti-PF4/heparin antibodies varies from 2 to 5 % in cardi-
ology patients, from 15 to 30 % in patients undergoing orthopedic surgery, and
up to 30 to 70 % in patients undergoing cardiac surgery [19]. Several studies have
assessed the frequency of HIT in ICU patients [3]; the incidence of HIT in ICU
patients is generally less than 2 %.

Clinical Manifestations

HIT is a clinicopathological syndrome with one or more clinical events (throm-
bocytopenia with or without thrombosis) temporally related to heparin adminis-
tration and caused by HIT antibodies [20]. The clinical manifestations of HIT are
discussed below.

Onset

In patients with HIT, thrombocytopenia typically occurs 5–10 days after initia-
tion of heparin therapy (typical onset HIT) as the immune system requires sev-
eral days to produce sufficient amounts of anti-PF4/heparin antibodies [21].
Thrombocytopenia that occurs more than 10 days after exposure to heparin is
probably caused by other factors, such as sepsis. In some exceptional cases, inva-
sive procedures, such as surgical interventions, may promote seroconversion and
release of PF4 after long periods of exposure to heparin [21].

82 Y. Sakr

II



In the so called ‘rapid onset’ HIT, thrombocytopenia occurs within 24 hours of
exposure to heparin, mostly due to the presence of anti-PF4/heparin antibodies
after prior exposure to heparin within the previous 100 days [15]. The onset of HIT
in these cases is usually accompanied by fever, shivering, and skin lesions at the
injection sites within 30 minutes after heparin administration [3]. Some patients
also develop acute respiratory or cardiac dysfunction, manifested as hypertension,
tachycardia, angina pectoris, or dyspnea. These manifestations may suggest pulmo-
nary embolism because of the sudden pronounced platelet activation [3, 15].

In some patients, HIT may occur after termination of heparin therapy. Throm-
botic events or low platelet counts may draw attention to the presence of HIT.
This ‘delayed onset’ HIT is associated with large numbers of anti-PF4/heparin
antibodies, which lead to platelet activation in the absence of heparin [3]. This
entity may be clinically relevant in patients who are discharged early from the
hospital after surgical interventions.

Thrombocytopenia

Thrombocytopenia is the first sign of HIT in 85–90 % of patients who have a
decrease in platelet count below 150,000/ ` l or a reduction of more than 50 %
from the baseline platelet count [3]. Platelet count usually falls to values between
40,000 to 80,000/ ` l. In only 5–10 % of cases, does the platelet count reach a nadir
below 20,000/ ` l [22], and in such cases other possible causes of thrombocytope-
nia should be considered.

Thrombocytopenia is a common laboratory abnormality in critically ill
patients. Prospective data from 329 adult surgical ICU patients during one year
showed that 41.3 % had a platelet count less than 150,000/ ` l at some point [23].
The most common etiology of thrombocytopenia in critical illness is sepsis
(around 48 %), although 25 % of ICU patients have more than one cause [24].
Drug-induced thrombocytopenia must be considered, since several medications
can cause thrombocytopenia and critically ill patients usually receive numerous
medications [25]. Possible causes of thrombocytopenia are shown in Box 1.

Box 1. Differential diagnosis of thrombocytopenia in the ICU

Sepsis and healthcare-associated infections
Drug-induced thrombocytopenia: e.g., GP IIb/IIIa inhibitor, thrombolytic agents, and antibiotics

(e.g., vancomycin)
Perioperative fluid resuscitation
Disseminated intravascular coagulation (DIC)
Massive transfusion
Intravascular devices: ECMO, IABP, LVAD and pulmonary catheter
Liver disease/hypersplenism
Pulmonary embolism
Immune thrombocytopenias
Diabetic ketoacidosis
Cancer-associated DIC, primary bone marrow disorder
Antiphospholipid syndrome and systemic lupus erythematosis
EDTA-induced pseudothrombocytopenia

ECMO: extracorporeal membrane oxygenation; IABP: intra-aortic balloon pump; LVAD: left ventricular
assist device; EDTA: ethylenediaminetetraacetic acid
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Thrombotic Complications

HIT is associated with thrombotic complications in 30–70 % of cases. These may
develop without significant thrombocytopenia in 15 % of patients [18]. In
patients with symptomatic deep vein thrombosis (DVT) after initiation of hepa-
rin therapy, HIT cannot be excluded even in the absence of thrombocytopenia.
Thrombotic events occur around three days before the onset of thrombocytope-
nia in 40 % of HIT patients [26]. The risk of thrombosis correlates, however, to
the magnitude of relative thrombocytopenia [26].

The most common thrombotic complications in patients with HIT include
DVT (50 %) and pulmonary embolism (25 %) [27]. Other less common complica-
tions include myocardial infarction, cardiovascular accidents, arterial occlusive
lower limb ischemia, sinus vein thrombosis, mesenteric venous or arterial occlu-
sion, and skin necrosis [28]. Venous thrombosis is 4 to 10 times higher than arte-
rial thrombosis [3, 27].

Other Complications of HIT

The risk of bleeding in patients with HIT is relatively low, even at a platelet count
of less than 20,000/ ` l [3]. However, bleeding can occur due to thrombocytic dys-
function, such as in patients with uremia. Wester et al. [29] compared 20 patients
with HIT to 20 ICU patients without HIT as a control group. Although patients
with HIT had a higher incidence of bleeding than the control group (85 vs. 35 %),
bleeding in the HIT patients occurred under heparin therapy and was not directly
related to thrombocytopenia.

In a median of 8 days after the onset of heparin therapy, 10 to 20 % of patients
with HIT develop skin lesions in the form of erythematous nodules, subcutane-
ous plaques, or necrotic lesions [30]. Skin lesions occur equally after treatment
with UFH or LMWH [30].

Scoring System for HIT

The ‘4 T’s’ scoring system is based on thrombocytopenia, timing of onset, throm-
bosis, and absence of other causes (Table 1) and allows evaluation of the pretest
probability of HIT [31]. Patients with low pretest scores (< 4 points) are unlikely
to be positive for HIT antibodies (0 to 1.6 %), whereas patients with intermediate
(4–5 points) and high (> 5 points) scores are more likely to test positive (21.4 %
to 100 %) [32]. The evaluation of this scoring system showed a high negative pre-
dictive value in the general population and in ICU patients, with low scores being
suitable for ruling out HIT in most clinical situations [32].

Laboratory Diagnosis of HIT

In patients with suspected HIT, diagnosis can be established by laboratory testing
for the presence of HIT antibodies. Two types of assays are available: Functional
and antigen assays.
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Table 1. The 4 T’s score [32]

4 T Category Score
2 1 0

Thrombocytopenia Platelet count decrease
> 50 % or platelet nadir
& 20 × 109/L

Platelet count decrease
30–50 % or platelet nadir
10–19 × 109/L

Platelet count
decrease < 30 % or
platelet nadir < 10
× 109/L

Time to platelet
count decrease*

Clear onset between days
5–10 or platelet count
decrease e 1 day (prior
heparin exposure within
100 days)

Consistent with decrease
between days 5–10, but
not clear (e.g., missing
platelet counts); onset after
day 10

Platelet count
decrease < 4 days
without recent
exposure

Thrombosis or
other sequelae

New thrombosis (con-
firmed); skin necrosis; acute
systemic reaction postintra-
venous heparin

Progressive or recurrent
thrombosis; non-necrotizing
(erythematous) skin lesions;
suspected thrombosis (not
proven)

None

Other causes of
thrombocytopenia

None apparent Possible Definite

* First day immunizing heparin exposure considered day zero; the day the platelet count begins to
decrease is considered the day of onset of thrombocytopenia.

Functional Assays

These assays are based on in vitro activation of platelets as evidence for the pres-
ence of relevant IgG-HIT antibodies [20]. Heparin-induced platelet activation
(HIPA) and serotonin release assays (SRA) are examples of these tests. Washed
platelets from healthy volunteers are mixed with patient serum and then incubated
with low and high concentrations of heparin. In the presence of HIT antibodies,
platelets are activated in low concentrations of heparin. This activation can be
detected using radioactive serotonin (e.g., SRA) or visually (e.g., HIPA) [19].

The strength of functional assays is their very high specificity, if the appropri-
ate controls are performed. Whether these tests can reach 100 % sensitivity
depends on the ‘gold standard’ against which they are compared. Moreover, func-
tional assays are technically demanding (selected platelet donors, washed plate-
lets, internal controls, radioactivity), have a high turn-around time, and are per-
formed by only a minority of experienced laboratories [19].

Antigen Assays

Enzyme-linked immunoassays (ELISA) are the tests most commonly used to
detect HIT antibodies. These assays non-specifically detect IgG, IgA, and IgM
antibodies against PF4/heparin. The results are analyzed photometrically and an
optical density higher than 0.4 is considered as positive [3]. ELISA is highly sensi-
tive due to its ability to detect a broad range of HIT antibodies. However, the
specificity of ELISA is lower compared to functional assays [3].

Particle gel immunoassay (PaGIA) is another antigen assay that may be used to
detect HIT antibodies. The ID-heparin/PF4 antibody test (ID-Micro Typing Sys-
tem DiaMed®) is a PaGIA, in which a PF4/heparin-coated synthetic polymer is
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used. The agglutination of HIT antibodies in patient serum leads to the formation
of bands on the gel matrix. The results can be obtained after 20 minutes. The sen-
sitivity and specificity of this test lies between the functional tests and the ELISA
[33]. PaGIA may be used, therefore, as a rapid screening test, pending the results
of functional assays [33].

The particle immunofiltration assay (PIFA) is another screening test which
involves the use of PF4-coated colored polymer particles. This test, however, has
relatively low performance in terms of specificity and sensitivity [34].

Interpretation of the Results of Laboratory Assays

As mentioned above, antigen assays are highly sensitive. These tests can be used,
therefore, to exclude the presence of HIT. However, positive results do not con-
firm the diagnosis or reflect the risk of thrombotic events [35]. Increasing the
ELISA optical density threshold from 0.4 to 1 may increase the specificity of
ELISA from 65 to 83 % [36]. The combination of functional and antigen assays
has the highest performance in terms of specificity and sensitivity [3]. Laboratory
assays may help to establish the diagnosis of HIT. However, not all PF4/heparin
antibodies are pathologic. Only a subset of patients with positive antigen assays
has platelet activating antibodies, of which only a few patients develop thrombo-
cytopenia and subsequent thrombosis [37]. Hence, this spectrum can be
described as an ‘iceberg model’, with clinical HIT as the tip of the iceberg [37].
The diagnosis of HIT should be established taking into consideration clinical
manifestations and laboratory evidence [38].

Management of Patients with HIT

General Measures

If there is a clinical suspicion of HIT, all heparin should be stopped, including
heparin used to ‘flush’ intravascular catheters, and regional use for dialysis and to
coat catheters [16, 19]. In patients with strongly suspected or confirmed HIT who
do not have active bleeding, prophylactic platelet transfusions are not indicated
because this will lead to subsequent platelet activation and increased risk of
thrombosis without a net increase in platelet count [16].

Alternative Anticoagulation

The highest risk of new, progressive, or recurrent thrombosis occurs in the first
few days after stopping heparin. Alternative therapeutic anticoagulation should
be initiated based on a high clinical suspicion and not delayed while awaiting
confirmatory laboratory testing or because of thrombocytopenia [39]. When
treatment was delayed pending laboratory confirmation of the diagnosis within a
clinical trial setting, the incidence of new thrombosis was approximately tenfold
higher than during the subsequent period of treatment with a direct thrombin
inhibitor [40]. Therapeutic options include direct thrombin inhibitors and factor
Xa inhibitors. Oral thrombin and factor Xa inhibitors, such as dabigatran, rivaro-
xaban und apixaban, are not yet approved in patients with HIT [18]. The choice
of alternative anticoagulant depends upon availability, associated medical condi-
tions, and the preference of the medical staff.
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Heparinoids
These are direct factor Xa inhibitors, of which danaproid is the only available
preparation established for use in patients with HIT. Danaproid is a mixture of low
molecular sulphated gylcosaminoglycans: Heparan, dermatan, and chondroitin
sulfate [18]. It inhibits thrombin formation primarily through inhibition of factor
Xa. The anti-Xa activity of danaparoid has a half-life of 24 hours. The bioavailabil-
ity reaches almost 100 % after intravenous or subcutaneous administration with a
reliable dose-response curve. Anti-Xa levels (target, 0.5–0.8 anti-Xa U/ml) may be
used to guide danaparoid therapy. Monitoring anti-factor Xa activity is important
in patients with renal dysfunction, as danaparoid is partially excreted in the urine
[3]. To avoid overdosage, monitoring of factor Xa activity is also recommended in
patients with extremely low or high body weight, life-threatening thrombosis,
bleeding complications, and in critically ill patients with marked organ dysfunc-
tion or comorbidity [3].

Cross reactivity with HIT IgG antibody may occur in less than 10 % of cases
and cannot be predicted by in vitro testing prior to onset of therapy [41]. Dana-
paroid blocks HIT antibody-induced platelet aggregation and thromboxane B2
production and has been shown to be an effective alternative anticoagulant in
patients with HIT [41]. In some instances, HIT IgG antibody’s cross reaction may
have clinical consequences. Laboratory testing for cross reactivity should be
reserved, however, for suspected cases, such as those who develop thrombotic
complications during danaparoid therapy or when thrombocytopenia persists for
more than 4 days after onset of therapy. Another anticoagulant should be consid-
ered if the diagnosis is confirmed [3, 41]. The disadvantage of danaparoid ther-
apy is its relatively prolonged kinetics in the absence of a specific antidote. Over-
dosage, as manifested by increased anti factor Xa activity (> 2 IE/ml) may lead to
serious bleeding complications and increased mortality rates [4]. Adequate dos-
ing and monitoring of patients at risk is, therefore, mandatory to avoid subse-
quent complications. Danaparoid was withdrawn from the US market in April
2002, but remains available for treatment and/or prevention of HIT-thrombosis in
several other jurisdictions, e.g., Canada, Europe, Japan, Australia, and New Zea-
land.

Direct thrombin inhibitors
These substances directly inhibit thrombin. Lepirudin, argatroban und bivaliru-
din are available for use in patients with HIT.

) Lepirudin: Lepirudin is a recombinant hirudin (found in the saliva of the
medicinal leech, Hirudo medicinalis) derived from genetically produced
yeasts. It is approved and available in the USA, Canada, Europe, and Austra-
lia for treatment of thrombosis complicating HIT [42]. Lepirudin binds to
thrombin and inhibits its prothrombotic activity. The activated partial
thromboplastin time (aPTT) should be targeted at 1.5 to 2.0 times the
patient’s baseline aPTT or the mean laboratory normal range. After intrave-
nous administration, lepirudin reaches a peak level within 15 minutes and
plasma levels maintain a steady state for 1–2 hours [3, 43]. To avoid over-
dosage and bleeding complications some authors suggest starting intrave-
nous infusion without bolus administration, unless fulminant thrombosis is
present [3]. Dose adjustment is required in patients with renal dysfunction,
as the drug undergoes renal elimination.
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In 30 % of patients who are treated with lepirudin, anti-hirudin IgG antibodies
may develop. This was not found to be associated with higher risk of thrombo-
sis, bleeding, or anaphylactic reactions, thus, lepirudin administration should
not be discontinued for this reason [3]. Anaphylactic reactions due to lepiru-
din therapy are rarely observed. The risk of anaphylaxis can be reduced by
avoiding bolus doses [3]. The risk of bleeding was also found to be increased
with simultaneous use of acetylsalicylic acid [44]. Therefore, acetylsalicylic
acid therapy should be avoided during concomitant therapy with direct throm-
bin inhibitors.
) Argatroban: Argatroban is a synthetic L-arginine derivative. It reversibly

inhibits both soluble and clot-bound thrombin and has a half-life of 50 min-
utes after intravenous administration. The infusion rate should be adjusted
to target the aPTT at 1.5 to 3 times of initial levels. Reduced infusion rates
are appropriate in patients with heart failure, multiple organ system failure,
severe anasarca, and during the early post-cardiac surgery period. In
patients with hepatic dysfunction, the half-life increases up to 6 hours, as
argatroban undergoes hepatobiliary excretion [3]. This is particularly rele-
vant in ICU patients because of the common occurrence of hepatic perfusion
abnormalities in the ICU setting [3, 45]. Argatroban is contraindicated in
patients with liver cell failure [3, 45].

The advantage of argatroban over LMWH and danparoid is the absence of
cross reactivity, as argatroban does not posses molecular similarity to hepa-
rin. In addition, antibody formation does not occur, which is an advantage
compared to lepirudin [46]. Nevertheless, the incidence of thromboembolic
complications was shown to be higher in patients treated with argatroban
than in those who were treated with lepirudin or danaparoid. This was
explained, however, by the shorter duration of argatroban therapy compared
to lepirudin [40].
) Bivalirudin: Bivalirudin is a synthetic congener of hirudin. It exerts its anti-

coagulant effect through direct thrombin inhibition. The half-life of bivaliru-
din is 25 minutes after intravenous administration and increases to up to 4
hours in patients with renal failure undergoing dialysis. Only 20 % of the
drug is excreted in the urine, whereas 80 % undergoes enzymatic proteolysis
[47]. Bivalirudin therapy can be monitored by aPTT or the activated clotting
time (ACT). In the absence of a specific antidote, hemofiltration, hemodialy-
sis, or plasmapharesis may be effective therapeutic options [48]. This drug is
approved in the USA, Canada, Europe, Australia, New Zealand, and Latin
America for anticoagulation during percutaneous transluminal coronary
intervervention (PCI); in the USA it is also approved for PCI with provi-
sional use of glycoprotein IIb/IIIa antagonist therapy, and for patients with,
or at risk of HIT (or HIT with thrombotic complications) undergoing PCI; it
is also approved in Canada for patients with, or at risk of HIT (or HIT with
thrombosis syndrome) undergoing cardiac surgery. In Germany, bivalirudin
is not approved in HIT patients but is used ‘off-label’ in special situations,
such as anticoagulation during cardiac surgery in patients with HIT [47].

The anticoagulant effect of bivalirudin is similar to other available alterna-
tive anticoagulants with a reduced risk of bleeding [47]. In patients with
renal or hepatic dysfunction, bivalirudin therapy is advantageous, as it
undergoes enzymatic proteolysis in addition to renal excretion. Cross reac-
tivity with HIT antibodies has not been reported [3].
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Fondaparinux
Fondaparinux is a synthetic, heparin analog, pentasaccharide anticoagulant. It
enhances factor Xa inhibition by binding to antithrombin III. The half-life is 18
hours, so that it should be administered only once per day [49]. The dose
response curve is linear. Fondaparinux undergoes predominant renal excretion
and is, therefore, contraindicated in patients with terminal renal failure [50]. The
anticoagulant effect of fondaparinux is more potent than enoxaparin [49]. The
risk of bleeding is not increased as compared to LMWH [49].

Patients treated with fondaparinux develop anti-PF4/heparin antibodies with a
similar frequency to those treated with LMWH [12], but fondaparinux-induced
HIT appears to be exceptionally rare. This is probably because of its short poly-
saccharide chain of 10–12 saccharides and subsequently weak platelet activating
potential [50]. In the USA, fondaparinux is approved in patients with HIT for
prophylaxis and treatment of thromboembolic diseases. In Germany, this drug is
approved for prophylaxis after major orthopedic surgery. The anti-factor Xa
activity of fondaparinux can be useful in patients under warfarin therapy who
require alternative anticoagulation preoperatively. The risk of microvascular
thrombosis and lower limb gangrene is increased in some patients with HIT who
receive concomitant therapy with warfarin and direct thrombin inhibitors (vide
infra) [50]. Fondaparinux can be used, therefore, in the transient phase until war-
farin therapy is withdrawn, to reduce the risk of thromboembolic complications
in these patients [50]. The use of fondaparinux in ICU patients with renal insuffi-
ciency and multiorgan failure is not recommended because of the significant risk
of accumulation [3].

Heparin and Vitamin K Antagonist Therapy in Patients with HIT

To avoid possible bleeding complications with alternative anticoagulants in the
absence of specific antidotes, patients with known HIT may be treated with hepa-
rin for short periods, such as those undergoing surgery using a heart-lung
machine [6]. However, this should only be considered when heparin has not been
administered within the previous 100 days to avoid the occurrence of rapid onset
HIT. In addition, the presence of anti-HIT antibodies should be excluded and use
of heparin should be avoided during the perioperative period [6].

Vitamin K antagonist therapy is contraindicated in patients with HIT because
of the increased risk of thrombosis in the presence of thrombocytopenia. In these
patients, vitamin K antagonist therapy may induce lower limb venous gangrene
or severe skin necrosis. This occurs a few days after the onset of vitamin K antag-
onist therapy [39, 51]. Treatment with vitamin K antagonists is associated with a
rapid decrease in protein C concentration, which has a short half-life of 6 hours,
whereas serum levels of procoagulant coagulation factors (Factors II, VII, IX, X)
remain high during the first days of therapy. This imbalance between pro- and
anticoagulant favors a prothrombotic state [4]. Use of vitamin K antagonist ther-
apy should be postponed until the platelet count has recovered substantially and,
thereafter, started at a low dose [16]. Alternative anticoagulants should be used
during thrombocytopenia and should be continued until the platelet count has
reached a stable plateau and the international normalized ratio (INR) has reached
the intended target range, with a minimal overlap of 5 days [14, 16]. For patients
receiving a vitamin K antagonist at the time of diagnosis of HIT, use of vitamin
K is recommended [16, 39, 51].
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The Challenge of Diagnosis and Treatment of HIT in the ICU

Anti-thrombosis prophylaxis is a keystone in the management of critically ill
patients. In German ICUs, 99 % of patients receive prophylactic anticoagulants,
88 % receive LMWH and 45 % receive UFH during the ICU stay [52]. HIT is,
therefore, a major concern in ICU patients. Nevertheless, thrombocytopenia is a
common occurrence in 30–50 % of ICU patients, so that diagnosis of HIT repre-
sents a major challenge [53]. Common reasons for thrombocytopenia in these
patients include sepsis, adverse effects of drugs, transfusion reactions, and major
surgical procedures [54]. The development of thrombotic complications under
heparin therapy is, therefore, a better indicator of a diagnosis of HIT than
uncomplicated thrombocytopenia [3]. Repeated occlusion of hemodialysis filters
and necrotic or erythematous skin lesions at the site of heparin injections may
also be an important sign of HIT [3, 53]. In this context, the use of HIT scores,
such as the 4 T’s score, may be helpful in establishing the diagnosis (vide supra).
In uncomplicated cases with a low probability of HIT, heparin administration
should not be discontinued and further laboratory testing is not required. In
patients where HIT is moderately or strongly suspected, heparin administration
should be stopped pending the results of laboratory testing, and alternative anti-
coagulation should be initiated [3]. Even though platelet activation (functional)
assays are more specific for detecting HIT antibodies than antigen tests, neither
test is completely specific for HIT, which is considered a clinicopathological syn-
drome (vide supra).

Summary and Conclusion

HIT is an immune-mediated, prothrombotic complication that occurs with UFH
and to a lesser extent with LMWH. HIT is a clinicopathologic syndrome with one
or more clinical events (thrombocytopenia with or without thrombosis). The
diagnosis of HIT can be established by laboratory testing for the presence of HIT
antibodies. The combination of functional and antigen assays has the highest per-
formance in terms of specificity and sensitivity. Alternative therapeutic anticoag-
ulation should be initiated based on high clinical suspicion and not delayed while
waiting for confirmatory laboratory testing or because of thrombocytopenia.
Therapeutic options include direct thrombin inhibitors and factor Xa inhibitors.
The choice of alternative anticoagulant depends upon availability, associated
medical conditions, and preferences of the medical staff. The diagnosis of HIT in
the ICU is a major challenge as thrombocytopenia is prevalent in these patients
and generally caused by conditions other than HIT. In this context, the use of the
4 T’s score may be helpful in establishing the diagnosis and management of these
patients.
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Introduction

Iron is a paradoxical element, essential for living organisms but also potentially
toxic. Indeed, iron has the ability to readily accept and donate electrons, intercon-
verting from soluble ferrous form (Fe2+) to the insoluble ferric form (Fe3+). This
capacity allows iron to play a major role in oxygen transport (as the central part
of hemoglobin) but also in electron transfer, nitrogen fixation or DNA synthesis,
all essential reactions for living organisms. Indeed, iron deficiency is the main
cause of anemia [1] as well as a cause of fatigue [2, 3] and decreased effort capac-
ity [4, 5]. However, despite a high frequency of anemia among critically ill
patients, with 60 to 66 % being anemic at intensive care unit (ICU) admission [6,
7], to date little is known about iron deficiency and iron metabolism in critically
ill patients [8]. The interaction between inflammation and iron metabolism inter-
feres with the usual iron metabolism variables and renders this metabolism diffi-
cult to investigate [9, 10].

The recent discovery of hepcidin (the master regulator of iron metabolism) has
shed new light on the regulation of iron homeostasis and has helped our under-
standing of complex clinical situations, such as those observed in critically ill
patients, where several regulatory circuits interfere with iron metabolism [11].
The purpose of this article is to review iron metabolism and anemia in critically
ill patients as well as the role of hepcidin, and to discuss the indications for iron
supplementation in these patients.

Iron Metabolism Overview and the Role of Hepcidin

Although iron is essential for life, it may also be toxic because of its capacity to
react with oxygen and to promote the production of free radicals. This duality is
found in human pathology: Iron deficiency (because of poor iron intake, abnor-
mal blood losses etc...) presents with anemia and fatigue; whereas iron overload
(mainly in hereditary hemochromatosis and following repeated blood transfu-
sions) induces multiple organ dysfunctions (including liver fibrosis, cirrhosis,
cardiomyopathy, diabetes...). This explains why iron homeostasis must be finely
tuned to avoid both deficiency and excess.

Iron turnover in the organism occurs almost in a closed circuit (Fig. 1). Indeed,
global iron turnover through losses (because of bleeding or cell desquamation)
and dietary uptake (by duodenal cells) is only 1 to 2 mg per day, compared to
approximately 3 to 4 g of iron contained in the organism. In fact, most of the iron
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Fig. 1. Distribution of iron in the body. Erythrocytes contain almost two thirds of all body iron. Any
blood loss may thus lead to direct iron loss. Serum iron, representing less than 1/103 of the total iron
content, is very limited at any time compared to the daily amount of iron needed for erythropoiesis.
Hepatocytes and tissue macrophages are the main sites of iron storage. Iron is absorbed by intestinal
cells through the duodenal metal transporter (DMT-1 apical transporter) and exported into the blood
circulation via ferroportin.

available for erythropoiesis comes from the catabolism of senescent red blood
cells (RBCs) by macrophages in the reticuloendothelial system (called eythropha-
gocytosis). As shown in Figure 1, more than two-thirds of the body’s iron content
is incorporated into hemoglobin, either in bone marrow erythroid progenitors or
in circulating RBCs. Once aged, these RBCs are internalized and hemoglobin is
degraded in tissue macrophages. Iron is then transferred to the macrophage cyto-
sol and either released into the blood flow or stored in ferritin molecules. In the
plasma, transferrin binds newly released iron to allow its mobilization from stor-
age sites (mainly the spleen and to a lesser extent the liver) to utilization sites
(mainly the bone marrow). Erythropoiesis requires about 25 to 30 mg of iron
daily. It has to be stressed that the amount of iron present in the plasma at any
time is small (about 3 mg) compared to the daily amount of iron needed for
erythropoiesis. Iron metabolism is therefore finely tuned, with hepcidin being
central to its regulation [12].

Hepcidin is a small 25 amino acid peptide mainly produced by the liver. It is
produced as an 84 amino acid pre-pro-peptide. Pro-hepcidin has been shown to
be biologically inactive. Hepcidin acts by binding to ferroportin, which is the sole
known iron exporter [13]. The binding of hepcidin to ferroportin induces its
internalization and degradation in the cytosol, which prevents the release of
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intracellular iron [13]. Ferroportin is mainly expressed in macrophages and duo-
denal cells, allowing, respectively, iron recycling (after eythrophagocytosis) and
iron absorption from the digestive lumen (after internalization of iron through
natural resistance-associated macrophage protein [nRAMP]/duodenal metal
transporter [DMT1]). Induction of hepcidin synthesis may thus lead to iron-
restricted erythropoiesis (by inhibiting the release of iron from macrophages to
the bone marrow) and to dietary iron deficiency (by inhibiting the uptake of
iron from the digestive duodenal cells). Hepcidin acts as a ‘hyposideremic’ hor-
mone, aimed at inhibiting iron absorption and reducing the level of iron in the
blood.

Because hepcidin plays this central role in iron metabolism regulation, its syn-
thesis is finely regulated (Fig. 2) [11, 12]. Hepcidin synthesis is induced by iron
overload and inflammation, whereas iron deficiency, hypoxia and erythroid
expansion repress its synthesis. The molecular mechanisms implicated in these
complex regulations are not fully understood (see [12] for review), but the induc-
tion of hepcidin synthesis by inflammation has been shown to be interleukin
(IL)-6 dependent [14]. This interaction between hepcidin and inflammation

Fig. 2. Regulation of iron metabolism in anemia of the critically ill patient. Two opposite stimuli regu-
late hepcidin, which is the master regulator of iron metabolism. Hepcidin binds to ferroportin, inducing
its internalization and destruction, thus avoiding iron export. Inflammation induces hepcidin synthesis,
while iron deficiency, blood spoliation and erythropoiesis stimulation repress it. A low hepcidin level is
required to allow iron export and its utilization for erythropoiesis. Apo-Tf: apotransferrin; Tf-Fe: transfer-
rin bound iron
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makes hepcidin the principal agent responsible for the iron-restricted erythropoi-
esis observed during chronic diseases, ultimately leading to the ‘anemia of
chronic disease’ (or anemia of inflammation) [15, 16]. On the other hand, hepci-
din synthesis is repressed by both iron deficiency and stimulation of erythropoie-
sis [11, 12]. Although the precise mechanisms involved in the repression of hepci-
din are not fully understood, it appears that matriptase 2, a membrane-bound
serine protease expressed in hepatocytes, seems to play a key role in repressing
hepcidin synthesis in iron deficiency conditions [17]. Repression of hepcidin by
erythropoiesis stimulation is even less well understood, but seems to involve
bone marrow erythropoietic activity rather than erythropoietin itself [18, 19].
Hypoxia-inducible factor (HIF) or CCAAT enhancer binding protein-alpha path-
ways have also been proposed [12]. In human pathology, little is known. Growth
differentiation factor 15, a member of the transforming growth factor (TGF)-β
family produced by late erythroblasts, has been found in high levels in patients
with beta-thalassemia syndromes and has been shown to repress hepcidin syn-
thesis [20]. These two opposite stimuli are found in the anemia of critically ill
patients, as discussed below.

Implication of Iron Metabolism in the Anemia of the Critically Ill:
Hepcidin as a Diagnostic Tool?

Anemia is not only very frequent among critically ill patients, it is also associated
with increased transfusion rates and worse outcomes (increased length of stay,
increased mortality) [6, 7]. However, recent recommendations have led to a
decrease in transfusion triggers [21]. Nowadays, anemia is present at ICU dis-
charge in at least 75 % of all patients when considering their last measured hemo-
globin levels [22]. Furthermore, anemia may also be prolonged after discharge,
with a median time to recovery of 11 weeks and more than half of the patients
still anemic 6 months after ICU discharge [23]. There is, therefore, need for a bet-
ter understanding of the mechanisms of anemia in the critically ill and an evalua-
tion of therapeutic options.

The two main contributing factors for anemia in the critically ill are inflamma-
tion and iron deficiency, which have opposite effects on iron metabolism (see
above). Until recently, inflammation, rather than iron deficiency, was considered
to play the major role. Indeed, the iron profile of critically ill patients constantly
shows hallmarks of anemia of inflammation. However, this topic has not been
considered a matter of great interest in the past, with few studies undertaken [9].
Inflammation is frequent in critical illness, whatever the underlying pathology.
The anemia of critically ill patients is indeed similar to the anemia of inflamma-
tion, with blunted erythropoietic response and activation of RBC destruction by
macrophages [15, 24]. Low serum iron and high ferritin levels constitute the typi-
cal iron profile of critically ill patients and are indicative of an inflammatory iron
profile [25, 26]. Because ferritin synthesis is induced by inflammation (through
IL-1) independently of the level of iron stores, elevated ferritin levels are no lon-
ger indicative of iron stores in the context of inflammation [10]. Thus, despite an
iron profile that mimics iron overload (with high ferritin levels), iron deficiency
may exist in these critically ill patients.

Indeed, daily blood losses are far from negligible, either through repeated
blood sampling [6, 27], surgical site bleeding, other invasive procedures (drain-
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Table 1. Biological variables of iron metabolism

Iron deficiency Anemia of
inflammation

Iron deficiency and
inflammation

Bone marrow iron

Iron

Transferrin N to

Transferrin saturation

Ferritin N to

Percentage of hypochromic red blood
cells

N to

Reticulocyte hemoglobin content N or

Erythrocyte zinc protoporphyrin N to

sTfR

sTfR/log ferritin

Hepcidin N to

C-reactive Protein N

sTfR: soluble transferrin receptor; N: normal; : decreased; increased

age, catheter placement, renal replacement therapy...) or occult bleeding [26]. The
median blood loss for anemic critically ill patients has been estimated to be as
high as 128 ml per day [26]. This may represent a median iron loss as high as 64
mg per day. As daily iron intake is less than 20 fold iron losses, iron deficiency
could easily appear in critically ill patients.

Iron deficiency may thus coexist with inflammation. In addition, iron defi-
ciency is not infrequent in the general population [28], and also in the elderly [3,
29] or patients suffering from heart failure [30]. The frequency of iron deficiency
on ICU admission may thus be around 35 % [31, 32]. However, the diagnosis of
iron deficiency is difficult in the context of inflammation because the usual indi-
cators of iron deficiency are no longer valid [9, 10]. Because inflammation
induces ferritin synthesis, serum ferritin levels are no longer indicative of iron
stores. New biological markers are thus required for the diagnosis of iron defi-
ciency in the context of inflammation (Table 1) [10]. Below are the main biologi-
cal markers that can be used:

) Percentage of hypochromic RBCs. These hypochromic RBCs result from iron-
restricted erythropoiesis. Schematically, a value of > 10 % hypochromic
erythrocytes (normal < 2.5 %) is indicative of iron-restricted erythropoiesis
over the past 3 months (this being the RBC lifespan).
) Reticulocyte hemoglobin content. Reticulocyte hemoglobin content below

28 pg is also indicative of iron-restricted erythropoiesis over the past 2 to
3 days (this being the lifespan of reticulocytes). Recently, a low reticulocyte
hemoglobin content on admission was shown to be associated with higher
transfusion rates in critically ill patients [32].
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) Erythrocyte zinc protoporphyrin (ZPP). During erythropoiesis, Fe is nor-
mally incorporated into protoporphyrin IX to form heme. In iron deficiency,
zinc is substituted for iron, leading to the formation of ZPP. Increased eryth-
rocyte ZPP is thus indicative of iron deficiency.
) Soluble transferrin receptor (sTfR). Transferrin receptors allow the internali-

zation of iron into erythroid progenitor. Their synthesis is increased as bone
marrow erythropoietic activity increases. When iron supply is insufficient, a
truncated form of transferrin receptor appears in the serum. sTfR is thus
indicative of iron-deficiency anemia. This marker is widely proposed, how-
ever there is no gold standard for its measurement.
) sTfR/log ferritin ratio (called the ferritin index). This is proposed as a

marker to differentiate between anemia of inflammation and the combined
situation of iron deficiency and anemia of inflammation, taking into account
the “uncovered need for iron” on the one hand and the “iron stores” on the
other [15].

Complex algorithms combining all these variables have been proposed for the
diagnosis of iron deficiency in the presence of inflammation [10, 15]; however,
none are clinically validated and the cut-off values for each variable are unknown.
Moreover, all but sTfR cannot be used after recent blood transfusion.

Being central to iron metabolism, hepcidin may be a marker of iron deficiency,
even in the presence of inflammation. Indeed, using animal models, we and oth-
ers have demonstrated that hepcidin can be repressed despite inflammation
[33–35] and that this repression is associated with spleen iron mobilization [34].
These observations reinforce the concept that iron deficiency may coexist with
anemia of inflammation [15]. Measurement of hepcidin concentrations may thus
be helpful for the diagnosis of iron deficiency in the context of inflammation.
Additionally, many hepcidin assays have been recently developed [36]. Most stud-
ies evaluating the use of hepcidin concentrations to diagnose iron deficiency dur-
ing inflammation have used ELISA-based values showing virtually undetectable
levels [35] or normal values [37, 38] of hepcidin despite inflammation (supposed
to increase hepcidin synthesis). Measurement of hepcidin concentrations could
be accurate in the diagnosis of iron deficiency in critically ill anemic patients
using a cut-off value of less than 130 ng/l [38].

Is There a Place for Iron Supplementation or Treatment in Critically
Ill Patients?

Because iron deficiency may coexist with inflammation in critically ill patients [9,
10, 32, 38] and because iron may be mobilized from spleen stores in the presence
of inflammation [34, 35], one could propose that iron be given to critically ill
patients.

Because blood transfusion is not an option to fully correct the anemia in criti-
cally ill patients [6, 21], the use of alternatives such as erythropoiesis-stimulating
agents or iron has been suggested. Erythropoiesis-stimulating agents have already
been studied in the critically ill. They have not been shown to be useful [39] and
are beyond the scope of this review. In addition, iron deficiency may concern up
to 40 % of critically ill patients [10, 31, 32, 38]. Iron may thus be needed not only
for erythropoiesis but also to correct all the disorders associated with iron defi-
ciency, having been shown to improve functional capacity in women [40] and in
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cardiac patients [41]. However, iron is also a toxic compound with the ability to
induce oxidative stress or to promote bacterial growth and may thus not be suit-
able in the ICU context. Indeed, free iron may induce oxidative stress through the
Fenton reaction. Large amounts of iron, exceeding the transferrin iron-binding
capacity, may thus be toxic by inducing the release of free iron and causing oxida-
tive stress. This probably explains the increased mortality associated with large
amounts of iron administration (around the DL50) observed in an animal model
of peritonitis [42]. However, no increase in oxidative stress has been demon-
strated in human practice [43]. There is also a link between iron and infection,
with iron being needed for bacterial growth. The decrease in serum iron concen-
tration may be a defense mechanism against bacterial proliferation. However,
bacteria have developed mechanisms for iron acquisition including the release of
siderophores. The respective affinity for iron between transferrin and sideropho-
res is probably what matters [44]. In clinical studies, this link between iron and
infection has essentially been supported by experimental data on microorganisms
and retrospective studies in hemodialysis patients showing an association
between hyperferritinemia and the likelihood of infection. However, available
observational studies in postoperative or critically ill patients show no associa-
tion between intravenous iron administration and risk of infection [45]. Further-
more, iron deficiency is associated with impaired immunity [46] and may, there-
fore, be responsible for increased susceptibility to infection [32] as well as being
associated with increased length of stay in the ICU [31].

Iron may thus be suggested to correct iron deficiency, even in the presence of
inflammation, similar to its proposed use in the treatment of patients with cancer-
induced anemia [15, 47]. Iron may be given using either intravenous or enteral
routes. For the latter, ferrous iron is used. Iron absorption requires a mildly acidic
medium (i.e., without concomitant use of proton pump inhibitors) and ascorbic
acid. However, absorption may be reduced by inflammation because of the decrease
in ferroportin levels induced by hepcidin, or because of frequent gastrointestinal
adverse effects. The intravenous route allows administration of much higher doses
with few adverse effects (with the notable exception of anaphylactic shock following
iron dextran injections) and no difficulty of absorption. A recent meta-analysis
showed that non-dextran iron was superior to enteral iron for the correction of ane-
mia, with few adverse effects [48]. However, the only available study of intravenous
iron showed no beneficial effect on erythropoiesis when used without erythropoie-
sis-stimulating agents [25]. The only study of iron deficiency treatment in critically
ill patients is the study by Pieracci et al., which showed a reduced transfusion rate in
patients with baseline iron deficiency treated with enteral iron supplementation
(ferrous sulfate 325 mg three times daily) [49]. In this study, oral iron supplementa-
tion was not associated with an increased risk of infection.

Iron may therefore be proposed either to correct iron deficiency and/or to
enhance the response to erythropoiesis-stimulating agents in critically ill patients,
but further studies are needed to rule out the potential risks of iron treatment (i.e.,
oxidative stress induction, increased risk of infection) and to define the best route
of administration. In Figure 3, we propose an algorithm for iron deficiency diagno-
sis and treatment. We believe that iron should be given to critically ill patients only
in cases of iron deficiency, at best defined according to a low hepcidin level. The
dose of iron needed may be assessed using the following formula:

iron deficit = body weight (kg) × (target Hb – actual Hb) × 2.4.
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3. Treatment options3. Treatment options

2. Iron profile 
diagnosis

2. Iron profile 
diagnosis

1. Anemia diagnosis 1. Anemia diagnosis 
WHOWHO

Male Hb <13g/dl

Female Hb <12 g/dl

« true » Iron 
deficiency:
« true » Iron 
deficiency:

Ferritin <100 ngl + Tf
sat <20%

Iron

Intravenous or oral

Iron

Intravenous or oral

Iron deficiency &
Inflammation

CRP Ferritin >300 
+

sTfR/log ferritin or
hepcidin

Iron deficiency &
Inflammation

CRP Ferritin >300 
+

sTfR/log ferritin or
hepcidin

Iron 

with close 
surveillance of iron 

profile

Iron 

with close 
surveillance of iron 
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+
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hepcidin
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CRP , Ferritin >300 
+

sTfR/log ferritin or
hepcidin

NO iron

discuss ESA

if prolonged anemia

NO iron

discuss ESA

if prolonged anemia

Fig. 3. Algorithm for diagnosis and treatment of iron deficiency (proposal not yet supported by clinical
trial evidence). ESA: erythropoiesis-stimulating agents; CRP: C-reactive protein; sTfR: soluble transferrin
receptor

Because elevated iron concentrations induce the synthesis of hepcidin, which in
turn may reduce iron availability, the total dose of iron should be given using
fractionated injections. Further clinical studies are needed to validate these prop-
ositions.

Conclusion

The discovery of hepcidin sheds new light on our knowledge of iron metabolism
and may enable easier recognition of iron deficiency in the presence of inflamma-
tion in critically ill patients. This opens new areas of research exploring the role
of iron treatment for these patients.
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Introduction

The last few years have seen an explosion in the publication of gene association
studies, particularly genome wide analyses, giving insight into the molecular
underpinnings of disease [1, 2]. For acute lung injury (ALI), the field of genetics
is just beginning to move past its infancy, from candidate gene studies to higher
throughput, hypothesis-generating designs. As a phenotype, ALI can be challeng-
ing to study given the lack of available pedigrees for family-based analyses, the
necessity for a severe environmental insult such as sepsis, pneumonia, trauma, or
aspiration, and the heterogeneity of the populations at-risk for the syndrome
and those who manifest it [3]. The search to identify genetic risk factors for ALI
susceptibility or outcome draws input from molecular advances as well as from
large epidemiological studies with carefully phenotyped critically ill subjects,
and these efforts in tandem have recently produced exciting results. In this chap-
ter, we will discuss the most recent developments in the effort to identify genetic
risk factors contributing to ALI susceptibility or outcome, and will highlight the
more novel techniques applied to this question. A glossary of genetic terms is
provided (Box).

General Considerations in Designing ALI Genetic Studies

Because ALI requires both severe environmental exposure and an individual pre-
dilection to manifest the syndrome, it is known as a complex genetic trait [4].
The lack of ALI pedigrees has traditionally limited the available methodology for
studying this trait to genetic association studies, where the frequency of variants
within a candidate gene are compared between ALI cases and non-cases [5] using
either cohort or case-control designs.

Many investigators have chosen a case-control approach, defining cases of ALI
and comparing them to either population-based controls or critically ill subjects
at risk for ALI. As genetic studies become increasingly high-throughput, there is
demand for extremely large control populations – in excess of 1000 subjects –
thus finding sufficient at-risk controls may be difficult. Nonetheless, the use of at-
risk controls is preferred, as it avoids the potential for misclassification in out-
come due to the controls never being exposed to an ALI-potentiating event. Fur-
thermore, the use of at-risk controls lends construct validity that the outcome
being studied is actually lung injury, rather than simply identifying genetic asso-
ciations with critical illness. However, even at-risk controls may be prone to
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Box: Glossary

Single nucleotide polymorphism (SNP): A substitution at a single base pair of DNA. These are
the most frequent genetic variations observed.

Non-synonymous coding SNP (cSNP): A single base-pair substitution resulting in a change in
the protein sequence. Generally these substitutions are deleterious on the fitness of the gene
product.

Insertion/deletion polymorphism (indel): A variation in which one or more bases are inserted
or deleted compared to the reference sequence. These can be as small as 1 base pair (the 4G/5G
PAI-1 indel) or can be greater than 250 base pairs (ACE indel).

Intron: The portion of the DNA which does not code for messenger RNA (mRNA) and thus will
not change the protein coding sequence.

Exon: The protein coding (mRNA-coding) sequence of the DNA.

Promoter region: Regulatory region upstream (5’) of the transcription initiation site for the gene’s
mRNA which controls gene expression/transcription.

Intergenic region: DNA sequence which has not been annotated to any known gene or gene
product

Splice variant: Many proteins have different isoforms, which may result from different exons
being included in the final gene product. Splice variants arise when an exon is skipped while
forming mRNA.

3’ Untranslated Region (3’ UTR): A region of DNA which follows the protein coding region, and
has been recognized to affect the translation of mRNA into protein.

Linkage disequilibrium (LD): Non-random assortment of alleles, such that 2 (or more) markers
appear to segregate together more frequently than would be expected based on each allele’s fre-
quency alone. Factors contributing to LD include genomic position, recombination rate, mutation
rate, selection, non-random mating, genetic drift, and population structure.

selection bias. An alternative study design that limits bias due to selection of con-
trols is the cohort study design. Cohort studies are often more costly and must
enroll for a longer duration to reach enough meaningful outcomes, but ensure
that cases and non-cases are drawn from comparable populations. Applying the
case-control or cohort design, epidemiological studies can use either focused
approaches aimed at specific candidate genes, or larger scale approaches that
incorporate varying degrees of a priori hypotheses. Specific methodologies of
each approach are presented in Table 1.

An additional consideration in the design of genetic studies is the ancestral
populations from which subjects arise, and ensuring proper accounting for popu-
lation substructure [6]. The bulk of published ALI genetic literature has been per-
formed in subjects of European ancestry, as is evident in Table 2. Because genetic
variation is actually much greater within rather than between ancestral popula-
tions [7], it will be important for future studies to test the genetic associations
found among Europeans with ALI in African, Asian, and admixed populations. To
do this, the medical community must greatly improve the enrollment of non-
European subjects with and at risk for ALI.
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Table 1. Study designs to address the genetic risk factors for ALI susceptibility or outcome.

Study Design What is tested? What are the results? Potential shortcomings

Hypothesis – driven methodologies

Candidate Gene
Association

Variation in DNA at
specific sites (few
loci)

OR for association between
genetic variant and phenotype

) Inefficient selection of gene
or gene variant
) Low throughput
) Needs replication
) Functional significance?

Multiplexed
Candidate Gene

Variation in DNA at
many (50K) loci in
1,000s of priority
genes

OR for association between
many variants and phenotype
) May include LD information
) May inform about subjects

ancestry

) Multiple comparisons
) Limited to genes & variants

selected
) No accepted statistics
) Needs replication
) Functional significance?

Hypothesis – free methodologies (Generate new candidate genes)

Microarray
Gene Expres-
sion

Transcript abun-
dance (mRNA) of
�20,000 global
genes

List of genes with significant
fold-change in expression
between conditions;
) Strong evidence for func-

tional significance
) Can be analyzed for path-

way enrichment

) Multiple comparisons
) QA: other reasons for altered

expression?
) Only informative about tran-

scriptional regulation
) Requires further confirmation

(in vitro or in vivo)

GWA Study Variation in DNA at
500K – 1.5M loci;
with LD, captures
�80 % of person’s
genetic variation

OR for association of locus
with phenotype
) Can analyze results as

gene-based or pathway-
based
) Informative about ancestry,

allows adjustment for pop-
ulation structure

) Multiple comparisons
) Miss rare variants
) May miss small (but real)

associations
) Rely on annotation to deter-

mine gene region
) Requires replication
) Functional significance?

Gene Expres-
sion +
Gene Associa-
tion

Pairs changes in
transcript abun-
dance with
changes in DNA
sequence

eQTL (expression quantitative
trait loci); genetic variants
associated with change in
expression level of transcribed
gene; can describe both cis
and trans effects;† strong evi-
dence for functional signifi-
cance

) Expression depends on the
cell type/tissue type studied
) QA: gene expression
) Multiple comparisons
) May miss non-transcriptional

regulation
) If targeted gene expression

or targeted genotyping, may
miss meaningful variation

Exome or GW
Sequencing

DNA sequence of
all exons or of the
entire genome
) Each person has

�300,000 vari-
ants, 15 % uni-
que to the indi-
vidual/not previ-
ously described

Identify rare changes in
sequence between individual
and reference
) Exome: coding sequence

only
) GW: genome wide, �6GB

sequence

) Expensive
) Massive data generation
) Separating signal from noise;

which variants are meaning-
ful?
) Uncertain if helpful in com-

plex, multigenic traits

GWA: genome-wide association; eQTL: expression quantitative trait loci; LD: linkage disequilibrium; OR: odds
ratio; QA: quality assurance; † When discussing gene regulation, cis acting elements are regions of DNA in the
genomic vicinity of the gene they regulate, potentially within the promoter of the gene. By contrast, trans act-
ing elements are often sequences which code for a distinct protein or small molecule which in turn can regu-
late transcription of the gene of interest and tend to be genomically distant from the regulated gene (ie, dif-
ferent chromosomes). In general, far less is understood about trans regulation, and unless studies combine
gene expression with an assessment of genetic variation, these relationships are difficult to appreciate.
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Table 2. Genetic variants associated with ALI/ARDS or ALI/ARDS mortality. Functional associations
include mRNA or protein changes demonstrated either in vitro or in vivo to be associated with the
genotype listed. Ancestry refers to the ancestral population of study subjects. Please see glossary for
a description of the genetic terms.

Gene Variant(s) Functional Association? Ancestry Reference

Variants associated with ALI susceptibility

IL-6 G-174C
3 SNP haplotype
6 SNP haplotype

Promoter SNP
Unknown
Unknown

European [13, 14, 17]

IL-10 G-1082A Promoter European [26]

FAS 3 SNP haplotype eQTL, ‹ mRNA expression European [21]

MBL2 Exon 1 54BB nsCoding SNP, r plasma MBL European [12]

SFTPB T+1580C
Intron 4 indel

nsCoding SNP
intronic; splice variant

European
Multiethnic

[10, 16, 17]

PBEF T-1001G
C-1543T

Promoter
Promoter (protective)

European [34]

MYLK 3 SNPs,
3 haplotypes

nsCoding SNPs
Unknown

European, African [24, 16, 17]

Non-replicated associations in the following genes: ANGPT2, IL-8, MIF, TNFA, NRF2,
NFKBIA, FTL, HMOX2

[16, 17, 28]

Variants associated with ALI mortality or severity

VEGFA C+936T 3’ UTR; T allele r plasma VEGF European [27]

SOD3 4 SNP haplotype Unknown European [25]

ACE Intron 16 indel Intron; ‹ plasma ACE level European, Asian [11]

PAI-1 4G/5G indel Promoter, ‹ mRNA expression European [22, 23]

Non-replicated associations in the following genes: NFKB1, PLAU, F5, TNFA [16, 17]

SNP: single nucleotide polymorphism; indel: insertion/deletion; eQTL: expression quantitative trait loci

Candidate Gene Studies

Candidate gene association studies typically begin with an investigator’s hypothe-
sis that a specific gene or gene family influences the development or course of a
disease. For ALI, in which the chief molecular mechanisms are believed to include
cytokine or neutrophil-mediated inflammation, oxidant stress, endothelial and
epithelial injury, mechanotransduction injury, coagulopathy, and altered iron
homeostasis [8, 9], many candidate gene studies have centered on genes in these
pathways. Such studies can yield fruitful associations as presented in Table 2
[10–14], but they are predicated on a correct hypothesis about which candidate
gene is important and on genotyping either the ‘functional’ or meaningful variant
or a marker in linkage disequilibrium with it. Because the contribution of each
individual genetic variant is likely quite small, especially for common genetic var-
iants, it can be difficult to power studies appropriately to detect an effect [4, 15].
With these limitations, and given the modest power of most ALI cohorts or case-
control populations to date, relatively few genetic variants have demonstrated a
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reproducible association with ALI or its outcomes [16, 17]. Table 2 highlights
those candidates with strong evidence for an association with ALI, as well as
genetic associations which have not been replicated. Importantly, as the molecu-
lar understanding of ALI pathogenesis advances, new potential candidate genes
are continuously introduced. Similarly, genes not previously recognized to play
crucial roles in the mechanisms described above may emerge, and be appealing
candidates for genetic investigation.

A relatively recent development has been the ability to multiplex large num-
bers of candidate gene variants together on one chip, so that each sample is
simultaneously tested for many variants in many genes. Such chips can either be
customized to a researcher’s specifications or investigators may purchase single
nucleotide polymorphism (SNP) array chips designed to interrogate certain fami-
lies of genes. Our group used one such commercially available chip, the Illumina®
50K humanCVD beadchip, assaying 50K SNPs in approximately 2000 candidate
genes prioritized for pulmonary, vascular, inflammatory, or metabolic pathways,
and found ALI associations that have replicated in external populations [18, 19].
This high-throughput approach is an efficient screen of the variation in numerous
potential candidates, although the large number of comparisons (50K) demands
both a stringent alpha threshold for statistical significance and replication in
another population [20].

Recent Candidate Gene Studies in ALI

In the past year, several new candidates affecting ALI susceptibility or outcome
have emerged (Table 2). A haplotype in the FAS gene was found to associate with
ALI in the ARDS network population compared to healthy controls and then rep-
licated its association in a sepsis cohort followed prospectively for ALI [21]. The
same haplotype was also found to associate with higher levels of lipopolysaccha-
ride-(LPS)-stimulated FAS mRNA expression, suggesting that this haplotype con-
tains a functional genetic variant [21]. Two separate groups reported an associa-
tion between the 4G allele of a common insertion/deletion (indel) polymorphism
in the plasminogen activator inhibitor-1 (PAI-1) gene promoter and worse out-
comes for patients with pneumonia and severe sepsis [22, 23]. This variant, which
is present in approximately 45 % of the Caucasian population, reportedly
increases interleukin-driven expression of PAI-I mRNA 6-fold relative to the dom-
inant 5G allele [22]. Further candidate gene associations are summarized in
Table 2 [12, 24–28].

Gene and Pathway-based Analyses

Another strategy to identify new candidate genes focuses not on individual
genetic variants which associate with the disease, but considers instead all of the
potential variants within either one gene or a family of interacting genes and
selects those with statistically overrepresented variation in the disease state rela-
tive to controls. As an initial screen, these techniques produce a gene list which
can then undergo further evaluation either in vitro, for mechanistic elucidation,
or for replication in human populations. The most common way to obtain the
gene list is by microarray gene expression profiling, which compares the tran-

The Next Generation of ALI Genetics: Insights into Pathophysiology 101

III



script abundance of a global set of genes between two experimental (or patient)
populations, to identify genes with differential regulation. Gene expression profil-
ing can be performed on human, animal, or cell culture subjected to different
conditions, and results are generally filtered for genes showing at least a 1.5 or 2-
fold change in mRNA level [29]. Bioinformatic tools are used to annotate the
genes according to their biological pathway [30], molecular functions, or cellular
localization [31], and statistical tools can be applied to suggest enrichment of dif-
ferent annotation categories [32]. Genes and pathways demonstrating markedly
different regulation in experimental lung injury in ALI subjects versus control
conditions or populations may give insight to novel mechanisms at play in the
development or progression of lung injury, and may lend functional significance
to gene variants already identified.

Grigoryev and colleagues utilized gene expression from multiple animal and in
vitro studies of ventilator-induced lung injury (VILI) and filtered for orthologous
genes demonstrating consistent effects across species [33]. Their results high-
lighted a number of genes and pathways already hypothesized to be at play dur-
ing ALI, but more importantly identified novel candidates, such as PBEF, which
had not previously been associated with ALI and which have since yielded consis-
tent associations with ALI [16, 34]. Other authors have employed gene expression
methodology to identify ALI susceptibility between mouse strains [35], to iden-
tify gene products that are differentially expressed in early versus late stages of
ARDS [36], or to describe a genetic signature potentially differentiating sepsis
with ARDS from sepsis alone [37].

The strength of gene expression analysis is its ability to detect novel biological
processes or pathways potentially mechanistically involved in discriminating
between 2 groups [38]. However, several cautions apply (Table 1). By comparing
thousands of gene expression levels simultaneously between 2 (or more) groups,
one would anticipate hundreds of transcript level imbalances to occur purely by
chance alone. In all gene expression studies, details of the study design and qual-
ity assurance methodology are of paramount importance. Gene expression
changes may erroneously reflect a batch effect of having been performed on dif-
ferent days or in different labs; may reflect a different baseline transcript level
rather than a differential response to injury; or may reflect an unrecognized con-
founder (such as age or gender). These methodological concerns can be over-
come in animal studies by careful design, use of animals with an identical genetic
background (such as inbred mice), and by adequate replication. However, with
heterogeneous human samples and typically small sample sizes, it can be chal-
lenging to draw inferences about why transcript abundance varies between
groups.

Another potential source of bias is the use of mRNA derived from whole blood
samples – reflecting an unquantified mix of different circulating cell lineages –
versus selecting only specific cell types related to the disease under study. Onco-
logic studies have the advantage of using tumor cells for their analyses; however,
it remains unknown whether the findings from peripheral blood are as relevant
as lung tissue or bronchoalveolar lavage (BAL)-obtained cells in ALI studies.
Microarray expression studies are a valuable method to discover new genes and
pathways involved in ALI pathogenesis, but similar to genetic association studies,
their findings necessitate replication and functional assessment.
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Genome-wide Association Studies

Over the past 10 years, genotyping and multiplexing technology has advanced
greatly to the point where it has become not only possible, but affordable to test
simultaneously over a million genetic markers on each sample. These high den-
sity genotyping platforms are designed to sample the genetic variation in every
region of each chromosome of the genome and thus are termed “whole genome”
scans. By combining knowledge of the linkage disequilibrium between genotyped
markers along with the recombination rate across various regions of the genome
[39], genome-wide association (GWA) platforms leverage so-called “tagging
SNPs” to generate a complete map of the genome. Tagging SNPs are SNPs that
represent a block of genetic variants which tend to be inherited together. Thus
GWA platforms genotype 500K–1 million markers but are informative about the
approximately 6 giga-base sequence of each individual.

GWAs take a hypothesis-free approach and sample across the genome rather
than in specific genes, and thus are a powerful method to discover genetic risk
factors in loci that previously had not been identified as candidate genes
(Table 1). The results from GWAs depict the association of a phenotype as a func-
tion of genomic locus, typically graphed as a Manhattan plot (Fig. 1), where the y-
axis is the negative log of the p-value for the association and the x-axis is chro-
mosomal position. A very strong association will have not only a peak with a
very high –(log p), but will also demonstrate lesser degrees of association
between the phenotype and markers in linkage disequilibrium with the peak
marker. Once a genomic locus is identified and, ideally, replicated in a second
population, the next steps are to identify which genes or regulatory regions reside
in the region of association, and then to perform deep sequencing to determine
the ‘functional’ variant driving the association. With increasing numbers of GWA
being performed, the majority of replicated GWA hits appear to be intronic or
even intergenic, far from any recognized protein coding sequence [40]. This
observation suggests that the traditional conception of genetics (DNA is tran-
scribed to mRNA; mRNA is translated to amino acid sequence; amino acids con-
stitute the protein and assume a conformational structure) may be overly simplis-
tic. Rather, there are likely regulatory mechanisms that we do not yet understand
whereby intergenic or intronic variation may influence transcription, translation,
post-translational modification, or protein conformation.

Both the promise and the limitations of GWA stem from the enormous number
of genetic variants (500K–1.5 million) assayed. Increasing the number of genetic
variants tested allows finer resolution, or a much greater characterization of the
variation between the case and control populations. However, the number of
simultaneous tests also greatly increases the probability of an apparent statistical
imbalance happening purely by chance. To overcome the multiple comparison
issue, GWA studies use a very conservative alpha level to declare statistical signif-
icance, typically 5E-08 [41]. Furthermore, even when genome-wide significance
appears to be met, replication of the association in additional populations is
essential [15, 40, 42]. Furthermore, GWA studies require very large numbers of
subjects to offset the large amounts of unshared variation between unrelated indi-
viduals and to find commonality despite inherently heterogeneous traits [15, 41].
For most complex genetic traits in which the phenotype is believed to be multi-
genic and penetrance is incomplete, a minimum case population of approximately
600 is recommended [41].
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Fig. 1. A representative Manhattan plot depicting the genome wide associations between a hypotheti-
cal phenotype and positions along chromosomes 1–23. The x-axis is chromosomal position beginning
with chromosome 1 and ending with the sex chromosomes and mitrochondrial DNA. The y-axis graphs
the inverse log (p-value) for the χ2 test of association with the phenotype, such that p = 0.05 would
be plotted at 1.3, p = 0.00001 would be plotted at 5 (red line), and p< 5E-08 would be graphed above
7.3 (blue dashed line). Convincing associations have not only one high peak such as the green box
within chromosome 8, but rather demonstrate a trail of associations leading up to the point (blue and
red squares, circled), fleshing out the virtual building of a skyscraper on the Manhattan plot.
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Although not yet published, the first GWA of subjects with ALI compared to pop-
ulation controls has been performed by our group, and has been presented in
abstract form [43]. This was a multistage study using 600 trauma-associated ALI
cases and over 2000 population-based controls, and while no variants met the
stringent level for genome-wide significance in the discovery phase, a number of
variants with putative functional effects replicated in a small replication phase.
This study is important in illustrating the feasibility of multicenter collaborative
efforts aimed at ALI GWA studies. It seems likely that further GWA studies will
follow, and the community of researchers involved in ALI genetics is poised to
collaborate in order to generate sufficient power for these investigations [44].

Future Directions in ALI Genomics

Several additional methodologies may also soon be applied in ALI. As it has been
argued that rare variants – polymorphisms occurring in < 5 % or even < 1 % of
the population – substantially contribute to disease burden [40, 45], there is inter-
est in moving from genotyping ‘tags’ or markers of common variation to directly
sequencing either the protein coding sequences of DNA (the ‘exome’, or all exons
in the genome) or the entire genome, and analyzing the base-by-base genetic
sequence for each individual [46]. This novel strategy has the potential to greatly
increase the number of identified deleterious polymorphisms, most of which are
exceedingly rare, and thus the challenge will be filtering results to identify the
potentially disease-causing variants from the genetic noise. In addition, quality
control becomes paramount, as even a system with 99.9999 % fidelity in genoty-
ping a human genome will result in thousands of errors [38]. Redundant
sequencing – typically 30x – is thus a hallmark of GW or exome sequencing.
Exome resequencing has been successful in identifying the cause of a rare Mende-
lian disorder [47]; time will tell if it is equally useful in complex genetic traits,
where the multiple genes or multiple variants within multiple genes are the more
likely scenario.

Another major development likely to be adopted in ALI genetics is to further
interrogate expression quantitative trait loci (eQTLs), or the genetic variants
responsible for altered levels of gene expression [48]. As it becomes clear that
gene regulation is at least as important as the actual DNA sequence, one creative
approach has been to combine an assessment of mRNA level, also termed the
transcript abundance, with DNA genotyping. By pairing these techniques, investi-
gators may determine which genetic variants drive the gene expression for vari-
ous transcripts. Study designs may vary in whether global gene expression is
measured, typically using microarray platforms which assess transcript levels of
approximately 20,000 genes, versus a targeted number of genes measured by poly-
merase chain reaction (PCR), and in whether the genotyping is limited or
genome wide.

Studying sepsis and ALI, Wurfel and colleagues demonstrated that a number
of polymorphisms in Toll-like receptor (TLR) 1-related genes were associated
with dramatic variation in inflammatory responses to various TLR stimuli [49].
One hypermorphic variant in particular, in TLR1, was also shown to be associ-
ated with sepsis-associated mortality and organ dysfunction (including ALI) [49].
Dixon and colleagues performed simultaneous GWA with a global gene expres-
sion assay of lymphoblastoid cell lines to identify numerous eQTLs for over
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20,000 genes [50]. The search for additional eQTLs, potentially driving variation
in the transcripts of pulmonary endothelial cells or alveolar epithelial cells, might
point to pharmacologic targets for the future.

Conclusion

It is encouraging that over 20 genetic variants have now demonstrated an associa-
tion with either ALI or ALI outcomes, and 11 of these associations have been rep-
licated. The scientific community is increasingly recognizing the importance of
collaboration to pool samples and replicate findings, which will undoubtedly
yield important results in the near future [43, 44]. With advances leading to more
detailed molecular understanding of ALI pathogenesis, incorporation of genetic
information to ‘personalize’ ALI care or define more specific ALI phenotypes is a
realistic goal. As costs and assay times continue to contract while capacity
expands, genomic risk factors may yet become part of our clinical care.
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Introduction

Chronic obstructive pulmonary disease (COPD) is expected to become the third
leading cause of death by 2020 [1]. Acute exacerbation of COPD is the most fre-
quent reason for emergency room attendance and hospital admission. It accounts
for most of the burden related to the disease, including healthcare costs, social
impact, and mortality [2]. Biomarkers, such as natriuretic peptides, have the
advantage of being easy to obtain at affordable cost. B-type natriuretic peptide
(BNP) is a 32-amino acid peptide that is released following the cleavage of pro-
BNP into the biologically active BNP, and the inactive amino terminal NT-
proBNP [3]. BNP and NT-proBNP are closely correlated to each other and change
in parallel. NT-pro BNP has a longer half-life than BNP with plasma levels 2–10
times higher than those of BNP [4]. Both are detectable in plasma and, therefore,
have the potential to serve as indicators of heart failure. BNP and NT-proBNP are
released into the bloodstream in response to ventricular increase in volume or
pressure. BNP is the sole biologically active peptide. It increases myocardial relax-
ation and opposes the activation of the renin-angiotensin-aldosterone system
with effects against vasoconstriction, sodium retention, and diuretic effects [3].
The diagnostic usefulness of measuring plasma levels of BNP and NT-proBNP in
patients presenting to the emergency department (ED) with dyspnea is now well
established [5]. High levels of natriuretic peptides accurately reflect left ventricu-
lar (LV) dysfunction and help distinguish acute dyspnea due to acute cardiac dys-
function from that of pulmonary origin. This paradigm has been extended to the
setting of acute LV dysfunction superimposed on pre-existing or simultaneous
right ventricular (RV) stress and/or hypoxemia. Circulating natriuretic levels are
indeed above normal when hypoxemia, RV stress, or pulmonary hypertension are
present [6]. Recent studies conducted in stable COPD patients or during acute
exacerbations requiring ventilatory assistance, have shown that levels of natri-
uretic peptides remain accurate in the diagnosis of coexisting left heart dysfunc-
tion in stable COPD patients, during acute severe exacerbation, and during wean-
ing difficulties from mechanical ventilation.

COPD and congestive heart failure (CHF) have common determinants (smok-
ing and chronic inflammation) and are highly prevalent in the elderly where they
can co-exist in the same patient. Indeed, the prevalence of COPD ranges from 20
to 32 % in patients with CHF [7–11], while in COPD patients the odds ratio of
prevalence of CHF was 3.8 compared with age-matched controls without COPD
[12]. Accordingly, unrecognized acute heart failure might be a cause of acute
exacerbation of COPD, or a cause of weaning difficulties in COPD patients [8,
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13–19]. Recognition of this non-infectious cause of acute exacerbation of COPD
precludes the use of antibiotics in such patients, and accelerates recovery by ade-
quate treatment of heart failure. On the other hand, COPD patients ventilated for
acute exacerbation are frequently difficult to wean from mechanical ventilation,
related in many instances to overt LV dysfunction [20, 21].

The aim of this chapter is to appraise recent publications that have evaluated
the diagnostic performance of natriuretic peptide levels in acute exacerbations of
COPD, assessing their contribution to the diagnosis of the mechanism of exacer-
bation, and identification of weaning difficulties of cardiac origin.

Natriuretic Peptides in the Diagnosis of Left Heart Failure
in COPD Patients

Measurement of plasma levels of natriuretic peptides is a sensitive and specific
test to identify the cardiovascular or pulmonary origin of acute dyspnea. This
issue has recently been reviewed using meta-analytic statistics [5]. Nine studies
[22–30], mainly published between 2002 and 2004, which assessed the perfor-
mance of either BNP or NT-proBNP in the diagnosis of heart failure in patients
presenting with dyspnea to the ED were included in this meta-analysis [5]. All eli-
gible studies used a cohort design where diagnosis of heart failure was based on
the interpretation of available clinical data including echocardiography results.
This meta-analysis clearly showed that in patients presenting with acute dyspnea,
BNP and NT-proBNP have similar diagnostic performance characteristics, with
clinical value. Specifically, their high sensitivity and low negative likelihood ratio,
indicate that these peptides can be used to rule-out heart failure as a cause of
acute dyspnea in the acute clinical setting. The pooled estimate of combined sen-
sitivity of BNP and NT-proBNP assays was 0.96 (95 % CI 0.95, 0.98). The com-
bined negative likelihood ratio was 0.07 (95 % CI: 0.04, 0.12) suggesting a high
performance in ruling-out heart failure. However, the combined specificity of 0.69
(95 % CI: 0.56, 0.82) was lower than the combined sensitivity, as was the com-
bined positive likelihood ratio, which was quite low at 3.28 (95 % CI: 2.34, 4.61).
However, there is no easily identifiable optimal cut-off value for each peptide.
Currently, cut-off levels of 100 pg/ml for BNP and 450 pg/ml for NT-proBNP are
recommended for ruling in a diagnosis of acute CHF. Levels of 50 pg/ml for BNP
and 300 pg/ml for NT-proBNP are accurate in ruling out the diagnosis of acute
CHF in ED attendees with dyspnea [4, 6].

In addition to LV stress, BNP secretion might be secondary to hypoxemia,
which impedes natriuretic peptide clearance in COPD patients [31]. Moreover,
pulmonary hypertension and RV stress, which are usually present in COPD exac-
erbations, are associated with the release of peptides from the right ventricle [32].
Accordingly, BNP levels are five-fold greater in stable COPD patients than in
healthy controls [33]. These levels are even higher in hypoxemic COPD patients,
and in those with pulmonary hypertension [34–36].

Several studies have evaluated the accuracy of natriuretic peptide measure-
ments in the diagnosis of CHF among COPD patients. Morrison et al. evaluated
the performance of BNP measurements in the diagnosis of a cardiac origin of
acute dyspnea in 321 patients presenting to the emergency department [37].
Among the subset of patients with a history of lung disease (asthma or COPD)
but whose current complaint of dyspnea was due to CHF (diagnosed using the
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Framingham criteria), BNP levels were markedly elevated. In contrast, BNP levels
were only slightly elevated in patients with uncomplicated COPD or asthma [37].

In an ancillary report from the Breathing Not Properly (BNP) multicenter
study, McCullough et al. assessed the accuracy of BNP in identifying new-onset
heart failure in the subset of patients with COPD and/or asthma, who presented
to the ED with dyspnea [38]. The diagnosis of CHF was adjudicated by indepen-
dent cardiologists who were blinded to BNP results. Eighty-seven of 417 patients
(20.9 %) had CHF. These patients had significantly higher levels of BNP. A cut-off
of 100 pg/ml had good accuracy for ruling out a diagnosis of CHF (negative likeli-
hood ratio, 0.09).

Rutten et al. compared the ability of different BNP assays to identify heart fail-
ure in 200 stable COPD patients (aged & 65 years) [39]. A final diagnosis of heart
failure was established on the basis of history, physical examination, and echocar-
diographic results. Unrecognized heart failure was diagnosed in 51 of 200
included COPD patients (25.5 %). BNP and NT-proBNP assays performed equally
for diagnosing heart failure. All assays were much better at excluding than detect-
ing heart failure. The optimal cut-off points to rule-out heart failure were 35 pg/
ml for BNP and 125 pg/ml for NT-proBNP. Due to low positive predictive values,
the overall diagnostic ability of the BNP assays was moderate in identifying heart
failure patients with moderate LF dysfunction (i.e., LV ejection fraction [LVEF]
< 30–45 %), and poor for identifying those with isolated diastolic heart failure.
Of interest, there was no relationship between severity of COPD (assessed by
GOLD classification) and the presence of heart failure. Instead, BNP levels
increased with severity of LV dysfunction (evaluated by decreasing LVEF).

Abroug et al. assessed the accuracy of NT-proBNP in the diagnosis of left heart
dysfunction in the specific setting of severe COPD exacerbation requiring ventila-
tory support, which usually associates severe hypoxemia, hypercapnia, acute right
heart failure and pulmonary hypertension [13]. These authors included 148 con-
secutive patients without known CHF history, who were admitted to the ICU with
severe exacerbation of COPD necessitating ventilatory support [13]. In these
patients, left heart failure was diagnosed by an expert panel on the basis of clini-
cal history, physical examination, and the results of transthoracic echocardio-
graphic examination. Patients had severe COPD as indicated by the median
forced expiratory volume (FEV, 0.7 l/sec) and the frequency of core pulmonale
(40 %). All patients had ventilatory assistance either with non-invasive ventilation
(63 %) or after tracheal intubation (37 %).

According to the experts’ classification, left heart dysfunction was definitely pre-
sent in 31 % patients and possible in an additional 13 %. It was excluded in the
remaining 56 %. The area under the receiver operating characteristic (ROC) curve,
which estimates the overall accuracy of NT-proBNP, was 0.95. NT-proBNP per-
formed better to rule-out the association of left heart failure than to rule-in this
diagnosis. The optimal cut-off point of NT-proBNP to rule-out the diagnosis of left
heart failure was 1000 pg/ml, which had a negative likelihood ratio of 0.08. The
proBNP cut-off point of 2500 pg/ml was quite accurate to rule-in the diagnosis of
associated left heart failure with a positive likelihood ratio of 5.16. This study also
showed that, in contrast to its good accuracy for the diagnosis of left heart failure,
NT-proBNP levels performed poorly in the diagnosis of right heart failure in severe
exacerbation of COPD (AUC= 0.53, NS). This finding was also confirmed by the
multivariate analysis which disclosed the presence of left heart failure (and not of
right heart failure) as a cause of increased NT-proBNP in this setting.
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BNP and NT-proBNP in the Diagnosis of Left Heart Dysfunction
in Difficult-To-Wean COPD Patients

Natriuretic peptide measurement has also proved useful in detecting left heart
failure or dysfunction that impedes weaning from mechanical ventilation in
COPD patients intubated for severe exacerbation. Ventilator-dependent COPD
patients may potentially develop acute cardiac dysfunction during the attempt to
restore spontaneous breathing [40]. This is usually due to the cardiovascular
stress induced by the shift from positive to negative intrathoracic pressures dur-
ing disconnection from the ventilator [16, 17]. Grasso et al. performed a study to
evaluate the value of serial measurements of plasma NT-proBNP to detect acute
cardiac dysfunction during weaning failure in difficult to wean patients with
COPD [41]. These authors prospectively identified 19 patients who were mechani-
cally ventilated for acute exacerbation of COPD and who had weaning difficulties
(defined by failure in three consecutive spontaneous breathing trials [SBTs]), and
without any prior history of CHF. NT-proBNP was measured at baseline (under
mechanical ventilation), 2 hours, and 24 hours after a SBT. The diagnosis of heart
failure was adjudicated by one cardiologist and one intensivist who were blind to
the results of NT-proBNP levels. Diagnosis of heart failure was made on the basis
of clinical and echocardiographic data (LV systolic and diastolic function, and
pattern of LV wall motion). Upon the shift from mechanical ventilation to sponta-
neous breath, left heart dysfunction was uncovered in eight of the 19 included
patients. Baseline NT-proBNP plasma levels were significantly higher in the group
with acute cardiac dysfunction during the weaning trial (median 5000 pg/ml)
than in the other group (median 1705 pg/ml). Compared with baseline, the NT-
proBNP plasma level was significantly higher two hours after the start of the SBT
in the eight patients with acute cardiac dysfunction during the weaning trial,
whereas it remained unchanged in the other 11 patients. In comparison with
anamnestic, cardiovascular (rate-pressure product, heart rate), or respiratory var-
iables (frequency/tidal volume [f/VT]), NT-proBNP levels were the sole indicator
of the cardiovascular origin of weaning difficulties. Of interest, baseline NT-
proBNP was not disclosed as a predictor of the cardiac origin of the weaning fail-
ure. The operative characteristics of a NT-proBNP cut-off of 198 pg/ml were of
potential clinical interest both to rule-in or to rule-out the cardiac origin of wean-
ing difficulties in COPD patients (specificity 91 % and positive predictive value
87.5 %, sensitivity 87.5 % and negative predictive value 91 %). The small sample
size of the study precluded definitive conclusions regarding the accuracy of
change in NT-proBNP plasma levels between mechanical ventilation and sponta-
neous breathing. This study should also not be regarded as definitively excluding
the diagnostic utility of baseline NT-proBNP levels in the identification of
patients with potential weaning difficulties related to LV dysfunction.

In this context, Mekontso-Dessap et al. conducted a prospective cohort study
devised to explore the potential of plasma BNP to predict the failure of weaning
from mechanical ventilation in a general population of a single medical ICU. This
study showed that a baseline BNP level of 275 pg/ml had an accuracy of 85 % for
this objective [42]. However, the study was not devised to address this question in
the specific subset of COPD patients (which represented only 26 among 102
included patients).

More recently, Chien et al. [43] conducted a study similar to that of Mekontso-
Dessap et al. [42] in a general ICU population. They found that rather than base-
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line BNP levels, it was the increase (between the start and the end of a two-hour
SBT) of these levels by less than 20 % that was able to predict extubation success
with the best operative characteristics. Both studies provide an indication for the
potential of BNP measurements to aid clinical decision making regarding whether
or not to extubate a patient, but application in the specific setting of COPD
patients, where the prevalence of LV failure is higher than in the general population
and heart-lung interactions are more frequent and deeper, warrants further studies.

Natriuretic Peptide Performance as Prognostic Indicators in COPD
Exacerbation Requiring Ventilatory Support

Natriuretic peptides have emerged in recent years as potential prognostic markers
and independent predictors of outcome in unselected ICU patients [44, 45], in
patients with septic shock [46], and in pulmonary diseases like pulmonary fibro-
sis [47].

We assessed the potential prognostic information derived from natriuretic pep-
tide levels at ICU admission in patients with severe acute exacerbation of COPD
requiring ventilatory support whether invasive or non-invasive (unpublished data).
We measured NT-proBNP levels on ICU admission in 304 patients (mean age =
66 ± 10 years, 83 % men) who were consecutively admitted for severe adverse exac-
erbation of COPD (mean pH at admission: 7.29 ± 0.05) ascribed mainly to infec-
tious origin (tracheobronchitis in 82 %), and requiring ventilatory support. Non-
invasive ventilation was started in 68 % while the remaining 32 % underwent intu-
bation on admission. Overall, ventilatory support lasted for 7.7 ± 5.2 days. The
mean ICU stay was 11.7 ± 7.5 days with an overall ICU mortality of 17 %.

NT-proBNP levels were significantly higher in patients who eventually died
compared to survivors (median [IQR] 9600 [16000] vs 746 [2292] pg/ml,
p< 0.0001). The area under the ROC curve was 0.82 (Fig. 1). A cut-off value of

Fig. 1. Area under ROC curve for
prediction of ICU mortality by
NT-proBNP measurement at ICU
admission.
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2500 pg/ml predicted ICU mortality with 75 % specificity and a positive likeli-
hood ratio of 2.7.

Conclusion

Elevated plasma levels of natriuretic peptides (BNP or NT-proBNP) are accurate
in the diagnosis of coexisting left heart dysfunction in patients with COPD
whether they are stable or during acute exacerbation. Thresholds are, however,
more elevated than those reported in patients without chronic pulmonary dis-
ease. Moreover, natriuretic peptide measurement seems a promising tool to relate
difficulties in weaning from mechanical ventilation to left heart dysfunction in
COPD patients. Natriuretic peptides also carry valuable capabilities to identify
COPD patients admitted to the ICU with a bad prognosis.
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Introduction

Acute lung Injury (ALI) is a syndrome characterized by the development of
non-cardiogenic pulmonary edema and hypoxemia in response to a variety of
predisposing acute illnesses and insults. Among patients admitted to hospital
with predisposing conditions, those requiring intensive care likely have a partic-
ularly high risk of developing ALI [1]. The reported incidence of ALI occurring
after admission to an intensive care unit (ICU), however, varies widely depend-
ing on the setting, study population, and study design [2–6]. A common con-
founding problem is distinguishing those who already have ALI at the time of
ICU admission from those who develop it later. In studies of general ICU
patients that have attempted to make this distinction, reported rates of ALI after
ICU admission are between 5 and 20 % [2, 3].

ALI occurring after ICU admission is important for several reasons. First, the
development of ALI is a serious complication for these patients; in addition to
their original illness, they now acquire a condition that has few therapeutic
options, significant mortality, and substantial survivor morbidity [7–9]. Second,
late onset ALI carries a particularly poor prognosis with a higher mortality than
patients admitted with ALI, and the number of days on mechanical ventilation
before ALI onset is an independent predictor of mortality [10]. Third, and per-
haps most importantly, if we can identify those at risk of developing ALI early
enough, we may be able to alter their clinical course and so prevent ALI develop-
ment and its associated morbidity. This window of intervention is clearly not
open to us as intensivists when patients arrive with ALI at ICU admission, but we
do have this opportunity for those patients already under our care in the ICU.

The ‘two hit’ model of ALI development describes a primary lung injury due
to sepsis, pneumonia, etc, followed by a subsequent secondary insult resulting
in further lung damage (Fig. 1) [11]. Many of these secondary insults are thera-
peutic interventions, including mechanical ventilation, blood products, and
intravenous fluids [3, 6, 12–15]. An effective preventative strategy requires
attention to both stages of this ‘two hit’ model. First stage prevention involves
recognizing which primary insults are most strongly associated with develop-
ment of ALI, so as to identify and define the at-risk population. Second stage
prevention is about modifying therapeutic practice to reduce exposure to
potentially injurious interventions.
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Fig. 1. Two hit model of acute
lung injury development

Identifying the At-risk Population

The risk of developing ALI is not equally distributed among critically ill patients.
It has long been recognized that certain acute illnesses carry a greatly increased
risk of ALI [16, 17]. More recently there is emerging evidence that aside from
acute conditions, particular premorbid characteristics influence the risk of ALI
[18–21].

Acute Illnesses

There is substantial evidence supporting an increased rate of ALI with several
predisposing acute illnesses [1, 4, 16, 17]. Many of these conditions are in them-
selves indications for admission to an ICU and are therefore particularly relevant
to the risk of lung injury among the critically ill. Up to 44 % of patients admitted
to an ICU with septic shock develop ALI [15]. Among patients with severe pneu-
monia, rates of ALI of nearly 47 % have been reported [1]. Conditions with a
lesser but still substantial risk of lung injury include pancreatitis (33 %), require-
ment for massive transfusion (26 %), and multiple trauma (16 %) [1, 4]. In addi-
tion, although the numbers studied were small, over half of patients with pulmo-
nary contusions or aspiration of gastric contents went on to develop ALI in one
series [4].

Perhaps most concerning and of particular relevance in the context of the
complex critically ill patient, is the finding that the risk of ALI increases linearly
with the presence of increasing numbers of clinical predisposing conditions [1, 4]
(Fig. 2).
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Premorbid Characteristics

There has been a recent resurgence of interest in the potential role of premorbid
lifestyle choices and comorbidities in ALI development. Alcohol misuse has been
implicated as a risk factor for ALI [18–20]. One of the first studies to demon-
strate an association between alcohol misuse and ALI was a prospective observa-
tional study of over 350 critically ill patients, which showed that a history of alco-
hol abuse almost doubled the risk of lung injury [18]. The association between
alcohol and ALI has been confirmed by a more recent study conducted by the
same group [19]. Increased tissue vulnerability to oxidative stress because of
chronic glutathione depletion has been proposed as a possible mechanism for
alcohol-induced lung injury [20]. On the other hand, diabetes mellitus may have
a protective effect against the development of ALI [21]. A prospective study of
septic patients showed a reduced rate of ALI in diabetic as compared to non-dia-
betic patients [15]. The precise mechanisms are not yet defined and are likely to
be mutifactorial. Whether the degree of glycemic control or intensity of insulin
therapy has any effect on the risk of pulmonary injury remains to be established
and may offer potential avenues for future risk reduction strategies.

Modifiable Therapeutic Practices

Clinical management can also influence a patient’s risk of developing ALI. By def-
inition, intensive care involves exposure to a high level and extent of medical
treatment. Therefore, the population with the highest baseline clinical risk for
ALI also includes those most likely to be exposed to interventions and practices
that may further increase this risk. Changes in the way in which we treat the criti-
cally ill may substantially reduce the rate of ALI in these patients.

Mechanical Ventilation

Ventilator-induced lung injury (VILI) is essentially iatrogenic lung damage occur-
ring due to a combination of mechanical disruption of the lung architecture and
inflammatory changes caused by the distending and shearing forces of artificial
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ventilation. The benefit of lower tidal volume ventilation to reduce the risk of
VILI in those with established ALI is now well accepted. While the study that
showed this benefit was performed in patients who already had ALI, it is impor-
tant to remember that ALI itself is a heterogeneous condition and that the Ameri-
can-European Consensus Conference (AECC) definition of ALI lacks specificity
[7, 22]. It is, therefore, likely that this study included a cohort with diverse patho-
physiologies, many of whom did not have diffuse alveolar damage. This suggests
that lower tidal volume ventilation may also have lung-protective effects in
patients without established ALI.

Several studies of critically ill mechanically ventilated patients without ALI
have demonstrated significant associations between ventilator settings and subse-
quent development of lung injury [12–14]. An observational study of over 300
patients ventilated for 48 h or more, found that 80 (24 %) patients who did not
have ALI at the outset, developed it within 5 days of being ventilated [12]. The use
of larger tidal volumes was significantly associated with the development of ALI
(OR 1.3 for each ml above 6 ml/kg) (Fig. 3). This association was confirmed by the
same group of investigators in a large international cohort who also showed that
the proportion of patients who developed acute respiratory distress syndrome
(ARDS) increased with tidal volumes above 700 ml and peak airway pressures
above 30 cmH2O [13].

The strength of the evidence implicating mechanical ventilation as a cause of
ALI has lead to a debate on how best to ventilate patients who do not have ALI
but are considered to be at risk [23–25] (Table 1). On the ‘protectively ventilate
all’ side of the argument is the biological rationale that critically ill patients with
an already heightened inflammatory response, altered capillary permeability, and
primary lung injury, are particularly susceptible to VILI and so should be treated
the same as those with established ALI [23]. The other side of the debate centers
on the argument that lung protective ventilation has its own unwanted side
effects, including hypercapnia-induced elevation of intracranial pressure and
myocardial depression [24]. There is, however, general agreement that large tidal
volumes should be avoided in patients considered to be at high risk of developing
ALI [23–25]. Several questions remain unanswered, including: What is the ideal
tidal volume in those at risk of ALI? To what extent should hypercapnia be toler-
ated in those without established ALI? What to do about the spontaneously

Fig. 3. Proportion of ALI accord-
ing to tidal volume. PBW: pre-
dicted body weight. From [12]
with permission
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Table 1. Pros and cons of lower tidal volume ventilation in patients at risk of acute lung injury (ALI)

Pros Cons

Proven mortality benefit in those with ALI. Hypercapnia – Raised intracranial pressure, pul-
monary hypertension, myocardial depression.

Reduced cytokine production. Atelectasis – if not accompanied by moderate-
high PEEP

Higher tidal volumes shown to be associated
with increased risk of ALI.

Patients without established ALI do not have the
characteristic ‘baby lung’ changes seen in ALI.

6 ml/kg tidal volumes are normal mammalian
tidal volumes.

Patients may require more sedation +/– muscle
relaxation.

breathing patient whose tidal volume exceeds 6 ml/kg? Deep sedation and muscle
relaxation to achieve a target tidal volume may cause clinician discomfort in
those with established ALI, let alone in those who have not yet developed the con-
dition. One of the major challenges to providing answers to these questions is the
extent to which individual opinion becomes the basis for decision making, in the
absence of widely accepted evidence. This was highlighted recently by the prema-
ture termination of a randomized controlled trial of low tidal volume ventilation
in patients without ALI, because of investigator discomfort with exposing the
control arm to conventional tidal volumes [26].

Overall, given that we know that mechanical ventilation increases the risk of
ALI, but we do not yet know how best to ventilate patients so as to minimize the
risk, what should we do? There is obviously no easy answer to this question but
there are some reasonable approaches. Individual risk of ALI needs to be taken into
account when initiating mechanical ventilation. For high risk patients, smaller tidal
volumes are probably more appropriate provided atelectasis and excessive acidosis
are avoided or minimized. It is also worth remembering that low tidal volumes are
in fact normal tidal volumes (based on healthy physiology) and that choosing tidal
volume on the basis of actual rather than predicted body weight risks exposing
women and shorter patients to potentially injurious volumes [25, 12]. Finally, it is
important that we continue to seek to establish the ideal ventilator settings for
these patients through both observational and randomized controlled trials.

Blood Products

There is now overwhelming evidence implicating blood products in the develop-
ment of ALI [3, 6, 14, 15, 27] (Table 2). Zilberberg and colleagues showed that
67 % of patients with ARDS had received red cell transfusions as compared to
42 % of controls, and there was a dose response relationship between the quantity
of blood transfused and the risk of ARDS, with the odds ratios increasing from 2
for one to two units to 3.9 for more than four units [27]. Gong and colleagues
identified a significant association between packed red cell transfusion and ARDS
development and perhaps more importantly a dose-dependent relationship
between transfusion and mortality in ARDS [6]. Plasma rich products appear to
carry the greatest risk of lung injury. A study of 841 critically ill patients showed
that ALI was more likely to occur in those who received fresh frozen plasma
(FFP) and platelets than in those who received red cells alone [3].
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Table 2. Studies that have addressed the association between blood products and acute lung injury
(ALI)

Author Period Design Results

Gong [6] 1999–2002 Prospective observa-
tional

Red cell transfusion associated with an
increased risk of ARDS (OR 1.52) and
increased mortality in ARDS (OR 1.1 per unit
transfused)

Zilberberg
[27]

2000–2001 Retrospective case
control

Red cell transfusion associated with increased
risk of ARDS (OR 2–3.7)

Jia [14] 2001–2005 Retrospective Transfusion of plasma associated with new
onset ARDS (OR 1.26)

Khan [3] 2004–2005 Retrospective ALI more likely in those who received FFP
(OR 2.48) and platelets (OR 3.89) than in
those receiving red cells alone (OR 1.39)

Yilmaz [34] 2005–2006 Before and after intro-
duction of conservative
tidal volume and trans-
fusion protocol

Frequency of ALI decreased from 28 %–10 %

Iscimen
[15]

2004–2007 Prospective observa-
tional

Transfusion (OR 2.75) associated with devel-
opment of ALI

ARDS: acute respiratory distress syndrome; FFP: fresh frozen plasma; OR: odds ratio

Transfusion-related acute lung injury (TRALI) is thought to be the end result of
a series of events triggered by interaction between donor white blood cell anti-
bodies and the corresponding recipient antigens. Biological response modifiers
accumulated during storage of the blood products are also thought to play a role
[28]. Both patient factors (1st hit) and transfusion factors (2nd hit) are likely to
be important. A recent study showed that sepsis and chronic alcohol abuse were
significant risk factors for TRALI as well as transfusion of plasma from female
donors, numbers of pregnancies among donors, and numbers of units positive for
anti-granulocyte and anti-HLA class II antibodies [28].

The increased awareness of the importance of blood constituents to the devel-
opment of lung injury has led to international efforts to implement risk reduction
policies for donated products. The UK National Transfusion Service has virtually
eliminated high plasma volume components prepared from female donors, an
initiative which seems to be yielding promising results [28, 29]. Similar policies
were adopted by the American Association of Blood Banks in the United States in
2006 [30]. A survey performed 3 years later, revealed that these risk reduction
measures are commonly implemented by most US blood centers but practices
and procedures are not uniform [30].

While altering the constituents of donated blood to ameliorate the risk of ALI
is an important part of overall ALI risk reduction, it is not and should not be the
only approach. Consideration of recipient factors and clinical risk reduction are
equally important. There are at least two current barriers in this regard. The first
is a lack of evidence for certain transfusion practices. The second is an apparent
lack of implementation of available evidence. The first issue was highlighted by a
comprehensive review of the evidence for the use of FFP and platelets in the criti-
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cally ill [31]. Having examined the literature in detail, the authors discovered that
the current evidence for the use of FFP and platelets in the ICU consists largely
of expert opinion, anecdotal experience, and extrapolation of findings from stud-
ies in cancer patients. There is a striking lack of good quality evidence as to the
indications for using these products in the critically ill.

The second issue is one of knowledge translation. Despite the presence of high
quality evidence in favor of a restrictive transfusion strategy [32] and the known
link between blood products and lung injury [6], one study found that in estab-
lished ARDS, 47 % of patients received a blood transfusion without evidence of
either active bleeding or acute cardiac ischemia and 67 % were transfused above
the recommended threshold of 7 g/dl [33].

Given the strength of the evidence for an association between blood products and
ALI, reducing this risk alone is a large part of overall ALI risk reduction. Just how
large this reduction may be was recently highlighted by a study comparing the fre-
quency of ALI in critically ill patients before and after introduction of a combined
low tidal volume/restrictive transfusion protocol [34]. The authors reported an 18 %
reduction in the frequency of ALI after the protocol was implemented. This study is
important for several reasons. It provides evidence that reduction in tidal volume
and transfusion translates into actual reduction in ALI frequency. It also hints at the
exciting possibility that multi-faceted interventions might have synergistic effects in
ALI risk reduction, and finally it shows that substantial changes in clinical practice
can be achieved through relatively simple interdisciplinary measures.

Fluid Balance

Increased extravascular lung water has been associated with worse outcome in
patients with ARDS [35]. A large clinical trial comparing a conservative versus a
liberal fluid protocol in ALI, found better lung function and fewer ventilated days
in those in the conservative arm [36]. Subsequent secondary analysis of data from
the ARDS Network tidal volume trial showed that a negative fluid balance on day
4 of ALI was associated with significantly lower mortality, independent of severity
of illness [37]. However, this evidence does not tell which fluid management strat-
egy is optimal in patients without established ALI, but with risk factors for its
development. There are few studies directly addressing the role of fluid balance in
ALI development. A retrospective analysis of 2583 mechanically ventilated
patients showed that a high net fluid balance was a risk factor for ALI (odds ratio
[OR] 1.3, 95 % confidence interval [CI] 1.1–1.6) [14]. However, patients who
developed ALI and those who did not had large positive cumulative fluid balances
(means of 10.6 and 6.7 liters, respectively), so these results may not accurately
represent the risk associated with less positive fluid balances [14]. A recent study
of patients with postoperative respiratory failure admitted to a surgical ICU
reported a significant association between intraoperative fluid balance and subse-
quent ALI development [38]. However the numbers studied were small and the
study was confined to surgical patients with respiratory failure, limiting its appli-
cability to critically ill patients in general [38].

There is, therefore, a paucity of evidence to guide fluid management in the
critically ill, so as to minimize the risk of ALI. This underscores the need for fur-
ther research in this area. While awaiting more conclusive evidence, it is perhaps
reasonable to avoid fluid overload in those considered to be at high risk of ALI.
This does not, however, apply to the resuscitation period as discussed next.
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Resuscitation Timelines

Iscimen and colleagues showed that delayed goal-directed resuscitation and
delayed antibiotic treatment were significant risk factors for ALI development,
among patients with septic shock [15]. Delayed antibiotic treatment was defined
as failure to give adequate antibiotic treatment within 3 hours of the onset of sep-
tic shock. Delayed goal-directed resuscitation was defined as failure to achieve the
following within the first 6 hours of the onset of septic shock: Central venous
oxygenation saturation & 70 % and/or a combination of central venous pressure
> 8 mmHg, mean arterial blood pressure & 65mmHg, urine output & 0.5ml/kg/h
and/or improvement in Glasgow Coma Scale (GCS), base deficit or lactate. The
association between failure to achieve adequate resuscitation and subsequent
development of ALI was very strong (OR 3.6, 95 % CI 1.5–8.6) [15]. It is impor-
tant to note that the 6-hour window is a number chosen to represent a reasonable
time frame in which to achieve resuscitation. The utility of this number lies in its
relative rather than absolute interpretation, with the take home message being
that resuscitation should be achieved without undue delay. As much of the resus-
citation window is spent outside the ICU, the key to achieving these targets in
practice is through good communication and collaboration with emergency
department and ward staff.

Emerging Concepts and Possibilities

The following are some of the novel mechanisms that may play a role in the
development of ALI, together with some potential preventative treatments
(Table 3). Most studies of these areas have been confirmed to laboratory experi-
ments and animal models; however, they have strong biological rationale and
early human data are promising.

Table 3. Practical approach to reducing ALI risk in the critically ill

Modifiable Therapeutic
Practice

Clinical Approach

Mechanical ventilation Limit tidal volume to 6–8 ml/kg predicted body weight.
Limit peak inspiratory pressure to < 30 cmH2O.
Use moderate PEEP as needed to avoid atelectasis.

Blood products Limit the use of red cells to evidence based indications.
Limit use of FFP and platelets to those who are actively bleeding.

Intravenous fluids Maintain a neutral to negative fluid balance except in the presence of
shock or in the resuscitation phase.

Resuscitation timelines Achieve adequate repletion of circulating volume as soon as possible after
the onset of shock.
Prompt antibiotic treatment for suspected sepsis.

Amiodarone Where possible, use alternative anti-arrhythmic.
If amiodarone is required, use the minimally effective dose and duration.
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Amiodarone

Amiodarone is a commonly used antiarrhythmic in critically ill patients. Adverse
pulmonary effects occur in approximately 5 % of patients who receive amioda-
rone chronically [39]. Lung damage is thought to result from a combination of
direct toxicity, immune mediated damage, and enzyme activation. Pathologically,
amiodarone can produce many different patterns of tissue injury, including,
lipoid pneumonia, eosinophilic pneumonia, fibrinous pneumonia, pulmonary
nodules, and diffuse alveolar damage [39]. Since ALI is a clinical syndrome with
no distinct pathological profile, it can be the end result of many of these pro-
cesses. Amiodarone has been linked to the development of ARDS in postoperative
patients and widespread lipoid pneumonia has been identified at post-mortem in
patients who died of ARDS, having received amiodarone for more than 48 h [40,
41]. High inspired oxygen concentrations, higher cumulative dosages, iodinated
contrast media, pre-existing lung disease, and older age have all been cited as
increasing the likelihood of amiodarone-related pulmonary toxicity [39]. The role
of amiodarone in ALI development requires further study. Observational studies
may be key in the initial exploration of the link between this commonly used
drug and ALI.

Gut Lymph Hypothesis of Multiple Organ Dysfunction

There is increasing evidence that in acute severe illness, the gut becomes a rich
source of toxic substances and inflammatory mediators [42, 43]. Animal studies
suggest that the mesenteric lymphatics play a central role in transporting these
active factors to distant organs. This concept is called the ‘gut lymph hypothesis’
of multiple organ dysfunction and it has been implicated in the development of
ALI [42, 43].

Deitch and colleagues used a primate model to determine under which cir-
cumstances mesenteric lymph is most likely to become toxic. They found that
trauma and hemorrhagic shock produced lymph that caused lung injury in the
animals studied and was cytotoxic to human cells [43]. Interestingly, lymph pro-
duced in the early phase of post-shock fluid resuscitation is particularly injurious
to cells, suggesting that the ischemia-reperfusion process is central to the genera-
tion of toxic lymph [43]. The precise mechanism by which mesenteric lymph
becomes toxic is unknown but gut ischemia, pancreatic protease-induced degra-
dation of the mucus layer, bacterial translocation and release of inflammatory
mediators are all thought to be important. It is likely that bowel ischemia and
inflammation trigger a chain of events that result in the production of toxic
lymph [44. 45]. As the lung is the first organ to be exposed to mesenteric lymph
as it drains from the thoracic duct into the subclavian vein, it is not surprising
that the lung is particularly vulnerable to the injurious effects of toxic lymph.

The important question is, what can we do clinically to reduce the toxicity of
mesenteric lymph? One possibility comes from a clinical trial showing that early
enteral nutrition (started within 6 hours of trauma-related shock) essentially pre-
vented injury-related increases in gut permeability and reduced the incidence of
subsequent organ failure compared to patients in whom enteral feeding was
delayed by 24 hours or more [46]. Further clinical evidence purports possible
beneficial effects of immune enhancing diets [47].
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Anti–Platelet Therapy

A single center retrospective cohort study reported a reduced incidence of ALI in
patients admitted to the ICU who were taking anti-platelet medication prior to
admission to hospital [48]. Those taking drugs, such as aspirin and clopidrogel,
had a much lower rate of ALI than those not taking these medications (12.7 ver-
sus 28 %), even when age and disease severity were taken into account. The
authors suggest that anti-platelet medication may be protective against the devel-
opment of ALI, but that further prospective studies are required [48]. Further-
more, in this study anti-platelet therapy was started before the onset of acute ill-
ness, therefore we do not know it has any protective effect if started after admis-
sion to hospital.

Activated Protein C

Activated protein C has several anti-inflammatory effects that may reduce the
likelihood and severity of lung injury [49]. It prevents endothelial cell apoptosis
and reduces macrophage activation. Much of the evidence for the role of activated
protein C in attenuation of lung injury is from animal research [49]. Its practical
application as a potential ALI-preventative agent in critically ill humans, includ-
ing those with septic shock, remains to be established.

Conclusion

ALI is the end result of multiple insults superimposed on pre-existing lung dam-
age, due to acute severe illness. Once established, the outcome is poor. It is, there-
fore, extremely important that we focus on preventing it from developing in the
first instance. Patients admitted to the ICU have a high rate of ALI, with the risk
being greatest for those with certain predisposing illnesses. Several of the treat-
ments patients receive in the ICU further increase this risk. In light of this evi-
dence, we need to reconsider the way in which we treat these patients and keep
in mind our rationale and thresholds for using certain treatments. There is a
pressing need for further research to guide the management of critically ill
patients, so as to minimize their risk of lung injury. In the meantime, based on
what we know already, there are several practical clinical approaches that are
worth considering (Table 3).
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Introduction

Endotracheal intubation is one of the skills in which emergency medicine, anes-
thesiology, and critical care physicians take pride. Outside the operating room
(OR), it is performed daily in a variety of settings including pre-hospital, emer-
gency departments (ED), and intensive care units (ICU). For emergency medicine
physicians and intensivists, this was not the case as late as the 1970s, when medi-
cations used in the OR for intubation were not yet available. In 1979, Taryle and
colleagues reported that complications occurred in 24 of 43 patients intubated in
a university hospital ED. They called for improved training in endotracheal intu-
bation outside of the OR, as well as use of OR approaches such as sedation and
muscle relaxation [1]. The answer to this call came with expansion of training in
intubation and introduction of rapid sequence intubation outside of the OR.

This expansion, in addition to the availability of newer more potent drugs,
increased the success rate for intubations with a greater than 90 % success rate
reported in most modern series [2]. This chapter is an overview of rapid
sequence intubation with a description of current practices and the evidence
behind them.

Why and What is Rapid Sequence Intubation?

Despite the similarities, airway control in the ED and ICU is not the same as
planned intubation prior to general anesthesia. In fact, intubations in the ED and
ICU are invariably performed emergently, typically without the chance to obtain
an adequate history. Some patients are in a respiratory distress or cardiorespira-
tory arrest state. Other patients are agitated, in distress, and frequently not fast-
ing. A rapid and effective mechanism is needed to sedate patients and achieve
muscle relaxation prior to the procedure.

Rapid sequence intubation is the administration, after pre-oxygenation, of a
potent hypnotic (induction agent), followed immediately by a rapidly acting neu-
romuscular blocking agent before endotracheal intubation [3]. Walls and Murphy
describe in their “Manual of Emergency Airway Management” the 7 Ps of rapid
sequence intubation: Preparation, Pre-oxygenation, Pretreatment, Paralysis with
induction, Positioning, Placement, and Post-intubation management [3].

1. Preparation is key. The operator needs to make sure that the necessary equip-
ment is available. This includes a bag-valve mask connected to an oxygen
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delivery system, a suction catheter, endotracheal tubes of different sizes with
intact cuff(s), a stylette, a syringe, and a laryngoscope with working blades of
different sizes. In the experience of the authors, the routine use of surgical
lubrication on the tip of the endotracheal tube also helps to facilitate the pro-
cedure. In addition, it is optimal if the patient has at least one secure and func-
tioning intravenous catheter, and is connected to a cardiac monitor and pulse
oximetry. It is also recommended that a ‘secondary’ setup be available for a
surgical airway should it be required.

2. Preoxygenation with 100 % oxygen for 2–3 minutes should be performed,
preferably by application of a bag-valve mask. It is best to avoid ‘bagging’
unless hypoxia develops or it becomes necessary between intubation attempts.
The intent is to denitrogenize the lungs and to establish an oxygen reservoir,
allowing the availability of several minutes of apnea time before hemoglobin
saturation drops to less than 90 % [3]. Theoretically, saturations above 90 %
should persist for up to 8 minutes in a healthy well pre-oxygenated adult, but
frequently this is not the case as patients have pre-existing conditions such as
pneumonia, chronic obstructive pulmonary disease (COPD), and pulmonary
edema. Children, obese patients, and pregnant women desaturate much more
rapidly because of their decreased functional residual capacity (FRC).

3. Pretreatment is the administration of drugs to minimize the adverse effects
associated with intubation or the patient’s underlying comorbidities. This is
discussed later in the text.

4. Paralysis with induction involves administration of a rapid-acting hypnotic
followed by a paralyzing agent in order to achieve loss of consciousness and
muscle relaxation. This will also be discussed in detail later in the text, with a
focus on some of the induction and neuromuscular blocking agents.

5. Positioning is paramount. This step is one of the most crucial for successful
intubation. In order to achieve the best view of the epiglottis and vocal cords,
the bed should be at the level of the operator’s xiphoid bone. The head of the
patient needs to be in a ‘sniffing position’ (as if sniffing air), with neck flexed
and head extended [4]. Raising the occiput of the adult patient 5–10 cm with
a towel or a similar device, then extending the head achieves this position. In
the case of a child (more than one year of age), there is no need to elevate the
occiput because of the proportionally larger size of the head. For an infant
(less than 1 year of age), slight elevation of the shoulders will improve visuali-
zation. Cricoid pressure is routinely applied once the patient is unconscious.
This maneuver will be discussed later in the text.

6. Placement includes endotracheal intubation, inflation of the cuff, and confir-
mation of tube location. Visualization of the tube going through the vocal
cords is the strongest support for initial proper placement. This should be
combined with 5-point auscultation (bilateral anterior chest, bilateral mid-
maxillary and epigastric), visualization of chest rise, calorimetric end-tidal
CO2 detection and, eventually, secondary confirmation with chest radiography
to rule out main stem bronchus intubation [5]. In the event of a cardiac arrest
and prolonged resuscitation, the esophageal detector device (‘bulb’) may be
used instead of the CO2 detector, as the latter is prone to false-negative results
despite proper tracheal intubation. This is because of lack of circulation and
gas exchange. Finally, the endotracheal tube should be secured.

7. Post-intubation management and sedation is beyond the scope of this discus-
sion.
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Pre-hospital Rapid Sequence Intubation

A controversy exists as to the use of rapid sequence intubation in the pre-hospital
setting. There were several papers in the 1990s and 2000s that attempted to shed
light on this controversy. Some studies, such as the more recent one by Fakhry et
al. in 2006 [6], found in a retrospective review of 175 patients transported by
flight paramedics, that 169 (96.6 %) of patients were successfully intubated with
rapid sequence intubation at the scene. The success rate was 70 % upon first
attempt and 89 % by the second attempt and the rates of complications were
under 5 %. The authors concluded that their high success and low complication
rates were “comparable to rates for in-hospital airway management”, and there-
fore that rapid sequence intubation was a safe and effective pre-hospital proce-
dure [6]. Another study that looked at rapid sequence intubation performed by
air transport personnel was by Pearson in 2003 [7]. Taking a slightly different
approach, he compared variables in 70 patients intubated prior to the institution
of a paramedic rapid sequence intubation protocol in 2001 and 70 patients who
were intubated after institution of the rapid sequence intubation protocol. Success
rate for first attempt was 65.7 % in the pre-rapid sequence intubation group com-
pared with 79.3 % in the rapid sequence intubation group. The time between
medication administration and intubation went from 5.1 minutes in the pre-rapid
sequence intubation group to 2.1 minutes in the rapid sequence intubation group.
There was no significant difference in the time spent on the scene [7]. It is impor-
tant to consider outcomes beyond the intubation itself. Do patients intubated by
paramedics experience comparable morbidity and mortality? In 2003, Davis et al.
[8] matched each of 209 patients who had undergone paramedic rapid sequence
intubation for traumatic brain injury with non-intubated hand-matched controls
from their trauma registry. Each rapid sequence intubation patient and his/her
controls were matched on the basis of age, sex and mechanism of injury as well
as several measurements of injury severity scores. The rapid sequence intubation
patients had higher mortality rates (33.0 %) when compared with controls
(24.2 %) and a lower rate of “good outcomes” (45.5 % versus 57.9 %), defined as
“discharge to home, rehabilitation, psychiatric facility, jail, or signing out against
medical advice” [8].

It is difficult to conclude whether rapid sequence intubation should be per-
formed in the current day pre-hospital setting. A better understanding of out-
come differences and what specific factors are unique to pre-hospital, as opposed
to hospital, conditions is needed. The studies which showed good success rates
of rapid sequence intubation and intubation in the pre-hospital setting may have
relied heavily on documentation of the operators themselves, i.e., the paramed-
ics, potentially creating bias. Patients with respiratory distress for whom intuba-
tion could be delayed until they are brought to the ED, should be supplemented
with 100 % oxygen or put on non-invasive positive pressure ventilation until
they reach the hospital. This controversy does not apply to cardiac arrest (where
rapid sequence intubation is not relevant) or to comatose patients with great
concern for airway protection where the need for intubation at the scene is
immediate.
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Pretreatment

Pretreatment refers to administration of medications prior to hypnotic and para-
lyzing drugs to blunt the adverse effects of laryngoscopy and minimize the
adverse effects of the drugs to follow [9]. Pretreatment is common practice based
on the belief that stretching of the hypopharynx causes a ‘pressor response’, first
described by King et al. in 1951 [10]. This response is mediated by the sympa-
thetic nervous system and consists of an increase in blood pressure, heart rate,
and increased risk of arrhythmias. Occasionally, parasympathetic responses are
also elicited and manifest with bradycardia (mostly in children) or bronchocon-
striction. Responses are usually transient and clinical significance is poorly
defined. Succinylcholine is also linked to transient increase in intracranial pres-
sure (ICP) in animals [11] and bradycardia.

A number of pretreatment agents have been studied or suggested. Below is a
discussion of some of the more common agents used for pretreatment and the
evidence behind their use.

1. Defasciculating agents: Fasciculation-brief twitches (visible under the skin)
produced by the spontaneous firing of single motor units frequently occur
after the administration of succinylcholine [12]. Some have postulated that fas-
ciculations could potentially increase ICP, intraocular and intragastric pres-
sures [13, 14]. Frequently, a ‘defasciculating’ dose (1/10th regular dose) of a
non-depolarizing neuromuscular blocking agent (like vecuronium or rocuro-
nium) is given a few minutes before administration of succinylcholine to pre-
vent fasciculations. There are, however, few quality data to support this prac-
tice [3]. There is ongoing debate regarding the association between succiny-
choline and development of subsequent post-intubation myalgia, but this is
more pertinent to elective anesthesia in the OR and not to the emergency
rapid sequence intubation setting. We do not recommend the routine use of
defasciculating doses of neuromuscular blocking agents outside of the OR as it
adds more steps and risk for medication error to the already multi-step pro-
cess of rapid sequence intubation.

2. Fentanyl: Endotracheal intubation is frequently associated with a sympathetic
response, increase in blood pressure and pulse rate. These manifestations are
usually transient and could be a compensatory physiologic response. Blunting
this response is thought to be beneficial in select patient groups, including
those with ischemic heart disease (with absence of hypotension), aneurysms,
great vessel dissection, and intracranial hemorrhage. Any sedatives and hyp-
notics given at high doses can blunt this sympathetic response, but these
agents can also cause hypotension. Fentanyl has been shown to have some
sympathetic blunting effects at doses as low as 2 mcg/kg, and therefore for
emergency rapid sequence intubation a dose of 2–3 mcg/kg is recommended.
Caro and Bush recommend its use as pretreatment in the above clinical scenar-
ios [9].

3. Lidocaine: Lidocaine is frequently used in rapid sequence intubation when
intubating a patient with known or possible increased ICP. There are data to
suggest that lidocaine at a dose of 1.5 mg/kg intravenously suppresses cough
reflexes when administered as pretreatment before endotracheal intubation
[15, 16]. There are less reliable data to support that lidocaine decreases ICP
[17–19]. Since the drug is relatively safe and because data are conflicting, we
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recommend its use in the setting of increased ICP, especially in the setting of
a coughing patient. Lidocaine also has some bronchodilator characteristics
and is recommended for routine use as a pretreatment drug in reactive airway
disease [9]. Perhaps a better alternative for intubation in the presence of reac-
tive airway disease is ketamine, a very potent bronchodilator, used as a single
hypnotic agent without the need for pretreatment. Lidocaine should not be
used as a bolus as it can cause seizures. Lidocaine is contraindicated in
patients with amide anesthetic (...caine) allergy or in patients with high degree
atrioventricular blocks/bradycardia [9].

4. Atropine: Atropine is still routinely used as a pretreatment agent in pediatric
patients undergoing rapid sequence intubation. The common thought is that it
blunts the parasympathetic effect of intubation and succinylcholine-induced
bradycardia. There are no strong data to support its use in adults or children
[20–22]. There are conflicting data regarding its benefit as a pretreatment
agent in neonates and therefore its use is optional [9]. Succinylcholine should
be used in sufficient doses and is frequently underdosed. The recommendation
is 1.0–1.5 mg/kg in adults and children and 2.0 mg/kg in neonates. Underdos-
ing frequently leads to administration of a second dose, which increases the
risk of bradycardia, presumably due to an acetylcholine ‘priming’ mechanism
[23, 24]. Atropine should be used following a first or second dose of succinyl-
choline should bradycardia develop [9].

Cricoid Pressure

In 1961, the British anesthesiologist Brian Sellick described a maneuver whereby
cricoid pressure is applied during intubation in order to prevent regurgitation of
gastric contents [25]. The concept behind ‘Sellick’s maneuver’ is to collapse the
posterior esophagus by applying firm pressure on the non-collapsible trachea.
This was based on Sellick’s own observational study of 26 high-risk anesthesia
patients, where release of cricoid pressure in 3 out of 26 patients was followed by
immediate reflux of gastric contents into the pharynx. This technique remains
widely used in the United States and the United Kingdom and is heavily entren-
ched in the culture. In addition to Sellick’s paper, which was published in The
Lancet in 1961, a literature review on the topic only reveals two relevant studies
[26]. Both papers are Canadian: One is a meta-analysis by Brimacombe and Bery
from 1997 [27], and the other is a 2003 paper by Smith et al. [28]. The weakness
in Sellick’s observational study [25] was that it involved only a small number of
patients, and was conducted in 1961 using anesthetic techniques available at that
time.

Neither of the Canadian papers confirmed the perceived clinical benefit of cri-
coid pressure in reducing the incidence of aspiration during emergency rapid
sequence intubation [26]. Criciod pressure has the potential to worsen laryngos-
copic view [3], increase peak inspiratory pressure/decrease tidal volume, or cause
complete obstruction during bag-mask ventilation [29]. There is a theoretical risk
of moving the cervical spine in the setting of an injury, although this has not
been adequately studied [3]. In conclusion, we summarize Walls’ recommenda-
tions in his Manual of Emergency Airway Management: Sellick’s maneuver lacks
strong evidence to support its routine use. Perhaps, in cases where prolonged
bag-mask ventilation is needed the “maneuver may minimize the volume of gases
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passed down the esophagus to the stomach, possibly decreasing the likelihood of
regurgitation” [3].

Paralysis with Induction

Various hypnotic agents (Table 1) and neuromuscular paralyzing agents (Table 2)
are used in rapid sequence intubation. In the remainder of this chapter, we
attempt to shed light on some of the most commonly used agents, etomidate, suc-
cinylcholine, midazolam and propofol.

Etomidate

Etomidate was introduced in the 1970s in Europe and in 1983 in the United States.
It is a hypnotic anesthetic agent used in both the pediatric and adult populations.
It is a very short-acting agent, which induces sleep in 30 seconds and lasts only
10 minutes if repeated doses are not administered. Etomidate is hydrolyzed in the
liver and plasma to inactive metabolites and mostly eliminated renally. It works
by causing depression of the reticular activating system (the part of the brain
responsible for transition between sleep and wakeful states) specifically by acting
at γ-aminobutyric acid (GABA) receptors. Among its most common side effects
are nausea, vomiting, and myoclonic jerks [2].

There is much discussion in the literature over etomidate’s effect on adrenal
function as it has been found to decrease levels of cortisol and aldosterone pro-
duction. Specifically, this occurs through an inhibition of 11-beta-hydroxylase, a
critical enzyme in the path of production of these hormones from their precursor
cholesterol, thus there is a blunted response to stimulation with adrenocorticotro-
phic hormone (ACTH) [30]. In a recent study by Jabre et al. of emergency intuba-
tions in France, patients were randomized to receive either etomidate or ketamine
[31]. They detected no significant difference for the major endpoint, sequential
organ failure assessment (SOFA) score, which rates organ function of six organ
systems in the first three days of the patient’s ICU stay. However, they did detect
a difference in the rate of adrenal insufficiency, which was significantly higher in
the etomidate group. The authors note that this effect on the adrenal axis was not
associated with a significant difference in morbidity and mortality between the
two groups [31]. Many other studies in the last two and a half decades have dem-
onstrated this same effect on adrenal axis after a single bolus dose of etomidate
for intubation (usually defined by cortisol levels in response to ACTH stimulation
tests), but the clinical significance of this effect is still debated. The adrenal insuf-
ficiency after etomidate administration may be more frequent and have more
consequence in the face of sepsis. Despite reports like the study by Cuthbertson
et al. of 499 patients with sepsis, which demonstrated a higher 28-day mortality
rate in those patients who received etomidate [32], other studies have not shown
this effect. In a recent retrospective study of 224 ICU patients, half of whom had
received etomidate during rapid sequence intubation, no increase in mortality,
vasopressor use, length of stay in the ICU or number of ventilator-days was dem-
onstrated [33]. In 2007, Ray and McKeown published a study that looked at 159
septic shock patients who received induction with etomidate or an alternative
agent [34]. Fewer etomidate patients “required vasopressor agents at induction
and less cardiovascular intervention was required than in patients given propofol,
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thiopental, or other agents.” They concluded that etomidate did not produce
worse clinical outcomes in septic patients and could be beneficial because of its
excellent cardiovascular profile [35]. We conclude that although there is a clearly
demonstrated decrease in the adrenal gland production of cortisol in response to
ACTH, it seems that clinical outcomes of patients receiving etomidate are
unchanged when compared to those of patients receiving other induction agents.
Another relevant question is “Should etomidate be used in rapid sequence intu-
bation in patients who require reintubation within a short period of time after
etomidate was used for the first intubation?” Further studies are needed to
answer this question.

Succinylcholine

Succinylcholine is a neuromuscular blocking agent regularly used for muscle
paralysis in rapid sequence intubation. Developed in the early 1950s, succinylcho-
line is a depolarizing agent which mimics acetylcholine and acts as an agonist of
its receptors in the post-junctional neuromuscular membrane. While acetylcho-
line is rapidly hydrolyzed, succinylcholine takes significantly longer to be hydro-
lyzed, and thus keeps the membrane depolarized for a longer time. Though the
depolarization continues, after brief fasciculation the muscles relax and cannot
recover from relaxation until the membrane is capable of getting depolarized
again. An intravenous bolus of 1–1.5 mg/kg should be given rapidly to ensure
that total relaxation of the muscles occurs [2].

While a few small studies, starting with Halldin and Wahlin in 1959 [35], have
reported that succinylcholine may cause increases in ICP, this remains a contro-
versial potential effect of this agent. An example of one such study was that of
Cottrell et al., in 1983. The study looked at the change in ICP in 17 cats that were
divided into groups with either a normal or increased ICP before succinylcholine
administration. Both groups, after administration of 1.5 mg/kg of succinylcholine,
on average approximately doubled their ICP but this effect only lasted for 10–15
seconds [11]. A study by Minton et al. in 1986 considered 19 patients with base-
line central nervous system pathology, in this case, brain tumors [36]. These
authors, too, demonstrated an increase in ICP after succinylcholine administra-
tion, and that the increases in ICP were greater in those patients with worse cere-
bral edema. More recent studies in humans have failed to demonstrate such an
effect of increased ICP after succinylcholine. Kovarick et al.’s 1994 study took 10
patients, all with intracranial pathology, administered succinylcholine and then
measured ICP every minute over the course of 15 minutes, with no increases
demonstrated [37]. Additionally, Kovarick et al. point out potential flaws in ear-
lier studies such as that of Halldin and Wahlin who conducted their study on
apneic patients [35] and McLesky et al. who demonstrating increased ICP after
intubation was performed, but decreased ICP between succinylcholine adminis-
tration and intubation [38]. Studies demonstrating increases in ICP after succi-
nylcholine administration were predominantly in non-human subjects and/or
human studies with small sample sizes, mostly with compromised central ner-
vous systems. Effects were very transient and there was little to no discussion of
clinical outcomes.

Another issue surrounding the use of succinylcholine is its potential to cause
life-threatening hyperkalemia. Certain underlying conditions increase susceptibil-
ity to this adverse effect of succinylcholine, to include motor neuron defects,
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chemical denervation (with muscle relaxants, drugs, or toxins), burn injury,
trauma, tumor, infection/inflammation of the muscle and immobilization. The
etiology of the hyperkalemia lies in a phenomenon common to all of these condi-
tions, i.e., there is upregulation and expression of new isoforms of acetylcholine
receptors throughout the muscle membrane. Upon depolarization by succinylcho-
line, there is a release of amounts of potassium significant enough to cause hyper-
kalemia [39]. Some recommend that succinylcholine be avoided 48–72 hours
after trauma, burns and critical illness [40]. Others feel that this effect of exagger-
ated hyperkalemia takes several days to occur and that in the very acute phase of
these conditions, succinylcholine need not be avoided since published data sup-
port that the hyperkalemic effect of succinylcholine first arises after 9 days in
burns, 10 days in upper motor neuron lesions, 4 days in peripheral nerve lesions,
21 days in spinal cord injury, and 7 days in progressive neuropathies or sepsis
[41]. New onset of electrocardiogram (EKG) changes due to succinylcholine-
induced hyperkalemia are seen 2–5 minutes after succinylcholine is administered
and, when this happens, the clinician should assume that these changes are succi-
nylcholine-induced. Levels of 8 mEq/l of potassium are generally required to pro-
duce cardiovascular instability.

Midazolam

Midazolam belongs to the benzodiazepine family and frequently is used as a hyp-
notic in rapid sequence intubation. Like other members of its family, midazolam
works on the GABA receptors. Based on dosing studies, the induction dose should
be between 0.2–0.3 mg/kg intravenously [42, 43]. Sagarin et al. showed that mida-
zolam is frequently underdosed and given at a range of 0.03–0.04 mg/kg [44].

Even with use of the correct dose, onset is slow (1.5–2.5 minutes) and sedation
is not optimal. Midazolam also has negative hemodynamic effects as it causes
reduction in systemic vascular resistance especially in the hypovolemic or hemo-
dynamically unstable patient [42]. A study by Sivilotti et al. of various induction
agents suggested that midazolam may be associated with suboptimal intubating
conditions and increased difficulty of endotracheal intubation [45]. This makes
midazolam a less attractive induction agent especially given that other more
potent agents are available.

Propofol

Propofol is an alkyphenol sedative-hypnotic. It works on the GABA receptors and
has gained popularity in the last decade. The rapid sequence induction dose is
2 mg/kg intravenously, with onset of hypnosis in 1 minute and duration of 5–10
minutes. Despite being an excellent induction agent in ‘stable’ patients, it is
known to have direct depressant effects on blood pressure and myocardium. It
also decreases cerebral perfusion. The manufacturer recommends that rapid
bolus dosing be avoided. This precludes its use in a large proportion of emer-
gency intubations because of the risk of hemodynamic instability [2, 42]. Propo-
fol should be avoided in the hypotensive patient and the patient with known
severe systolic ventricular dysfunction. It is a good choice in the hypertensive
patient. The main advantage of propofol is that it is a category B drug in preg-
nancy, which makes it the induction agent of choice in that setting, in the absence
of contraindications.
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Conclusion

Rapid sequence intubation use by emergency physicians and intensivists has
likely contributed to a marked increase in success rates for intubations compared
to the pre-rapid sequence intubation era. Paralyzing agents are still likely under
utilized in the ICU compared to the ED, mostly for concerns of failure to achieve
intubation in a ‘difficult to intubate’ airway. This concern is likely over-repre-
sented. Rapid sequence intubation may also be beneficial in the pre-hospital set-
ting, but general use for intubation of patients with respiratory distress in this
setting is still subject to debate.

Physicians should always approach rapid sequence intubation in the systematic
7 P fashion described by Walls and Murphy [3]. Cricoid pressure remains entren-
ched in the culture despite the evidence that its usefulness may be a myth. Com-
mon practices, like pretreatment with atropine and use of defasciculating doses of
non-depolarizing neuromuscular paralyzing agents, should likely be abandoned,
in particular outside of the OR. Lidocaine use for pretreatment in the setting of
increased ICP, and fentanyl where sympathetic responses should be blunted are
recommended. The concern of increasing ICP with succinylcholine and the alter-
native use of long-acting non-depolarizing neuromuscular blockers is likely ove-
rexagerated. Finally, midazolam is a poor induction agent, propofol is useful in
pregnancy, and etomidate seems to be a safe drug in most settings including sep-
tic shock.
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Introduction

Oral health has long been recognized as an essential component of general health.
Poor oral hygiene can negatively affect basic needs, such as swallowing, eating,
drinking and communicating, and, thereby, the quality of life. Moreover, oropha-
ryngeal colonization is associated with a variety of oral diseases as well as sys-
temic conditions, including cardiovascular disease and stroke, chronic obstruc-
tive pulmonary disease (COPD), endocarditis, bacteremia, and a higher risk of
preterm low birth-weight babies [1, 2]. In addition to the adverse clinical effects
of poor oral hygiene, a substantial health-economic burden has been documented
[3].

Healthy persons can maintain oral health independently, but critically ill
patients in the intensive care unit (ICU) are generally unconscious and intubated.
They are, therefore, dependent on the quality and frequency of care provided by
healthcare professionals to prevent dental plaque formation and oral microbial
growth. Maintaining adequate oral hygiene is clearly a key component of critical
care. It is therefore encouraging to find that, in European ICUs, oral care is con-
sidered to be very important and a high priority in mechanically ventilated
patients [4]. In contrast, in certain settings, cleaning the oral cavity is still
believed to be primarily an intervention for patient comfort. Among the most
important hindrances to the implementation of an adequate program for oral
hygiene in the ICU is the lack of evidence-based recommendations [5]. Indeed,
none of the existing research provides clear guidance concerning the various
aspects of oral care. Therefore, well-designed randomized trials with adequate
sample sizes are urgently needed [2, 6, 7].

Based on the results of a non-exhaustive review, this chapter presents an inven-
tory of the topics within the field of oral care that –in our opinion– should be
considered as research priorities.

Pathophysiology

Of all ICU patients, those who are intubated and mechanically ventilated are at
particular risk of bad oral health. A number of physiological, pathological,
mechanical, and immunological factors responsible for this increased susceptibil-
ity have been identified [2, 8].
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Alterations in Oral Microbial Ecology

The healthy oropharynx mainly consists of Gram-positive streptococci and dental
microorganisms. Johanson et al. demonstrated that oropharyngeal colonization
was rare in healthy volunteers and patients with moderate disease, while it was
frequently observed in more severely ill patients [9]. Critical illness induces a
decrease in patients’ resistance to colonization, and thus an increase in vulnera-
bility to colonization with exogenous microbes. The oral flora is known to alter
into a predominance of Gram-negative organisms and Staphylococcus aureus
within 48 hours of hospital admission [2]. Moreover, with increasing severity of
illness and length of stay in the ICU, the degree of colonization with respiratory
pathogens such as S. aureus, Streptococcus pneumoniae, Haemophilus influenzae
and Acinetobacter baumannii increases to more than 70 % [2].

Dental Plaque Formation

Dental plaque is a natural, hard-to-remove biofilm, built on tooth surfaces and
compacted at gingival margins within 72 hours after cessation of an adequate oral
hygiene regimen [10]. Bacteria constitute approximately 70 to 80 % of the solid
plaque material, and 1 mm3 of plaque contains at least 108 bacteria, including
more than 300 different aerobic and anaerobic species [11]. The dental plaque of
ICU patients can be colonized by potential respiratory pathogens [2].

Altered Salivary Production and Flow

Saliva plays a key role in preserving oral health by means of its antimicrobial,
lubricating and buffering properties [2, 12]. In ICU patients, the threats to its pro-
duction and distribution are numerous and include fever, diarrhea, extensive
burn injury, and reduced or inadequate fluid intake [12].

Xerostomia can be provoked by stress and anxiety, by drug administration,
and by medical devices –such as endotracheal tubes– that keep the patient’s
mouth continuously open [2]. Xerostomia may promote the development of
mucositis, and the colonization of the oropharynx with Gram-negative bacteria
[12]. Xerostomia also promotes the accumulation of dental plaque, and reduces
the distribution of salivary immune factors in the oral cavity, including salivary
immunoglobulin A (IgA) and lactoferrin [2]. Salivary IgA protects against respi-
ratory pathogens, while lactoferrin has a bactericidal effect against numerous
major pathogens, including S. aureus, Pseudomonas aeruginosa and H. influenzae
[2]. Moreover, increased levels of proteases in the oral secretions of critically ill
patients cause a depletion of fibronectin, a glycoprotein that interferes with bind-
ing of Gram-negative bacteria to epithelial cells and that acts as a reticuloendo-
thelial mediated host defense system [13]. Because of this, receptors are exposed
to the attachment of organisms such as P. aeruginosa to the buccal and pharyn-
geal epithelial cells [8].

Drug-induced Adverse Effects

As mentioned above, several drugs which are frequently administered to ICU
patients are known to induce xerostomia, which has a detrimental effect on oral
health [2]. These drugs include antihypertensives, anticholinergics, antihista-
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mines, antipsychotics, anorectics, anticonvulsants, antineoplastics, sympathico-
mimetics, antidepressants, and diuretics [14]. Another potential drug-induced
adverse effect is colonization of the oral cavity by opportunistic pathogens, which
can be caused by the administration of antibiotics [15].

Effects of Orotracheal Intubation

Following endotracheal intubation, bacterial adherence to the mucosa is facili-
tated by a reduced mucosal IgA, damaged mucous membranes, an elevated air-
way pH, and an increase in protease production and in the numbers of airway
receptors for bacteria because of acute illness and antimicrobial use [16]. An oro-
tracheal tube in situ, combined with the administration of sedative drugs, also
inhibits or hampers swallowing. This results in an accumulation of debris in the
oral cavity, which provides an ideal environment for microorganisms to multiply
exponentially. Moreover, oral intubation causes the mouth to be continuously
open, thereby leading to xerostomia, inducing drying of the mucous membranes,
accumulation of dental plaque and reduction of the distribution of salivary
immune factors [2]. In contrast, oral intubation may cause hypersalivation by
inducing a hyperactive gag reflex [17]. Finally, and importantly, the presence of
an endotracheal tube can interfere with a thorough inspection of the oral cavity
and limit access for oral care [15].

Complications of Poor Oral Health

Poor oral health in intubated patients may be associated with several complica-
tions. These may be limited to the oral cavity, but may also have a systemic impact.

Local Complications

In addition to caries, poor oral health may cause stomatitis, which is a painful
inflammation of the mucous membranes of the mouth. Stomatitis increases the
risk of bacterial translocation and may result in sepsis and subsequent multiple
organ failure. Poor oral health may also induce gingivitis, i.e., inflammation of
the gums in response to bacterial plaque on adjacent teeth [8]. Gingivitis induces
a shift at the gingival surface from predominantly Streptococcus and Actinomyces
spp. to aerobic Gram-negative bacilli. If dental plaque is allowed to further accu-
mulate, subgingival inflammation may progress to periodontitis, which has been
associated with numerous systemic diseases [1].

Systemic Complications

There is increasing evidence that periodontal disease may be associated with an
increased risk of cardiovascular disease, premature low-birth-weight babies, and
respiratory disease. Poor oral health has also been linked with poor glycemic con-
trol in diabetics, rheumatoid arthritis, and osteoporosis. Moreover, oral disease is
recognized to be an important problem in medically or immunologically compro-
mised patients suffering from a range of chronic conditions [1].

A major complication in mechanically ventilated patients is the development
of ventilator-associated pneumonia (VAP), in which the colonization of the oro-
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pharynx is deemed to play an important role [2, 16, 18]. Contaminated upper air-
way secretions may leak alongside the cuff of an endotracheal tube [2], thus
increasing the risk of VAP. Additionally, endotracheal tubes interfere with the
cough reflex, negatively impact the function of the mucociliary escalator, induce
excessive secretion of mucus, and enable bacterial translocation from the oro-
pharynx to the lower airways through a constantly open glottis [2].

Oral Care Practices

A plethora of practices and protocols for delivering oral care to intubated patients
has been reported. The primary factor in good oral health is the routine control
of dental plaque. Essentially, dental plaque can be removed mechanically or phar-
macologically, or both strategies can be combined [2].

Mechanical Strategies

Commonly reported methods to clean the oral cavity mechanically include plac-
ing a foam swab in the oral cavity without agitation; placing lemon and glycerine
swabs in the oral cavity; swabbing with mouthwash or water, swabbed fingers
and/or forceps and gauze; brushing teeth with foamswabs; manual brushing with
toothpaste; and –although very rarely– use of an electric toothbrush [2, 4]. While
toothbrushes are suggested to be the devices of choice to clean the oral cavity
mechanically, sponge toothettes and foam swabs are reported to be used more
frequently than brushes in both European and American ICUs [4, 15, 19].

Pharmacological Strategies

In Europe, oral care practice primarily consists of mouthwashes, mainly with
chlorhexidine gluconate [4]. In an American survey, in addition to chlorhexidine,
use of other, less optimal and even dangerous solutions was reported: for exam-
ple, hydrogen peroxide and sodium bicarbonate remove debris effectively, but
may cause superficial burn injuries if not diluted carefully; lemon and glycerine
swabs may stimulate the production of saliva initially, but are acidic, cause irrita-
tion and decalcification of the teeth, and rebound xerostomia [20]. More recently,
the use of povidone-iodine to modulate oral colonization has also been suggested
[21, 22].

Chlorhexidine
Chlorhexidine mouthwashes have been associated with a reduction in dental
plaque [11], incidence of respiratory infections, including VAP [23], and nosoco-
mial infections in general [23]. Chlorhexidine decontaminates the oropharynx
effectively and, today, is the gold standard to which other antiplaque and gingivi-
tis agents are compared. It adsorbs to tooth surfaces and disrupts cytoplasmic
membranes of bacteria, thus killing both Gram-negative and Gram-positive
microorganisms [24]. Moreover, after absorption, chlorhexidine is released over a
long period of time, a property which is known as substantivity, explaining why
chlorhexidine inhibits the formation of plaque in a clean mouth, but otherwise is
of limited efficacy [24]. Logically, dental plaque needs to be physically removed
for optimal chlorhexidine effectiveness [24].
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The di-cationic structure of chlorhexidine gluconate is responsible for its antimi-
crobial properties, but at the same time for its most common adverse effect,
extrinsic tooth staining [25]. In addition to this yellow-brown staining, taste alter-
ation, calculus formation and mucosal desquamation have been reported with
long-term use of chlorhexidine gluconate [26]. Chlorhexidine gluconate is inacti-
vated by anionic dentifrice surfactants, so tooth brushing should precede its use
or be performed 30 minutes after rinsing. Oral flora develops resistance after
about six months’ use, but baseline susceptibility is re-established after discontin-
uation [27].

Povidone-iodine
Povidone-iodine (polyvinylpyrrolidone-iodine complex) has a broad-spectrum
antimicrobial activity, a low potential for developing resistance and adverse reac-
tions, and wide availability. Its ease of use and low financial cost may constitute
a valuable adjunct to current oral care practices. Generally, a 10 % aqueous solu-
tion is used [22], but its application as a 1 % concentration has also been
reported [28].

Diluted povidone-iodine is able to kill periodontal pathogens in vitro in only
15 seconds of contact and bacteria and yeasts in vivo within 5 minutes of contact
[21]. It has been shown to kill periodontal bacteria and to decrease bacteremia
after oral surgery, but allergic sensitization is possible [21].

Combined Strategies

As stated above, dental plaque needs to be removed in order for chlorhexidine to
be effective [24]. Generally, mouthwashes alone will not eliminate dental plaque
formation, and the formation of a biofilm protects potentially deleterious bacteria
against chemical agents. Oral care practices combining mechanical interventions,
such as oropharyngeal suctioning and toothbrushing, with a pharmacological
intervention, have been reported in intubated patients [2, 4, 29].

Research Priorities in Oral Care

The above findings from the literature clearly demonstrate a considerable variety
in oral care practices worldwide for intubated patients receiving mechanically
ventilation. This lack of consistency is, at least partially but quite importantly, due
to the fact that evidence-based recommendations are lacking for almost all
aspects of oral care. Research addressing the current multiple gaps in evidence-
based knowledge is, therefore, pivotal. Below we list the aspects of oral care that,
in our opinion, should be considered as priorities for future research.

Optimal Assessment of the Oral Cavity

Good oral care starts with an assessment of the patient’s individual needs. Sys-
temic oropharyngeal assessment may prevent more serious oropharyngeal infec-
tions. Treloar and Stechmiller developed a tool specifically for the oropharyngeal
assessment of orally intubated patients, including the evaluation of salivary flow,
plaque index, gingival index, lip color, tongue color, and mucosal color [30].
Their development study was, however, limited to the categorization of gingiva,
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Table 1. The BRUSHED Assessment
Model (derived from [17])

B Bleeding?
Gums, mucosa, coagulation status?

R Redness?
Gum, margins, tongue? Antibiotic stomatitis?

U Ulceration?
Size, shape, herpetic? Infection?

S Saliva?
Xerostomia, hypersalivation, characteristics?

H Halitosis?
Character? Acidotic? Infection?

E External factors?
Angular cheilitis? Endotracheal tapes?

D Debris?
Foreign particles? Visible plaque?

mucosa, and plaque, while the other categories of assessment were descriptive in
nature [30, 31]. This limitation could present a challenge to the reliability of the
tool [31]. A handy and user-friendly tool is the BRUSHED Assessment Model
(Table 1) that prompts nurses to check for particular clinical signs during oral
assessment by means of a simple mnemonic [17]. In critical care, however, no
standard instrument has been accepted for use in the evaluation of the oral cavity
in intubated patients [19].

It is important to be aware that other factors, in addition to oral intubation,
have an impact on the oral mucosa. Research focusing on the identification or
development and validation of a high-quality assessment tool is highly needed.
Such a tool may sharpen healthcare professionals’ awareness, and its use may
result in methodical and careful cleaning of the oral cavity.

Optimal Method for Cleaning the Oral Cavity

Dental plaque needs to be physically removed to obtain optimal effectiveness from
chemical agents [24], and it can be assumed that the best method to obtain and
maintain oral health in intubated patients is a combined intervention, consisting of
mechanical cleaning of the oral cavity, followed by application of a chemical agent.
Additional research is however needed to turn this assumption into evidence.

Mechanical cleaning
It has been long and widely accepted that a toothbrush is the tool of choice for
the most effective mechanical elimination of dental plaque [32–34]. In a modest
study with only two participants, Pearson compared the ability of foam swabs
and toothbrushes to remove plaque from the gingival crevice and from between
teeth [33]. Three experiments were completed, each over a 6-day period, thus
mimicking a timeframe in which plaque can accumulate. Foam swabs did not
remove plaque from some sheltered areas and were not able to completely elimi-
nate plaque from the sites under investigation. The toothbrush usually achieved
complete removal of visible plaque from all sites [33]. Six years after the original
study, the same group investigated whether the results could be generalized to a
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wider population [34]. In a larger sample of 34 participants, a total number of
1632 plaque accumulation sites were studied. This replication trial confirmed the
earlier finding that toothbrushes succeeded substantially better than foam swabs
in removing plaque from the investigated sites [34].

Indeed, in spite of their popularity, the value of foam swabs and toothettes in
removing plaque formation remains highly questionable [4, 33, 34]. In the mean-
time, toothbrushing is advised for almost all intubated patients, except those with
severe ulceration or with profound clotting disturbances that may cause gingival
hemorrhage [35]. It has been advocated that small-headed or pediatric tooth-
brushes are used in intubated patients because of their easy-to-handle smaller
size [6]. Electric toothbrushes have been shown to improve the quality of oral
care [36], and even special autoclavable electric toothbrushes with built-in suc-
tion devices are available [35]. Electric devices are nevertheless reported to be
rarely used in the ICU [4]. Moreover, the benefit of their use in intubated patients
remains largely unexplored [36]. A recent prospective, simple-blind, randomized
trial of adult patients intubated for > 48 hours was undertaken to assess whether
using a mechanical debridement system (electric tooth and tongue brushing)
associated with standard oral care succeeded in reducing the incidence of VAP as
compared to standard care with gauzes containing 0.12 % chlorhexidine digluco-
nate [37]. Of 147 randomized patients, 74 were assigned to the toothbrush group.
The control group and the intervention group had similar rates of suspected VAP
(20.3 % vs. 24.7 %; p = 0.55). A scheduled interim analysis revealed that the inci-
dence of microbiologically documented VAP was also similar in the two groups
after adjustment for severity of illness and admission diagnosis (hazard ratio
0.84; 95 % confidence interval, 0.41 to 1.73). The groups appeared not to differ
significantly in mortality, antibiotic-free days, duration of mechanical ventilation,
or ICU length of stay. Following this interim analysis, the study was stopped pre-
maturely. No adverse events were reported associated with electric toothbrushing.
The authors concluded that the addition of electric toothbrushing to standard
oral care with 0.12 % chlorhexidine digluconate seemed not to be effective for the
prevention of VAP [37].

Well-designed clinical trials including adequate samples of critically ill intu-
bated patients might help to determine whether toothbrushing is truly the best
method to preserve oral health in this specific population. Specifically, further
investigation into the relationship of mechanical oral care practices to bacteremia
in mechanically ventilated patients is needed [38], as well as into the effective-
ness, efficacy and safety of different types and sizes of toothbrushes.

Pharmacological cleaning
Pharmacological cleaning of the oral cavity is most often performed using chlor-
hexidine. The adverse effects of chlorhexidine as well as some contradictory study
results concerning its effectiveness [11, 39] have led investigators to evaluate the
effect of modulating oral colonization with povidone-iodine [22]. In a sample of
patients with severe head trauma, researchers found that regular application of
povidone-iodine as an oropharyngeal rinse significantly reduced the prevalence
of VAP in comparison with standard care. Indeed, a 5-fold lower VAP prevalence
was induced by the study protocol in comparison with application of saline or
aspiration alone (8 % vs. 39 % and 42 %, respectively).

Despite this study’s promising results, there is a lack of data about the poten-
tial danger of reactions to povidone-iodine, about its effectiveness against multi-
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drug-resistant pathogens, and about the risk of promoting the development of
albeit unlikely resistance. A future multicenter study focusing not only on effec-
tiveness but also on other end-points, including adverse effects, effectiveness
against multidrug resistant pathogens and the risk of promoting the development
of resistance, is required before drawing more definite conclusions [21].

In the mean time, randomized controlled trials of oral decontamination dem-
onstrated the effectiveness of the topical use of 0.12 % or 0.2 % chlorhexidine
solution [23, 39–41], while a higher concentration of 2 % chlorhexidine solution
was also suggested to be safe and effective [42]. However, it remains unclear
which concentration is most beneficial, thereby offering another aspect of oral
care for research to focus on.

In addition to its use in mouthwashes, chlorhexidne has been investigated as a
0.12 % dentifrice gel [43], 0.12 % and 0.2 % sprays [44], and in experimental
toothbrushes with a slow-release system [45]. Compared to these applications, the
mouthwash appeared to be significantly more effective [43–45]. Future research
should focus on determining whether innovative and more practical methods for
oral care that become available can improve the quality of oral care [4]. This is of
particular importance because cleaning the oral cavity is considered as an
unpleasant and difficult task [4]. The use of novel, effective equipment may help
to modulate this negative perception.

Combined strategies
Combinations of mechanical and pharmacological interventions might have inter-
active effects that would enhance removal of dental plaque and microbial oral
flora. Support for this notion is given by the physiological processes underlying
the interventions [2]. Regrettably, studies addressing the essential need for
mechanical cleaning prior to the application of a chemical agent are scarce.

Recently, Munro et al. examined the effects of mechanical (toothbrushing),
pharmacological (topical oral chlorhexidine), and combination (toothbrushing
plus chlorhexidine) oral care on the development of VAP in mechanically venti-
lated ICU patients [7]. Adult patients in three ICUs were enrolled in a random-
ized controlled clinical trial with a 2 x 2 factorial design. Thus, patients were
assigned to 1 of 4 treatment groups: (1) 0.12 % chlorhexidine solution oral swab
twice daily; (2) toothbrushing three times daily; (3) toothbrushing and chlorhexi-
dine; and (4) control (standard care). Rather surprisingly, chlorhexidine was not
shown to be beneficial in the total group. However, in the subgroup of patients
who did not already have a Clinical Pulmonary Infection Score (CPIS) & 6 on day
1, patients in the chlorhexidine group had significantly lower CPIS values on day
3, and pneumonia (CPIS & 6) developed in significantly fewer patients by day 3.
Toothbrushing appeared not to be associated with lower day 3 CPIS values or less
pneumonia in this subset. The interaction of toothbrushing and chlorhexidine did
not appear to be significant. The results of this study support the idea of a differ-
ential benefit of a reduction in the number of oral organisms based on level of
pulmonary infection, with more benefit in patients without preexisting infection
[7].

In contrast to these results, a reduced risk for VAP was reported in a study
where oral care was performed using a 20-fold diluted povidone-iodine gargle in
combination with manual toothbrushing every 8 hours [29]. This trial, however,
was not randomized, but used a historical cohort of patients who had not
received oral care as controls. The authors found that the incidence of VAP,
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expressed as episodes of pneumonia per 1000 ventilator days, was significantly
lower in the oral care group than in the non-oral care group (3.9 vs. 10.4 %). The
relative risk of VAP in the oral care group compared to the controls was 0.37, with
an attributable risk of –3.96 %.

Future research is required to fully understand the interactions between
mechanical and chemical strategies for cleaning the oral cavity, and to determine
the most beneficial combinations.

Optimal Frequency of Oral Care

A considerable disparity exists in practice recommendations concerning the
optimal frequency to provide oral care for intubated patients. It has been sug-
gested that oral care should be provided based on an ‘at risk’ score, or anywhere
between two and four hours, depending on the patient’s condition [35]. Another
protocol suggests brushing every two hours and oral moistening every two
hours while the patient remains intubated [35]. Trieger [46] and Bopp and col-
leagues [47] recommend the use of a chlorhexidine 0.12 % mouth rinse every
12 hours. The optimal frequency of providing oral care is clearly another
research priority.

Role of Oral Care in VAP

Numerous researchers have focused on the role of mechanical and chemical
methods for oral care in the prevention of VAP [7, 11, 18, 40, 47, 48], with rather
heterogeneous results. Often, the focus is on the impact of antiseptic-based oral
care on VAP rates in ICU patients. Our group systematically reviewed the litera-
ture on this topic and conducted a subsequent meta-analysis [49]. Eleven trials
totaling 1971 patients met the inclusion criteria, nine of which investigated the
effects of oral care with chlorhexidine (1862 patients) and two with povidone-
iodine (109 patients). The use of an antiseptic was associated with a significant
reduction in the incidence of VAP (relative risk (RR) 0.63; 95 % CI 0.50–0.81;
p = 0.0002). This finding was valid for both chlorhexidene (RR 0.68; 95 % CI
0.53–0.88; p = 0.004) and povidone-iodine (RR 0.38; 95 % CI 0.19–0.75; p =
0.005). Important differences in concentrations of the antiseptic used, frequency
of oral care, study methodology, and diagnostic criteria for VAP were identified
across the eleven studies included in the meta-analysis. Clinical heterogeneity was
confirmed statistically and was moderate (I2 = 43 %; p = 0.08) for the trials using
chlorhexidine and high (I2 = 66 %; p = 0.09) for those assessing povidone-iodine.
Subgroup analyses revealed most beneficial effects with 0.12 % and 2 % concen-
trations of chlorhexidine and 10 % povidone-iodine, and in a population of car-
diac surgery patients. In conclusion, this analysis suggests that oral decontamina-
tion with an antiseptic reduces the incidence of VAP significantly; chlorhexidine
and povidone-iodine both showed this beneficial effect [49].

Future investigators will be challenged by the important issue of which oral
care strategies can contribute to the prevention of VAP, meticulously taking
into the account the numerous potential confounders that might bias their
findings.
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Conclusion

In the field of oral care for intubated patients, many research opportunities are
available that could contribute to the acquisition of evidence-based insights into
what should be recommended as optimal care. Well-designed multicenter trials
including an adequate sample of intubated and mechanically ventilated critically
ill adults are needed to: (1) identify or develop a validated standardized tool for
the assessment of the oral cavity; (2) establish the optimal method –mechanical
and/or pharmacological– to safely clean the oral cavity and preserve oral health;
(3) determine the chemical product of choice and its optimal concentration; (4)
establish the recommended frequency for providing oral care; and (5) further
investigate the role of oral care in the prevention and development of VAP. Opti-
mally, the results of these investigations should be bundled into a set of clear and
unambiguous evidence-based recommendations. These guidelines could be a tre-
mendous help for healthcare professionals in the ICU when providing oral care in
daily practice, as well as for those involved in the decision-making process about
which tools and products should be purchased for oral care. By achieving these
goals, one more aspect of providing care to critically ill patients would no longer
be based merely on belief and tradition, but on the reliable results of solid clinical
trials. Finally, but importantly, in addition to the best techniques and products,
the attitude and training of healthcare professionals will always remain pivotal for
the successful implementation of an effective oral care protocol.
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Introduction

Protective ventilation with low tidal volume (VT) has become the standard of care
in patients with acute lung injury/acute respiratory distress syndrome (ALI/
ARDS) to prevent ventilator-associated lung injury (VALI) [1]. While tight control
of VT is more easily achieved with controlled ventilation, assisted ventilatory
modes are available, and their performance and suitability for use in ALI/ARDS
differs according to specific criteria. In the present chapter, we discuss the effects
and applications of various assisted ventilation modes on different aspects of
ALI/ARDS.

Modes of Assisted Ventilation

The major advantages and disadvantages of the most commonly used, promising
or innovative modes of ventilator are summarized in Table 1. These modes are:

a) Volume assist-control ventilation
In volume assist-control ventilation a fixed VT is delivered in time-cycled manner
(independently from the patient) in response to inspiratory activity. Two limita-
tions of this method are stacked breaths and a mismatch between the needed and
the delivered VT [2], which can be improved by proper setting of peak inspiratory
flow [3].

Retrospective analyses of the ARMA trial [1] showed that low VT during vol-
ume assist-control ventilation was not associated with increased need for seda-
tion [4] or neuromuscular blocking agents (NMBAs) [5]. The combination of
NMBAs and volume assist-control ventilation seems to be associated with
improved oxygenation [6] and decreased lung inflammation [7] in ARDS. In
ARDS patients with PaO2/FiO2 < 120 mmHg, the use of NMBAs in the first 48
hours of volume assist-control ventilation decreased mortality [8]. Nevertheless,
the possibility of stacked breaths or patient/ventilator asynchrony in volume
assist-control ventilation, resulting from mechanisms that have not been eluci-
dated yet, suggests that this ventilation mode should be avoided in the first 48
hours of severe ARDS.

b) Pressure assist-control ventilation
As with volume assist-control ventilation, pressure assist-control ventilation can
be triggered by both the patient’s inspiratory effort and time cycling. However, in
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pressure assist-control ventilation, inspiratory flow is delivered at a variable rate
and with a decelerating pattern. In addition, the resulting VT depends strongly on
the mechanical properties of the respiratory system and inspiratory effort. Thus,
during pressure assist-control ventilation there is even less guarantee that VT will
be within the protective range. On the other hand, patient/ventilator synchrony
during pressure assist-control ventilation may be improved and work of breathing
reduced as compared to volume assist-control ventilation [9].

c) Pressure support ventilation
Pressure support ventilation (PSV) is the most common mode of assisted
mechanical ventilation [10]. During PSV, each breath is supported by the same
level of pressure at the airway (Paw). Pressure support can be triggered by either
Paw or flow during inspiration. Cycling-off typically occurs at 25 % of peak flow.
Patient-ventilator synchrony is improved with PSV, reducing the work of breath-
ing and preventing fatigue of respiratory muscles. On the other hand, PSV
depends on sufficient ventilatory drive and preserved mechanics of the respira-
tory system. As a consequence, VT may exceed the limits of protective ventilation.
In addition, typical cyclic-off settings of PSV are associated with proportionally
shorter inspiration times, resulting in decreased mean Paw and possibly also in
lung derecruitment. This limitation can be overcome by adjustments of cycling-
off, pressure rise time, and positive end-expiratory pressure (PEEP).

d) Biphasic positive airway pressure/airway pressure release ventilation
+ supported/non-supported spontaneous breathing

In contrast to the previous modes, biphasic intermittent positive airway pressure
and airway pressure release ventilation (BiPAP/APRV) allows free non-supported
spontaneous breathing (SB) at two continuous positive airway pressure (CPAP)
levels. Cycling between CPAP levels at pre-defined rates guarantees minimal alve-
olar ventilation. Between-cycle VT depends on the mechanical properties of the
respiratory system, cycling times and driving pressure itself (difference between
CPAP levels), whereas VT during spontaneous breathing depends on patient
effort.

A major advantage of BiPAP/APRV+SB is a high mean Paw, which may be use-
ful to stabilize alveoli in ALI/ARDS. Furthermore, inspiratory muscle activity
non-supported by a positive Paw may promote lung recruitment, whereas intra-
thoracic pressures may decrease during free spontaneous breaths, facilitating
venous return and improving cardiac filling [11]. Conversely, since inspiratory
effort can occur at any moment during cycling, spontaneous breathing during the
change from lower to higher CPAP may increase VT above the protective range.
Moreover, it is currently not known how much spontaneous breathing activity
should be used during BiPAP/APRV+SB. Although in clinical studies spontaneous
breathing was responsible for 10–20 % of total minute ventilation, animal studies
have reported values as high as 60 %. Thus, the most suitable settings for BiPAP/
APRV+SB in patients with ALI/ARDS remain to be determined.

e) Proportional assist ventilation/proportional pressure support
Proportional assist ventilation/proportional pressure support (PAV/PPS) gener-
ates positive pressure throughout inspiration in proportion to patient-generated
flow and volume – in other words, the ventilator is able to adapt to changes in the
patient’s ventilatory demand. Despite this advantage, PAV/PPS is rarely used. This
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is due in part to the need for online measurements of elastance and resistance
of the respiratory system to optimize the settings of flow and volume assist
components. More recently, a modification of PAV (PAV+) has been proposed to
overcome this limitation. In PAV+, the mechanical properties of the respiratory
system are assessed automatically during periodic occlusions of the mechanical
ventilator at end-inspiration, when inspiratory muscle activity declines to zero
[12].

Although patient/ventilator synchrony seems to be improved in PAV, VT may
be outside the protective range, even in the absence of runaway. The reduction in
flow and volume assistance that could theoretically resolve this limitation would
probably increase the work of breathing.

f) Adaptive support ventilation
Adaptive support ventilation (ASV) is a closed loop mode that adapts respiratory
rates and VT based on the Otis least work of breathing formula. After defining the
desired minute ventilation, the ventilator iteratively adjusts the respiratory rate
and VT based on estimation of expiratory resistance and compliance of the respi-
ratory system, at the lowest possible Paw. One particular advantage of ASV is that
it can be used for both controlled and assisted ventilation (dual-mode), with
smooth transition to the weaning period. If the spontaneous respiratory rate is
not high enough during weaning, mandatory cycles are generated.

Although different respiratory rates and VT are possible during ASV, a ‘safety
window’ limits VT ranges to avoid non-protective ventilation in ALI/ARDS. In a
physical lung model with varying mechanical properties, ASV successfully
avoided peak Paw > 28 cmH2O compared to conventional protective ventilation
[13]. However, VT generated by ASV for the ideal body weight (IBW) seems to be
slightly higher than 8 ml/kg during an open lung approach in patients with ALI
[14]. These findings suggest that in patients with ALI/ARDS and fairly preserved
respiratory system mechanics, ASV could lead to VT higher than 6 ml/kg.

g) Neurally-adjusted ventilatory assist
In this innovative approach, the mechanical ventilator is not triggered or cycled-
off by Paw or inspiratory flow. Neurally-adjusted ventilatory assist (NAVA) uses
the electrical activity of the diaphragm (EAdi) as an indicator of respiratory drive
to guide ventilatory support. This seems to be advantageous in terms of patient-
ventilator synchrony.

Theoretically, VT during NAVA could exceed the protective range, since vol-
umes are solely driven by inspiratory drive and a gain factor is used to convert
electrical diaphragmatic activity into pressure support. Nevertheless, relatively
low VT has been reported during NAVA [15]. These findings suggest that central
respiratory drive and electrical diaphragmatic activity both adapt to prevent high
VT in ALI/ARDS. However, VT during NAVA is not always determined by dia-
phragmatic activity – it may also be influenced by airway flow. Thus, if intercostal
muscle movement precedes diaphragmatic electrical activity, NAVA applies a
fixed pressure support to the airways, working as PSV.

h) Noisy pressure support ventilation
The respiratory system may benefit from breath-by-breath variations in Paw [16].
In contrast to controlled mechanical ventilation, most of the assisted ventilation
modes support such variability.
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Noisy PSV has an advantage over other assisted ventilation modes such as PAV
and NAVA. During PSV, breath-by-breath differences in inspiratory effort and
inspiratory time may generate oscillations in VT and respiratory rate, but these
are mostly reduced when compared to normal spontaneous breathing [17]. In
contrast, PAV [17] and NAVA [18] may result in higher variabillity of the respira-
tory pattern than PSV. However, the variability of the respiratory pattern depends
on the intrinsic variability of the patient, and is therefore influenced by sedation
and disease. Noisy PSV is able to overcome such limitations by allowing pressure
support to vary breath by breath as triggered by the patient, even if the respira-
tory center and muscles are not able to generate enough variability [19].

VT values in noisy PSV can reach below or above the recommended limits,
depending on the intrinsic inspiratory drive, mechanical properties of the respi-
ratory system, and the level of variability chosen.

Effects on Gas Exchange

Most of the assisted ventilation modes described in this chapter have been
reported to improve oxygenation compared to controlled mechanical ventilation
in experimental ALI/ARDS. Our group [19] found that PSV improved oxygena-
tion and reduced intrapulmonary shunt compared to controlled ventilation in a
model of ALI/ARDS. In contrast, clinical studies have reported conflicting results
concerning the effects of PSV on gas exchange. Cereda et al. [20] found that con-
trolled ventilation and PSV led to comparable PaO2 in patients with ALI. Yoshida
et al. [21] documented improved oxygenation when patients with ARDS were
switched from controlled ventilation to PSV. Differences in the severity or phase
of respiratory failure may explain these conflicting findings.

The beneficial effects of BiPAP/APRV+SB on PaO2 and intrapulmonary shunt
have been well documented in oleic acid-induced respiratory failure [22]. Further-
more, BiPAP/APRV+SB seems to improve gas exchange more than PSV [23]. Our
group observed similar improvements in oxygenation during BiPAP/APRV+SB
compared to controlled ventilation, but not PSV, in other models of ALI/ARDS
[19]. Clinical trials confirm that BiPAP/APRV+SB improves oxygenation compared
to controlled ventilation [23, 24]. One recent study suggests that this mode results
in even higher PaO2 and lower intrapulmonary shunt than PSV in ARDS [21].

In a mixed population of patients with respiratory failure resulting from
obstructive as well as restrictive lung disease, PAV was not superior to PSV in
terms of gas exchange [25]. It should be noted that studies on the effects of PAV
and ASV on gas exchange in ALI/ARDS are lacking.

In a rodent model of ALI/ARDS, NAVA resulted in improved oxygenation com-
pared to controlled ventilation [26]. However, VT values were not matched, result-
ing in increased lung injury in the controlled ventilation group. To our knowl-
edge, there are no clinical studies comparing the effects of NAVA and controlled
ventilation on gas exchange in ALI/ARDS.

An experimental pilot study from our group suggested that noisy PSV might
improve oxygenation and reduce intrapulmonary shunt compared to controlled
ventilation in ALI/ARDS induced by saline lung lavage [19]. However, VT differed
between the groups. Furthermore, oxygenation during noisy PSV was higher than
during PSV and BiPAP/APRV+SB. Interestingly, the level of variability seems to
play an important role in noisy PSV. Maximal improvement in PaO2 is achieved
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when the resulting coefficient of variation of VT is between 20–30 %, i.e., similar
to spontaneous breathing in healthy subjects [27]. However, there are no clinical
data on noisy PSV in ALI/ARDS.

Effects on the Regional Distribution of Lung Aeration

Spontaneous breathing not supported by pressure is able to increase lung gas vol-
umes during mechanical ventilation with BiPAP/APRV in experimental lung
injury [28]. In oleic acid-induced ALI/ARDS, the amount of non-aerated (-100 to
0 Hounsfield Units, HU) and poorly aerated (-500 to -100 HU) lung tissue in the
most caudal lung zones decreases during BiPAP/APRV+SB, suggesting that dia-
phragmatic muscle activity is an effective means for reversing atelectasis in those
areas. Such alveolar recruitment seems to be associated with a more even distri-
bution of aeration and less hyperinflated (-1000 to -900 HU) lung tissue [28]. In
addition, BiPAP/APRV+SB is more effective for increasing lung aeration at end-
expiration compared to PSV [29]. Recently, a clinical study has confirmed that
BiPAP/APRV+SB and PSV both increase lung aeration in patients with ALI/ARDS
in relation to controlled ventilation [21].

The potential of BiPAP/APRV+SB to reduce cyclic changes in lung aeration is
illustrated in Figure 1. In addition to the potential of BiPAP/APRV+SB for lung

Fig. 1. Tidal reaeration and hyperaeration during pressure support ventilation (PSV), biphasic positive
pressure ventilation/airway pressure release ventilation+ spontaneous breaths (BIPAP/APRV+SB), con-
trolled (BIPAP/APRV) and spontaneous (SB) breath cycles in experimental acute lung injury. Calculations
were performed for different lung zones from ventral to dorsal (1-ventral, 2-mid-ventral, 3-mid-dorsal
and 4-dorsal) at lung base using dynamic computed tomography. Bars and vertical lines represent
means and standard deviations, respectively. *, p < 0.05 vs. PSV; †, p < 0.05 vs. BIPAP/APRV (controlled
ventilation). Adapted from [29] with permission.
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recruitment, lower VT during spontaneous breaths seem to be an important co-
determinant of reduced tidal reaeration and hyperaeration in dynamic computed
tomography (CT) scans in this mode.

Effects on the Regional Distribution of Lung Ventilation

In assisted ventilation, changes in the regional distribution of ventilation nor-
mally follow changes in aeration. Using dynamic CT scanning, our group did not
detect a ventilation shift to more caudal lung regions during PSV compared to
controlled ventilation [29] in experimental lung injury. Accordingly, in patients
with ALI/ARDS, PSV did not improve ventilation/perfusion matching as com-
pared to pressure controlled ventilation [23]. Using the technique of vibration
response imaging, Dellinger et al. [30] were able to show that pressure support of
spontaneous breathing was not associated with increased acoustic energy in more
caudal lung regions as compared to pressure control ventilation.

A shift of ventilation during BiPAP/APRV+SB from non-dependent towards
dependent lung zones has been reported in pigs with ALI/ARDS [28, 31]. Using
the MIGET technique, an improvement in global ventilation/perfusion matching
was detected during BiPAP/APRV+SB compared to controlled ventilation in
patients with ALI/ARDS in the supine position [23], suggesting that ventilation
was redistributed to dorsal areas. However, using dynamic CT analysis, we were
not able to show that BIPAP/APRV+SB shifted the distribution of ventilation
compared to PSV in experimental ALI/ARDS [29].

Effects on Regional Distribution of Lung Perfusion

It is a common belief that improved oxygenation following assisted ventilation
reflects lung recruitment with increased perfusion of dependent regions.

In experimental models of ALI/ARDS, assisted ventilation with BiPAP/
APRV+SB seems to result in increased perfusion of dependent lung zones com-
pared to controlled ventilation [31]. Nevertheless, local ventilation/perfusion
matching was not significantly increased in dorsal areas during BiPAP/APRV+SB
compared to controlled ventilation [31], suggesting that oxygenation is strongly
dependent on regional aeration.

In fact, recent works from our group have shown that increased oxygenation
during PSV and noisy PSV compared to controlled ventilation is mediated by a
shift of perfusion from dependent towards non-dependent lung zones [19, 32].
Accordingly, reduced regional aeration and alveolar derecruitment were observed
in those areas (Fig. 2). Possibly, when hypoxic pulmonary vasoconstriction is pre-
served, a lower mean airway and transpulmonary pressure during PSV and noisy
PSV may further contribute to the redistribution of perfusion by decreasing cap-
illary impedance of better-aerated, non-dependent zones. Such a mechanism was
likely involved in the improvement in oxygenation observed in patients with ALI/
ARDS during PSV compared to controlled ventilation [21].

It seems that assisted ventilation has the potential to recruit the lungs if
enough transpulmonary pressure is generated in dependent lung zones, and also
to divert perfusion towards better aerated lung areas if recruitment does not
occur.
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Fig. 2. Color maps of aeration on computed tomography (CT) scans of chest at hilum (left column) and
of regional perfusion in whole lungs (right column) in a pig with acute lung injury induced by saline
lavage. Measurements were performed during controlled ventilation as well as assisted pressure sup-
port ventilation (PSV) and noisy PSV in the same animal. The lung surface extracted from CT analysis
is shown to facilitate the visualization of the spatial distribution of perfusion in the lungs. Arterial oxy-
genation improved during PSV and noisy PSV compared to controlled ventilation due to redistribution
of perfusion towards better aerated regions rather than increased lung aeration. Adapted from [19]
with permission.

Ventilator-associated Lung Injury

Mechanical ventilation may initiate or exacerbate lung injury as a result of stress
and/or strain [33], opening and closing of collapsed peripheral airways and/or ate-
lectatic lung regions, mainly located in dependent lung regions, or redistribution of
pulmonary perfusion [34]. These mechanisms involve physical disruption of the
lung and promote cell and inflammatory-mediator-induced injury. Inflammatory-
mediator induced injury is particularly relevant because of possible systemic sequels
such as multiple system organ failure, the primary cause of death in ALI/ARDS.

Assisted mechanical ventilation has been suggested to minimize the develop-
ment of VALI by increasing lung volume and reducing atelectasis, leading to
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improvement in lung elastance, with consequent reduction in transpulmonary
pressure and in the amount of opening and closing of peripheral airways and
atelectasis. Moreover, pleural pressures are redistributed. On the other hand,
spontaneous breathing during assisted mechanical ventilation may exacerbate
lung injury by increasing patient-ventilator asynchrony and rapid shallow breath-
ing, and inducing further atelectasis and tidal recruitment–derecruitment [35].
Additionally, negative pleural pressures may increase intrathoracic blood volume,
worsening pulmonary edema and lung damage [36].

Transpulmonary pressure is the difference between the pressure inside the
alveoli (Palv) and pleural pressure (Ppl). Ppl plays a relevant role, since it influ-
ences factors that promote VALI, as mentioned above. However, there are major
differences between the effects of Palv and Ppl in controlled and assisted mechan-
ical ventilation (Fig. 3). During controlled mechanical ventilation, Ppl depends on
VT and lung elastance. The resulting Palv depends on VT and the elastances of the
lung and chest wall. In case of normal or quasi normal chest wall elastance, Ppl
is easily predictable from Palv and VT delivered. Increasing VT increases Ppl and
Palv accordingly. In cases of altered chest wall elastance, for the same delivered
VT, Palv may be substantially higher for unchanged Ppl. However, even in this
case, if Palv is maintained within usually recommended safe limits (28 to
30 cmH2O), the consequent Ppl might be lower, but not higher, than expected.

In contrast, during assisted mechanical ventilation, Palv does not necessarily
reflect Ppl, since the degree of activation of respiratory muscles and consequent
reduction in Ppl must be taken into account. In other words, even with constant
Palv, the increase in inspiratory effort and Ppl, determines higher transpulmo-
nary pressure. This has some clinical implications: a) Direct evaluation can be
made based on the estimation of inspiratory effort by means of the P0.1, muscu-
lar pressure (for example, during PAV), or measurement of diaphragmatic activity
(during NAVA); b) since Paw, which roughly represents Palv, does not provide any
useful and reliable information about the real transpulmonary pressure, it should
be carefully interpreted in the setting of minimally injurious ventilatory parame-

Fig. 3. Schematic representation
of possible pressures applied to
two alveoli during controlled
(left alveolus) and assisted (right
alveolus) mechanical ventilation.
The pressure applied to the vis-
ceral pleura corresponds to the
distending force of the lung per
unit area. This is the transpul-
monary pressure (PL), which is
the difference between the pres-
sure inside the alveoli (Palv) and
pleural pressure (Ppl). For the
situation presented, readings of
airway pressure (≈ Palv) are
near the protective value of
28 cmH2O during both controlled
and assisted ventilation. How-
ever, PL is only 18 cmH2O during controlled ventilation, and as high as 38 cmH2O during assisted
ventilation.
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ters. When assisted mechanical ventilation is associated with minimal inspiratory
effort, Palv becomes a more reliable indicator of the real transpulmonary pres-
sure; c) since ineffective breathing and higher transpulmonary pressure may
occur during assisted mechanical ventilation, they should be carefully monitored.

Few experimental studies have evaluated the effects of assisted mechanical
ventilation on VALI. Saddy et al. [37] compared the effects of different assisted
ventilation modes (pressure assist-control ventilation with inspiratory:expiratory
ratio [I:E] = 1:2 and 1:1, and Bi-Vent, a variant of BiPAP that allows spontaneous
breaths assisted by pressure support in both the lower and the higher Paw levels)
with pressure control ventilation on lung histology, arterial blood gases, inflam-
matory and fibrogenic mediators in experimental ALI in rats. Interestingly, the
tidal volume delivered and the inspiratory effort were higher during assisted
mechanical ventilation modes. However, inspiratory effort estimated by P0.1 was
lower with Bi-Vent and PSV, and higher during assisted-pressure control modes.
The main findings were that assisted ventilation modes had more beneficial
effects on respiratory function and reduced lung injury compared to PSV. Among
assisted ventilation modes, Bi-Vent and PSV had better functional results with
less lung damage and expression of inflammatory mediators. This study raised
interesting questions for assisted mechanical ventilation: a) VT, within certain
limits, and increased transpulmonary pressure may not be specific determinants
of VALI; b) higher inspiratory effort during assisted mechanical ventilation could
increase injury, and the ‘safe’ level of inspiratory effort should be determined in
the near future; c) P0.1 could be useful to optimize assisted ventilation by achiev-
ing optimal recruitment with minimal stress and strain; d) modalities of assisted
ventilation that favor lower I:E ratio may lead to less hyperinflation. Interestingly,
Bi-Vent and PSV were associated with lower hyperinflation compared to pressure
assist-control ventilation 1:1, which could be due to a better animal-ventilator
interaction that reduced respiratory drive with consequent decrease in the inspi-
ratory transpulmonary pressure.

In line with these data, Gama de Abreu et al. [29], showed that reduced tidal
re-aeration and hyperaeration during BiPAP/APRV+SB compared to PSV did not
result from a decrease in non-aerated areas at end-expiration or different distri-
bution of ventilation, but rather from lower mean VT. This suggests that the ratio
between spontaneous and controlled breaths plays a pivotal role in reducing tidal
re-aeration and hyperaeration during BIPAP/APRV+SB.

Different factors may promote reduced lung injury during assisted ventilation:
a) recruitment of dependent atelectatic lung regions, reducing opening and clos-
ing during tidal breath, thus limiting shear stress forces; b) more homogeneous
distribution of regional transpulmonary pressures; c) variability of breathing pat-
tern; d) redistribution of perfusion towards non-atelectatic injured areas [19];
and e) improved lymphatic drainage.

In another experimental study, Brander et al. [26] found that NAVA was as
effective as protective ventilation in preventing VALI, attenuating excessive sys-
temic and remote organ inflammation, and preserving cardiac and kidney func-
tion in rabbits. However, in that study, the VT delivered by NAVA was substan-
tially lower that that delivered during a protective ventilation strategy (3 vs. 6 ml/
kg).

Our group has recently shown that in saline lung lavage, protective ventilation
with PSV and noisy PSV was associated with reduced histological lung damage
and reduction in interleukin (IL)-6 in the lung tissue as compared to protective
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controlled mechanical ventilation [38]. However, other authors found that BiPAP/
APRV+SB did not improve hemodynamic and respiratory function, causing
greater histopathologic damage to the lungs in a model of intra-abdominal hyper-
tension [39]. In contrast with most experimental findings, Forel et al. [7] showed
that NMBAs reduced pulmonary and systemic inflammation in patients with
ARDS ventilated with a lung-protective strategy in volume assist-control ventila-
tion. More recently, the same group reported a decrease in mortality in severe
ARDS (PaO2/FiO2 < 120 mmHg) with the use of NMBAs [8].

Taken together, these observations suggest that the type of assisted mechanical
ventilation and the amount of inspiratory effort play a relevant role in VALI, espe-
cially in more severe ARDS patients. In patients with abdominal compartment
syndrome, assisted mechanical ventilations should be used cautiously or avoided.

Patient-ventilator Asynchrony

Patient-ventilator asynchrony refers to the uncoupling between the mechanically
delivered breath and the patient’s respiratory effort. It is common during assisted
mechanical ventilation and may affect the morbidity of critically ill patients.
Close inspection of pressure, volume and flow waveforms – displayed by modern
ventilators – may help the physician to recognize and act appropriately to mini-
mize patient-ventilator asynchrony.

A large prospective study reported that one-fourth of critically ill patients
exhibited a high incidence of asynchrony during assisted ventilation. Such a high
incidence was associated with prolonged duration of mechanical ventilation.
Patients with frequent ineffective triggering may receive excessive levels of venti-
latory support [35]. It has been shown that in patients with ARDS and increased
breathing effort receiving small VTs, pressure-targeted compared to volume assist
controlled ventilation may provide more comfort by decreasing respiratory drive
during the triggering phase [40].

During PSV, markedly reducing the level of support or inspiratory duration to
reach a VT of about 6 ml/kg eliminated ineffective triggering in two-thirds of crit-
ically ill patients with weaning difficulties and a high percentage of ineffective
efforts without inducing excessive work of breathing or modifying patient respi-
ratory rate [41]. Furthermore, different studies have shown that optimization of
pressure rise time and/or inspiratory/expiratory triggering is mandatory to avoid
patient ventilator asynchronies in patients with ALI [42].

Sigh during Assisted Mechanical Ventilation

Assisted mechanical ventilation, especially pressure limited modalities, might
promote progressive derecruitment when mean airway pressure is not optimized.
For this reason, periodic hyperinflations (sighs) might be useful to prevent pro-
gressive reduction in lung volume and atelectasis. Sighs have been shown to
improve recruitment and gas-exchange in ALI/ARDS patients during controlled
mechanical ventilation [43]. Sighs during PSV in patients with early ARDS have
been proposed to improve gas exchange and lung volume and decrease the respi-
ratory drive [44]. In a paraquat-induced ALI model, Steimback et al. [45] showed
that a reduction in sigh frequency of up to 10 sighs per hour had a protective

Pros and Cons of Assisted Mechanical Ventilation in Acute Lung Injury 169

V



effect on lung and distal organs. No clinical data are currently available about the
effects of sighs during assisted ventilation in ALI/ARDS.

Ventilator-induced Diaphragmatic Dysfunction

Controlled mechanical ventilation is an important cause of diaphragmatic weak-
ness, associated with a syndrome known as ventilator-induced diaphragmatic dys-
function [46]. Clinical studies report that the duration of mechanical ventilation is
associated with a decline in diaphragmatic force. It is unclear whether this relation
is causal or influenced by other confounders [47]. Animal studies have demon-
strated that ventilator-induced diaphragmatic dysfunction is minimized with the
use of partial support modes of mechanical ventilation [48, 49]. A recent study
found that healthy piglets ventilated for 72 h with adaptive support ventilation
(ASV) presented greater phrenic nerve-stimulated diaphragmatic strength and
fewer histological signs of atrophy compared to those ventilated with controlled
mechanical ventilation [50]. Therefore, it seems important to allow as much dia-
phragmatic activity as possible. However, further studies are required to ascertain
the optimal level of diaphragmatic effort and to determine whether the specific
method of promoting diaphragmatic effort during mechanical ventilation (e.g.,
spontaneous breathing trials, assist-control, pressure-support, newer modes such
as NAVA, etc.) has any impact on the risk of ventilator-induced diaphragmatic dys-
function. In addition, persistent oxidative stress [49] and substantial residual defi-
cit of diaphragmatic force have been associated with partial support modes of
mechanical ventilation or intermittent periods of spontaneous breathing, even in
the absence of atrophy [48]. These findings suggest that other measures designed
to target the specific cellular pathways involved in muscle injury may be required
in order to prevent or reverse ventilator-induced diaphragmatic dysfunction.

Conclusion

The use of assisted mechanical ventilation in ALI/ARDS improves oxygenation,
decreases the need for sedation and vasoactive drugs, and preserves the force of
contraction and structure of respiratory muscles. Assisted ventilation modes that
allow no or less supported spontaneous breathing require increased muscle respi-
ratory activity and are more likely to recruit the lungs compared to modes that
support individual breaths. In experimental ALI/ARDS, breath supported ventila-
tion improves oxygenation by redistribution of perfusion to better aerated lung
zones, rather than recruitment.

Even though assisted ventilation has been shown not to affect or decrease VALI
in animal models of ALI/ARDS, recent evidence suggests that in the first 48 hours
of severe ARDS (PaO2/FiO2 < 120 mmHg) the use of controlled ventilation com-
bined with NMBAs helps to preserve lung function and reduce mortality, when
compared to a ventilatory strategy in which the patient triggers the mechanical
ventilator to get a predefined fixed VT. Thus, spontaneous breathing activity
should be avoided in such patients during ventilation with volume assist-control
ventilation in the early phase of severe ARDS. Whether such restriction also
applies to other forms of assisted ventilation that allow better patient-ventilator
synchrony and how these modes compare to each other is still unclear.
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Introduction

Ventilatory strategies that reduce lung stretch by reducing tidal and minute venti-
lation, which results in a ‘permissive’ hypercapnic acidosis, improve outcome in
patients with acute lung injury/acute respiratory distress syndrome (ALI/ARDS)
[1, 2]. Reassuringly, evidence from clinical studies attests to the safety and lack of
detrimental effects of hypercapnic acidosis [2]. Of particular importance, a sec-
ondary analysis of data from the ARDSnet tidal volume study [1] demonstrated
that the presence of hypercapnic acidosis at the time of randomization was asso-
ciated with improved patient survival in patients who received high tidal volume
ventilation [3]. These findings have resulted in a shift in paradigms regarding
hypercapnia – from avoidance to tolerance – with hypercapnia increasingly per-
mitted in order to realize the benefits of low lung stretch. Consequently, low tidal
and minute volume ventilation and the accompanying ‘permissive’ hypercapnia
are now the standard of care for patients with ALI/ARDS, and are increasingly
used in the ventilatory management of a diverse range of diseases leading to
acute severe respiratory failure, including asthma and chronic obstructive pulmo-
nary disease.

The inflammatory response plays a central role in the pathogenesis of injury
and in the repair process in ALI/ARDS [4]. Inflammation is a highly conserved
process in evolution, which is essential for survival. It functions to resolve the
injurious process, facilitate repair, and return the host to a state of homeostasis.
The ideal inflammatory process is rapid, causes focused destruction of pathogens,
yet is specific and ultimately self-limiting [5]. In contrast, when the inflammatory
response is dysregulated or persistent, this can lead to excessive host damage, and
contribute to the pathogenesis of lung and systemic organ injury, leading to mul-
tiple organ failure and death. The potential for hypercapnia and/or its associated
acidosis to potently inhibit the immune response is increasingly recognized [6, 7].
Where the host immune response is a major contributor to injury, such as in non-
septic ALI/ARDS, these effects would be expected to result in potential benefit.
This has been demonstrated clearly in relevant pre-clinical ALI/ARDS models,
where hypercapnic acidosis has been demonstrated to attenuate ALI induced by
free radicals [8], pulmonary [9] and systemic ischemia-reperfusion [10], pulmo-
nary endotoxin instillation [11], and excessive lung stretch [12]. The protective
effects of hypercapnic acidosis in these models appear due, at least in part, to its
anti-inflammatory effects.

The effects of hypercapnia in sepsis-induced lung injury, where a robust
immune response to microbial infection is central to bacterial clearance and
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recovery, is less clear. Of concern, severe sepsis-induced organ failure, whether
pulmonary or systemic in origin, is the leading cause of death in critically ill
adults and children [13]. Sepsis-induced ARDS is associated with the highest
mortality rates. Evidence suggests that approximately 40 % of patients with severe
sepsis develop ARDS [13]. Furthermore, infection frequently complicates critical
illness due to other causes, with an infection prevalence of over 44 % reported in
this population [14]. These issues underline the importance of understanding the
effects of hypercapnia on the immune response, and the implications of these
effects in the setting of sepsis.

Hypercapnia and the Innate Immune Response

Function of the Innate Immune Response

The immune system can be viewed as having two interconnected branches,
namely the innate and adaptive immune responses [5]. The innate immune sys-
tem is an ancient, highly conserved response, being present in some form in all
metazoan organisms. This response is activated by components of the wall of
invading microorganisms, such as lipopolysaccharide (LPS) or peptidoglycan, fol-
lowing the binding of these pathogen-associated molecular patterns to pattern
recognition receptors, such as the Toll-like receptors (TLRs) on tissue macro-
phages. The innate immune response is also activated by endogenous ‘danger’
signals, such as mitochondrial components [15], providing an elegant explanation
for why non-septic insults can also lead to organ injury and dysfunction. An
inflammatory cascade is then initiated, involving cytokine signaling activation of
phagocytes that kill bacteria, as is activation of the (later) adaptive immune
response.

Activation of the Innate Immune Response

Hypercapnic acidosis has been demonstrated to inhibit multiple components of
the host innate immune responses. Activation of the innate immune response ini-
tiates a conserved signaling cascade that culminates in the activation of transcrip-
tion factors, such as nuclear factor kappa-B (NF-κB) [5]. These transcription fac-
tors drive the expression of multiple genes that activate and regulate the pro-
inflammatory and repair processes. Increasing evidence suggests that hypercap-
nic acidosis directly inhibits the activation of NF-κB [16]. Intriguingly, this effect
of hypercapnic acidosis may be a property of the CO2 rather than its associated
acidosis [17–19]. If confirmed, this finding suggests the presence of a molecular
CO2 sensor in mammalian cells. This mechanism of action of hypercapnic acido-
sis has been demonstrated to underlie some of the anti-inflammatory effects of
hypercapnia [16], and to be a key mechanism by which hypercapnia – whether
buffered or not – reduces pulmonary epithelial wound healing [18].

Coordination of the Innate Immune Response

Hypercapnic acidosis also interferes with coordination of the innate immune
response by reducing cytokine signaling between immune effector cells. Hyper-
capnic acidosis reduces neutrophil [20] and macrophage [21] production of pro-
inflammatory cytokines such as tumor necrosis factor (TNF)-α, interleukin (IL)-
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1β, IL-8 and IL-6. Hypercapnic acidosis reduced endotoxin stimulated macro-
phage release of TNFα and IL-1β in vitro [21]. Peritoneal macrophages incubated
under hypercapnic conditions demonstrated a prolonged reduction in endotoxin-
stimulated TNF-α and IL-1β release [22]. In contrast, a recent study reported
rapid onset and rapid reversibility of IL-6 inhibition by hypercapnia in mature
macrophage stimulated with LPS [19]. The mechanism underlying hypercapnic
acidosis-mediated inhibition of cytokine and chemokine production appears to
be mediated at least in part via inhibition of activation of NF-κB.

The Cellular Innate Immune Response

Neutrophils and macrophages are important effectors of the innate immune
response in the setting of bacterial infection. Neutrophils rapidly migrate from
the bloodstream to areas of infection, and rapidly phagocytose invading microor-
ganisms. Tissue macrophages and their blood borne monocyte counterparts are
activated by bacterial products such as endotoxin, and coordinate the activation
of the adaptive immune response in the setting of infection by presenting foreign
antigen to lymphocytes and secreting chemokines. Both monocytes and macro-
phages phagocytose and kill pathogens by similar mechanisms but at a slower
rate than neutrophils.

Hypercapnic acidosis may impact on the cellular immune response via both
direct and indirect mechanisms. Hypercapnic acidosis inhibits neutrophil expres-
sion of the chemokines, selectins and intercellular adhesion molecules [16, 20],
which facilitate neutrophil binding to the endothelium and migration out of the
vascular system. The potential for hypercapnic acidosis to inhibit neutrophil che-
motaxis and migration to the site of injury has been confirmed in vivo, where
hypercapnic acidosis inhibits pulmonary neutrophil infiltration in response to
endotoxin instillation [11]. Hypercapnic acidosis directly impairs neutrophil
phagocytosis in vitro [23]. This inhibitory effect appears to be a function of the
acidosis per se, with buffering restoring neutrophil phagocytosis [24]. Hypercap-
nic acidosis also inhibits phagocytosis of opsonized polystyrene beads by human
alveolar macrophages, although the levels of CO2 utilized to demonstrate this
effect were well beyond the range encountered clinically [19].

Neutrophils and macrophages kill ingested bacteria by producing free radicals
such as superoxide, hydrogen peroxide, and hypochlorous acid, and releasing
these into the phagosome. This is a pH-dependent process, with free radical pro-
duction decreased at low pH [25]. Hypercapnic acidosis inhibits the generation of
oxidants such as superoxide by unstimulated neutrophils and by neutrophils
stimulated with opsonized Escherichia coli or with phorbol esters [20]. In con-
trast, hypocapnic alkalosis stimulates neutrophil oxidant generation [20]. Inhibi-
tion of the intracellular pH changes with acetazolamide attenuated these effects.
More recently, hypercapnic acidosis has been demonstrated to reduce oxidative
reactions in the endotoxin injured lung by a mechanism involving inhibition of
myeloperoxidase-dependent oxidation [26]. The potential for hypercapnic acido-
sis to reduce free radical formation, while beneficial where host oxidative injury
is a major component of the injury process, may be disadvantageous in sepsis,
where free radicals are necessary to cause bacterial injury and death.

Neutrophil apoptosis following phagocytic activity generally occurs within 48
hours of release into the circulation. Conversely, neutrophil death via necrosis
causes release of intracellular contents, including harmful enzymes, which can
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cause tissue destruction. Neutrophils appear to have an increased probability of
dying by necrosis following intracellular acidification during phagocytosis [27].
Hypercapnic acidosis may, therefore, increase the probability of neutrophil cell
death occurring via necrosis rather than apoptosis.

Hypercapnia and the Adaptive Immune Response

The adaptive immune system is activated by the innate response following activa-
tion of pattern recognition receptors that detect molecular signatures from
microbial pathogens. Specific major histocompatibility complex molecules on T
and B lymphocytes also bind microbial components. These activation events lead
to the generation of T and B lymphocyte-mediated immune responses over a
period of several days.

Much of the focus to date regarding the effects of hypercapnic acidosis on
immune response to injury and/or infection has been on the innate immune
response. Less is known about the effects of hypercapnic acidosis on adaptive or
acquired immunity. However, important clues as to the potential for hypercapnic
acidosis to modulate the adaptive response come from the cancer literature. The
tumor microenvironment is characterized by poor vascularization, resulting in
tissue hypoxia and acidosis. In a situation analogous to sepsis, acidosis in this set-
ting may hamper the host immune response to tumor cells, potentially leading to
increased tumor growth and spread. The cytotoxic activity of human lymphokine
activated killer cells and natural killer cells is diminished at acidic pH [28]. Meta-
bolic acidosis reduces lysis of various tumor cell lines by cytotoxic T-lymphocytes
[29]. In contrast, the motility of IL-2-stimulated lymphocytes appears to be stim-
ulated in the presence of an acidified extracellular matrix and severe extracellular
acidosis (pH 6.5) also appears to enhance the antigen presenting capacity of den-
dritic cells [30]. The net effect of these contrasting actions of metabolic acidosis
on the adaptive immune response is unclear. However, the demonstration that
hypercapnic acidosis enhanced systemic tumor spread in a murine model [31]
raises clear concerns regarding the potential for hypercapnic acidosis to suppress
cell-mediated immunity.

Hypercapnia and Acidosis Modulate Bacterial Proliferation

Carbon dioxide has broadly similar effects within the various families of microor-
ganisms, but the sensitivity to CO2 varies across the families, e.g., yeasts are quite
resistant to the inhibitory effects of CO2, Gram-positive organisms are somewhat
less resistant, and Gram-negative organisms are the most vulnerable [32]. Opti-
mal anaerobic E. coli growth occurs at a CO2 tension (PCO2) of 0.05 atmospheres,
which is similar to the PCO2 in the gut. The aerobic growth rate of E. coli was not
inhibited by a PCO2 of 0.2 atmospheres but was inhibited at partial pressures
above 0.6 atmospheres [33]. It is important to remember that these levels are
extremely high in the context of human physiology.

Of concern, however, is the demonstration by Pugin et al. that more clinically
relevant degrees of metabolic acidosis can directly enhance bacterial proliferation
in vitro [34]. Cultured lung epithelial cells exposed to cyclic stretch similar to that
seen with mechanical ventilation produced a lactic acidosis that markedly
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Fig. 1. Bacterial pathogens pro-
liferate more rapidly in the set-
ting of metabolic acidosis. All
bacterial strains tested, except
for a methicillin-resistant S.
aureus, had a marked growth
advantage at moderately acidic
pH levels (7.2–7.6) relevant to
the clinical setting. Gram-nega-
tive bacteria are represented by
dark blue bars while Gram-posi-
tive bacteria are represented by
light blue bars. From [34] with
permission

enhanced the growth of E. coli [34]. This was a direct effect of hydrogen ions, as
direct acidification of the culture medium to a pH of 7.2 with hydrochloric acid
enhanced E. coli growth. In contrast, alkalinizing the pH of conditioned media
from stretched lung cells abolished the enhancement of E. coli growth. A range of
Gram-positive and Gram-negative bacteria (including E. coli, Proteus mirabilis,
Serratia rubidaea, Klebsiella pneumoniae, Enterococcus faecalis, and Pseudomonas
aeruginosa) isolated from patients with ventilator-associated pneumonia (VAP),
grew better in acidified media (Fig. 1). Interestingly, this effect was not seen with
a methicillin resistant Staphylococcus aureus (MRSA) strain, which appeared to
grow best at an alkaline pH [34].

The effects of hypercapnic acidosis on bacterial proliferation at levels encoun-
tered in the context of permissive hypercapnia are unclear. The net effect is likely
to be a combination of the effects of the acidosis and of the hypercapnia. Never-
theless, the demonstration that clinically relevant levels of metabolic acidosis
enhance bacterial growth is of concern.
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Implications for Hypercapnia in Sepsis

Immunocompetence is essential to an effective host response to microbial infec-
tion. Hypercapnia and/or acidosis may modulate the interaction between host
and bacterial pathogen via several mechanisms, resulting in a broad based sup-
pression of the inflammatory response.

Hypercapnia, Acidosis and the Host Response

The initial host response to invading pathogens is dominated by neutrophil acti-
vation, migration to the infective site, and phagocytosis and killing of bacteria.
Compartmentalized release of neutrophil proteolytic enzymes and myeloperoxi-
dase-dependent oxygen radicals results in effective pathogen destruction. How-
ever, excessive release of these potent mediators into the extracellular space
results in damage to host tissue and worsening ALI. Consistent with this is the
finding that recovery of neutrophil count in neutropenic patients worsens the
severity of ALI [35]. Hypercapnic acidosis may reduce the potential for damage to
host tissue during the response to infection, by reducing lung neutrophil recruit-
ment [10], adherence [16], intracellular pH regulation [12], oxidant generation
[8], and phagocytosis [23]. These mechanisms are considered to underlie some of
the protective effects of hypercapnic acidosis in non-sepsis induced ALI [7]. How-
ever, these effects of hypercapnic acidosis may be detrimental in sepsis, given the
central role of neutrophil mediated phagocytosis of microbial pathogens and acti-
vation of the cytokine cascade to the host response to infection. In this context,
defects in neutrophil function are associated with increased sepsis severity and
worse outcome [36].

Early Versus Late Bacterial Infection

The effects of this hypercapnic acidosis-induced immune modulation may vary
depending upon the stage of the infective process. The anti-inflammatory proper-
ties of hypercapnic acidosis may reduce the intensity of the initial host response
to infection, thus attenuating tissue damage (Fig. 2). However, the mechanisms
whereby bacteria mediate tissue injury are complex and not limited to the contri-
bution from an excessive host response. In late or prolonged pneumonia, in
which tissue injury from direct bacterial spread and invasion makes a significant
contribution, hypercapnic acidosis might impair bactericidal host responses. In
the absence of effective antibiotic therapy, this may lead to enhanced bacterial
spread and replication leading to more severe tissue destruction and lung and
systemic organ injury (Fig. 2).

Impact on Repair Following Injury

Hypercapnic acidosis has been demonstrated to retard the repair process follow-
ing lung cell and tissue injury. Hypercapnia slowed resealing of stretch-induced
cell membrane injuries [37] and inhibited the repair of pulmonary epithelial
wounds [18] by a mechanism involving inhibition of the NF-κB pathway. These
findings raise the potential that hypercapnic acidosis could lead to increased bac-
terial translocation through defects in the pulmonary epithelium, while also
delaying the recovery process following a septic insult.
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Fig. 2. Potential mechanisms underlying the effects of hypercapnic acidosis in sepsis. Panel A repre-
sents early sepsis, in which hypercapnic acidosis may reduce the host inflammatory response and
decrease the contribution of bacterial toxin mediated injury to tissue injury and damage. This might
result in an overall decrease in lung injury. Panel B represents late or prolonged bacterial sepsis, where
a hypercapnic acidosis-mediated decrease in the host response to bacterial infection might result in
unopposed bacterial proliferation, thereby increasing direct bacterial tissue invasion and injury, and
worsening lung injury. ALI: acute lung injury; HCA: hypercapnic acidosis.

Recent studies in relevant preclinical models have significantly advanced our
understanding of the effects of hypercapnic acidosis in both pulmonary and sys-
temic sepsis-induced ALI/ARDS. These studies reveal the importance of severity,
site, and stage of the infective process, the need for antibiotic therapy, and the
utility of buffering the hypercapnic acidosis in this setting.

Hypercapnia in Pulmonary Sepsis

Early Lung Infection

The effect of hypercapnic acidosis on pneumonia-induced ALI appears to depend
on the stage and severity of the infection. In an acute severe bacterial pneumo-
nia-induced lung injury, hypercapnic acidosis improved physiological indices of
injury [38]. Intriguingly, these protective effects were mediated by a mechanism
independent of neutrophil function. In contrast, hypercapnic acidosis did not
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alter the magnitude of lung injury in a less severe acute bacterial pneumonia [39].
Importantly these in vivo studies showed no increase in bacterial count in ani-
mals exposed to hypercapnic acidosis, a reassuring finding given concerns
regarding retardation of the host bactericidal response and potential bacterial
proliferation.

In the clinical setting, many critically ill patients will have established infection
at the time of presentation. Thus animal models of established bacterial pneumo-
nia, in which hypercapnic acidosis was introduced several hours following induc-
tion of infection with E. coli, more closely resemble the clinical setting. In an
established pneumonia model, hypercapnic acidosis induced after the develop-
ment of a significant pneumonia-induced lung injury reduced physiological indi-
ces of lung injury [40]. Of importance, these protective effects of hypercapnic aci-
dosis were enhanced in the presence of appropriate antibiotic therapy [40]. Again,
reassuringly, lung bacterial loads were similar in the hypercapnic acidosis and
normocapnia groups [40].

Prolonged Lung Infection

In an animal model of prolonged untreated pneumonia, sustained hypercapnic
acidosis worsened histological and physiological indices of lung injury, including
compliance, arterial oxygenation, alveolar wall swelling and neutrophil infiltra-
tion [23]. Of particular concern to the clinical setting, hypercapnic acidosis was
associated with a higher lung bacterial count. The mechanism underlying this
effect appeared to be inhibition of neutrophil function, as evidenced by impaired
phagocytotic ability in neutrophils isolated from hypercapnic rats [23]. Of impor-
tance to the clinical context, the use of appropriate antibiotic therapy abolished
these deleterious effects of hypercapnia, reducing lung damage and lung bacterial
load to levels comparable to those seen with normocapnia.

These findings have been confirmed and considerably expanded in a recent
study of hypercapnia in the fruit fly [41]. Helenius et al., in a series of elegant in
vivo studies, found that prolonged hypercapnia decreased expression of specific
anti-microbial peptides in Drosophilia melanogaster [41]. Hypercapnia decreased
bacterial resistance in adult flies exposed to pathogens as evidenced by increased
bacterial loads and increased mortality in flies inoculated with E. faecalis, A.
tumefaciens, or S. aureus [41]. The previously demonstrated suppressive effects of
hypercapnic acidosis on the NF-κB pathway appeared to underlie the decreased
resistance to infection [41]. These findings raise significant concerns regarding
the safety of hypercapnia in the setting of prolonged pneumonia, particularly in
the absence of effective antibiotic therapy.

Hypercapnia in Systemic Sepsis

A growing body of evidence attests to a beneficial role of hypercapnia in the set-
ting of systemic sepsis. Improvements in hemodynamic parameters and lung
injury have been demonstrated in evolving, established, and prolonged systemic
sepsis in animal models. This is in contrast to the detrimental effects of hyper-
capnic acidosis seen in prolonged pulmonary sepsis, suggesting that the effects of
hypercapnic acidosis depend not only on the stage of the infective process, but
also on the site of the primary infection.
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Early Systemic Sepsis

Hypercapnic acidosis reduces the severity of early septic shock and lung injury
induced by systemic sepsis. In a rodent model of peritoneal sepsis induced by
cecal ligation and puncture, hypercapnic acidosis slowed the development of
hypotension, preserved central venous oxygen saturation, and attenuated the rise
in serum lactate compared to control conditions, in the first 3 hours post injury
[42]. The severity of early lung injury was reduced as evidenced by a decrease in
the alveolar-arterial oxygen gradient, and reduced lung permeability, compared to
normocapnia. Alveolar neutrophil concentration was reduced by hypercapnic aci-
dosis but IL-6 and TNF-α were unchanged [42]. Of importance, there were no dif-
ferences in bacterial loads in the lung, blood, or peritoneum in the hypercapnia
group.

Prolonged Systemic Sepsis

Using an ovine model of fecal peritonitis, Wang et al compared the effects of
hypercapnic acidosis with those of dobutamine [43]. Over an 18-hour study
period, hypercapnic acidosis resulted in improved hemodynamics of a magnitude
comparable to that of dobutamine. Compared with normocapnia, both hypercap-
nic acidosis and dobutamine raised cardiac index and systemic oxygen delivery
and reduced lactate levels. In addition, hypercapnic acidosis attenuated indices of
lung injury, including lung edema, alveolar-arterial oxygen partial pressure differ-
ence and shunt fraction. Hypercapnic acidosis did not decrease survival time
compared to normocapnia in this setting [43]. In a more prolonged systemic sep-
sis model, Costello et al. demonstrated that sustained hypercapnic acidosis
reduced histological indices of lung injury compared with normocapnia in
rodents following cecal ligation and puncture [42]. Reassuringly there was no evi-
dence of an increased bacterial load in the lung, blood, or peritoneum of animals
exposed to hypercapnia.

Intraperitoneal Hypercapnia

Direct intra-abdominal administration of CO2 – by means of a pneumoperito-
neum – reduces the severity of abdominal sepsis-induced lung and systemic
organ injury. Insufflation of CO2 into the peritoneal cavity prior to laparotomy for
endotoxin contamination increased animal survival [44]. Most recently, CO2
pneumoperitoneum has been demonstrated to increase survival in mice with
polymicrobial peritonitis induced by cecal ligation and puncture (Fig. 3) [31].
These protective effects of intraperitoneal carbon dioxide insufflation appear be
due to the immunomodulatory effects of hypercapnic acidosis, which include an
IL-10 mediated downregulation of TNF-α [44]. Importantly, these effects appear
to be mediated by the localized peritoneal acidosis, rather than by any systemic
effect.
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Fig. 3. Insufflation of CO2 into
the peritoneal cavity improves
survival following cecal ligation
and puncture-induced systemic
sepsis. Animals were first sub-
jected to cecal ligation and
puncture. Four hours later, ani-
mals underwent a laparotomy
and induction of a CO2 pneumo-
peritoneum (laparotomy + CO2),
laparotomy alone, or no laparot-
omy; survival was determined
over the following 8 days. Modi-
fied from [31] with permission.

Buffering Hypercapnic Acidosis in Sepsis

The immunomodulatory effects of hypercapnic acidosis in sepsis may occur as a
function of either hypercapnia or acidosis. As discussed, evidence suggests that
hypercapnic acidosis exerts certain effects via its associated acidosis [24], while
other effects appear be a function of the hypercapnia per se [17]. Buffered hyper-
capnia, i.e., hypercapnia in the presence of normal pH, may be seen in ALI/ARDS
patients as a renal compensatory measure, or as a result of the administration of
bicarbonate, a common clinical practice in the ICU, and one that was permitted
in the ARDSnet tidal volume study [1]. Aside from well established concerns
regarding the use of sodium bicarbonate, there is evidence from animal models of
lung and systemic sepsis that the anti-inflammatory and protective effects of
hypercapnic acidosis are lost with buffering. This has significant implications in
clinical scenarios where the buffering of hypercapnia resulting from protective
ventilator strategies is considered.

Pulmonary Sepsis

In rodent models of acute pneumonia induced by intratracheal E. coli and by
endotoxin, buffered hypercapnia worsened lung injury [24]. Compared with nor-
mocapnic controls, buffered hypercapnia increased multiple indices of lung
injury including arterial oxygenation, lung compliance, pro-inflammatory pulmo-
nary cytokine concentrations, and measurements of structural lung damage. In
these experiments, buffered hypercapnia was established in the animals by expo-
sure to hypercapnic conditions until renal buffering to normal pH had occurred,
thus avoiding the confounding effects of exogenous acid or alkali administration.
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This contrasts with the protective effects of hypercapnic acidosis in similar mod-
els [11, 38]. Of note, buffered hypercapnia did not reduce the phagocytic capacity
of neutrophils, and did not increase lung bacterial load in these studies [24].

Systemic Sepsis

In a study designed to assess the contribution of acidosis versus hypercapnia to
the effects of hypercapnic acidosis on the lung and hemodynamic profile in sys-
temic sepsis, Higgins et al. exposed rats to environmental hypercapnia until renal
buffering had restored pH to the normal range [45]. Both buffered hypercapnia
and hypercapnic acidosis reduced the severity of early shock and attenuated the
increase in serum lactate compared with normocapnia. In contrast, buffered
hypercapnia did not attenuate physiologic or histologic indices of lung injury in
these studies [45]. Reassuringly, there was no evidence to suggest that buffered
hypercapnia worsened the degree of lung injury compared to normocapnia, and
buffered hypercapnia did not increase the bacterial load in the lungs or the
bloodstream [45].

Hypercapnia and Sepsis: Where are we Now?

The generally beneficial effects of hypercapnic acidosis in the setting of experi-
mental non-septic inflammatory injury contrast with a more complex spectrum of
effects in the setting of live bacterial infection. Hypercapnia and/or acidosis exert
diverse – and potentially conflicting – effects on the innate and adaptive immune
responses. Overall, hypercapnic acidosis appears to suppress the immune
response, although the net effect of its multiple actions appears to vary depending
on the site of infection and also on whether the acidosis produced by the hyper-
capnia is buffered or not. Hypercapnic acidosis appears to protect the lung from
injury induced by evolving or more established lung and systemic bacterial sepsis
in relevant pre-clinical models. In contrast, the effects of hypercapnic acidosis in
prolonged untreated bacterial sepsis appear to differ depending on the source of
the infection, with the immunosuppressive effects of hypercapnic acidosis worsen-
ing lung injury in the setting of prolonged pneumonia. This deleterious effect is
abrogated by effective antibiotic therapy. In contrast, hypercapnic acidosis reduced
lung damage caused by prolonged systemic sepsis, again highlighting the potential
importance of the source of infection. Finally, buffering of the acidosis induced by
hypercapnia does not confer significant benefit in the setting of lung or systemic
sepsis, and may actually worsen lung injury in the setting of pneumonia.

Taken together, recent experimental findings in relevant pre-clinical models
provide some reassurance regarding the safety of hypercapnia in sepsis, particu-
larly in early pneumonia, and in the setting of abdominal sepsis. However, in the
setting of prolonged pneumonia, the immunosuppressive effects of hypercapnia
remain a concern. While the use of ventilation strategies resulting in hypercapnia
is clearly justified in patient with ALI/ARDS, care is warranted in the setting of
sepsis. The finding that deleterious effects of hypercapnia in the setting of pro-
longed pneumonia are abrogated by appropriate antibiotic therapy is of impor-
tance.

Clinicians should carefully consider the use of early empiric antibiotic therapy
in hypercapnic ALI/ARDS patients in whom sepsis is suspected or confirmed.
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However, concerns persist, particularly where antibiotic cover may be subopti-
mal, or the bacteria are more resistant to antibiotic therapy. The findings that
hypercapnia may increase septic lung injury in the setting of prolonged pneumo-
nia is also of relevance to other patient groups, such as patients with infective
exacerbations of chronic obstructive airways disease.

Conclusion

Hypercapnia is an integral component of protective lung ventilatory strategies in
patients with severe respiratory failure. The potential for hypercapnia to modu-
late the immune response, and the mechanisms underlying these effects are
increasingly well understood. The findings that hypercapnic acidosis is protective
in systemic sepsis, and in the earlier phases of pneumonia-induced sepsis, pro-
vide reassurance regarding the safety of hypercapnia in the clinical setting. How-
ever, the potential for hypercapnic acidosis to worsen injury in the setting of pro-
longed lung sepsis must be recognized. Additional studies are needed to further
elucidate the mechanisms underlying the effects of hypercapnia and acidosis in
the setting of sepsis-induced lung injury.
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Introduction

This chapter is written in an attempt to document some of the reasons behind the
development of the ventilatory mode known as neurally-adjusted ventilatory
assist (NAVA).

Why NAVA?

In patients with acute respiratory failure, the function of a mechanical ventilator
is to support or substitute the task of the respiratory muscles and to maintain
adequate ventilation through the removal of CO2 and delivery of O2. Although a
life-saving intervention, mechanical ventilation is known to have unwanted side-
effects that may be deleterious to the patient. Ventilator-induced lung injury
(VILI), for example, has been suggested to occur with ventilation at high tidal
volumes (for reviews see [1, 2]), and has been associated with increased mortality
[3]. Ventilator-induced diaphragmatic dysfunction – characterized by a rapidly
developing weakness and atrophy of the diaphragm – is caused in part by ventila-
tor-induced diaphragmatic inactivity (for review see [4–6]. Ventilator associated
pneumonia (VAP), a nosocomial lung infection associated with mechanical venti-
lation, in particular with the use of endotracheal tubes, increases morbidity and
mortality, and its risk is related to exposure, i.e., time on mechanical ventilation
[7]. It should be noted that age and increased time on mechanical ventilation are
also predictors for increased morbidity and mortality [8]. From an economical
perspective, a recent study in the United States showed an estimated national cost
of $27 billion for mechanical ventilation, that is 12 % of all hospital costs [9].
Hence, there are also strong economical incentives to limit the adverse effects of
mechanical ventilation.

It has been demonstrated that mechanical ventilation with reduced tidal vol-
umes decreases mortality [3]. Active breathing on ventilatory assist has experi-
mentally been shown to prevent ventilator-induced diaphragmatic dysfunction
[10]. Protocols in patients promoting more active breathing by either reducing/
removing sedation [11–13] or using spontaneous breathing trials [14, 15] have
been found to shorten time on mechanical ventilation. A combined intervention
– “wake up and breathe” – has been shown to further reduce the time on
mechanical ventilation [16]. In fact, avoiding the use of sedatives completely has
been found to be possible in a selected group of acute respiratory failure patients
and was associated with shorter duration of mechanical ventilation [17].
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Restricted use of sedatives, however, necessitates that the mechanical ventilator is
adequate for delivering assist to an actively breathing patient.

A common tale of mechanical ventilation is that of a “patient fighting the ven-
tilator”. It has been known for a long time that pneumatically controlled ventila-
tors (i.e., those that trigger assist via pressure, flow, and/or volume) frequently
fail to deliver assist in time with the patient’s inspiratory effort (for example
[18–21]). Such triggering and cycling asynchrony is most likely to occur during
situations of low respiratory drive, e.g., during excessive assist delivery [21] or
high sedation [22]. In addition, leaks either in the respiratory circuit or in the
patient-ventilator interface significantly impair the function of pneumatic trigger-
ing and cycling [23]. The latter is also a major limiting factor to the successful
administration of mechanical ventilation with non-invasive interfaces.

In terms of the prevalence of poor timing between the ventilator’s assist deliv-
ery and the patient’s breathing effort, it has been reported that about 25 % of
mechanically ventilated (intubated) patients show more than 10 % error in the
accuracy of delivering assist in relation to the patient’s breathing [24–26]. The
portion of patients with more than 10 % error in the accuracy of timely delivery
of assist increases to 43 % in patients ventilated with non-invasive interfaces [27].
This is likely the tip of the iceberg, since it is quite challenging to detect patient
triggering/cycling asynchrony based on airway pressure, flow, and volume trac-
ings. Figure 1 shows an example of an adult patient where 10 % of the inspiratory
efforts do not trigger the ventilator in pressure support mode. Note that the
remainder of the breaths is actually triggered close to the peak of the diaphrag-

Fig. 1. Tracings obtained from a patient breathing on pressure support ventilation. Note that about 10 %
of the neural efforts are not effective to trigger the ventilator. The upper panel shows an overlay wave-
form of the diaphragmatic electrical activity – EAdi (grey line) and the pressure delivered by the ventila-
tor – Pvent (yellow line). The small red highlighted portions of the Pvent waveform indicate pneumatic
triggering of the ventilator’s assist. The lower panel indicates the flow (green line). Note also that all trig-
gered/assisted breaths are actually initiated at the peak/end of the neural (EAdi) inspiratory effort. Hence,
if delivered at all, the assist generates inspiratory flow when the inspiratory muscles are relaxing, i.e., dur-
ing neural expiration.
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matic electrical activity and hence the assist – although triggered – is actually
delivered when the patient is neurally expiring. Further, be aware that the asyn-
chrony of delivering assist during neural exhalation is not easily detectable from
the airway pressure and flow tracings (Fig. 1). Due to inadequate monitoring,
severe inaccuracies of mechanical ventilators controlled by pneumatic signals
(flow, volume, pressure) may pass unnoticed. In other words, for a vital sign as
simple as respiratory rate, the ventilator display of this parameter reflects the ven-
tilator’s rate of breath delivery, and may not relate at all to the patient’s breathing
rate. In fact, in certain patients the error between the patient’s neural respiratory
rate and the pneumatically triggered ventilator’s assist rate may range from being
twice that reported by the ventilator to complete respiratory arrest [28]. Thus the
scientifically reported shortcomings of pneumatic trigger systems cannot be
effortlessly detected at the bedside.

It has been shown that patients with severely impaired timing between ventila-
tor assist delivery and breathing efforts remain on mechanical ventilation signifi-
cantly longer [24–26, 29]. However, it is not clear whether the asynchrony in
itself is the direct cause for the prolonged time on mechanical ventilation. It could
be speculated that the asynchrony induces discomfort and agony, which in turn
leads to increased sedation and increased assist levels, and this may be the link to
increased duration of mechanical ventilation. A related tale to that of “the patient
fighting the ventilator” is the one that says that sedation is applied to “restore
synchrony”. In fact, deeper sedation results in more ineffective triggering of
mechanical ventilation [22]. Since deeper sedation likely reduces respiratory
drive, a further consequence of deeper sedation is that the patient likely needs
increased levels of assist and even mandatory ventilation, which in turn may
impair the trigger and cycling asynchrony. In the end, the “restored synchrony”
may represent a therapy-induced hypopnea or apnea rather than a restoration of
the patient’s ability to receive ventilatory assist timely to inspiratory efforts.

Animal studies have repeatedly shown that inactivity of the diaphragm is dele-
terious to its function (for review see [6]). Several studies in human patients with
acute respiratory failure have revealed that mechanical ventilation is associated
with extreme weakness of the diaphragm [30–32], which can develop within the
first days of mechanical ventilation [32]. In agreement with these studies, dia-
phragmatic inactivity in mechanically ventilated humans has been demonstrated
to atrophy the diaphragm causing an approximate 50 % reduction in muscle fiber
diameter after 18 to 69 hours [33]. Comorbidities and medications are also
known to impair muscle function [34, 35] and may speed its progress.

In the spirit of the above reported limitations to pneumatic triggering and
cycling of ventilatory assist, NAVA was developed in the 1990s. The purpose of
NAVA was to overcome the reported problems of patient-ventilator asynchrony
both with regards to its detection and its correction [36]. The advantage of NAVA
over conventional modes of mechanical ventilation was the introduction of trans-
esophageal measurements of diaphragmatic electrical activity (EAdi) using a con-
sensus approved technology to limit errors of its measurement and allowing EAdi
to reliably monitor and control ventilatory assist [37]. NAVA uses the EAdi to trig-
ger assist when a breath is initiated and terminates the assist when the EAdi
decreases, hence, NAVA does not depend on measurement of the patient’s airway
pressure, flow or volume, and maintains assist in synchrony with inspiratory
efforts [21, 25, 38–44] (Table 1). Since the neural regulation of breathing is
strongly integrated to that of the upper airways, NAVA gains an advantage during
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Table 1. Summary of recent human physiological trials using neurally-adjusted ventilatory assist (NAVA)

Authors (year) Ref Subjects (n) Intervention Major findings

Studies in adults

Sinderby
(2007)

[51] Healthy (10) NAVA with increasing
levels

Down-regulation of EAdi to prevent
over assist during TLC maneuvers

Moerer (2008) [38] Healthy (7) Neural vs. flow trigger
with helmet interface

Improved synchrony and comfort
with neural trigger

Colombo
(2008)

[25] Mixed ICU (14) NAVA vs. PSV with
increasing assist

NAVA improved synchrony, averted
the risk of over-assist

Schmidt
(2010)

[52] Mainly ALI (12) NAVA vs. PSV with
increasing assist

NAVA increased breathing pattern
variability

Brander
(2009)

[50] Mixed ICU (15) NAVA with increasing
levels

Down-regulation of EAdi to detect
an optimal NAVA level

Spahija (2010) [21] Mainly COPD
(14)

Increasing NAVA
Increasing PSV

Improved synchrony with NAVA,
maintained blood gases

Terzi (2010) [39] ARDS (11) Increasing NAVA
Increasing PSV

Improved synchrony with NAVA,
prevention of over assist with NAVA

Wu (2009) [40] ARDS (18) Increasing NAVA
Increasing PSV

Improved synchrony with NAVA

Passath (2010) [59] Mixed ICU (20) Increasing PEEP dur-
ing NAVA

At an adequate NAVA level, moni-
toring VT per EAdi allows optimal
PEEP adjustment

Karagiannidis
(2010)

[56] Critically ill on
ECMO (6)

NAVA during different
ECMO settings

NAVA followed the ventilator
response to changes in ECMO

Coisel (2010) [53] Post-operative
(12)

NAVA vs. PSV for 24 h Respiratory parameter variability
and oxygenation increased during
NAVA

Studies in Children

Beck (2009) [41] Premature in-
fants ready for
extubation (7)

NAVA vs. PSV,
PSV+VG, NAVA NIV

NAVA improved synchrony. Syn-
chrony with NAVA NIV was not
affected by leak.

Zhu (2010) [43] Cardiac surgery
(15)

Prone vs. supine NAVA
vs. PSV

Improved synchrony

Breatnach
(2010)

[44] Mainly cardiac
patients (16)

NAVA vs. PSV NAVA improved synchrony, showed
lower peak airway pressures, and
was well tolerated

Bengtsson
(2010)

[60] Post-op (21) NAVA vs. PSV NAVA is safe, peak airway pressures
decreased over time during NAVA

Zhu (2009) [42] Post-op (21) NAVA vs. PSV Improved synchrony, better oxygen-
ation

EAdi: electrical activity of the diaphragm; ECMO: extracorporeal membrane oxygenation; NIV: non-inva-
sive ventilation; PEEP: positive end-expiratory pressure; PSV: pressure-support ventilation; TLC: total
lung capacity; VG: volume guarantee; VT: tidal volume
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non-invasive positive pressure ventilation by strictly obeying neural output. This
for example means that assist cannot be delivered during swallowing since inspi-
ration (and thus EAdi) is inhibited, which suggests a lesser risk of gastric insuffla-
tions. For safety and comfort, NAVA was designed to combine the EAdi triggering
and cycling with pneumatic triggering and cycling.

Inspired by proportional assist ventilation (PAV) using pneumatic signals to
modulate assist in proportion to effort using the principles of the equation of
motion [45], NAVA delivers assist in proportion to EAdi during the neural inspi-
ration, i.e., between EAdi triggering and cycling [36, 46]. This allows NAVA to
deliver assist both in time with EAdi [e.g., 21, 25, 41] and restrict excessive dos-
age [21, 25, 47–51], and allows for more natural variability in breathing pattern
[52, 53]. In terms of appropriate dosage, NAVA can take advantage of vagally
mediated lung protective reflexes as, e.g., the Hering Breuer reflex [47, 48, 51, 54,
55]. Inherent to a neurally controlled proportional assist system, NAVA obeys
metabolic demands; e.g., ventilatory response to decreased sweep gas flow on
extracorporeal membrane oxygenation (ECMO) in patients on NAVA was found
to be rapid, and immediately regulated PaCO2 tightly towards a physiological pH
value [56]. Experimentally, NAVA has also been demonstrated to be a potentially
lung protective mode of ventilation [57].

In other words, NAVA acts as an accessory respiratory muscle that is very
closely integrated with the sensory-motor control system that regulates ventila-
tion and delivers assist with better synchrony to patient breathing effort than a
pneumatically triggered and cycled ventilatory assist system. By improving the
synchrony between the patient’s neural efforts and the breath delivery by the ven-
tilator, monitoring of patient respiratory rate may be more reliable in NAVA. In
addition, monitoring the presence of the EAdi waveform ensures a patient is
spontaneously breathing and takes the guessing game out of “is my patient
breathing?”

NAVA: When and Who?

This section is based on the assumptions that

) spontaneous breathing is encouraged and that assist and sedation levels dur-
ing ventilatory assist should not be excessive
) undetected patient-ventilator asynchrony due to poor ventilator settings or

ventilator failure is unwanted
) the time on mechanical ventilation should be reduced to a minimum

Most mechanically ventilated patients remain on mechanical ventilation for a rel-
atively short period of time, i.e., < 4 days; however, as many as 40 % of patients
are projected (in the US) to remain > 4 days on mechanical ventilation [9]. Of
particular interest is that patients who remain more than 4 days on mechanical
ventilation can be identified as those with severe trigger/cycling asynchrony dur-
ing the first 24 hours of mechanical ventilation [26]; this group of patient contrib-
utes to about 25 % of mechanically ventilated patients [24, 26]. As discussed
above, respiratory muscles deteriorate rapidly and show extreme weakness
already after a few days on mechanical ventilation. Hence, the earliest possible
intervention is crucial to ensure that mechanical ventilation is adequately applied
(for review of this topic see [5, 58]).
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Essentially, neural (EAdi) monitoring and NAVA can be tried on any patient who
is expected to be actively breathing while on ventilatory assist. Preference could
however be recommended for patients:

) suffering patient-ventilator asynchrony – “fighting the ventilator”
) expected to remain on ventilation for several days
) who failed a spontaneous breathing trial.

As the EAdi expresses the neural respiratory drive to the diaphragm, it adds a
window for bedside evaluation of how the assist is impacting on the patient
regardless of the ventilator mode used. Application of neural monitoring is help-
ful to evaluate the response to delivered assist and to aid in correcting problems
of excessive assist and sedation leading to an overly depressed respiratory drive.
EAdi monitoring allows detection of poorly timed assist delivery and can be used
to guide corrective adjustments in any ventilator mode. Moreover, diagnostic and
prognostic information, such as intermittent or permanent absence of EAdi (e.g.,
central apneas, diaphragm paralysis), abnormal breathing patterns (e.g., Cheyne-
Stokes) can be derived with the supplement of EAdi monitoring. Using EAdi in
combination with tidal volume has been demonstrated as a monitoring tool to
optimize positive end-expiratory pressure (PEEP) settings from the perspective of
neuro-ventilatory efficiency [59].

Regardless of the mode of ventilatory assist, neural monitoring can be used to
ensure that EAdi:

) is reduced with increasing assist – this confirms that respiratory muscles are
unloading
) is always present – this minimizes the risk of excessive assist/sedation
) is synchronized to assist delivery – to allow appropriate timing of assist to

patient inspiration.

If these goals are achieved at all times, this strategy should meet the current rec-
ommendations for shortening time on mechanical ventilation [4–6, 35, 58].

Implementation of NAVA reduces faults of pneumatically triggered/cycled
modes in that it supports ventilation and unloads respiratory muscles, while pro-
moting active breathing with synchronized assist. Thus, NAVA should be consid-
ered an alternative to any mode of ventilatory assist and has today been esti-
mated to have been used in more than 20,000 patients of all ages using both inva-
sive and non-invasive interfaces. Similar to all modes of ventilatory assist, one has
to ensure that also during NAVA, ventilation, applied pressures, tidal volumes,
respiratory rate and blood gases remain within tolerable limits. In addition, NAVA
is by design ‘self weaning’ in that it reduces assist as the neural drive decreases
with improved respiratory function [44, 47, 60].

Conclusion

The adverse effects of mechanical ventilation increase morbidity and mortality,
prolong the duration of ventilation, and burden the economy. The majority of
mechanical ventilators are today based on pneumatic sensors/controllers to detect
breaths. This technology is limited in its accuracy of delivering assist in response
to the patient’s breathing effort. As a consequence, the metrics presented for
respiratory rate, a cornerstone in setting the assist and determining weaning, can-
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not be considered trustworthy. In fact, one in every four mechanically ventilated
patients suffer severe trigger/cycling asynchrony, a syndrome associated with
excessive assist levels and prolonged duration of mechanical ventilation. More-
over, correct monitoring and quantification of the patient’s breathing effort is not
readily obtained with pneumatic sensor-based systems. This increases the risk of
unwanted respiratory muscle inactivity due to excessive sedation and/or assist, a
syndrome resulting in rapid wasting of the diaphragm.

NAVA was developed to overcome these shortcomings of mechanical ventila-
tion. NAVA offers online monitoring and quantification of respiratory drive,
improves patient-ventilator synchrony, prevents excessive assist-induced dia-
phragm inactivation. Early monitoring of EAdi (neural drive) and application of
NAVA is an option for improvement of ventilatory assist in patients who: i) suffer
patient-ventilator asynchrony (“fight the ventilator”); ii) are expected to remain
on mechanical ventilation for several days; and/or iii) have failed a spontaneous
breathing trial.
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Introduction

) An aerosol is a suspension of solid or liquid particles in a gas.
) A nebulizer is a device that can convert a liquid into aerosol droplets

suitable for patient inhalation.

Aerosols have been used medicinally for thousands of years [1]. The inherent
appeal of therapeutic aerosols is two fold: First, the delivery of pulmonary phar-
maceuticals direct to the tracheo-bronchial and/or alveolar epithelium, and sec-
ond, the rapid delivery of drugs to the systemic circulation. The latter, exploits
the easily accessible, large absorptive surface area and minimal diffusion distance
to the circulation that the respiratory tract provides, together with avoidance of
first pass entero-hepatic metabolism.

However, aerosols lack reliable and titratable dose delivery. This, coupled with
the ready availability of intravenous access has largely relegated aerosolized ther-
apy, in the mechanically ventilated intensive care unit (ICU) patient, to the empir-
ical use of bronchodilators.

In this chapter, we will examine whether newer aerosol producing technologies
and recently published in vitro and in vivo testing allow us to reconsider the reli-
ability of this method of drug delivery. We will also consider the efficacy of a
range of aerosolized drugs that are commonly and less commonly used in
mechanically ventilated ICU patients.

Basic Aerosol Physics

The ability of particles to remain suspended in a gas can be predicted from their
size, shape and density, and the density and viscosity of the gas – known as
Stokes law [2]. The properties of an aerosol are commonly expressed by two vari-
ables, the mass median aerosol diameter (MMAD), a measure of the average par-
ticle size, and the geometric standard deviation (GSD), a measure of the distribu-
tion or heterogeneity of particle sizes. Both can be calculated from the cumulative
particle size distribution curve [3].

Reliable estimates of likely deposition site within the respiratory tree/ventilator
circuit can be made based upon particle size (Table 1). In order to assess the effi-
ciency of an aerosol generator, it is necessary to determine both the distribution
of particle sizes and the rate at which they are produced.
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Table 1. Probable site of aerosol deposition related to particle size

Particle size ( ` m) Site of deposition in respiratory tract

> 5 Deposition in upper airways/ventilator circuit
2–6 Tracheobronchial deposition
0.5–3 Alveolar deposition
< 0.5 Stay suspended in gas and are exhaled

Methods of Aerosol Generation

Pressurized Metered Dose Inhalers (MDIs)

These devices contain a pressurized mixture of propellants, surfactants, preserva-
tives, flavoring agents, and active drug, the latter comprising approximately 1 %
of the total contents [4]. As the mixture is released, the propellant evaporates. The
extent to which evaporation occurs is dependent on the ambient temperature and
the physical properties of the mixture. The design of the release system must be
specifically optimized for each mixture. Patient device synchrony is difficult to
achieve yet essential to the effective delivery of active ingredient. This can be
largely overcome by deploying the drug dose into a holding chamber or spacer. A
variety of such chambers that interface with mechanical ventilator circuits have
been developed [4]. However, the reliable delivery of an aerosol via these devices
still requires a complex number of steps [4]. Given the comparative simplicity of
nebulizers and the limited number of available drugs, pressurized MDI use in
mechanically ventilated patients is employed in only a minority of ICUs.

Dry Powder Inhalers (DPIs)

These devices produce reliable aerosols by placing a fixed volume of loosely
aggregated, or carrier particle bound, micronized powder at the end of a shaped
tube. As gas is drawn through the tube on inspiration, the power aerosolizes
either passively or due to an active dispersion mechanism. Unlike pressurized
MDIs, no patient device synchronization is required. However, the aerosolization
process tends to produce a comparatively higher percentage of charged particles
which results in a higher proportion of early/upper airway particle deposition [5].
Although interface devices that integrate DPIs into mechanical ventilator circuits
have been developed [4], none are currently in widespread use.

Nebulizers

There are three principal designs of nebulizer: Jet, ultrasonic and vibrating mesh
(Fig. 1). There are over 35 designs of jet nebulizer, at least 7 ultrasonic, and 6 vibrat-
ing mesh systems available. The performance of these devices varies widely. Reay
and colleagues have published a detailed review of comparative performance [3].

Jet nebulizers
These devices direct a gas inflow at 5–10 l/min through a liquid reservoir cham-
ber. The gas is accelerated through a narrow orifice above the liquid, overlying
which there is a baffle. The resulting high speed jet creates a negative pressure
gradient which draws the drug solution into an aerosol. The size of the generated

198 S. Ruickbie, A. Hall, and J. Ball

V



a) Jet nebulizer b) Ultrasonic nebulizer 

c) Vibrating mesh nebulizer
Fig. 1. Schematic diagrams of the three principal
nebulizer designs (provided by Omron)

particles varies considerably; however, all but the smallest impact on the chamber
walls or outflow and return to the reservoir. In a mechanical ventilator circuit, the
resulting aerosol is carried into the stream of gas emanating from the ventilator
at some point proximal to the patient.

Jet nebulizers cool and tend to concentrate solutions. They also inflict signifi-
cant sheer stresses that can degrade larger molecules/complex microstructures
such as proteins and liposomes.

Ultrasonic nebulizers
These devices are based on a high frequency vibrating piezoelectric crystal. The
crystal emits ultrasonic vibrations, classically at �3 MHz, which are transmitted
via one of various designs to a liquid reservoir. The transmitted energy disrupts
the liquid’s surface tension causing cavitation and aerosolization. As a rule, the
higher the frequency, the smaller the particle generated.

Ultrasonic nebulizers heat solutions, the effect being proportional to the fre-
quency and, hence, the smaller the particles generated the more marked the effect.

Vibrating mesh nebulizers
These devices are also based on a high frequency vibrating piezoelectric crystal.
The crystal is used to vibrate a precision engineered micron mesh at very high
frequency. A micro pump delivers a small volume of liquid from a reservoir onto
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the vibrating mesh resulting in a precise aerosol. These devices neither cool
nor heat the solution. Nor do they inflict significant sheer stresses and they are
consequently recommended for use with complex microstructures and large mol-
ecules.

Comparison of the Different Types of Nebulizer

There are no outcome studies comparing different types of nebulizer in mechani-
cally ventilated patients. Jet nebulizers are simple and cheap in comparison to
ultrasonic or vibrating mesh devices and hence are by far the commonest tech-
nology employed. Given the heterogeneity of the performance of different designs
of jet nebulizer [3], let alone the different technologies, it seems unlikely that any
comparative outcome studies are feasible. The most important real world disad-
vantage of jet nebulizers is the need to entrain an additional 5–10 l/min of gas
into the ventilator circuit, which inevitably affects tidal volume and potentially
the dynamic compliance of the patient’s ventilatory profile. Other potentially
meaningful differences, such as time to complete therapy and percentage of ther-
apy delivered to the desired target site, are more dependent on the ventilator cir-
cuit and settings than the aerosol generator.

Issues of Aerosol Delivery in Mechanically Ventilated Patients

Delivering aerosolized particles from a generator to the distal airways/alveoli of a
mechanically ventilated patient is challenging. Numerous factors will affect the
proportion of drug successfully delivered and these are outlined in Table 2.

Many of these factors are interdependent, in particular, the rate of aerosol pro-
duction, the bias flow, the inspiratory flow profile, the respiratory rate, the tidal
volume, and the use of continuous or inspiratory synchronized generation. In
short, how you set the ventilator and the patient’s airflow physiology/pathophysi-
ology determines delivery.

Optimal ventilator settings for peripheral drug deposition are as follows:

) A low bias flow [6] – facilitates carrier gas-aerosol mixing
) A higher tidal volume – should ensure a wider distribution
) A long, slow, continuous inspiratory profile – minimizes turbulent flow,

thereby reducing proximal particle impaction
) A long end inspiratory pause – to maximize particle impaction/drop out in

the peripheries
) A small amount of positive end-expiratory pressure (PEEP).

In the authors’ experience, ventilator settings are never changed/optimized dur-
ing nebulization.

Only two of the circuit factors are easily amenable to manipulation. Humidifi-
cation is achieved either using a heater humidifier typically with a heated wire, at
least in the inspiratory limb, or a heat and moisture exchanger (HME) typically
coupled with a filter. There is no evidence to suggest either method is superior to
the other [7]. Cost and individual unit preference tend to dictate the choice.
Whereas the performance of heater humidifiers is fairly uniform, the perfor-
mance characteristics of HMEs vary considerably [8]. As a rule, when aerosols
are exposed to gas saturated with water vapor, the particles become hydrated and
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Table 2. Factors that affect the delivery of aerosols to the distal airways/alveoli in mechanically venti-
lated patients

Ventilator ) Bias flow
) Tidal volume
) Respiratory rate
) Inspiratory profile – time, flow rate
) End inspiratory pause
) Positive end expiratory pressure (PEEP)
) Gas composition

Circuit ) Method, location and efficiency of humidification
) Presence of any restrictions distal to the aerosol generator, e.g., pneumotacho-

graph
) Temperature/temperature gradient
) Geometry of entire circuit – especially endotracheal/tracheostomy tube
) Position of the nebulizer (or pMDI) within the circuit.

Nebulizer ) MMAD and GSD produced
) Rate of production – ml/min
) Continuous verses inspiratory synchronization

Drug solution ) Physical properties – density, viscosity, drug (& additive) concentration, drug
(& additive) solubility
) Oxidation potential

Patient ) Proximal airway geometry
) Degree and pattern of ventilatory heterogeneity – especially position of convec-

tion diffusion front
) Airway and/or parenchymal pathology
) Ventilation perfusion matching
) Spontaneous respiratory efforts and ventilatory synchrony

pMDI: pressurized metered dose inhaler: MMAD: mass median aerosol diameter; GSD: geometric stan-
dard deviation

increase in size resulting in a reduction in peripheral delivery [9]. Conversely,
aerosols exposed to dry gas become dehydrated. This can result in crystalliza-
tion of the drug/additives and may reduce effective delivery [8]. The signifi-
cance of this effect depends upon exposure time and thus the position of the
nebulizer within the circuit [6, 9]. The results of in vitro experiments suggest
that a dry carrier gas is superior to a saturated one and that the optimal posi-
tion is �15 cm before the Y-piece. However, if an HME is used, the nebulizer has
to be placed distal to the HME and hence typically between the HME and the
catheter mount that connects to the endotracheal tube. As with ventilator set-
tings, the effects of position and humidification are not widely appreciated and
seldom acted upon.

Although the optimal nebulizer remains to be defined, the synchronization of
aerosol production with inspiration is now a common feature of modern ventila-
tors and dramatically increases the delivery of drug.

There has been extensive in vitro testing reported of aerosol delivery systems
in mechanical ventilator circuits. However, such research is often difficult to
extrapolate to the clinical arena. There has been very limited in vivo testing, the
methodologies employed are often questionable, and the assessment of bioequiv-
alence flawed [10].
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In summary, there remains considerable ignorance regarding aerosol delivery in
mechanically ventilated patients and evidence of a failure to convert what we do
know into everyday clinical practice.

Aerosolized Drugs

Bronchodilators

The most commonly prescribed drug for nebulization in mechanically ventilated
patients is racemic salbutamol (albuterol). This β2-agonist has a proven place in
the management of acute and chronic asthma and chronic obstructive pulmonary
disease (COPD). In addition to its bronchodilator action, racemic salbutamol has
been reported to enhance alveolar fluid clearance in experimental settings and a
few small trials [11] and may promote mucociliary clearance [12]. It is often pre-
scribed in mechanically ventilated patients in the absence of proven or even sus-
pected reversible small airways obstruction, even though no clinical trial has
demonstrated that it, or any other bronchodilator, has any beneficial effect in
such patients [13]. Indeed, two large international multicenter trials in acute lung
injury patients were both abandoned at interim analysis due to lack of efficacy
[13, 14]. It is also noteworthy that there is conflicting evidence regarding racemic
salbutamol toxicity [15] and a well documented propensity for this drug to cause
lactic acidemia [16]. There is also circumstantial evidence of harm in acute
decompensated cardiac failure [17]. There are few published data on the use of
alternative β2-agonists in mechanically ventilated patients.

The second most commonly prescribed drug for nebulization in mechanically
ventilated patients is the anticholinergic bronchodilator, ipratropium bromide. As
with salbutamol, it is commonly prescribed in ventilated patients despite no clini-
cal trial to demonstrate its efficacy.

Magnesium sulphate is widely used and recommended as an adjunctive bron-
chodilator in the setting of life-threatening acute severe asthma [18, 19]. It is usu-
ally given intravenously but may be equally efficacious when nebulized [20].

In patients with acute severe asthma, who fail conservative therapy and
require intubation and mechanical ventilation there is no proven rescue therapy.
As mentioned above, there is at least circumstantial evidence that racemic salbu-
tamol may be toxic in high doses [16] and contributes to, or even is responsible
for, such treatment failure. Although somewhat outmoded, nebulized epinephrine
may be of value in such patients [21]. There is also both a biological and pharma-
cological rationale, and limited trial evidence, to suggest a useful role for nebu-
lized lidocaine [22, 23].

In summary, although bronchodilators have an established role in the manage-
ment of acute and chronic asthma and COPD, there is a distinct lack of evidence
of efficacy for empirical bronchodilator therapy in mechanically ventilated
patients without these conditions.

Corticosteroids

Like bronchodilators, aerosolized corticosteroids have an established role in
chronic asthma and COPD. In acute exacerbations, systemic steroid therapy is
added and the role of adjunctive inhaled therapy is unclear [24]. It is notewor-
thy that corticosteroids have a marked effect on the physiological downregula-
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tion of β2 receptors. So important is this role that all major guidelines recom-
mend corticosteroid use in all patients requiring chronic β2-agonist therapy.
Thus, if empirical nebulized salbutamol is used, or indeed trialed, active consid-
eration should be given to the co-administration of nebulized or systemic cortico-
steroid therapy. However, there are currently no clear indications for nebulized
corticosteroids.

Mucolytic Agents

The main constituents of normal respiratory tract secretions are gel-forming
mucin glycoproteins that form large oligomeric structures. Sputum, or pathologi-
cal respiratory mucus, contains additional components, specifically deoxyribo-
nucleic acid (DNA), principally from necrotizing neutrophils, together with F-
actin. As a consequence of these additions, sputum tends to have a much higher
viscosity than mucus [25]. This increased viscosity favors cough clearance but
hinders mucociliary clearance [26]. As intubated, mechanically ventilated patients
have a diminished cough and mucociliary clearance, therapy to reduce sputum
viscosity has obvious therapeutic potential.

N–acetylcysteine (NAC), either nebulized or oral, is perhaps the best known
and most widely recommend mucolytic. This is surprising as there is no evidence
to support its efficacy in any pathological condition [25, 27]. In contrast, there is
good evidence to support the efficacy of nebulized hypertonic saline (3–14 %)
[25, 28]. Of note, there is also no evidence to support the use of nebulized 0.9 %
(isotonic) saline. An emerging alternative/adjunctive therapy is nebulized manni-
tol [29, 30].

Patients with cystic fibrosis produce very small quantities of mucin glycopro-
teins and their high sputum viscosity is predominantly due to highly polymerized
DNA. These polymers are effectively broken down by nebulized phosphorylated
glycosylated recombinant human deoxyribonuclease 1 (rhDNase). There is obvi-
ous appeal for rhDNase in all mechanically ventilated patients with thick muco-
purulent secretions. To date, there have been two trials of this approach, both in
pediatric patients, and both of which suggest that this is a promising therapy [31,
32].

Pulmonary Vasodilators

Mechanically ventilated patients with acute lung injury, together with a number
of other conditions, may develop acute or acute on chronic pulmonary hyperten-
sion. This tends to manifest as refractory hypoxemia and acute right heart failure.
Nebulized prostacyclin [33–35] and sildenafil [36] have both been described and
show significant promise. Combination, rather than monotherapy, may be advan-
tageous [37]. Formal trials are ongoing.

Nebulized Antimicrobial Therapy

Ventilator associated pneumonia (VAP) is a serious complication of mechanical
ventilation. As with all nosocomial infections, the incidence can be minimized by
adherence to common sense infection control guidelines [38]. VAP is a syndrome
that evolves through a series of stages starting with inoculation (via aspiration)
and colonization of the respiratory tract. This progresses to ventilator associated
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tracheobronchitis (VAT) and finally consolidation/pneumonia [39]. The role of
aerosolized antibiotic therapy in the prevention and treatment of both VAT and
VAP has begun to be investigated but many unanswered questions remain.

The appeal of nebulized antimicrobial therapy is the dramatically enhanced
delivery of drug direct to the site of colonization/infection. Experimental studies
have demonstrated concentrations in blind tracheal aspirates that are 20–100x
the in vitro minimum inhibitory concentration (MIC) of the target organisms –
which is 10–50x that typically achieved by systemic therapy. There are concerns,
however, regarding the reliability and variability of drug delivery, especially to
consolidated lung. Penetration of drug into dense aggregates of sputum or areas
of consolidation may be very limited giving rise to sub-MIC concentrations and
predisposing to the emergence of resistant strains [40]. However, systemic antibi-
otic administration suffers from the same limitations. This has led to a small
number of studies investigating the enhanced efficacy of using adjunctive nebu-
lized antimicrobials to systemic therapy which show promising results [41]. Such
an approach may be particularly valuable with recurrent, multiresistant and/or
polymicrobial VAT/VAP. Although definitive trials of aerosolized antimicrobials in
ventilated patients are lacking, there is certainly sufficient positive evidence and
the absence of increased emergence of resistance to justify them. Primary pro-
phylaxis of VAT/VAP should probably be confined to mucolytics while trials in
colonized patients, as well as those with VAT and VAP, should be undertaken.

Additional advantages of aerosolized antimicrobials include a reduction in sys-
temic toxicity and unaltered gastro-intestinal flora. It should be noted that only
tobramycin and colistin are manufactured in formulations specifically designed
for inhalation. Using intravenous preparations exposes the respiratory tract to
preservatives, hypertonic and irritant solutions that can provoke bronchospasm,
although in the authors’ experience in mechanically ventilated patients this has
never been a problem.

Heparin, Antithrombin, Activated Protein C and Sodium Bicarbonate

Inhalation of smoke and toxic chemicals can result in diffuse airway damage and,
in particular, local hemorrhage and fibrin based airway casts [42]. There are
plausible arguments for using a combination of unfractionated heparin with
adjunctive antithrombin, or activated protein C to break up such casts and facili-
tate removal. There are a small number of published studies that support such an
approach. Nebulized sodium bicarbonate may have a role in the reactive airways
dysfunction syndrome seen following exposure to chlorine gas [43].

Conclusion

Aerosolized therapy in ventilated patients has an intuitive appeal, the realization
of which continues to be frustrated by the variability and unreliability of drug
delivery. Newer technologies, especially vibrating mesh nebulizers, together with
pro-active ventilator management can largely overcome these problems. However,
this is poorly appreciated and rarely practiced. The unfounded use of empirical
nebulized bronchodilators and NAC continues, whereas hypertonic mucolytics and
perhaps antimicrobials remain under investigated and probably under utilized.
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Introduction

Current medical therapies for heart failure are aimed at suppressing the neuro-
hormonal activation (e.g., angiotensin converting enzyme [ACE] inhibitors,
angiotensin II receptor antagonists, beta-adrenergic receptor antagonists, aldoste-
rone receptor antagonists) and/or treating fluid volume overload and hemody-
namic symptoms (diuretics, digoxin, inotropic agents) [1, 2]. Evidence suggests
that intense suppression of the neurohormonal systems does not provide further
benefit compared with more modest therapy. There is a need for novel therapies
for heart failure that are independent of the neurohormonal axis and can improve
cardiac performance and prevent the progression of heart failure and heart
remodeling [3]. Modulation of mitochondrial metabolism and the oxidative status
of the myocardium may represent a new approach to the treatment of heart fail-
ure and could work additively with standard medical therapy while not exerting
negative hemodynamic effects [4].

There are many reasons why a human heart can fail, but it is widely accepted
that in the failing myocardium mitochondrial energy and antioxidant status are
severely impaired, irrespective of the etiology of the heart failure [5]. The avail-
able evidence suggests that the failing heart is an engine out of fuel, highlighting
the concept that myocardial energy plays an important role in the mechanisms of
heart failure [6].

Cardiac Energy Metabolism

The heart consumes more energy than any other organ and is the greatest oxy-
gen-consuming organ in the body (around 8–15 ml O2 min/100 g heart), with the
capacity to increase up to 70 ml under exercise conditions. Every day the heart
beats about 100,000 times, pumps approximately 10 tons of blood through the
body and cycles about 6 kg of adenosine-triphosphate (ATP) (20–30 times its
own weight) [7].

The metabolic machinery (the mitochondrion) of the heart can be represented
by three main components. The first component is substrate utilization, i.e., the
use of fuel that comes from food. This process entails the cellular uptake of
mainly fatty acids and glucose and then the breakdown of these components by
beta-oxidation and glycolysis. These processes result in the formation of interme-
diary metabolite acetyl-CoA, which is fed into the Krebs cycle and produces
NADH and carbon dioxide. The second component is oxidative phosphorylation,
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the production of energy by the mitochondrial respiratory chain. Respiratory-
chain complexes (I through IV) transfer electrons from NADH to oxygen, thereby
creating a proton electrochemical gradient across the inner mitochondrial mem-
brane, as well as NAD and water. This gradient drives the F0-F1 ATP synthase,
which produces ATP by phosphorylation of ADP. The third component is ATP
transfer and utilization, the transport of energy to, and its consumption by, the
heart’s motor, the myofibrils. ATP transfer is achieved by an energy-transfer
mechanism called the creatine kinase energy shuttle [8]. Mitochondrial creatine
kinase catalyzes the transfer of the high energy phosphate bond in ATP to crea-
tine to form phosphocreatine and ADP. Phosphocreatine, a smaller molecule than
ATP, rapidly diffuses from the mitochondria to the myofibrils, where myofibrillar
creatine kinase catalyzes the reformation of ATP from phosphocreatine. An
important function of the creatine kinase system is to act as an energy buffer to
keep ATP at normal levels. When the energy demand outstrips the energy supply,
the phosphocreatine level falls, keeping ATP at a normal level, but the free ADP
level rises. The increased level of free ADP inhibits the function of many intracel-
lular enzymes (pyruvate dehydrogenase, sarcomeric ATPase, actomyosin ATPase,
Na+-K+ ATPase), essential for excitation-contraction coupling), causing failure of
the heart’s contraction mechanism. Thus, a metabolic derangement in the cardiac
myocyte can occur when phosphocreatine levels fall and free ADP levels rise,
even if ATP levels remain unchanged [8]. The phosphocreatine to ATP ratio rep-
resents an excellent index of cardiac energy metabolism and a cut-off value less
than 1.6 has been shown to be a good predictor of mortality in patients with
dilated cardiomyopathy [9]. Unfortunately the analysis of ATP and phosphocrea-
tine in tissue samples is problematic because of the instability of these molecules.
The principal method for measuring ATP and phosphocreatine in vivo is phos-
phorus-31 magnetic resonance (31P-MR) spectroscopy [10].

Derangement of Myocardial Substrate Utilization

The heart is an omnivorous organ that utilizes amino acids, lactate, ketone bod-
ies, and especially free fatty acids and glucose to produce oxygen and energy.
Under normal conditions, 60–90 % of acetyl-CoA, which enters the Krebs cycle,
comes from beta-oxidation of free fatty acids, and 10–40 % from oxidation of
pyruvate, which comes from glycolysis. As a consequence, glycolysis contributes
approximately 5 % to the total ATP generated. Conversely, fatty acid metabolism
produces 95 % of the ATP via beta-oxidation in the mitochondria. The utilization
of fatty acids costs 12 % more O2 per unit of ATP generated than glucose and this
is the reason why during myocardial ischemia there is a shift toward increased
glucose uptake and utilization and decreased fatty acid oxidation. This can result
in an up to 40 % reduction in myocardial oxygen consumption [11]. Similarly, in
the early stage of heart failure, even in the absence of coronary artery disease,
there is increased glucose uptake-and-oxidation and a reduced rate of fatty acid
oxidation. The switch towards reduced fatty acid oxidation and increased glucose
oxidation is termed “reversion to a fetal metabolic phenotype” because there is a
re-expression of fetal forms of genes expressing contractile proteins, specifically
myosin [12]. In the fetal and newborn heart, fatty acid oxidation rates are low and
provide only a small proportion of overall ATP production (< 30 %). However,
after birth, there is a dramatic 10-fold increase in fatty acid oxidation, which is
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Heart Failure

Disease     progression

• Heart maladaptive remodeling

• Decompensated heart failure

Impaired fatty acid 

and glucose oxidation

Derangement of 

substrate utilization 

Derangement of 

oxidative phosphorylation 

Insufficient supply 

of ATP to myocytes

Fig. 1. Link between heart failure and derangement of substrate utilization and oxidative phosphory-
lation. Derangement of substrate utilization: In the early stage of heart failure there is increased
glucose uptake-and-oxidation and a reduced rate of fatty acid oxidation. The switch towards reduced
fatty acid oxidation and increased glucose oxidation is termed ”reversion to a fetal metabolic pheno-
type”. In advanced heart failure, there is a down-regulation of both fatty acid and glucose metabolic
pathways. Derangement of oxidative phosphorylation: Impairment of mitochondrial oxidative
phosphorylation can reduce cardiac function by providing an insufficient supply of ATP to myocytes.
Furthermore, mitochondria exhibit defects of the electron transfer chain that increase generation of
reactive oxygen species. This phenomenon is responsible for the disease progression and heart mal-
adaptive remodeling (see text for more details).

accompanied by a parallel decrease in glycolytic rates. This process has been
related to the down- or up-regulation or expression of specific nuclear receptors
(peroxisome proliferator-activated receptors [PPAR]; PPAR coactivator-1, PGC-1;
and PPAR specific response elements [ERRs]) that mediate these shifts in energy
substrate utilization [13, 14]. In advanced heart failure, there is a downregulation
of both fatty acid and glucose metabolic pathways (Fig. 1). A number of studies
have demonstrated that in end stage heart failure the expression of all metabolic
enzymes is repressed [11–14], and cardiomyocytes are insulin resistant [15].
However, interpretation of these findings is complicated by the substantial
increases in the concentrations of plasma free fatty acids, glucose, and insulin
that are common in heart failure and make it difficult to separate the changes in
myocardial metabolic pathway capacities from indirect changes in the myocar-
dium that are due to the altered metabolic milieu [16]. The low cardiac output of
heart failure leads to a compensatory hyperadrenergic state that hyperphosphory-
lates the sarcoplasmic reticulum and increases the concentration of free fatty
acids in the plasma. Enhanced fatty acid oxidation inhibits the key enzyme pyru-
vate dehydrogenase (PDH) and decreases the uptake of glucose and its oxidation
[15, 16]. Direct demonstration of this pathophysiological mechanism comes from
a model of pacing-induced heart failure, in which the administration of high
doses of insulin did not improve myocardial glucose uptake in animals with heart
failure [17]. Finally, reduced glycolysis results in less ATP to keep the sodium
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pump functioning normally so that contractile activity and cardiac output are
likely to decrease further [15, 16].

Modulation of Substrate Utilization: Therapeutic Potential for the
Treatment of Heart Failure

Could substrate utilization be a specific therapeutic target in patients with heart
failure? To answer this question it must be remembered that there is a controlled
reciprocal relationship between the uptake of fatty acids and that of glucose in
order to maintain the correct balance and coupling. Shifting myocardial substrate
use from free fatty acids to glucose (more efficient in terms of energy production)
should lead to an oxygen-sparing effect. On the other hand, partial inhibition of
fatty acid beta-oxidation should stimulate glucose oxidation in the failing heart
and, theoretically, improve aerobic efficiency [18]. There are several ways of
achieving this end: 1) Inhibitors of circulating fatty acids (inhibitors of lipolysis,
e.g., acipimox) improve PDH complex activity and accelerate the conversion of
pyruvate to acetyl-CoA [19]; 2) inhibitors of free fatty acid uptake (e.g., perhexi-
line, oxfenicine, Etomoxir) prevent the uptake of free fatty acids via inhibition of
CPT-I (carnitine palmitoyltransferase I), which is a key mitochondrial enzyme in
this process [20]; 3) inhibitors of free fatty acid oxidation (e.g., trimetazidine)
inhibit the enzyme 3-KAT (long chain 3-ketoacyl CoA thiolase), which is crucial
in the beta-oxidation pathway [21]; 4) activators of the PDH complex (e.g., dich-
loroacetate) increase the conversion of pyruvate to acetyl-CoA [22]. Unfortu-
nately, clinical trials using these metabolic modulators have in general been dis-
appointing.

Oxidative Stress and Derangement of Oxidative Phosphorylation:
The Key Role of Mitochondria

Impairment of oxidative phosphorylation can reduce cardiac function by provid-
ing an insufficient supply of ATP to myocytes. The mitochondrion plays an
important role in this derangement (Fig. 1). In fact, in the failing heart, mit-
ochondria have been shown to be structurally abnormal. They are smaller in size
with membrane disruption and matrix depletion. Mitochondria exhibit defects in
the electron transfer chain, which reduces ATP synthase capacity and increases
generation of reactive oxygen species (ROS) [23]. Indeed, mitochondria have
been shown to be the main source of ROS in heart failure. There are several fac-
tors that can influence mitochondrial ROS production (neurohumoral factors,
catecholamines, increased cardiac sympathetic tone, increased basal oxygen
requirement, hypoxia inducible-factor [HIF], increased angiotensin II, and tumor
necrosis factor (TNF)-α stimulation) [24]. There is a complex pathophysiological
link between ROS (and hence oxidative stress) and myocardial dysfunction. An
increase in ROS production leads to electron transfer chain dysfunction which in
turn reduces ATP turnover and causes myocardial contractile dysfunction [25].
ROS stimulate the production of non-mitochondrial proteins, other transcription
factors, and inflammatory cytokines [26]. ROS can cause defects of cation pumps
(Na+-K+ pump ATPase and Ca2+-pump ATPase) leading to cellular and mitochon-
drial Ca++ overload, which is the main trigger for the opening of the mitochon-
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drial permeability transition pore [27]; this determines mitochondrial depolariza-
tion and dysfunction which cause myocardial cell death via necrosis or apoptosis
[28]. Finally, ROS activate the matrix metalloproteinases that can cause loss of
collagen, slippage in myofibrillar alignment, left ventricular dilatation and heart
maladaptive remodeling [29]. Under physiological conditions, there is an equilib-
rium between ROS production and breakdown. ROS toxicity can be prevented by
several scavenging enzymes: Superoxide dismutase (SOD), glutathione peroxidase
(GSHPx), and catalase, as well as by other non-enzymatic antioxidants (Fig. 2).
However, when production of ROS becomes excessive there is an imbalance
between ROS production and scavenger activity, thus oxidative stress may have a
harmful effect on myocardial cells and tissue [30, 31]. This is particularly impor-
tant in myocardial ischemia/reperfusion. Indeed, ROS play a central role in myo-
cardial injury following ischemia/reperfusion phenomenon and can cause revers-
ible (e.g., myocardial stunning) or irreversible (e.g., myocardial infarction) dam-
age depending on the duration of the ischemic episode. In general, in myocardial
stunning, ischemic damage is reversible because there is only a reduction in myo-
cardial contractility after a brief period of ischemia followed by reperfusion (this
condition is termed “flow-contractility mismatch”). Conversely, longer durations
of ischemia can lead to cell death and myocardial infarction [32]. After a brief
period of ischemia, during the early phase of reperfusion, the intracellular acido-
sis, the mitochondrial dysfunction, the Ca++ overload and the reduced sensitivity
of contractile proteins are progressively corrected. The demonstration that oxida-

Fig. 2. Equilibrium between production and breakdown of reactive oxygen species (ROS). Under physi-
ological conditions there is an equilibrium between ROS production and breakdown. ROS toxicity can
be prevented by several scavenging enzymes: Superoxide dismutase (SOD), glutathione peroxidase
(GSHPx), and catalase. When production of ROS becomes excessive there is an imbalance between ROS
production and scavenger activity and the oxidative stress may have a harmful effect on myocardial
cells. This is particularly important in myocardial ischemia/reperfusion phenomena where ROS can play
a pivotal role in causing reversible (e.g., myocardial stunning) or irreversible (e.g., myocardial infarction)
damage (see text for more details).
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tive stress plays a significant role in the pathogenesis of myocardial stunning
comes from animal experiments, which showed that in the conscious dog most of
the myocardial stunning induced by a 15-min coronary occlusion could be pre-
vented by antioxidant agents [33].

Oxidative stress also plays an important role in determining the extent of myo-
cardial infarct size. In fact, transgenic over-expression of SOD has been shown to
reduce infarct size in mice [34]. However, attempts to target SOD to improve out-
come after myocardial infarction in other animal models have yielded mixed
results. This suggests that ROS activation is only one contributor to post-myocar-
dial infarction necrosis and reperfusion injury and that SOD alone is insufficient
to neutralize the deleterious effects of ROS in this setting [35]. Finally, oxidative
stress plays an important role in modulating the heart remodeling process after
myocardial infarction. In fact, ROS can contribute to the remodeling processes in
a number of ways (e.g., activation of matrix metalloproteinase, myocyte loss via
apoptosis) [36]. Consequently, transgenic overexpression of GSHPx (a powerful
scavenging enzyme) can improve left ventricular remodeling after myocardial
infarction [37].

In contrast to the direct actions of ROS on cellular injury, ROS play a key role
in cell protection as intracellular signaling molecules mediated by the activation
and expression of antioxidant enzymes. The low-level oxidant production may be
a trigger for ischemic preconditioning [38].

Oxidative Stress Studies: Pitfalls and Drawbacks

Contradictory results are often obtained in oxidative stress studies for a number
of reasons: Different animal species are used; different durations of ischemia and
timing of drug administration are considered; different drug delivery methods
are applied; different end-points of cardioprotection are studied; ‘clandestine’
genetic artifacts in transgenic animals cannot be excluded; there is an interspecies
heterogeneity of the response to myocardial ischemia/reperfusion; the agents
used may not affect the status of only one antioxidant system [39]. Another prob-
lem is that it has been difficult to determine ROS activity in vivo. ROS are
extremely reactive, therefore short-lived, which makes robust, reliable, and sensi-
tive in vivo detection exceedingly difficult. Thus investigators and clinical studies
have to rely on indirect measures of ROS, using biochemical markers of ROS
activity (e.g., including indices of lipid peroxidation and stable end-products of
free radical attack) with suboptimal reagents and methodologies. These pitfalls
and drawbacks become particularly important in human models of ischemia/
reperfusion phenomena.

Human Models of Ischemia/Reperfusion Phenomena

Ischemia/reperfusion phenomena in humans can occur spontaneously (variant
and unstable angina, spontaneous coronary thrombolysis, transient coronary
spasm) or during clinical interventions (percutaneous transluminal angioplasty,
coronary artery bypass surgery, cardiopulmonary bypass [CPB], heart transplan-
tation) (Table 1). Over recent years, several studies have demonstrated oxidative
modification and release of the myocardial hydrophilic antioxidant in patients
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Table 1. Human models of cardiac ischemia/reperfusion phenomena

Spontaneous ) Variant and unstable angina (also silent ischemia)
) Spontaneous coronary thrombolysis
) Transient coronary spasm

Clinical interventions
(associated with global or local atten-
uation of coronary flow)

) PTCA (percutaneous transluminal angioplasty)
) CABG (coronary artery bypass surgery)
) CPB (cardiopulmonary bypass)
) HTX (heart transplantation)

undergoing cardiac surgery with CPB utilizing aortic cross-clamping [40]. During
cardiac surgery with CPB, the heart undergoes a three-step sequence of events: 1)
Normal perfusion, before aortic cross-clamping; 2) cardiac arrest and global
ischemia, after aortic cross-clamping; and 3) reperfusion, after aortic declamping.
During this sequence of events, the lack of myocardial oxygen blocks mitochon-
drial NADH oxidation, this implies reduced mitochondrial ATP synthesis. Conse-
quently, there is breakdown of high-energy phosphates in nucleosides and bases,
as well as depletion of natural defenses against free radical damage. Ferrari and
colleagues were the first to report the formation and release of oxidized glutathi-
one (GSSG) in the coronary sinus following human myocardial ischemia/reperfu-
sion in cardiac surgery. Reperfusion produced increased release of GSSG in a
manner that was related to the duration of the ischemic period providing evi-
dence for consumption of reduced glutathione (GSH) in humans subjected to car-
diac surgery [41]. These observations have recently been extended to show
changes in the myocardial content of glutathione and data from myocardial biop-
sies indicated that the cross-clamp period produced a massive loss of myocardial
GSH [42]. The GSH/GSSG ratio represents an index of cellular redox modifica-
tion. The balance between GSSG and GSH reflects cell defenses against oxidative
stress: The higher the GSH/GSSG ratio, the better the antioxidant status of the
myocardium and the defense against ROS toxicity. The GSH/GSSG ratio has been
shown to correlate with indexes of cardiac performance after coronary surgery
and heart transplantation [40–43]. Finally, the GSH/GSSG ratio has been shown
to correlate with N-terminal pro-B-type natriuretic peptide (NT-proBNP), a bio-
chemical marker that reflects the severity of myocardial stress and dysfunction
[44].

Similar to hearts undergoing cardiac surgery with CPB, the transplanted heart
undergoes a three-step sequence of events: 1) In situ heart function preservation
in the brain-dead donor (normal perfusion), before aortic cross-clamping; 2)
organ transport (cardiac arrest and global ischemia), after aortic cross-clamping;
and 3) the implantation in the recipient (reperfusion), after aortic declamping. In
these periods, the precautions adopted are not sufficient to maintain the energetic
status because ATP is still being consumed, even if at a slower rate. The reduction
in tissue ATP levels and oxygen free radical production could affect hemody-
namic performance after heart transplantation [43]. Several studies have evalu-
ated the influence of antioxidant agents (ascorbate, vitamin E, glutathione, allopu-
rinol, thiol compounds alone or in various combinations, novel bioengineered
compounds or low-molecular weight SOD mimetics) on ischemia/reperfusion
injury in patients undergoing CPB and heart transplantation (Table 2). Unfortu-
nately these studies are rather contradictory [45].
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Table 2. Drugs and agents that have antioxidant effects or open mitochondrial KATP channels and
exhibit pharmacological preconditioning

Antioxidants Exogenous
(thiol-containing
compounds)

Probucol, allopurinol,
hydralazine, propofol.

Endogenous SOD, catalase, GSHPx,
CoQ, α-tocopherol, ascorbic acid, β-carotene, tezosentan.

KATP channels
openers

Anesthetic and narcotic
agents

Inhalational anesthetics,
Opioids, ketamine, thiopental.

Non-anesthetic agents β-adrenergic blockers, ACE-I, Ca2+ channel antagonists,
levosimendan, statins, cyclosporine A, adenosine, brady-
kinin, norepinephrine, small amount of ROS or TNF-α.

SOD: superoxide dismutase; GSHPx: glutathione peroxidase; CoQ: coenzyme Q; ACE-I: angiotensin-con-
verting enzyme inhibitors; ROS: reactive oxygen species; TNF: tumor necrosis factor.

Ischemia/reperfusion Injury and Oxidative Stress: The Role of
Mitochondrial ATP-Dependent Potassium (KATP) Channels on the
Therapeutic Potential for the Treatment of Cardiac Dysfunction

The most powerful means of achieving cardiac protection against myocardial
ischemia/reperfusion injury and oxidative stress is ischemic preconditioning. A
number of studies have demonstrated that multiple short-term ischemic episodes
interspersed by reperfusion make the heart more resistant to infarction during a
subsequent acute coronary artery occlusion [46]. ATP-dependent potassium
(KATP) channels have a pivotal role in ischemic preconditioning because they
mediate the response to hypoxia and the hyperemic response to brief coronary
occlusions. Sarcolemmal KATP channels open when ATP levels fall (during brief
ischemic episodes), allowing potassium efflux so causing membrane hyperpolar-
ization and reducing the action potential duration. These changes decrease the
open probability of voltage-gated Ca2+ channels. The resulting reduction in Ca2+

concentration preserves ATP levels and reduces coronary vascular tone. The
increase in extracellular potassium also facilitates coronary vasodilatation and
increases blood flow to ischemic regions. Surface KATP channels were initially
thought to mediate preconditioning. More recent evidence indicates that mito-
chondrial KATP channels play a crucial role in mediating cardiac preconditioning.
Opening of mitochondrial KATP channels optimizes mitochondrial energy produc-
tion, decreases mitochondrial Ca2+ overload, and prevents opening of mitochon-
drial permeability transition pores [47].

The mechanisms of preconditioning involve several types of trigger and medi-
ator. Amongst them, adenosine A1- and A3-receptors, bradykinin 2-receptors, δ1-
opioid receptors and α1-adrenoceptors play an important role. Via G-proteins,
phospholipase C (PLC), and protein kinase C (PKC), these receptors act on mito-
chondrial and sarcolemmal KATP channels and reduce the opening probability of
Ca2+ channels. Numerous studies have confirmed the important role of KATP
channels in modulating ischemia/reperfusion phenomena [48]. The role of KATP
channels in human preconditioning is evidenced by the observation that ischemic
preconditioning does not occur in patients taking sulfonylurea, as this agent
blocks KATP channels [49].
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Several classes of drug have been shown to open mitochondrial KATP channels
and to exhibit ‘pharmacological’ preconditioning (Table 2). In recent years, a
number of experimental models have been conducted with these drugs and
agents in an attempt to improve the oxidative stress following ischemia-reperfu-
sion injury; unfortunately, results have not always been consistent [50].

Conclusion

To improve the prognosis of patients with heart failure, we need to develop thera-
peutic strategies based on novel insight into the pathophysiology of myocardial
dysfunction and failure. Regulating myocardial energy metabolism and mito-
chondrial oxidative phosphorylation may contribute to the establishment of effec-
tive treatment strategies for patients with heart failure. Studies involving meta-
bolic modulators and antioxidant agents have been small-scale, short-term trials
looking at symptomatic benefits, and evidence of their efficacy has not yet been
obtained. Large-scale clinical trials will have to prove or disprove the clinical effi-
cacy of metabolic modulators and antioxidant agents in heart failure.
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Introduction

This past year marked the 50th anniversary of the first scientific presentation
describing the technique and resulting survival benefit of cardiopulmonary resus-
citation (CPR) as we know it today [1]. When first described, the directives for
the chest compression component were to “push hard, deep and fast”. A half cen-
tury later, the latest international guidelines for CPR have not only emphasized
the timing, rate and quality of those chest compressions, but also the key notion
of sustaining uninterrupted compressions whenever possible [1–6]. Today, those
early caveats of hard, fast and deep are now further supported by an accumulat-
ing body of compelling scientific data, including those that indicate that chest
compressions can even be “too fast” or too uneven with insufficient chest wall
recoil [6]. Moreover, recent research efforts also have encouraged a strategy of
early and sustained provision of minimally-interrupted chest compressions
[7–11]. In many cases, resuscitation specialists have de-emphasized rescue venti-
lation altogether [7, 12–15]. Similarly, some investigators have recommended that
the more invasive advanced life support (ALS) interventions (e.g., endotracheal
intubation) should be deferred so that basic CPR (compressions) can be priori-
tized [7–10]. Furthermore, in view of this new emphasis on chest compressions,
there has arisen a renewed focus on the quality of CPR using feedback loops for
prospective rescuers, both in follow-up and real-time remediation [4–6]. In the
following discussion, we will review the data that support this evolving emphasis
on minimally-interrupted chest compressions and also provide a perspective on
why ‘compressions-only’ CPR is a very feasible strategy for the majority of per-
sons likely to survive a cardiac arrest.

Minimizing Interruptions in Chest Compressions

Many investigators have demonstrated that, following a cardiac arrest, attempts to
re-establish and, most importantly, to maintain a certain degree of coronary artery
perfusion pressure, even when only a fraction of normal levels, is the key factor in
achieving restoration of spontaneous circulation (ROSC). This principle applies to
all cases of cardiac arrest regardless of the precipitating cause, including those
cases requiring defibrillation, and especially when too much time has elapsed from
the onset of the ventricular fibrillation (VF) that led to the arrest [1, 2, 16, 17].

Therefore, the fundamental concept in CPR is that rescuers need to ensure
constant delivery of what is hopefully an adequate degree of coronary artery per-
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fusion pressure. More importantly, it needs to be understood that when compres-
sions are interrupted, coronary artery perfusion pressure rapidly declines and it
then takes many seconds (and perhaps as much as a half minute) to build up and
restore an adequate pressure head again [1, 7, 15]. In turn, it has been shown that
if rescuers stop chest compressions too frequently, or if they do so for too long a
period, the average coronary artery perfusion pressure calculated over a minute
(minute-CAPP) is diminished dramatically and the chances for ROSC and ulti-
mate survival are severely compromised [1, 7, 15, 16].

Ironically, with the current emphasis on harder, deeper, and faster compres-
sions, rescuers can tire more readily and this can result in interruptions when
rescuers providing the compressions are switched frequently. Although alternat-
ing rescuers to better ensure the most optimal compressions by avoiding fatigue,
this switch is not always seamless. Likewise, if key tasks are not coordinated by
team leaders, compressions may be recurrently and frequently halted, either to
insert rescue breaths, make pulse assessments or deliver an attempted defibrilla-
tion. If not synchronized to avoid duplicate pauses, these frequent interruptions
can significantly diminish the chances of attaining rapid ROSC and, ultimately,
any hopes for long term survival without neurological impairment [1, 3–5, 7, 8].

Even more impressive in terms of demonstrating the pivotal role of providing
continuous compressions is the observation that the length of the defibrillation
‘hands-off ’ period is inversely proportional to achievement of ROSC [1, 3, 7].
Specifically, the hands-off period is defined as the time interval that begins when
the rescuer’s hands are removed from the chest (so that the cardiac rhythm can
be analyzed) and extends until the defibrillator charges and chest compressions
are resumed after delivery of the countershock. What is striking is that the criti-
cal interval for imposing significant compromise to resuscitation can be literally
a matter of seconds [1, 3, 7]. Conversely, if chest compressions are maintained
without significant interruption, a sufficient minute-CAPP may be sustained and
the beneficial effects may be most pronounced in the early minutes following an
abrupt loss of strong spontaneous circulation [1, 3, 7, 11]. For that reason, in
most cases of sudden onset VF, there may be an increased chance of ROSC and
ultimate survival with intact neurological status if chest compressions are not
interrupted, especially in those critical first few minutes after sudden collapse [1,
7, 9, 12]. There are even clinical studies, including controlled trials, that compare
‘compression-only’ CPR versus traditional (airway, breathing, circulation) CPR
and support this principle [12]. In such studies, not only are the all-important
chest compressions started earlier, but there is better chance of achieving compli-
ance in terms of getting bystanders to perform CPR [12].

From a physiological point of view, the early use of ‘compression-only’ (or
minimally interrupted) CPR is most important in the early minutes after onset of
a sudden cardiac arrest [11]. Not only does the peripheral vasculature still have
a certain degree of residual vascular tone in the first few minutes after the sudden
patient collapse (thus enhancing the pressure head at the base of the aorta during
CPR), but the arterial blood is likely to be adequately saturated with oxygen
[11–14, 17].
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Concern Regarding Oxygen Desaturation

From a traditional and clearly intuitive perspective, rescuers might be concerned
about desaturation of the circulating red blood cells if intermittent rescue breaths
are not provided, particularly because patients can rapidly begin to turn cyanotic
in appearance. However, what is often not appreciated by most care providers is
that during CPR conditions, due to the markedly slower than normal circulation,
tissue oxygen extraction may now be profoundly increased and thus manifests
itself in many cases by profound cutaneous cyanosis. Still, despite appearances,
the arterial bloodstream can stay fairly well-saturated for a few minutes after sud-
den cardiac arrests [13–15, 17].

For example, although cardiac arrest patients undergoing aggressive CPR may
appear extremely ashen and cyanotic across their head and chest (until they
achieved ROSC), a concurrent needle-syringe aspiration of the femoral artery can
demonstrate bright red blood in the artery while simultaneously showing almost
‘blackened’ blood in the corresponding femoral vein site (‘poor man’s blood gas
technique). While the patient’s head and neck appear quite cyanotic due to the
low flow state, the brain and heart may still be experiencing a steady (though
unusually low) flow of well-oxygenated blood for the first four or five minutes
[13–15, 17]. Considering that basic CPR can only provide a limited percentage of
normal circulation, the larger arterial vessels can still retain blood with fairly rea-
sonable oxygen content for several minutes before significant tissue extraction
and eventual desaturation begins to occur [13–15, 17].

Excluding those cardiac arrests precipitated by respiratory compromise or a
rapidly failing heart and flash pulmonary edema, a sudden circulatory arrest,
such as that commonly caused by the sudden onset of VF, should be associated
with well-saturated arterial red blood cells in the larger vessels at the time of the
sudden circulatory arrest and this saturated state should remain intact for the
first several critical minutes [1, 7, 8, 10, 12–15, 18].

Moreover, if arterial blood desaturation did begin to occur, it could be argued
that the continuous, uninterrupted delivery of some fixed amount of oxygen,
albeit from relatively desaturated red cells, is much more important for achieving
ROSC than a circumstance in which red cells, even if 100 % saturated, are deliv-
ered infrequently and without a sustained pressure head. For example, mountain
climbers and others who are respiring ambient atmosphere at altitudes above
18,000 feet can survive and even climb and mentate reasonably well with the
resulting 75 % arterial blood saturation because they still have adequate circula-
tion. However, they would not fair as well, even at 100 % saturation, if there was
not enough coronary artery perfusion pressure to maintain coronary artery
blood flow, especially in a low flow state. Taking such a non-traditional perspec-
tive, many would now argue that uninterrupted compressions should continue,
even after several minutes of basic CPR, and even when professional rescuers are
on-scene with airway equipment [7, 8].

Enhanced Oxygenation, Ventilation and Circulation – by Not
Ventilating

One of the traditional concerns over letting desaturated blood flow to the tissues
(by not breathing for the cardiac patient) is the potential resulting effects of low
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oxygen tensions in critical tissues such as the heart and brain. The concerns also
involve the inadequate elimination of carbon dioxide and other normal functions
that may lead to additional acidosis and impaired end-organ function. However,
it has also been noted that mouth-to-mouth ventilation by bystanders not only
causes a maldistribution of ventilation to the lungs and increases the risk of gas-
tric insufflation and subsequent regurgitation and aspiration, but rescuers are
delivering their own expired air that already has a relatively low oxygen (and rela-
tively high carbon dioxide) tension [15]. Moreover, rescue breaths provided by
bystanders and professional responders alike all involve positive pressure ventila-
tion techniques which not only interfere with venous return and cardiac preload,
but also interrupt chest compressions for significant periods of time thus dimin-
ishing the minute-CAPP significantly [1, 7, 15, 16]. Thus, rescue breaths can not
only create an additional risk for aspiration and airway compromise, but also
impair alveolar oxygenation, carbon dioxide elimination and also interfere with
cardiac output and maintenance of coronary artery perfusion pressure [15].

There is, therefore, an interesting paradox that may occur during CPR by not
providing rescue ventilations. With chest compression-only CPR, particularly in
the first few minutes after a sudden VF cardiac arrest, one may actually provide
better oxygenation (arterial saturation), better ventilation (carbon dioxide elimi-
nation), and even better circulation (enhanced preload) by not ventilating. The
rationale for this viewpoint is further enhanced by the frequent presence of gasp-
ing respirations in those cardiac arrest patients who are most likely to survive
[19–31].

Gasping Enhances Continuous Chest Compressions – and Vice Versa

Gasping is a physiological entity that, among other conditions, is seen typically in
mammals who have sustained a global ischemic insult such as sudden cardiac
arrest or severe hemorrhagic shock [19–31]. Scientists have defined a gasp for-
mally in nomenclature consensus processes as “an abrupt, sudden, transient
inspiratory effort” [32]. The classic gasping that occurs after sudden cardiac
arrest is also sometimes referred to as “agonal breaths” or “agonal respirations”
in various investigations [20, 21, 23]. However, agonal breathing may also be used
by some when referring to a broader variety of respiratory efforts or abnormal
conditions. Classic gasps, according to strict definition, however, are usually sud-
den, abrupt, and much brisker and larger than normal respiratory efforts [32].

Gasping respirations are not found in all cardiac arrest patients, even when the
duration of cardiac arrest is short. This observation may reflect the underlying
etiology of the event, the individual’s specific tolerance to global anoxia, or some
predetermined individual propensity for gasping [19–31]. For example, gasping
is found much more often in out-of-hospital cardiac arrest patients presenting
with scenarios that reflect a shorter period of anoxia, such as cardiac arrests that
have been directly witnessed by bystanders (witnessed arrests), shorter emer-
gency medical services (EMS) response intervals, and an initial presenting elec-
trocardiographic (EKG) rhythm of VF or ventricular tachycardia [20, 23, 24].

Accordingly, it is not surprising that the presence of gasping in out-of-hospital
cardiac arrest is also associated with a higher rate of survival [19, 20, 23, 24]. The
higher survival rate may be a reflection of other co-existing surrogate variables,
such as easier ability to resuscitate and restore full circulation in persons present-
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ing with VF. However, gasping is also a clear marker that there is continued activ-
ity of critical respiratory system cells including those in the medulla stimulating
the inspiration, those in the spinal cord and phrenic nerves conducting the
impulses, and those in the relevant respiratory musculature. Therefore, the obser-
vation of gasping also may simply mean the individual organism with the global
ischemic insult, be it human or animal, was better developed to tolerate anoxia.
Also, as described in the subsequent discussion, gasping itself may also be an
active and independent factor in the ability to achieve successful resuscitation
[19].

Although the need to excrete carbon dioxide (CO2) using standard basic CPR
techniques generally will remain low throughout this low perfusion circumstance,
normal systemic arterial O2 saturation still requires maintenance of the inflation
(or re-inflation) of certain dependent lung zones subject to alveolar closure [9, 19,
27]. Considering the lung compressing force of vigorous chest compressions and
progressive lung deflation due to absence of normal spontaneous breathing, oxy-
gen desaturation of red blood cells eventually becomes a problem. The pivotal
concern for most clinicians is to determine the point at which assisted lung infla-
tion (i.e., alveolar recruitment) truly may be required and, when that time comes,
what respiratory rate and tidal volume should be delivered [10].

One mechanism for providing ventilation in and out of the chest is the tho-
racic squeeze and recoil process that occurs during the chest compressions of
CPR. During chest compressions, air is expelled from the thorax during the
down-stroke phase and then, to some degree, air is passively inhaled during the
elastic recoil of the chest wall, assuming an open airway is present [33]. This tech-
nique may work to some extent for the purposes of removing CO2, but it may not
maintain adequate oxygenation, particularly in the absence of spontaneous respi-
ratory activity [33].

Therefore, relevant to this conversation is the impact of gasping as a secondary
mechanism of ventilation. Considering that the brainstem, the peripheral nervous
system and respiratory apparatus usually remain oxygenated up until the actual
moment of a sudden cessation of circulation, it is understandable that some form
of respiration might still occur during the early minutes following sudden cardiac
arrest [19, 20, 23, 24]. Considering that gasping is associated with better survival
rates, its presence probably reflects, at least in part, a shorter or lesser ischemic
insult to the brain and the rest of the respiratory apparatus. This hypothesis is
logical considering the fact that gasps are most often observed in witnessed col-
lapses and non-asystole presentations [19, 20, 23, 24]. Relevant to the current dis-
cussion, therefore, is the belief that gasping may be preserved for longer periods
of time with early, effective and minimally interrupted basic CPR [19].

This reasonable speculation stems from the notion that there is more preserva-
tion of oxygenation of the brainstem and respiratory apparatus with optimal
chest compressions, such as that provided in experimental models [27–31]. How-
ever, in a recent clinical study of agonal respirations, the relative proportions of
patients who had received bystander CPR was not different when comparing
those who were gasping and those who were not, regardless of the relative length
of the EMS response intervals. Nevertheless, survival rates for those receiving
bystander CPR was 39 % among gasping patients versus 9 % among the non-
gaspers [24]. But while gasping may be a surrogate marker for better tolerance of
the ischemic insult among those cases that were witnessed by bystanders and thus
received CPR, there are also a number of animal studies with data to support the
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concept that gasping itself may independently improve survival chances as well
[25–31].

While these spontaneous gasping ventilations eventually deteriorate due to the
less than optimal perfusion of the brain and respiratory muscles during cardiac
arrest and prolonged CPR (particularly when continually interrupted for ventila-
tions and other activities), it is believed that they may still provide relatively
effective respirations during the first few minutes after a sudden cardiac arrest
[27–31]. Ironically, when rescue breaths are not delivered so that chest compres-
sions can remain uninterrupted, the special mechanics of gasping may actually
improve the effectiveness of CPR for several sound physiological reasons. First,
the physical nature of gasps can potentially generate a larger and more powerful
respiratory effort than a normal resting breath with a much stronger inspiratory
effort, at least in the first few minutes following sudden cardiac arrest [27–31]. As
a result, in the initial phases following circulatory collapse, this type of respira-
tory effort can result in larger, more efficient lung inflations. In turn, such respi-
ratory efforts can better ensure the inflation of dependent lung zones and thus
behave more like normal breathing. Also, with a greater percentage of each of
these larger than normal breaths going toward alveolar ventilation (and a lesser
percentage to dead space), more CO2 is cleared, even when compared to typical
normal resting breaths [10, 15].

In addition, these unique and extraordinary inspiratory efforts can often gen-
erate enhanced negative intrathoracic pressures, thus augmenting venous return
to the heart and, in some cases, diminishing intracranial pressure (ICP) as well
[27–31]. In fact, in one experimental study, gasping significantly increased
carotid blood flow during untreated cardiac arrest in a pig model of VF [29].
Consequently, gasping may have an independent positive effect that is not directly
related to its overt respiration function.

In contrast to gasping, the provision of mouth-to-mouth rescue breaths is a
technique that provides maldistributed and relatively hypoxic gas into the lungs.
Perhaps more importantly, as a ventilatory mechanism that uses positive pressure
to inflate the lungs, assisted rescue breaths, either by mouth-to-mouth or a bag-
valve device, will raise intrathoracic pressure and transiently inhibit venous
return, particularly in the low flow state of CPR conditions [10]. Teleologically,
gasping may be the best ventilatory response during the first few minutes follow-
ing cessation of circulation as it not only will likely increase oxygenation and ven-
tilation (much larger tidal volume and better physiological distribution of that
volume), but it also improves circulation [10, 15, 29, 30].

Even in asphyxial arrest models, and despite poorer saturation, overall oxygen
delivery to the tissues may be matched by the improved flows attained with unin-
terrupted compressions [34]. Assimilating all of the available experimental infor-
mation, one could argue that with earlier, uninterrupted chest compressions, cor-
onary perfusion pressures remain in a better range, and, in turn, perfusion of the
brain and respiratory apparatus are better sustained. This will theoretically pro-
long the period of gasping and its additional positive physiological benefits [19,
27–31]. By not providing ventilations, the rescuer may paradoxically be provid-
ing better oxygenation, ventilation and circulation in the resuscitative effort.

If sustaining better perfusion of the brainstem and respiratory apparatus can
be accomplished by uninterrupted chest compressions and ‘no (assisted) ventila-
tion’, then gasps may very well be sustained longer (at least in theory) and, in
turn, the enhanced circulation from gasping may also delay other aspects of car-
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diovascular deterioration such as that occurring when the peripheral vasculature
begins to lose tone from under-perfusion [11]. When vascular tone is rapidly lost,
coronary perfusion is diminished because of a declining aortic pressure and
resuscitation chances diminish as well. Gasping may help to defer that rate of
decline, especially when accompanied by well-performed and minimally-inter-
rupted chest compressions. In essence, continuous chest compressions may have
other indirect effects that go beyond simple out-thrusts of blood from the thorax
and they may actually result in better and more prolonged respiratory and circu-
latory function as facilitated by the gasping process (when present).

With this presumption, international standards for dispatchers who provide
CPR instruction over the telephone to bystanders at the scene now emphasize
compressions-only in their protocols, particularly in the first few minutes after a
sudden cardiac arrest with no obvious precipitating cause for the arrest [9]. More
recently, these same international consensus groups are also now adopting proto-
cols involving the identification of agonal breaths to detect cardiac arrest and per-
sons who therefore need the initiation of basic CPR [1, 20]; it has also become a
topic in recent training materials for laypersons learning basic CPR techniques [1,
7, 35].

New Technologies to Minimize Interruptions in CPR

With the new CPR mantra to “push hard, push fast” on the chest and allow full
recoil while also curtailing interruptions in compressions, recent research has led
to the concept of “hands-on” defibrillation. In one study, it was shown that the
typical gloves worn by most rescuers appear to be protective from the effects of
the shock, allowing the rescuer to continue compressions during the delivery of
a shock [36]. Other recent research has demonstrated that ‘noise reduction’ auto-
mated external defibrillator (AED) and cardiac monitor analysis may now allow
advanced devices to distinguish VF from CPR artifact [37]. This technology may
now allow AED devices to identify the need to provide shocks without interrupt-
ing chest compressions [37]. With advances such as these, rescuers may never
need to take their hands off the chest altogether, be it for rhythm analysis, shock
delivery or any other reason beyond switching out a chest compressor.

In addition, the scientific community and federal research funding organiza-
tions have begun to place a higher priority on providing quality chest compres-
sions. A good example of this evolution is the founding and funding of the Resus-
citation Outcomes Consortium (ROC) in North America by the National Insti-
tutes of Health (NIH), the Canadian Institutes of Health Research and other rele-
vant, related organizations [38]. This initiative has involved the use of specialized
devices that continuously monitored second-to-second performance of CPR,
including rate, depth, recoil and interruptions in chest compressions. These
recordings initially demonstrated frequent disruptions and sub-optimal perfor-
mance in 9-1-1 first responders (Fig. 1). However, using the electronically-
recorded CPR measurements, investigators and the respective EMS medical direc-
tors were able to give routine follow-up and feedback with appropriate remedia-
tion of CPR performance for individual rescuers over a period of time. This per-
formance improvement process resulted in substantial progress in training rescu-
ers to avoid interruptions in chest compressions (Fig. 1). In turn, there were con-
comitant profound increases in the population-based survival rates throughout
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Fig. 1. Improving the quality of
chest compressions. The figure
demonstrates electronically-
stored chest compression trac-
ings used as feedback for 9-1-1
medical first responders. Each
spike on the tracing represents a
chest compression. The data
indicate dramatic improvements
in the frequency/quality of chest
compressions provided by rescu-
ers from before (2006) to after
(2009) repeated feedback and
training sessions to remediate
and better ensure minimal inter-
ruptions in the provision of
chest compressions. As similarly
demonstrated in other commu-
nities, these findings were asso-
ciated with profound improve-
ments in patient survival rates.

the participating cities including one large municipality with nearly a four-fold
improvement in the numbers of patients returning home neurologically intact
following cardiac arrest. At the same time, the researchers were able to demon-
strate that improving CPR effectiveness by simply teaching rescuers to “push,
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hard, fast and deep” without more specific guidance could also have a downside.
Specifically, they found that overzealous compressions (those delivered at far too
great a rate) were also deleterious. In essence, improving the overall quality of
CPR and minimizing its interruption should constitute a comprehensive
approach that involves numerous components [1–11, 16].

But beyond technologies, success in effecting minimally-interrupted chest com-
pressions should also involve logistical and clinical strategies to synchronize activ-
ities that might disrupt continuous delivery of the compressions. In other words,
potential disruptions such as defibrillation, pauses for pulse and rhythm checks,
and the alternation of rescuers should be coordinated and consolidated. For exam-
ple, anticipating that the chest compressor should soon be relieved by another res-
cuer, resuscitation team leaders should have that substitute ready to go and have
their hands ready in position while another rescuer is already palpating over the
pulse check region (e.g., femoral artery) and someone else is simultaneously run-
ning an EKG rhythm strip. The concept is that all of these potential interruptions
should be synchronized into one instance of interruption, not several.

Pediatric Arrests and Cases of Presumed Respiratory Etiology

The clear caveat to the concept of continuous chest compressions or ‘compres-
sion-only’ CPR is its applicability to sudden cardiac arrest when it is believed that
the arterial vessels remain fully saturated with oxygenated red cells during the
first few minutes. The question remains as to whether or not rescue breaths
should still be delivered in cardiac arrest cases likely to be precipitated by a respi-
ratory compromise such as water submersion, pediatric scenarios, and underly-
ing pulmonary disease in which hypoxemia may have led to the cardiac arrest.
Whereas the general consensus is to still provide rescue breaths as part of the
resuscitation effort, one might still question the potential detrimental effects of
interrupting chest compressions once pulselessness has occurred using the same
rationale that continuously delivering blood flow to vital organs, even if desatura-
ted blood, is more important than trying to insert rescue breaths that will dissi-
pate the coronary perfusion pressures and, in turn, the chances of achieving
ROSC. In fact, the classic practice of trying to provide more frequent breaths to
pulseless children may, therefore, account for the poor outcomes traditionally
observed in population-based studies of pediatric cardiac arrest [10, 39].

Conclusion

Maintaining an adequate level of coronary artery perfusion pressure is the key
factor in achieving ROSC following cardiac arrest. When compressions are inter-
rupted, the coronary artery perfusion pressure rapidly dissipates and it may take
as much as half a minute to again build up and restore an adequate pressure
head. If rescuers stop chest compressions too frequently, or if they do so for too
long a period, survival chances are profoundly diminished. Conversely, many
clinical studies, including controlled trials, have confirmed that ‘compression-
only’ CPR is superior to traditional approaches that include rescue breaths.
Therefore, the fundamental concept is to provide minimally-interrupted chest
compressions. In addition to interrupting compressions and dissipating coronary
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perfusion pressure, rescue breaths also reduce circulation by inhibiting venous
return and subsequent cardiac pre-load. Fortunately, the presence of gasping res-
pirations is common in those cardiac arrest patients most likely to survive and
their presence may enhance oxygenation (better lung inflation of dependent lung
zones) and facilitate adequate ventilation (more efficient breaths) while also boos-
ting circulation (augmented venous return). In turn, continuous chest compres-
sions, by better supplying a more sustained cardiac output to the brain and respi-
ratory apparatus, may protract the presence of gasping and thus improve oxygen-
ation, ventilation and circulation for a longer period of time during CPR. Tech-
nologies designed to minimize interruptions in chest compressions and improve
the quality of the CPR delivered can improve survival rates dramatically.
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Introduction

Acute kidney injury (AKI) is associated with significant morbidity and mortality
in critically ill patients [1, 2]. Risk factors leading to this complication are under
active investigation [3]. Independent risk factors for AKI that have already been
identified include age, body mass index, baseline renal function, acute circulatory
or respiratory failure, liver disease, infection, peripheral vascular occlusive dis-
ease, chronic obstructive pulmonary disease (COPD), chronic heart failure, lym-
phoma or leukemia, prior invasive procedures, and higher-risk surgery [2, 4, 5].
Although hypoalbuminemia is well established as a potent independent risk fac-
tor for morbidity and mortality [6], its role, if any, as a specific predictor of AKI
remains poorly defined. There is also the possibility that hypoalbuminemia may
augment the risk of AKI. This narrative mini-review describes hypoalbuminemia
as a novel risk factor for AKI.

Albumin

Albumin is a multifunctional protein of 69 kDa molecular weight with both col-
loidal and pharmacological activity. Its colloidal activity is essential in maintain-
ing fluid balance between the intravascular and interstitial compartments.
Because it is the predominant plasma protein, albumin accounts for approxi-
mately 75–80 % of plasma colloid osmotic pressure (COP). In addition, albumin
is endowed with diverse biologically specific capabilities such as ligand binding,
antioxidant, free radical-scavenging and anti-inflammatory activity, inhibition of
apoptosis, and cell signaling [7]. Albumin binds to a wide array of endogenous
ligands, including metabolites, lipids, hormones, metal ions and high-affinity
endothelial cell albumin receptors [8]. Binding itself may serve multiple purposes
such as transport, sequestration and transcytosis. Additionally, albumin binds
numerous drugs and in many cases can modify their bioavailability and pharma-
cokinetics [9]. For example, albumin administration increases the effects of loop
diuretics by augmenting drug delivery to the renal tubule [10]. Evidence concern-
ing the non-oncotic pharmacological properties of albumin continues to accumu-
late rapidly.
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Antioxidant Activity

Albumin can function directly as an antioxidant by virtue of its reduced thiol
moiety on cysteine 34. In vivo, 77 % of circulating albumin thiol is present in
reduced form, whereas a smaller proportion of the reduced form (43 %) can be
found in commercially available human serum albumin preparations [11].
Despite the lower proportion of reduced thiol, purified albumin solutions effec-
tively augment antioxidant capacity. Thus, in a double-blinded randomized trial
of 20 patients with acute lung injury (ALI) due to trauma, pneumonia, sepsis and
other predisposing insults, administration of 25 g of 25 % albumin solution for a
total of 9 doses increased plasma thiol concentration (p = 0.0001) and total anti-
oxidant capacity (p = 0.033) compared with normal saline placebo [12].

Albumin can also serve as an indirect antioxidant by binding and inactivating
mediators of oxidant damage or by binding and delivering antioxidant molecules
[13, 14]. Hence, some antioxidant effects of albumin have been proven to be thiol-
independent. For instance, treatment of bovine aortic endothelial cells with
human serum albumin protected against HOCl-induced oxidative damage
(p< 0.05) [15]. The effect was dose-related and independent of protein thiol sta-
tus. Another indirect antioxidant role is modulation of inflammatory processes
that involve oxidation, as described below.

Inflammation

In vitro investigations have indicated anti-inflammatory properties of albumin by
demonstrating decreased (p< 0.05) binding of activated polymorphonuclear leu-
kocytes to aortic endothelial cells [15]. Furthermore, in contrast to artificial col-
loids like HES 670/0.7, which significantly augmented the binding of neutrophil-
derived myeloperoxidase, a mediator of multiple oxidative and nitric oxide (NO)-
consuming reactions, to aortic endothelial cells, albumin did not display such
pro-oxidant activity [15].

In a rodent model of hemorrhagic shock, albumin exerted systemic and pul-
monary anti-inflammatory actions [16]. Both 5 % and 25 % albumin reduced lev-
els of macrophage inflammatory protein (MIP)-2 and increased levels of the anti-
inflammatory cytokine, interleukin (IL)-10, in plasma and bronchoalveolar lavage
(BAL) fluid compared with Ringer’s lactate (p < 0.05 for all comparisons). These
effects were accompanied by reductions in plasma (p < 0.05) and BAL fluid
(p < 0.05) concentrations of H2O2, thus, indicating protection against oxygen free
radical formation. Additionally, pulmonary edema was reduced by albumin, as
evidenced by a reduction in lung wet/dry ratio (p < 0.05).

In a rat endotoxemia model, 5 % albumin decreased NO synthase (NOS) II
mRNA (p < 0.05) and protein expression (p < 0.05) in the heart [17]. NO is a
known modulator of inflammation. Albumin was also effective in preventing
lipopolysaccharide (LPS)-induced fractional shortening of isolated cardiac myo-
cytes, indicative of myocardial dysfunction (p < 0.01) [17].

In a swine model of hemorrhagic shock, neither 5 % nor 25 % albumin exhib-
ited any pro-inflammatory effect. On the other hand, resuscitation with hydroxy-
ethyl starch (HES) 450/0.7 resulted in marked neutrophil activation measured by
oxidative burst activity [18]. Earlier in vitro data also showed marked neutrophil
activation after the addition of HES 450/0.7 but not of albumin to blood speci-
mens from 10 healthy volunteers [19].
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Microcirculation

Possibly, at least partly by virtue of its anti-inflammatory activity, albumin may
reduce fluid leakage and enhance microcirculatory performance, thus helping
preserve major organ function. In a study of isolated perfused guinea pig hearts,
albumin attenuated fluid extravasation both before and after ischemia compared
with either saline (p< 0.05) or HES 130/0.4 (p< 0.05) under conditions of con-
trolled flow rate [20]. A difference between albumin and HES 200/0.5 was not
apparent in a similar earlier study; however, in that investigation the flow rate
was much higher in the albumin than in the HES 200/0.5 group [21]. In rodent
mesenteric venules, 5 % albumin prevented LPS-induced leukocyte rolling and
firm adhesion and albumin leakage [22].

Hypoalbuminemia

Acutely ill patients frequently develop hypoalbuminemia. In patients undergoing
cardiopulmonary bypass (CPB) surgery, for example, serum albumin declined
from preoperative levels in the normal range of 3.8 ± 0.5 g/dl (mean ± standard
deviation) to 2.6 ± 0.5 g/dl, indicative of moderately severe hypoalbuminemia, by
the time of extubation [23]. Low serum albumin levels have long been known to
be associated with poor outcome, and hypoalbuminemia has been a traditional
indication for administration of exogenous albumin. In recent years, some com-
mentators have expressed skepticism about the effectiveness of correcting hypoal-
buminemia [24, 25]. They have argued that low serum albumin may be merely a
marker, for instance of nutritional status or inflammation, rather than a cause of
poor outcome. This view was not affirmed in a meta-analysis of 90 clinical studies
with 291433 total patients evaluating hypoalbuminemia as an outcome predictor
by multivariate analysis [6]. Each 10.0 g/l decline in serum albumin concentration
increased the odds of mortality (odds ratio [OR], 2.37; confidence interval [CI],
2.10–2.68), morbidity (OR, 1.89; CI, 1.59–2.24), prolonged stay in the intensive
care unit (ICU) (OR, 1.28; CI, 1.16–1.40) and hospital (OR, 1.71; CI, 1.33–2.21),
and increased resource utilization (OR, 1.66; CI, 1.17–2.36). Importantly, the
association between hypoalbuminemia and poor outcome was found to be inde-
pendent of both nutritional status and inflammation. The results of the meta-
analysis supported a causative role for low serum albumin in producing poor out-
comes.

Additional contemporary studies have highlighted the relationship between
hypoalbuminemia and outcome. A prospective study in 688 patients with sepsis,
trauma, aspiration and hypertransfusion demonstrated increased odds of devel-
oping acute respiratory distress syndrome (ARDS) in patients with serum albu-
min & 2.3 g/dl (OR, 1.80; CI, 1.18–2.73) [26]. In a randomized trial of 152 intra-
abdominal surgery patients, liberal use of lactated Ringer’s solution increased
complications (p = 0.046) and body weight gain (p < 0.01), delayed postoperative
recovery (p < 0.001) and prolonged hospital stay (p = 0.01) compared with a pro-
tocol restricting recourse to lactated Ringer’s solution [27]. Associated with these
poorer outcomes was more marked postoperative hypoalbuminemia in the liberal
protocol group (p < 0.01). In a study of 31 pediatric patients with portal hyper-
tensive ascites, lower serum albumin levels were associated with the presence of
infected ascites, a potentially life-threatening complication in this population
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(p = 0.01) [28]. A retrospective analysis of 455 ICU patients included in a sepsis
trial, 178 of whom developed ARDS, showed that reduced initial total serum pro-
tein levels and protein change over time were the most significant predictors of
ARDS development (OR 2.8, CI 1.5–4.9 and 1.7. CI 0.9–3.2, respectively) and
prolonged mechanical ventilation [29]. In accordance with these findings, a pro-
spective randomized, placebo controlled trial in 40 patients with ALI and a serum
protein < 6 g/l demonstrated sustained improvement in oxygenation in patients
given albumin plus diuretic therapy with furosemide compared to placebo plus
furosemide (mean change in PaO2/FiO2: + 43 vs. – 24 mmHg at 24 h and +49 vs.
-13 mmHg at day 3); the albumin-treated patients also had a greater increase in
total serum protein (1.5 vs. 0.5 g/dl at day 3) [30]. A meta-analysis supported the
concept that correction of hypoalbuminemia may improve patient outcome [31],
and these results were substantiated by a recent randomized controlled study in
100 critically ill patients [32]. Repetitive administration of human serum albumin
to patients with a serum albumin < 3 g/dl resulted in significant improvement in
organ function compared to controls (delta SOFA 3.1 „ 1.0 vs. 1.3 „ 1.1, p < 0.03)
and was associated with significantly increased albumin concentrations [32].

Hypoalbuminemia and Acute Kidney Injury

Recently, a meta-analysis was performed of observational clinical studies evaluat-
ing the relationship between serum albumin level and the occurrence of AKI by
multivariate methods [33]. Additionally, the impact of lower serum albumin on
mortality in patients who developed AKI was assessed. Eligible studies were
sought by multiple methods, and adjusted odds ratios were quantitatively com-
bined using a random effects model (Table 1). Seventeen clinical studies with
3,917 total patients were included: 11 studies (6 in surgical or ICU patients and 5
in other hospital settings) evaluating the influence of serum albumin on AKI inci-
dence and 6 studies describing the relationship between serum albumin and mor-
tality among patients who had developed AKI. Lower serum albumin was an
independent predictor both of AKI and of death after AKI development. With
each 10 g/l serum albumin decrement, the odds of AKI increased by 134 %. The
pooled OR for AKI was 2.34 with a 95 % CI of 1.74–3.14. Among patients who
had developed AKI, the odds of death increased by 147 % (pooled OR, 2.47; CI,
1.51–4.05) with each 10 g/l serum albumin decrement. This meta-analysis pro-
vided evidence that hypoalbuminemia is a significant independent predictor both
of AKI and of death following AKI development [33].

This meta-analysis [33] focused on serum albumin level as a predictor rather
than on the effects of administering exogenous albumin. Controlled studies are
needed to assess interventions aimed at correcting hypoalbuminemia. Studies of
albumin administration are relevant to the question of whether low serum albu-
min may play a causal role in poor renal outcomes [34, 35]. A large multicenter
randomized controlled trial in which 4 % albumin was compared to crystalloid
for fluid resuscitation failed to demonstrate any difference in outcome parameters
including renal function, but proved that albumin itself was safe [36].

Whether administration of exogenous albumin protects renal function is
unknown. Hyopalbuminemia has been associated with diuretic resistance [10]
and several studies have demonstrated improved response to loop diuretics in
conjunction with albumin administration. This effect was demonstrated in
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Table 1. Studies on hypoalbuminemia as a predictor of AKI development or death after development
of AKI, as analyzed by Wiedermann et al. [33]

Study [ref] Albumina Number of
Patients

Odds Ratiob Confidence Intervalb

AKI Development
Rich et al. 1989 [47] 38 92 2.23 1.34–3.71
Rich & Crecelius 1990 [48] 40.7 183 3.24 1.37–7.67
Contreras et al. 1994 [34] 34.4 104 11.20 1.01–124.72
Létourneau et al. 2002 [49] 27.1 57 1.20 0.92–1.57
Kim et al. 2003 [50] 23.7 147 1.53 0.53–4.41
Chawla et al. 2005 [51] 30 194 2.17 1.17–4.02
Boyle et al. 2006 [52] 38 774 2.94 1.83–4.72
Cabezuelo et al. 2006 [53] 35.6 184 2.70 2.01–3.62
Drawz et al. 2008 [54] 35 540 1.47 0.67–3.22
Park et al. 2008 [55] 35.7 183 3.24 1.37–7.67
Hung et al. 2009 [56] 37.7 234 3.33 2.04–5.44
Total 2,745 2.34 1.74–3.14

Mortality after AKI Development
Chertow et al. 1998 [57] 27 256 1.37 0.96–1.96
Obialo et al. 1999 [58] 31 100 2.86 0.92–8.90
Lins et al. 2000 [59] 32 197 2.25 1.30–3.90
Dharan et al. 2005 [60] –c 459 1.65 0.63–4.31
Mahajan et al. 2006 [61] –c 45 7.83 2.12–28.91
Sezer et al. 2006 [62] 33.8 115 4.39 2.08–9.25
Total 1,172 2.47 1.51–4.05

a Mean baseline serum albumin level (g/l)
b Adjusted odds ratio (95 % confidence interval) for AKI per 10 g/l decrement in serum
c Not reported

patients with ALI who achieved higher negative fluid balances [30]. Both adults
and children with nephrotic syndrome exhibited increased urine output and
sodium excretion after co-administration of furosemide and human serum albu-
min [37, 38]. The design of these studies, however, does not allow the question as
to whether exogenous albumin may improve renal function in terms of glomeru-
lar filtration to be answered; this aspect is addressed by the trials discussed in the
next section, most of which were performed in patients with liver cirrhosis.

In three randomized trials of hypoalbuminemic patients with spontaneous
bacterial peritonitis, albumin infusion reduced the odds of renal impairment by
70–79 % compared either with no albumin [39, 40] or with HES 200/0.5 [41].
Although only one of the three trials was powered to show statistical significance
[42], the magnitudes of the albumin effects closely coincided in all three.

In a prospective study of 21 consecutive patients with hepatorenal syndrome
(HRS), complete responses, defined as 1.5 mg/dl serum creatinine or lower, were
achieved in 77 % of patients receiving albumin as an adjunct to terlipressin vs.
25 % of those treated with terlipressin alone [43]. Survival was also improved in
the albumin recipients. Based on studies of extracorporeal albumin dialysis, HRS
appears to be another indication in which the benefit of albumin may derive from
its specific ligand-binding properties. Extracorporeal albumin dialysis is designed
to take advantage of toxin binding by albumin. In a randomized trial, extracorpo-
real albumin dialysis improved survival of hypoalbuminemic HRS patients and
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reduced levels of both creatinine and bilirubin [44]. Animal evidence exists of
direct nephrotoxicity by unconjugated bilirubin [45]. Nevertheless, systemic tox-
icity arising from unbound ligands, like uremic toxins, in hypoalbuminemic
patients might be a major indirect contributor to renal dysfunction.

In a recent report of 10 patients with recurrent focal segmental glomeruloscle-
rosis, 2.5 l of plasma was exchanged with 5 % albumin in multiple plasmapheresis
sessions over 10–12 weeks [46]. Nine patients achieved a complete or partial
response to therapy as evidenced by reduced proteinuria or, in the case of pro-
phylactic treatment, lack of recurrence.

The results of these studies, within their limitations, illustrate the apparent
capacity of albumin to improve kidney function even in the presence of pre-exist-
ing renal impairment. The meta-analysis by Wiedermann et al. [33] provided evi-
dence for hypoalbuminemia as an independent risk factor for AKI and for post-
AKI death. Currently available data support a causal role for serum albumin, not
only in overcoming diuretic resistance, but even in maintaining kidney integrity
and function. Hence, controlled clinical studies are warranted to evaluate the
effects on renal function of interventions aimed at correcting hypoalbuminemia.
Further evaluation of serum albumin in identifying patients at increased risk for
AKI and for death after AKI would also be justified.

Conclusion

Despite the multitude of studies devoted to albumin for over 60 years, albumin-
related research shows little sign of abating. Recent studies have further delin-
eated mechanisms of action and addressed clinical effectiveness and safety, both
in broad patient populations and specific indications. These investigations have
made it increasingly clear that albumin can help preserve physiological homeo-
stasis not only by maintenance of COP but also by additional mechanisms, such
as ligand binding and antioxidant and anti-inflammatory activity.

Although new data have been plentiful, further studies are needed. In the clin-
ical arena morbidity should be considered as well as mortality. Despite its exten-
sive clinical usage, the optimal doses and administration schedules for albumin
remain to be fully elucidated in many indications, its role in AKI included.
Hence, additional basic pharmacology studies will be essential, and dose and
regimen should be considered in future meta-analyses of albumin therapy.
Whereas the benefits of albumin in liver disease are well-established, pertinent
data in other indications, such as AKI in hypoalbuminemia, are much more lim-
ited. Nevertheless, while new investigations will be welcome, the data compiled
thus far provide support for many of the current uses of albumin in clinical fluid
management.
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Introduction

Despite important improvements in general care, acute kidney injury (AKI)
remains a frequent and major complication in intensive care unit (ICU) patients,
with persistently high morbidity and mortality rates [1–3]. AKI requiring renal
replacement therapy occurs in up to 5 % of those cases in whom the mortality
rate approaches 80 % [3]. One reason for the failure to define an effective treat-
ment for AKI is the paucity of sensitive and early biological markers for renal
injury [4]. Such markers could assist in timely patient management decisions,
including administration of potentially effective therapeutic agents.

Over the last decade, several novel and promising biological markers for AKI
have been identified, including serum and urinary proteins [5]. Some markers
estimate renal function, while others reflect renal injury or inflammation associ-
ated with AKI. Commercial assays for these biological markers have become
available, and numerous studies of their diagnostic accuracy have been published
in recent years. However, large-scale cohort studies in the ICU setting are sparse
and results of interventional trials using the aforementioned novel biological
markers (e.g., for screening, or as an outcome variable) in critically ill patients
are not available yet. In this chapter, we describe the process of developing bio-
logical markers for AKI, using the case of urinary neutrophil gelatinase-associ-
ated lipocalin (NGAL) as an example.

Conventional Measures of Renal Function

Glomerular Filtration Rate

There are several gold standard methods for determining glomerular filtration
rate (GFR), including inulin clearance and isotope clearance techniques. These
techniques are expensive and laborious and, therefore, not routinely used in clini-
cal practice. Serum creatinine and urea concentrations, and clearance of creati-
nine using 24-hour urine collections, are frequently used indicators of GFR. How-
ever, serum creatinine concentrations are affected by muscle mass and diet, and
vary with age and gender. In addition, a rising serum creatinine concentration is
related to an increase in its tubular secretion, leading to overestimation of GFR in
patients with moderate to severe renal injury. Similarly, serum urea concentra-
tions are affected by various disease states, hepatic function and diet.
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Tubular Function

Tubular concentrating ability and sodium conservation have both been advocated
to test for tubular function. The urine to plasma osmolar ratio is a sensitive index
of tubular concentrating ability, and thus tubular function, since the ability to
concentrate urine may be lost 24 to 48 hours before serum creatinine and urea
concentrations start to increase. The urine to serum creatinine ratio, representing
the proportion of water filtered by the glomerulus that is abstracted by the distal
tubule, is another index of the tubular concentrating ability. Urine sodium con-
centrations may indicate the tubular ability to conserve sodium. Whereas in pre-
renal states of renal insufficiency, urine sodium concentrations fall, in established
acute tubular necrosis the ability to conserve sodium is lost, and urine sodium
concentrations increase. All these measures, however, are influenced by the use of
diuretics, which are frequently administered to ICU patients.

Renal Function versus Renal Injury

Concentrations of creatinine and urea in serum and/or urine are insensitive, non-
specific, and change only significantly after substantial kidney injury with a sub-
stantial time delay. It should, therefore, be realized that these markers are only
useful to determine global renal function, which is not the same as renal injury.
Indeed, concentrations of creatinine and/or urea in serum and/or urine are not
specific for, nor directly related to, underlying pathophysiological processes such
as inflammation, apoptotic and necrotic cell death, and tubule regeneration.

Classification Schemes for Acute Kidney Injury

As part of the Acute Dialysis Quality Initiative 2nd International Consensus Con-
ference, the RIFLE (Risk of kidney dysfunction, Injury to the kidney, Failure of
Kidney function, Loss of kidney function, and End stage kidney disease) classifi-
cation scheme was derived to provide standardized criteria for defining AKI [6].
More recently, the acute kidney injury network (AKIN) modified the RIFLE risk
criteria slightly to include an absolute increase in serum creatinine concentra-
tions & 0.3 mg/dl [7]. This modification was performed in recognition of increas-
ing data that suggest that even small changes in serum creatinine concentrations
are associated with poorer outcome as measured by mortality [1, 8].

Although clear progress has been made in formulating a classification scheme
for AKI, it is notable that the criteria rely heavily on changes in serum creatinine
concentrations as a marker of renal function. This is important in view of the
aforementioned thoughts regarding creatinine as a suboptimal marker for renal
function. In addition, because the classification schemes only depend on creati-
nine concentrations, these schemes neither monitor nor define renal injury, and
do not differentiate between different forms of renal injury.

Biological Markers

In general, biological markers can be used as indicators of normal biologic pro-
cesses, pathogenic processes, or pharmacologic responses to a therapeutic inter-
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Table 1. Phases of biological marker development in AKI

Goals Phase Study Designs Aims

Discover Phase 1 Preclinical exploratory Identification of promising markers of AKI

Translate Phase 2 Assay development and
validation

Development of assays for clinical samples;
detection of established AKI

Phase 3 Retrospective longitudinal
studies

Early detection of AKI

Validate Phase 4 Prospective screening Use of a biological marker of AKI to screen
populations

Phase 5 Disease control Impact of screening on reducing the burden
of AKI

Modified from [9].

vention. Five phases of biological marker development have been proposed
(Table 1) [9]. Focusing on biological marker development for AKI in critically ill
patients, these phases can be described as follows:

) Phase 1 – This phase involves preclinical studies. The aim of this phase is to
identify genes and/or proteins that are over-expressed in AKI compared to
no AKI. Tissues from organs of experimental animals could be used, but
specimens that can be obtained easily to assay concentrations of proteins
expressed by the identified genes (e.g., serum or urine) are preferable.
) Phase 2 – This phase involves clinical studies and focuses on assay develop-

ment. The aim of this phase is to estimate the true positive rate and the false
positive rate or receiver operating characteristic (ROC) curve of assays for
biological markers, usually ELISAs or immunoassays, and to assess the abil-
ity of these assays to distinguish individuals with AKI from individuals with-
out AKI. This phase could involve comparing the results from diverse control
groups, such as a healthy population, and patients with chronic or other kid-
ney diseases. Other observations, such as behavior of the biological marker
with patient characteristics like age, gender and race, and variations in bio-
logical marker concentration with the spectrum of AKI and other AKI char-
acteristics could also be noted. Phase 2 studies typically do not allow deter-
mination of whether AKI can be detected early with the proposed biomark-
ers. It is essential that specimens to assay concentrations of biological mark-
ers can be obtained easily (e.g., serum and/or urine).
) Phase 3 – Phase 3 is somewhat similar to phase 2, but biological markers are

now evaluated for their capacity to detect AKI at earlier time points than
established AKI. One other goal of phase 3 could be to define the cut-offs for
a positive screening test that can be validated in future studies.
) Phase 4 – This phase involves large-scale validation of the biological markers

in prospective cohort studies. The primary questions addressed in phase 4
studies include the understanding of the performance of the biological
marker-based ‘screening’ test in a relevant population by determining the
true positive rate and false positive rate. Phase 4 studies could also help to
determine the severity of AKI. For example, the ability of the biological
marker to detect and differentiate early between RIFLE stadiums, such as

244 A.A.N.M. Royakkers, P.E. Spronk, and M.J. Schultz

VII



injury, failure, need for renal replacement therapy, and definite renal failure.
Studies in phase 4 can also help with understanding of the feasibility of apply-
ing the newer test and make preliminary assessments of costs.
) Phase 5 – This phase usually involves post-marketing studies in which the

assessment of reduction of (burden of) AKI is made as a result of the avail-
ability of a new test. For AKI, it could be essential that availability of a bio-
logical marker reduce progress of AKI, need for renal replacement therapy
or mortality associated with AKI.

Novel Biological Markers of AKI

Novel biomarkers include, but are not limited to, mRNA, proteins and peptides,
and lipid molecules. In AKI, important pathophysiological processes such as
inflammation, apoptotic and necrotic cell death, and tubular regeneration may
be reflected in blood or urine and indicated by the assay of a biomarker. Over
the last decade, several promising novel biological markers for AKI have been
identified, including serum proteins (cystatin C and NGAL) and urinary proteins
(cystatin C, NGAL, interleukin [IL]-18 and kidney injury molecule [KIM]-1)
(Fig. 1) [5]. Some of these markers estimate renal function (serum cystatin C),
some reflect on renal injury (urinary cystatin C, serum and urinary NGAL, and
urinary KIM-1), and some show inflammation associated with AKI (urinary IL-
18). Here we will focus on urinary NGAL.

Fig. 1. Biological markers may
aid in understanding the patho-
physiology of AKI, allowing
localization of injury to specific
segments of the nephron. IL:
interleukin; KIM: kidney injury
molecule; NGAL: neutrophil gela-
tinase-associated lipocalin
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The Case of Urinary NGAL

NGAL, also known as lipocalin-2, is a ubiquitous 25-kDa protein that is cova-
lently bound to gelatinase from human neutrophils. It is normally expressed in
very low concentrations in several human tissues, such as the lungs, stomach,
colon and the kidney. While the functions of NGAL are not fully understood, it
appears to be upregulated in cells under ‘stress’ (e.g., from infection, inflamma-
tion, or ischemia). NGAL possibly has an antibacterial role, since NGAL binds
enterobactin and other siderophores, depriving the microorganisms of Fe3+, an
important nutritional requirement. Urinary levels correlate with serum levels
whatever the cause of increased NGAL production. High urinary levels can be
expected when NGAL is released directly into the urine by the kidney tubules.

Phase 1: Discovery of NGAL

It was discovered that the gene for NGAL was upregulated more than 10-fold in
a murine model of AKI [10]. Mice underwent unilateral renal artery clamping for
45 minutes resulting in tubule cell apoptosis. By microarray analysis, consistent
patterns of altered gene expression were identified, including transcription fac-
tors, growth factors, signal transduction molecules, and apoptotic factors. NGAL
was identified as one of the most upregulated transcripts in the early post-ische-
mic mouse kidney, a finding that has now been confirmed in several other animal
studies [11, 12]. The results of these preclinical studies indicate that NGAL could
represent an early and quantitative urinary biomarker for AKI.

Phase 2: Assay Development

Several studies have tested assays for NGAL in diverse control groups, such as a
healthy population, and patients with chronic or other kidney diseases. For exam-
ple, in a cross-sectional study, adults with established AKI (defined by a doubling
of serum creatinine) displayed a marked increase in urine NGAL by Western blot-
ting when compared to normal controls [13]. Urine and serum NGAL levels cor-
related with serum creatinine. Other studies have tested ELISA for NGAL in simi-
lar cohorts.

The availability of a standardized clinical platform for NGAL measurements
could revolutionize diagnostics, especially in the ICU setting. In this regard, a
major step forward has been the development of a standardized point-of-care kit
for the clinical measurement of plasma NGAL In children undergoing cardiac
surgery, 2-hour plasma NGAL measurement measured by the Triage NGAL
Device (Biosite Inc., San Diego, CA, USA) showed an area under the curve (AUC)
of 0.96, sensitivity of 0.84 and specificity of 0.94 for the prediction of AKI using
a cut-off value of 150 ng/ml [14]. The Triage NGAL Device is easy with quantita-
tive results available in 15 min, and requires only ` l-quantities of whole blood or
plasma. One urinary NGAL immunoassay has been developed for a standardized
clinical platform (ARCHITECT analyzer, Abbott Diagnostics, Abbott Park, IL,
USA). In children undergoing cardiac surgery, 2-hour urine NGAL measurement
by ARCHITECT analyzer showed an AUC of 0.95, sensitivity of 0.79 and specific-
ity of 0.92 for prediction of AKI using a cut-off value of 150 mg/ml [15]. In
another study with urine samples (NGAL range, 0.3–815 ng/ml) and 6 calibration
standards (NGAL range 0–1000 ng/ml), NGAL measurements by research ELISA
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and by ARCHITECT were highly correlated (r = 0.99) [15]. ARCHITECT is easy to
perform, with no manual pretreatment steps, a first result available within 35
min, and requires only 150 ` l of urine. Both kits are currently undergoing multi-
center validation in adult populations.

Phases 3 and 4: Early Detection and Risk Stratification

In a study of children undergoing cardiopulmonary bypass (CPB), NGAL mea-
surements by ELISA and by Western blotting revealed a 10-fold or more increase
in urine within 2–6 hours of surgery in patients who subsequently developed
AKI [16]. Urine NGAL was a powerful independent predictor of AKI, with an
AUC of 0.99 for the 2-hour urine NGAL [16]. These findings were confirmed in a
study of adults undergoing cardiac surgery [17]. In patients who developed AKI,
urinary NGAL levels were significantly elevated within 1–3 hours after surgery.
However, patients who did not develop AKI also displayed a significant increase
in urinary NGAL in the early post-operative period, although to a much lesser
degree than in those who subsequently developed AKI. The AUC reported in this
study was 0.74 for the 3-hour urinary NGAL level and 0.80 for the 18-hour uri-
nary NGAL level. NGAL has also been evaluated as a biological marker of AKI in
kidney transplantation [18, 19] and AKI following contrast administration [20,
21].

Subsequent studies were recently reviewed in a large meta-analysis [22]. The
primary outcome of this meta-analysis was AKI (defined as an increase in serum
creatinine level > 50 % from baseline within 7 days). Secondary outcomes were
initiation of renal replacement therapy and in-hospital mortality. Diagnostic odds
ratio (DOR) and sample size-weighted AUC for the ROC curve (AUC-ROC) were
calculated using a hierarchical bivariate generalized linear model (Fig. 2). Overall,
the DOR/AUC-ROC of NGAL to predict AKI was 18.6 (95 % confidence interval
[CI] 9.0–38.1)/0.82 (95 % CI 0.73–0.89). The DOR/AUC-ROC of NGAL was 13.1
(95 % CI 5.7–34.8)/0.78 (95 % CI 0.67–0.87) in cardiac surgery patients, and 10.0
(95 % CI 3.0–33.1)/0.73 (95 % CI 0.62–0.83) in critically ill patients. The DOR/
AUC-ROC of NGAL was higher in children (25.4 [95 % CI, 8.9–72.2]/0.93 [95 %
CI, 0.88–0.97]) compared to adults (10.6 [95 % CI, 4.8–23.4]/0.782 [95 % CI,
0.69–0.87]). Notably, the diagnostic accuracy of serum NGAL (17.9 [95 % CI,
6.0–53.7]/0.78 [95 % CI, 0.68–0.87]) was similar to that of urine NGAL (18.6
[95 % CI 7.2–48.4]/0.84 [95 % CI 0.76–0.91]). The meta–analysis found that
NGAL was a useful prognostic tool with regard to the prediction of renal replace-
ment therapy initiation (12.9 [95 % CI 4.9–33.9]/0.78 [95 % CI 0.65–0.97]) and
in-hospital mortality (8.8 [95 % CI 1.9–40.8]/0.706 [95 % CI 0.530–0.747]).

A recently published study confirmed the diagnostic accuracy of serum NGAL
for early detection of AKI and need for renal replacement therapy in adult ICU
patients [23]. Indeed, plasma NGAL was a good diagnostic marker for AKI devel-
opment within the next 48 hours (AUC-ROC 0.78, 95 % CI 0.65–0.90), and for
renal replacement therapy initiation (AUC-ROC 0.82, 95 % CI 0.70–0.95). In
addition, peak plasma NGAL levels increased with worsening AKI severity. Nota-
bly, this study did not study urinary NGAL levels.
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prediction of AKI prediction of RRT

prediction of death

Fig. 2. Hierarchical summary receiver operating characteristic (HSROC) plot of neutrophil gelatinase-
associated lipocalin (NGAL) to predict acute kidney injury (AKI), renal replacement therapy (RRT) initia-
tion, and in-hospital mortality. Based on combined sensitivity (95 % confidence interval [CI]) and speci-
ficity (95 % CI) weighted for sample size of each dataset reflected by the size of the circles, showing
average sensitivity and specificity estimate of the study results (solid square) and a 95 % confidence
region around it. Adapted from [22] with permission.

Phase 5: Reduction in (burden of) AKI with the use of NGAL

Because of its predictive properties for AKI, NGAL could also serve as an early
biological marker in interventional trials. Two clinical trials using a reduction in
urine NGAL as an endpoint, demonstrated the improved efficacy of a modern
hydroxyethyl starch (HES) preparation over albumin or gelatin in maintaining
renal function in cardiac surgery patients [24, 25]. In a study of adult cardiac sur-
gery patients, the response of urinary NGAL was attenuated in patients who expe-
rienced a lower incidence of AKI after sodium bicarbonate therapy when com-
pared to sodium chloride [26]. In addition, adults who developed AKI after apro-
tinin use during cardiac surgery displayed a rise in urine NGAL in the immediate
postoperative period [27].

Without doubt, the approach of using NGAL as a trigger to initiate and moni-
tor novel therapies will soon be evaluated in clinical trials.
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Conclusion

The discovery of several novel biological markers for renal injury, including
NGAL, adds to the diagnostic armamentarium of ICU physicians. Indeed, we
need biological markers that monitor and define renal inflammation and/or
injury more than markers of renal function, as administration of potentially
effective therapeutic agents may only be effective or may be more effective in the
early stages of renal injury.

However, most studies of novel biological markers of AKI are preliminary and
require validation in large multicenter trials. Once valid biological markers for
early detection have been identified, we should evaluate them in combination.
The pattern of urinary excretion of these markers may potentially aid in under-
standing the pathophysiology of AKI, allowing localization of injury to specific
segments of the nephron (Fig. 1). This combination of markers could eventually
lead to differentiated preventive and/or therapeutic approaches.
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Introduction

Renal dysfunction in association with congestive heart failure (CHF) is common,
both chronically (chronic kidney disease, CKD) and in the setting of acute
decompensated heart failure. Acute kidney injury (AKI) occurs in up to 20–45 %
of admissions for acute heart failure [1, 2], and is associated with increased short-
and long-term mortality and morbidity. Thus, there is a need to develop
improved biomarkers of early renal injury and function to guide the management
of patients with CHF, reduce adverse renal events, and improve outcomes.

The recent Acute Dialysis Quality Initiative (ADQI) consensus guidelines
define 5 subtypes of cardiorenal syndrome [3], and provide a framework to
understanding the complexity of the heart-kidney interaction, emphasizing the
degree to which dysfunction in one organ may precipitate a sequence of injury
affecting both systems, and often other distant organ systems as well. Worsening
renal function, defined as a serum creatinine increase of & 0.3–0.5 mg/dl during
hospitalization [4], has been validated in multiple heart failure populations to
identify patients with AKI-associated increased morbidity and mortality in the
setting of acute decompensated heart failure, but the ultimate goal is to define
those at risk of significant renal dysfunction before irreversible injury occurs, and
offer alternative or tailored therapies to improve outcomes. Aspects of patient
care that may be improved by earlier and/or more accurate AKI diagnosis
include: Differentiating between CKD, (reversible) pre-renal azotemia, acute
tubular necrosis, or other causes of AKI; deciding on the cessation of essential
therapies known to improve mortality (such as angiotensin-converting enzyme
[ACE] inhibitors or beta-adrenergic antagonists); and preventing or postponing
nephrotoxic insults (iodinated contrast or gadolinium).

The Pathophysiology of the Cardiorenal Interaction

The pathophysiology of the cardiorenal interaction is complex, characterized by
a variety of hemodynamic alterations, including more recently identified phe-
nomena such as raised central venous pressures (CVPs) causing renal congestion
and abnormal filtration gradients, in addition to hypoperfusion caused by inade-
quate renal perfusion pressures initially triggered by impaired cardiac output [5,
6]. These hemodynamic insults are exacerbated by neurohormonal activation and
inflammation (cytokine activation). Specifically, systemic and renal vasoconstric-
tion are caused by increased sympathetic and neurohormonal activity, including
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Fig. 1. Schematic of heart kidney interaction in cardiorenal syndrome. The figure demonstrates the
dynamic interrelation between the heart and kidneys in cardiorenal syndrome, indicating the impor-
tance of the sequence of organ injury. At each stage, a combination of the most appropriate diagnostic
and therapeutic modalities should be considered, in an attempt to prevent further injury. AKI: acute
kidney injury; CKD: chronic kidney disease; ADHF: acute decompensated heart failure; CHF: congestive
hear failure. From [3] with permission

activation of the renin-angiotensin-aldosterone-system (RAAS), and altered tubu-
loglomerular feedback systems (adenosine signaling via A1 receptors), which can
also lead to long-term renal and cardiac structural and functional abnormalities,
such as CKD and left ventricular remodeling. Figure 1 highlights the inter-relation
between heart and kidney, and how injury to one can precipitate a cascade of bio-
logical reactions involving the other. Ronco et al. [3] also demonstrate in Figure 1
various points at which diagnosis and intervention are possible.

Current Definitions of Acute Kidney Injury

The limitations of serum creatinine in diagnosing AKI, which have been well
described, become most apparent when early diagnosis of tubular injury is an
essential trigger to initiate effective interventions designed to attenuate further
injury. Serum creatinine and glomerular filtration rate (GFR) are biomarkers of
renal function, with GFR often deteriorating by 25–50 % before there has been
any significant change in serum creatinine, which may be days after the tubular
insult has occurred, when steady-state equilibrium is achieved [7, 8]. Creatinine
is also dependent on other factors, such as muscle mass, age, gender and hydra-
tion status – all of which may result in underestimation of the presence and
severity of renal dysfunction, particularly in elderly heart failure patients with
cardiac cachexia, for example. When AKI develops in patients with CHF, the util-
ity of urine biochemistries to differentiate between reversible prerenal azotemia
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and acute tubular necrosis is unproven. Specifically, diuretics invalidate the diag-
nosis of acute tubular necrosis in the presence of a high fractional excretion of
sodium (FENa); and the putative superiority of the FEUrea in this setting has not
been conclusively demonstrated.

In recent years, interdisciplinary consensus groups have proposed standard-
ized systems to define and stage AKI. Both the RIFLE (Risk, Injury, Failure, Loss
of Kidney Function, and End-stage Kidney Disease (RIFLE), and Acute Kidney
Injury Network (AKIN) criteria, were designed for the purpose of accurately
diagnosing and assessing the severity and progression of AKI in critically ill
patients, as well as providing some predictive ability for mortality [9]. Both sys-
tems rely on changes in creatinine or GFR, while also incorporating urinary out-
put criteria [9]. Although the RIFLE criteria have been validated in over 550,000
patients, few studies have examined the ability of RIFLE or AKIN systems to pre-
dict mortality and AKI outcomes in heart failure patients, who receive a variety
of acute and chronic therapies (diuretics, ACE inhibitors, inotropes and vasodila-
tors that may differentially alter GFR or urine output and morbidity/mortality).
Studies such as ADHERE (Acute Decompensated Heart Failure National Registry)
demonstrated the ability of clinical and biochemical markers such as systolic
blood pressure, serum creatinine, or blood urea nitrogen (BUN) to independently
predict mortality in acute decompensated heart failure, but did not use current
definitions of AKI. The modification of the RIFLE definition to the AKIN system
primarily reflected the recognition of the prognostic and diagnostic importance
of even small variations in serum creatinine seen in acutely ill patients. Specifi-
cally in CHF, Hata et al. were able to demonstrate the prognostic significance of
AKI staging using the RIFLE criteria; in 376 patients with acute decompensated
heart failure, hospital mortality increased in a stepwise manner with progression
from Risk or Injury, to Failure [10].

Biomarker Features

Novel biomarkers should ideally be able to satisfy several criteria, including the
ability to identify risk, allow for early diagnosis, provide prognostic information,
determine the likelihood of response to treatment, or perhaps even serve as a
treatment target or surrogate outcome to guide therapy. The key to understand-
ing the specific role of any novel biomarker is also to understand its limitations,
and what specific additive clinical information it may provide, either alone, or in
combination with other markers. Does the biomarker improve the predictive
accuracy of the best available standard of care, incorporating other known pre-
dictors of AKI or filtration function, such as serum creatinine or GFR? The varied
pathophysiologic mechanisms causing AKI point towards a multimarker
approach to diagnosing risk or occurrence of AKI, examining markers which may
reflect both proximal and distal sites of tubular injury, perhaps in complementary
combination with more sensitive real-time measurement of GFR. As advances in
understanding the role of the natriuretic peptides have shown, the road to a bio-
marker-guided patient management scheme can be long, and highlighting the
care with which one should interpret study results, particularly in subsets of
patients with potentially confounding biological interactions, such as cardiorenal
syndrome. Table 1 summarizes some features of the key biomarkers currently
under development for use in cardiorenal syndromes.
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Table 1. Selected cardiorenal biomarkers

Cardiac markers of myocyte
injury (necrosis and apoptosis)

Cardiac troponins – Troponin I, high-sensitivity troponin
CPK-MB

Neurohormones (i) Natriuretic peptides:
ANP, mid-regional pro-atrial natriuretic peptide (MR-proANP)
BNP and NT-proBNP
CNP
(ii) Vasodilatory hormones:
mid-region pro-adrenomedullin (MR-proADM)

Novel AKI biomarkers Cystatin C
NGAL
KIM-1
GST
Interleukin-18
N-acetyl-β-(D) glucosaminidase (NAG)
Urinary albumin

Standard clinical AKI biomarkers Serum creatinine
Blood urea nitrogen
Uric acid
eGFR
Urea
Serum sodium
Systolic blood pressure

AKI: acute kidney injury; CPK: creatine phosphokinase; ANP: atrial natriuretic peptide; BNP: b-type natri-
uretic peptide; CNP: C-type natriuretic peptide; NGAL: neutrophil gelatinase-associated lipocalin; KIM:
kidney injury molecule; GST: glutathione-S-transferase

Biomarkers of Myocyte Necrosis and Wall Stress

As depicted in Figure 1, the interaction between the heart and kidneys in cardio-
renal syndrome is dynamic, and interdependent. Thus any review or interpreta-
tion of the clinical utility of biomarkers in cardiorenal syndrome should also
mention the importance of biomarkers of cardiac myocyte necrosis, such as car-
diac troponin, which should alert the clinician to possible ongoing ischemic myo-
necrosis in the setting of acute or chronic heart failure. The phenomenon of sub-
clinical ischemic cardiac myocyte damage will become increasingly recognized
with the advent of high-sensitivity troponin assays. However, a detailed review of
the role of cardiac troponin monitoring in heart failure is beyond the scope of
this chapter.

Natriuretic peptides, such as B-type natriuretic peptide (BNP), are released in
response to increased atrial and ventricular wall stretch due to pressure or vol-
ume overload, and correlate well with echocardiographic markers of LV end-dia-
stolic wall stress (LVEDWS) in patients with heart failure and normal serum cre-
atinine [1]. By acting as counterregulatory hormones, they modulate the effects of
the RAAS and the sympathetic nervous system, causing vasodilation, improved
salt and water excretion, and favorable ventricular remodeling [5]. The active
hormone component, BNP, and the inactive NT-proBNP, have been extensively
studied as biomarkers in heart failure with significant prognostic and diagnostic
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utility (Breathing Not Properly study, REDHOT-Rapid Emergency Department
Heart failure Outpatient Trial), along with older standard biomarkers such as uric
acid, creatinine, and BUN [7, 11, 12].

Measurement of BNP is incorporated in the European Society of Cardiology
clinical practice guidelines for the management of CHF with left ventricular fail-
ure and of pulmonary hypertension and right heart failure [13, 14], has excellent
negative predictive value in the ICU setting, and also excellent overall test perfor-
mance: A BNP level > 144 pg/ml predicts cardiac dysfunction with high sensitiv-
ity and specificity (92 % and 86 %, respectively) [15]. The combination of NT-
proBNP and cardiac troponin T (cTnT), markers of myocardial wall stretch and
myonecrosis, respectively, have also been shown to be strong independent predic-
tors of mortality, particularly when measured at discharge [16].

In the subset of patients with heart failure and severe or end-stage renal dis-
ease (cardiorenal syndromes types 2–5), it is apparent that alternative BNP cut-
off values may be needed, because the diagnostic accuracy of plasma BNP and
NT-proBNP is reduced compared with patients with GFR > 60 ml/min [16].
Whether this relates more to impaired renal clearance or ongoing hemodynamic
stimulation by volume overload remains unclear.

The evolution of data concerning the use of natriuretic peptides has led to tri-
als such as SURVIVE (levosimendan vs dobutamine for patients with acute
decompensated heart failure), and REVIVE-2 (Randomized multicenter EValua-
tion of Intravenous leVosimendan Efficiency), both designed to use BNP-guided
endpoints to monitor the effectiveness of levosimendan in heart failure [17].
TIME-CHF (Trial of Intensified vs Standard Medical Therapy in Elderly Patients
With Congestive Heart Failure), and the recent BATTLESCARRED (NT-proBNP–
Assisted Treatment To Lessen Serial Cardiac Readmissions and Death) study, also
raised the issue of older age (in this case > 75 years) as a possible confounder
when interpreting BNP levels in heart failure. The combination of physiologic
changes seen during aging, such as diastolic ventricular stiffness, impaired endo-
thelial function, as well alterations in pharmacodynamic responses to standard
heart failure therapies, highlights the ongoing need for data that are specific to
the majority of heart failure and cardiorenal patients being tested.

Cystatin C

Cystatin C is a 13 kDa cysteine protease inhibitor, produced by all functioning
nucleated cells in the human body. It is released into the plasma at a constant
rate, where it is filtered at the glomerulus and subsequently reabsorbed and
almost completely degraded in the proximal convoluted tubule [18]. Thus, it is
not generally measurable in the urine in significant amounts under normal con-
ditions, although serum cystatin is easily measured in serum, and used as an
index of GFR. Some studies suggest that extrarenal factors, such as inflammation,
cancer, steroids, and thyroid disease, may affect serum concentrations; however it
is not known to what degree this may occur.

Of all the new biomarkers of AKI, cystatin C has been the most extensively
studied in patients with heart failure, and lessons learned from these studies are
being applied to other AKI biomarker trial designs. Increased serum cystatin C
concentrations are associated with adverse cardiovascular outcomes and progno-
sis [19]. There is still limited information regarding demographic-specific normal
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Fig. 2. Risk stratification of
acute decompensated heart fail-
ure by combining tertiles of
cystatin C and NT-proBNP. Mor-
tality at 1 year increases from
5.2 % in patients in the first ter-
tile of both biomarkers (n = 77)
to 48.7 % in patients in the
third tertile (n = 76) of cystatin
C and NT-proBNP [7]. From [7]
with permission.

ranges for urine and serum cystatin C values in heart failure, with many of the
earlier studies instead examining tertiles of cystatin C values. The prognostic
ability of cystatin C in predicting all-cause mortality in acute decompensated
heart failure was demonstrated by Lassus et al. [7] in a multicenter study of 480
patients, with average age 74.8 years and mean NT-proBNP 3916 ng/l. Renal dys-
function was present in 20 % of patients (serum creatinine > 120 ` mol/l) at pre-
sentation, with 7.9 % patients known to have chronic kidney disease before
admission. All-cause mortality at 12 months was three-fold higher at 39 % in
patients with raised serum cystatin C above a median of 1.3 mg/l, compared with
12 % of patients with cystatin C levels below the median (log rank p< 0.0001).
Elevated serum cystatin C in patients with normal creatinine clearance (CrCl)
was also a powerful predictor of mortality (50 % v 3 %, log rank p< 0.0001), com-
pared with those with normal values for both CrCl and cystatin C. The combina-
tion of tertiles of cystatin C and NT-proBNP allowed for greater prognostic risk
stratification of 12 month mortality, from 5 % in the lowest combination tertile
group to 49 % of patients in the highest cystatin C and NT-proBNP group (Fig. 2).
Similarly powerful prognostic cardiovascular mortality indicators using combina-
tion cystatin C and NT-proBNP in stable elderly CHF patients studied over a 10-
year period were described by Alehagan et al. [19].

Neutrophil Gelatinase-Associated Lipocalin (NGAL)

NGAL (previously called lipocalin-2) is a 25 kDa glycoprotein identified by
microarray analysis in early post-ischemic kidney mouse models as an early
marker of tubular injury. Further translational studies have shown that NGAL is
covalently bound with matrix metalloproteinase-9 (MMP-9) in association with
human neutrophils [20], and also plays a role in innate immunity towards exoge-
nous bacterial infections by acting as a shuttle for iron and siderophores. The
NGAL gene and proteins are upregulated in response to renal tubular injury, to
enhance tubular epithelial cell proliferation. In the arena of AKI, NGAL has been
studied as an AKI biomarker in a variety of clinical settings, including cardiac
surgery, coronary angiography with contrast media, the emergency department
[21], and more recently in the first prospective heart failure studies [4, 22].
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NGAL, in various other complexes with iron and MMP-9, has also been identified
in association with adenocarcinomas, cisplatin nephrotoxicity, and degree of
severity of coronary artery disease, highlighting the importance and diversity of
the lipocalin family in cellular proliferation and differentiation.

In children undergoing congenital cardiac surgery, Mishra et al. [23] demon-
strated that urinary NGAL levels greater than 50 ` g/l within 2–4 hours after car-
diopulmonary bypass (CPB) were 100 % sensitive and 98 % specific for identify-
ing AKI (defined by 50 % increase in serum creatinine) that developed 1–2 days
postoperatively (area under the curve [AUC] 0.99 at 2 and 1.0 at 4 hours post-
bypass, respectively). Further studies in adults undergoing CPB (Table 2) have
shown AUCs between 0.53–0.80 for prediction of AKI [24], with sensitivity and
specificity being affected by age, comorbidities not commonly seen in pediatric
populations, as well as the influence of other methodologic problems (sample
storage temperature, lack of standardized definitions of AKI) seen in several of
these studies.

Further explanations for the variability in AUC performance for NGAL in adult
cardiac surgery were explored by Haase-Fielitz et al. [24], who performed sensi-
tivity analyses on 100 postoperative patients, to determine the influence of AKI
definition (RIFLE, AKIN) on predictive value of plasma NGAL. They found that
the predictive value of plasma NGAL was increased with AKI class, from an AUC
of 0.64 for a 25 % increase in serum creatinine to an AUC of 0.83 for the predic-
tion of progression to renal replacement therapy [24]. The authors also proposed
that newer criteria, such as AKIN, which are designed to acknowledge the impor-
tance of smaller variations in creatinine, may still be relatively insensitive to
detect tubular stress or injury, as indicated by mild NGAL increases.

Table 2. Impact of definition of acute kidney injury (AKI) after cardiac surgery on the predictive value
of neutrophil gelatinase-associated lipocalin (NGAL) measurement. From [24] with permission

Reference No.
patients

Setting Creatinine
increase

Timing of
postoperative
creatinine in-
crease days (d)

Timing of
NGAL measure-
ment (after
end of CPB)

AUC-ROC to
predict AKI
(plasma/
urine)

Mishra et al. [23] 71 Pediatric > 50 % Within 5 d At 2h 0.91/0.99

Dent et al [30] 120 Pediatric > 50 % Within 5 d At 2h 0.96/–

Bennett et al
[31]

196 Pediatric > 50 % Within 5 d At 2h –/0.95

Wagener et al
[32]

81 Adult > 50 % Within 5 d At 3h –/0.74

Wagener et al
[33]

426 Adult > 50 % or
> 0.3mg/dl

Within 2 d At 3h –/0.60

Koyner et al [8] 72 Adult > 25 % or
need for RRT

Within 3 d At –2 h* 0.53/0.70

Haase-Fielitz
et al [34]

100 Adult > 50 % Within 5 d At –2 h* 0.80/–

AUC: area under the curve; ROC: receiver operating characteristic; RRT: renal replacement therapy; CPB:
cardiopulmonary bypass; *- six hours after CPB or intensive care unit arrival.
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Table 3. Recent studies examining urine and serum neutrophil gelatinase-associated lipocalin (NGAL)
in acute and chronic heart failure

Reference Sample
size (n)

HF type Average
age (yr)

Biomarkers used in multivariate analysis

Damman et al
(2008) [35]

90 + 20
controls

CHF 59 „ 11 Urinary NGAL, NT-proBNP, eGFR, SCr

Yndestad et al
(2009) [36]

150 + 20
controls

CHF 56 „ 12 Serum NGAL

Aghel et al
(2010) [4]

91 ADHF 65 „ 15
(AKI group)

Serum NGAL

Damman et al
(2010) [37]

90 CHF 59 „ 11 Urine NGAL, NAG, KIM-1, urinary albumin
excretion, eGFR, effective renal plasma flow

CHF: congestive heart failure; ADHF: acute decompensated heart failure

There are also emerging data regarding the utility of NGAL as a biomarker of AKI
in settings apart from cardiac surgery (Table 3). For example, in 635 patients pre-
senting to a busy urban emergency department, mean urinary NGAL levels were
able to differentiate between patients with no renal impairment, pre-renal azote-
mia, or CKD (low NGAL concentrations), and AKI caused by acute tubular necro-
sis, outperforming three other AKI biomarkers and serum creatinine (Fig. 3) [23].
In one of the few acute decompensated heart failure studies to date, admission
serum NGAL concentrations > 140 ng/ml had an AUC of 0.70 to predict worsen-
ing renal failure (creatinine rise & 0.3 mg/dl), which occurred in 38 % of patients
with acute decompensated heart failure. Admission serum creatinine was not
associated with worsening renal failure in a logistic regression analysis [4]. Dam-
man et al. recently showed that stable chronic heart failure patients, compared
with age-matched controls, demonstrated marked evidence of urinary NGAL ele-
vation (indicative of tubular dysfunction), with decreased GFR and, more impor-

Fig. 3. Performance of urine NGAL in pediatric patients with AKI (with error bars) and without AKI
compared to serum creatinine rise (solid gray bar). From [23] with permission.
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tantly, a positive association with increased levels of NT-proBNP and urinary
albumin excretion [35].

There have been enough studies of NGAL in AKI to permit a more compre-
hensive analysis than is available for other putative AKI biomarkers. A systematic
review and meta-analysis of the predictive value of NGAL for the early diagnosis
of AKI was carried out by the NGAL Meta-analysis Investigator Group and stud-
ied 2,500 patients in 19 studies [25]. These investigators found that serum and
urine NGAL levels performed similarly well, and suggested a cut-off NGAL con-
centration > 150 ng/ml for clinical laboratory platforms [25]. The performance of
NGAL levels as early predictors of AKI was robust, including direct comparisons
with serum creatinine level, also demonstrating prognostic value for adverse out-
comes such as renal replacement therapy and mortality. Haase et al. appear to
have addressed many of the inconsistencies seen in smaller studies, while provid-
ing further direction for the development of NGAL for use in studies assessing
the effects of therapeutic interventions initiated for early AKI. As the authors
point out, in this early phase of AKI biomarker development, one cannot over-
look the comparisons of performance (AUC � 0.70) of another biomarker in its
early clinical development: serum troponin. Among the remaining issues con-
cerning the use of NGAL as an AKI biomarker, the role of NGAL for this purpose
in patients with pre-existing CKD remains to be determined.

Kidney Injury Molecule-1 (KIM-1)

KIM-1 is a glycoprotein found on the proximal renal tubular epithelial cell mem-
brane, where it is markedly induced in response to ischemia-reperfusion injury.
In a recent study of 123 cardiac surgery patients, Koyner et al. demonstrated the
ability of KIM-1 to detect Stage 1 and 3 AKI (along with NGAL, cystatin C, and
α-glutathione-S-transferase [GST]), as well as, interestingly, predicting AKI prior
to the initiation of surgery, suggesting a possible role in early warning of subclini-
cal proximal tubular insults which may allow for tailored management [26]. Sev-
eral other studies have suggested that the utility of KIM-1 for AKI diagnosis may
be GFR- or time-dependent. KIM-1 expression has also been described in malig-
nancies such as renal cell carcinoma.

Urinary �- and �-GST

GST proteins are constitutive markers normally found in renal tubular epithe-
lium, involved in modulating the oxidative tubular injury caused by reactive oxy-
gen species (ROS). Compared to the smaller proteins such as creatinine or cysta-
tin C, the GSTs are of larger molecular weights ranging from 47–51 kDa, thus
largely preventing glomerular filtration. α-GST is found in proximal tubular cells,
while π-GST is found in distal tubular cells, both demonstrating site-specific
release in response to injury. The pattern of GST release has been shown to corre-
late to site of injury and aid in differentiation between proximal tubular injury
(for example, due to calcineurin-inhibitors), and distal tubular injury seen
(caused by acute renal allograft rejection). In one of the largest published KIM-1
studies to date, examining various potential biomarkers of AKI in CPB patients
(n = 123), Koyner et al. [26] suggest a potential role for π- and α-GST as markers
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of occurrence and progression of AKI following cardiac surgery, demonstrating
an AUC of 0.86 (0.74–0.99), p = 0.002, for π-GST in predicting progression to
Stage 3 AKI at time of initial creatinine rise and AKI diagnosis (Stage 1). Further-
more, the authors noted increases in GST in 11 patients who received preopera-
tive intravenous iodinated contrast for cardiac catheterization, despite no associ-
ated clinical AKI, suggesting that GST may also have a role in the diagnosis of
subclinical tubular oxidant stress and injury. However, the role of GST as bio-
markers to predict, diagnose, and assess AKI in cardiorenal syndromes (acute
decompensated heart failure, contrast-induced nephropathy, cardiac surgery) has
yet to be fully investigated, and requires further large-scale studies.

Urinary Albumin

The role of proteinuria as an independent predictor of outcome, such as death or
readmission for heart failure in SOLVD (Studies of Left Ventricular Dysfunction),
or mortality in SAVE (Survival and Ventricular Enlargement), correlates with the
recent CHARM (Candesartan in Heart failure: Assessment of Reduction in Mor-
tality and morbidity) analysis [28, 29] in which the prevalence and prognostic
value of a spot urinary albumin to creatinine ratio (UACR) was studied in 2,310
patients presenting with heart failure [29]. Microalbuminuria (defined as UACR
2.5–25 mg/mmol in men and 3.5–25 mg/mmol in women) and macroalbumin-
uria (UACR > 25 mg/mmol in men and women) were robust independent predic-
tors of clinical outcomes, with a 60–80 % adjusted increase in risk of death, and
30–70 % increase in risk of admission for heart failure, with either systolic left
ventricular (LV) dysfunction or preserved LV systolic function. Furthermore,
while the authors note that renal venous congestion causes proteinuria in experi-
mental animal models, the hazard related to albuminuria in the CHARM study
was independent of renal dysfunction (severe renal dysfunction patients were
excluded), assessed using both estimated GFR (eGFR) and serum creatinine.
Taken together, these findings underscore the important bi-directional nature of
cardiorenal syndrome, while also demonstrating the independent predictive abil-
ity for adverse outcome of urinary albumin measurement, compared to serum
creatinine and eGFR.

Conclusion

Ongoing large-scale prospective trials are currently in analysis or underway
(GALLANT, AKINESIS) examining the role of new biomarkers in detecting AKI
in heart failure and cardiorenal syndromes, as well as shedding more light on the
performance of AKI biomarkers in specific patient subsets, such as those with
CKD, acute coronary syndromes, the elderly, or other ‘real-world’ patients with
multiple co-morbidities. As we learn more about the value of biomarkers in
detecting early evidence of tubular injury, it seems clear that our ability to assess
short-term renal risk will improve. Challenges remain, however, in the validation
of early AKI biomarkers to facilitate appropriate clinical trials to study successful
interventions to prevent or treat AKI and improve outcomes in a variety of high-
risk clinical settings, including cardiorenal syndromes such as acute decompen-
sated heart failure.
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Cardio-renal Syndromes: A Complex Series of
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Introduction

Cardio-renal syndrome is broadly defined as a condition characterized by the ini-
tiation and/or progression of renal insufficiency secondary to heart failure [1]
and has also been used to describe the negative cardiac effects of declining renal
function (reno-cardiac syndrome) [2]. A recent definition and classification sys-
tem has been generated to include a vast array of acute or chronic conditions in
these two important organs, where the primary failing organ can be either the
heart or the kidneys [3]. This classification has been endorsed and further devel-
oped by the ADQI (Acute Dialysis Quality Initiative) consensus group leading to
a comprehensive characterization of the complex heart-kidney organ cross-talk
[4]. This new classification represents a step forward to a better understanding of
the pathophysiology and management strategies of the bidirectional heart-kidney
interactions.

The Definition or Classification of Cardio-renal Syndromes

Any direct and indirect insult to heart or kidneys can initiate and perpetuate the
combined disorder of these two organs through several complex mechanisms.
Therefore, the large umbrella term ‘cardio-renal syndromes’ should be used to
describe a series of heart and kidney disorders “whereby acute or chronic dysfunc-
tion in one organ may induce acute or chronic dysfunction (structural or func-
tional abnormalities) of the other” [4]. A more descriptive classification into differ-
ent subtypes would permit recognition of the primary organ dysfunction (cardiac
versus renal) as well as the acute versus chronic nature of the condition [4].
Five subtypes of the CRS can be identified (Table 1) and defined as follows:

) Acute cardio-renal syndrome (CRS Type 1): An acute worsening of heart
function (acute heart failure-acute coronary syndrome [ACS]) leading to kid-
ney injury and/or dysfunction;
) Chronic cardio-renal syndrome (CRS Type 2): Chronic abnormalities in heart

function (chronic heart failure-coronary heart disease) leading to kidney
injury and/or dysfunction;
) Acute reno-cardiac syndrome (CRS Type 3): Acute worsening of kidney func-

tion (acute kidney injury [AKI]) leading to heart injury and/or dysfunction;
) Chronic reno-cardiac syndrome (CRS Type 4): Chronic kidney disease lead-

ing to heart injury, disease, and/or dysfunction;
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Fig. 1. Cardio-renal syndrome domain map. The time frame and the bidirectionality of the different
syndromes are described in the different subtypes (acute and chronic/cardio-renal and reno-cardiac).
Every syndrome is then susceptible to transformation into another due to development of vicious cir-
cles. HF: heart failure; CKD: chronic kidney disease; AHF: acute heart failure; ADHF: acute decompensated
heart failure; CIN: contrast-induced nephropathy; CPB: cardiopulmonary bypass; AKI: acute kidney injury

) Secondary cardio-renal syndromes (CRS Type 5): Systemic conditions caus-
ing simultaneous injury, and/or dysfunction of both the heart and kidneys.

The relevant mechanisms are summarized in Figure 1.

Epidemiology and Pathophysiology of Cardio-Renal Syndromes

Cardio-renal Syndrome Type I or Acute Cardio-renal Syndrome

Pre-morbid renal dysfunction is common in heart failure patients (de novo acute
heart failure or acute decompensated heart failure) and predisposes them to AKI,
which has been associated with higher risk of prolonged/re-hospitalization, car-
diovascular and all-cause mortality, and faster progression to chronic kidney dis-
ease (CKD) stage 4–5 [5–9]. Incidence estimates for AKI or worsening renal
function associated with acute heart failure and ACS range between 24–45 % and
9–19 %, respectively [4]. The broad range in reported incidence is largely attrib-
utable to variations in the definitions of worsening renal function as well as retro-
spective and/or post hoc analyses of data [5–9]. The mechanisms by which the
onset of acute heart failure or acute decompensated heart failure leads to AKI are
multiple and complex [6]. They have been described in detail in recent publica-
tions [3, 4]. The clinical importance of each of these mechanisms is likely to vary
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from patient to patient. The mechanisms that have been identified as being
involved include: Hemodynamic mechanisms in which a reduced cardiac output,
together with an increased renal venous congestion may affect intra-renal circula-
tion and glomerular filtration rate (GFR); neurohormonal biofeedback mecha-
nisms including activation of the renin-angiotensin-aldosterone system (RAAS).
A non-osmotic secretion of vasopressin and a parallel sympathetic nervous sys-
tem-mediated vasoconstriction may lead to perpetuation and extension of the
primary insult. We may also suggest immune-mediated damage in which the acti-
vation of monocytes and the direct effect of pro-inflammatory mediators may
play an important role in renal tissue apoptosis and damage [10]. Finally, exoge-
nous nephrotoxic agents such as contrast media, aminoglycosides, diuretics or
angiotensin converting enzyme (ACE) inhibitors may represent another impor-
tant source of kidney insult in patients with acute heart failure or acute decom-
pensated heart failure.

Cardio-renal Syndrome Type 2 or Chronic Cardio-renal Syndrome

Patients with chronic heart failure with secondary worsening renal failure have
significantly increased adverse cardiovascular mortality and prolonged hospital-
ization. However, chronic heart disease and CKD frequently coexist in the same
patient, and often the clinical scenario does not allow one to distinguish which
disease came first. Notably, about 45 to 64 % of patients with chronic heart failure
have evidence of CKD with estimated GFR (eGFR) < 60 ml/min/1.73m2 [11, 12].
The mechanisms causing secondary worsening renal failure in these patients
likely differ from those in cardio-renal syndrome type 1. Concomitant hemody-
namic alterations with poor cardiac contractility, and neurohormonal abnormali-
ties with excessive production of vasoconstrictive mediators (epinephrine, angio-
tensin, endothelin) as well as altered sensitivity and/or release of endogenous
vasodilatory factors (natriuretic peptides, nitric oxide [NO]) are commonly pre-
sent in patients with chronic heart failure. Hence, kidneys that are chronically
hypoperfused will be highly susceptible to any minor or major insults. Genetic
and acquired micro- or macrovascular risk factors, such as diabetic mellitus,
hypertension, dyslipidemia, may contribute to initiate and perpetuate the kidney
damage. Moreover, subclinical inflammation, endothelial dysfunction and accel-
erated atherosclerosis, determine progressive sclerosis and fibrosis in the kidney
tissue with a progressive loss of nephrons. These processes result in an initial
phase of CKD that contributes to pathological conditions such as anemia, calci-
um-phosphate abnormalities, reduction in vitamin D receptor activation, hyper-
parathyroidism and hypertension. A vicious cycle is activated and a combined
worsening of heart and kidney function inevitably occurs.

Cardio-renal Syndrome Type 3 or Acute Reno-cardiac Syndrome

The development of AKI as a primary event subsequently leading to cardiac
injury and/or dysfunction has been recently observed with high prevalence. Type
3 cardio-renal syndrome is associated with poor short- and long-term outcomes.
Unfortunately, it has not been systematically evaluated or studied because of the
heterogeneity in the etiology of AKI, variability in the definition of AKI, and the
failure of many clinical studies of AKI to report the occurrence of acute cardiac
dysfunction as an outcome. AKI can affect the heart through several pathways.
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Fluid overload can contribute to the development of pulmonary edema. Electro-
lyte imbalances, such as hyperkalemia, can contribute to arrhythmias, which may
cause cardiac arrest. Untreated uremia affects myocardial contractility through
the accumulation of myocardial depressant factors, pulmonary vasoconstriction
and/or pericarditis [13]. In addition, renal ischemia itself may induce inflamma-
tory-mediated cardiac injury via cytokine induction, leukocyte infiltration, apo-
ptosis [14]; a central role of the monocyte may also be envisaged. If AKI is severe
and renal replacement therapy (RRT) is necessary, conventional hemodialysis
with rapid fluid and electrolyte shifts can induce hypotension, arrhythmias, and
myocardial ischemia. Continuous RRT (CRRT), which minimizes such cardiovas-
cular instability, appearsd physiologically safer and more logical in this setting.

Cardio-renal Syndrome Type 4 or Chronic Reno-cardiac Syndrome

CKD is classified in five stages. Several studies have evaluated the cardiovascular
outcomes in selected CKD-specific populations [15–18]. Increasing evidence
shows that CKD leads to myocardial interstitial fibrosis, ventricular hypertrophy,
systolic and diastolic dysfunction [17, 18]. CKD is an independent risk factor for
cardiovascular outcomes in patients with and without chronic heart failure and
post-cardiac surgery. Even moderate degrees of renal insufficiency are indepen-
dently associated with an increased risk of death in patients with heart failure
and left ventricular (LV) systolic dysfunction. It is well understood that patients
with moderate to severe renal insufficiency not only carry a high burden of tradi-
tional cardiovascular risk factors, but also are exposed to uremia-specific risk fac-
tors that in concert induce an excessively increased cardiovascular mortality [18].
Uremia, acidosis, inflammation, malnutrition, endothelial dysfunction, anemia
and calcium-phosphate abnormalities seems to play an important role in this set-
ting. When patients are on dialysis, specific cardiovascular events may arise from
subclinical inflammation, chronic exposure with artificial biomaterials, dialysate
impurity and infection at the vascular access site.

Cardio-renal Syndrome Type 5 or secondary Cardio-renal Syndrome

There are limited data on the epidemiology of secondary cardio-renal syndrome
in general due to the large number of potentially contributing acute and chronic
systemic conditions affecting the kidneys and the heart. Although there is an
appreciation that, as more organs fail, mortality increases in critical illness,
there is limited insight into how combined renal and cardiovascular failure may
differently affect such outcome compared to, for example, combined pulmonary
and renal failure. Nonetheless, it is clear that several acute and chronic diseases
can affect both organs simultaneously and that the disease induced in one can
affect the other and vice versa. In the acute setting, severe sepsis represents the
most common and serious condition that can affect both organs. Severe sepsis
can induce AKI while leading to profound myocardial depression. The mecha-
nisms responsible for such changes are poorly understood but they may involve
the effects of tumor necrosis factor (TNF) and other humoral mediators on both
organs [19, 20]. A different series of mechanisms are involved in chronic sys-
temic disorders, such as amyloidosis or diabetes, where the combined damage is
likely to be due to severe endothelial dysfunction and accelerated atherosclero-
sis.
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A description of the epidemiology and pahophysiology of heart-kidney interac-
tion, stratified by the cardio-renal syndrome subtypes, is a critical initial step
towards understanding the overall burden of disease for each cardio-renal syn-
drome subtype, their natural history, associated morbidity and mortality, poten-
tial prevention or treatment strategies and health resource implications.

Biomarkers in Cardio-renal Syndromes

Recent studies have attempted to evaluate the utility of biomarkers for assessing
CKD risks in cardiovascular disease patients and cardiovascular risks in CKD
patients [21–25]. There seems to be a crucial role of biomarkers in the early diag-
nosis of evolving heart failure or AKI in different subtypes of cardio-renal syn-
drome. Evaluation of biomarkers may allow earlier changes in management, such
as stopping harmful interventions or starting therapeutic interventions and pro-
tective/preventive strategies. Biomarkers could also help make a more accurate
differential diagnosis of heart failure and AKI facilitating prognostic stratification
of the disorders, staging of disease, and assessment of current and future severity
of injury.

Several cardiac biomarkers, like brain natriuretic peptides (BNPs), troponins,
myeloperoxidase, asymmetric dimethylarginine, plasminogen-activator inhibitor
type I, homocysteine, C-reactive protein (CRP), creatine kinase (CK)-MB, myo-
globin, serum amyloid A protein, ischemia modified albumin and advanced gly-
cation end-products, have been demonstrated to correlate with cardiovascular
outcomes in CKD patients [21–27]. It is well known that troponins correlate with
the severity of cardiac injury, even in the absence of typical clinical features [23,
25]. BNPs are elevated in patients with cardio-renal syndrome type 1 in which
AKI occurs as a consequence of acute heart failure or acute decompensated heart
failure. Importantly, both troponins and BNPs have shown prognostic utility in
patients with various stages of renal insifficiency [22–24, 26–28]. Recently, Hay-
ashi et al. reported that troponin T (TnT) was a useful screening tool for asymp-
tomatic coronary artery disease in patients with CKD [29]. Furthermore, elevated
TnT and NT-pro BNP levels were correlated with hypervolemia and could iden-
tify a subgroup of end-stage renal disease patients with 2 to 5 fold increase in
mortality, despite being asymptomatic [30]. In chronic peritoneal dialysis
patients, NT-pro BNP was a marker of LV dysfunction and cardiovascular conges-
tion, which was associated with high cardiovascular and all-cause mortality [31].

Renal biomarkers like cystatin C and neutrophil gelatinase-associated lipocalin
(NGAL) have recently been evaluated as diagnostic and prognostic markers for
cardiovascular outcomes in CKD patients [32–36]. Higher levels of cystatin C
have been showed to be directly involved in the atherosclerotic process [36] and
were associated with increased LV mass and concentricity independent of renal
function [37]. Cystatin C appears to be a marker of cardiovascular risk at inter-
mediate term follow-up of patients with ACS or acute decompensated heart fail-
ure [38, 39]. Similarly, increased NGAL expression has been demonstrated in ath-
erosclerotic plaque and failing myocardium in patients with coronary artery dis-
ease or heart failure [40, 41]. NGAL levels were significantly higher in the pres-
ence of these disorders and were correlated with disease severity independent of
coexisting renal injury [41, 42]. Patients with acute decompensated heart failure
with an elevated admission serum NGAL had a higher risk of worsening renal
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failure [33]. In a small study on 46 elderly chronic heart failure patients, higher
levels of plasma NGAL were found in parallel with the clinical severity of chronic
heart failure, the highest levels being reached in NYHA class IV patients and
these were associated with higher mortality [35]. Several studies have demon-
strated a significant rise in NGAL levels in AKI patients secondary to cardiac sur-
gery, sepsis, ischemia, or nephrotoxins [43].

Management of Cardio-renal Syndromes

Because the pathophysiology of cardio-renal syndromes is complex, multimoda-
lity preventive and therapeutic strategies working via multiple targets are needed.
Currently, there are no guidelines for managing patients with AKI or cardio-renal
syndromes. Physicians should rely on knowledge accumulated for the treatment
of the individual organ diseases [44–46]. Hopefully, the new cardio-renal syn-
drome classification will help in the design of trials necessary to generate the
missing evidence in this field.

In patients with cardio-renal syndromes type 1 and 2, elimination of cause
and/or disease leading to cardiac damage and heart failure progression, coronary
artery disease risk factor modification, blood pressure control, compliance with
dietary sodium restriction, and drug treatments are crucial steps in management.
The main drugs consist of RAAS blockers and beta-adrenergic blockers to miti-
gate the overactivation of the RAAS and sympathetic system in these groups of
patients, unless contraindicated [44, 47–49]. Vasodilators and loop diuretics are
widely used in cases of acute decompensated heart failure [50]. However, these
drugs do carry some risks in worsening renal function. Other drugs, like vaso-
pressin receptor 2 antagonists, phosphodiesterase inhibitors (milrinone), and
lusitropic agents (levosimendan) have been used in some cases but without any
clear survival benefit. Extracorporeal ultrafiltration may be useful in acute heart
failure associated with diuretic resistance, resulting in significant fluid removal
and weight loss. If systemic hypotension persists, then inotropic agents may be
considered, along with elective ventilation and/or intra-aortic balloon pumping.
Depending upon pre-existing co-morbidity and the underlying etiology, LV assist
devices may be needed as a bridge to transplantation or cardiac surgery. Cardiac
re-synchronization therapy is now recommended for symptomatic chronic heart
failure patients (NYHA III-IV) with poor LV ejection fraction (LVEF) and QRS
prolongation [44], and implantable cardiac defibrillators for survivors of cardiac
arrest and/or sustained ventricular arrhythmias and also for symptomatic
chronic heart failure patients with impaired LVEF.

In patients with cardio-renal syndrome type 3 and 4, the clinical problem is
often sodium and water retention. Prompt and adequate treatment of hypervole-
mia may help prevent cardiac decompensation. Uremic abnormalities and hyper-
kalemia may further contribute to secondary heart dysfunction and every effort
should be made to avoid advanced disorders. Mediators of inflammation in renal
ischemia [14] have also been suspected to play an important role in negative
organ cross-talk with the heart. Strategies directed towards decreasing these
mechanisms should be attempted in order to reduce the combination of multiple
factors in the pathogenesis of heart dysfunction. Moreover, it is important to
retard the progression of CKD, which may result in cardioprotective strategies.
Early treatment of anemia, minimizing vascular calcification and vitamin D
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receptor abnormalities may help to prevent progression of CKD and may help
limit cardiovascular complications. Special measures, such as use of biocompati-
ble materials, convective therapy and ultrapure dialysate, can also be imple-
mented to reduce the incidence of cardiovascular complications in hemodialysis
patients leading to reduced rates of type 4 cardio-renal syndrome.

Finally, in patients with cardio-renal syndrome type 5, treatment of the pri-
mary illness (diabetes mellitus, amyloidosis, sepsis, rhabdomyolysis, hemorrhagic
shock, etc) generally improves both heart and kidney function.

Conclusion

The new definition and classification system for cardio-renal syndromes seems to
represent an important advance and spur new interest in a collaborative nephro-
logical-cardiological effort. The complexity of cardio-renal syndromes and the
specificity of care necessary to offer best therapy to these patients demand a mul-
tidisciplinary approach, combining the expertise of cardiology, nephrology, and
critical care medicine. This multidisciplinary effort should facilitate a better
appreciation of the interaction between heart and kidneys during dysfunction of
each or both organs with significant practical clinical implications. Epidemiologi-
cal studies in different settings could be carried out classifying patients according
to specific disorders or cardio-renal syndrome subtypes. Investigators can iden-
tify aspects of each single syndrome subtype that carry clear priorities for further
research. It is true that patients may move from one subtype to another but this
should not discourage categorization of a patient in a specific timeframe of his/
her medical history. It may be difficult to distinguish between type 2 and type 4
cardio-renal syndrome in some cases but careful discussion about prevention and
therapeutic priorities should anyway be made collegially between nephrologists
and cardiologists. Hopefully, all these efforts will contribute to an increased
awareness and physiological understanding leading to some innovative therapeu-
tic approaches and possibly to improved clinical outcomes.
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Introduction

Despite major advances in blood purification therapies, numerous questions
remain. As a result, clinicians may still have some hesitation regarding the real
efficacy of these techniques in sepsis as well as the best mode of hemofiltration
therapy when treating patients with septic shock plus acute kidney injury (AKI)
[1]. However, despite major recent therapeutic improvements, septic shock
remains a leading cause of mortality in intensive care patients [2]. In addition,
according to the latest available literature, it is of paramount importance to real-
ize that the mortality rate of patients with septic AKI is much higher compared
to that of patients with non-septic AKI [3, 4]. In the last decade, several milestone
studies [5, 6] have shown that dose of therapy is important in terms of mortality,
although recent so-called negative trials have challenged this concept. Neverthe-
less, a critical dose is still desirable and beyond that dose, mortality will be
affected [7, 8]. We should not forget, however, that these studies carry some very
important limitations [9, 10]. Regarding specifically rationale, it seems at least
theoretically reasonable that effectively removing mediators from the tissue,
where they are harmful, and transporting them to the central circulation must be
effective. Effectiveness through only a passive transportation mechanism remains
elusive. Indeed, the surface of the central blood compartment is about 30 m2,
which is much smaller than the surface of the capillary blood compartment,
which is about 300 m2 [11], so that passive transport between these two asym-
metric compartments will not yield the same elimination rate on both sides. As
a consequence, when a given technique is able to remove 40 % of the mediators
from the central blood compartment, it will only represent 4 % of the removal
into the capillary blood compartment if the removal is only a passive mechanism
(Fig. 1). It is, therefore, easy to understand, that another, active transportation
mechanism has to take place [11]. This chapter will review the most recent
insights regarding rationale and especially the ‘new active transportation between
two asymmetric compartments’ hypothesis [11] and will also review the strengths
and the weaknesses of the so-called recent negative studies regarding dose of con-
tinuous renal replacement therapy (CRRT) in critically ill patients.
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Fig. 1. The ‘active transportation’ hypothesis. From [15] with permission

‘New Active Transportation between two Asymmetric Compartments’
Hypothesis and New Insights into Rationale and Potential
Mechanisms

Pro-mediators as well as mediators are removed at interstitial and tissue levels
following removal from the blood compartment, until a so-called threshold point
is reached at which some pathways and cascades are stopped [12]. At this level,
the cascades are interrupted and no further harm can be done to the tissues.
Until recently, this mechanism was believed to be a passive transportation path-
way. As mentioned in the introduction, effectiveness through only a passive
transportation mechanism remains elusive. Indeed, as discussed, passive trans-
port between the asymmetric central and capillary blood compartments will not
yield the same elimination rate on both sides [11]. The potential beneficial use of
high volume hemofiltration (HVHF) and especially of high replacement volumes
(3 to 5 liters/hour) has been emphasized in recent years [13, 14], but mainly for
increasing immunomodulation of septic shock, most probably – although not
proven – by increasing removal of middle and large molecules [13, 14]. It is only
very recently that it has been shown that high replacement volumes (3 to 5 liters/
hour) used during hemofiltration cannot only remove but can also displace medi-
ators throughout the body [15, 16]. Indeed, this technique can induce a 20- to 80-
fold increase in lymphatic flow [15–18]. This finding can result in a concomitant
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substantial drag and displacement of mediators and cytokines to the blood com-
partment where they become available for removal. Thus, the use of high volumes
of replacement fluid might be of great importance, not only for extraction but
also to stimulate lymphatic transport between the interstitium and tissue com-
partments and the blood compartment although these are very asymmetric com-
partments. Once these mediators are in the lymphatic system, they will be avail-
able in the central blood compartment but inside the lymphatic compartment,
they will also be available for removal by the liver and the reticulo-endothelial
system which have an extremely large capacity of storage and may work as buffer
storage. Indeed, these systems will be able to absorb huge quantity of mediators
during a storm and releasing them during the aftermath in order to make them
available somewhat later for further removal by hemofiltration [19]. Obviously,
confirmation of this new working hypothesis requires several experiments (which
are underway) and these should incorporate the latest technology, including
nuclear imaging techniques, in order to effectively trace the mediators from the
tissue, through the lymphatic circulation and inside the central blood compart-
ment [20]. Another more invasive procedure would be to catheterize the thoracic
duct in order to collect the lymph and to make direct measurements of mediators
from time to time as was performed in the past when treating severe acute pan-
creatitis [21]. Another possibility would be to measure indirect markers of media-
tor activity at the tissue level. Indeed, markers of apoptosis and oxidative stress
occurring in the tissue, especially inside the inflammatory cells, may be a good
alternative in place of direct measurements [22]. In recent years, Kellum et al.
have provided additional evidence [23]. These investigators induced sepsis in a
rat model and randomly assigned the animals to hemofiltration or sham in order
to assess the effect on liver production of mediators through nuclear factor-kappa
B (NF-κB) production. Application of hemofiltration improved not only hemody-
namics but also survival. These experiments also demonstrated for the first time
that hemofiltration was able not only to reduce mediator blood levels but also
mediator production in the liver. The exact mechanism of this upstream down-
regulated effect remains to be elucidated. Nevertheless, measurement of NF-κB
production might also be seen as an indirect tool to measure a reduction in pro-
mediator production induced by the immunomodulation related to hemofiltra-
tion. Nonetheless, this technique would need the systematic realization of a liver
biopsy which is still quite an invasive procedure in critically ill patients.

New Therapeutic Targets Defined by the Latest Findings

Timing of hemofiltration remains a crucial aspect, but recent investigations have
clarified the issue somewhat. Indeed, a recently published study by Kellum and
co-workers [23] shed new light on this controversial issue. These authors con-
ducted a study (the so-called GenIMS Study for genetic and Inflammatory Mark-
ers of Sepsis) in nearly 2,000 patients hospitalized for community acquired pneu-
monia (CAP) [24]. They evaluated the pro- and anti-inflammatory balance in
these patients by measuring the ratio of interleukin (IL)-6 (pro-inflammatory) to
IL-10 (anti-inflammatory), and subsequently investigated whether a defined pro-
file of this ratio could be a good predictor of the evolution of CAP into sepsis,
septic shock and eventually death. In this study, 31 % of patients developed severe
sepsis and 26 % exhibited high circulating levels of cytokines. The highest risk of
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death was correlated with a high ratio of pro- and anti-inflammatory cytokine
levels (p value < 0.001). As a consequence, a hemofiltration technique, which
could lower the pro- and anti-inflammatory cytokine levels, would improve sur-
vival whenever the intervention was given (during the hyper-inflammatory phase
or during the immuno-paralysis period) by reducing both levels in order to
recover a better immune homeostasis [24]. Hence, the technique can be per-
formed irrespective of the status of inflammation in patients during their stay in
an intensive care unit (ICU) [11, 19].

Recent Positive Studies regarding Blood-Purification for Acute
Kidney Injury in the ICU

The pioneer study on dosing blood purification in the ICU was set up by Ronco
and co-workers in a study publish in the Lancet in the early 2000s [5]. This pro-
spective randomized controlled study of 425 patients compared three doses of
therapy: 20, 35 and 45 ml/kg/h in ICU patients with AKI. Survival in the 35 ml/
kg/h and 45 ml/kg/h groups was significantly higher than in the 20 ml/kg/h group
with a difference of nearly 20 % and p values of 0.0007 and 0.0013, respectively.
In addition to this finding, the study also showed that in the 35 and 45 ml/kg/h
groups, survivors had a significantly lower urea at start when compared to non-
survivors, suggesting that timing was also important in that study [5, 11]. More-
over, with this study, the foundations for the high volume technique were also
laid by Ronco who showed that in their subgroup of sepsis patients, increasing
the volume of treatment from 35 to 45 ml/kg/h could improve outcome, thus sug-
gesting that septic AKI should be handled differently [5, 25]. That study effec-
tively demonstrated that hemofiltration could be considered as a viable medica-
tion in the ICU. The volume of treatment not only has to be adapted to body
weight but also to the severity and type of illness of the ICU patient (septic or
non-septic AKI). Finally, the authors also looked at renal recovery; the percent-
ages of complete renal recovery were 95, 92 and 90 %, for the three doses respec-
tively, suggesting also that dosing might affect renal recovery. The pivotal study
was further confirmed by the trial by Saudan et al. [6]. In this prospective ran-
domized study in ICU patients with AKI, the authors compared two doses of
CRRT. The first group started with continuous veno-venous hemofiltration
(CVVH) alone at a dose of 25 ml/kg/h and the second group started with CVVH
at a dose of 25 ml/kg/h plus continuous veno-venous hemodiafiltration
(CVVHDF) at 18 ml/kg/h, giving a total dose of 42 ml/kg/h, very comparable to
the 35 ml/kg/h dose in the Ronco study. It was, therefore, not surprising to see
that the survival rates at 28 days were 39 % (25 ml/kg/h group) and 59 % (42 ml/
kg/h group) (p value < 0.03). Renal recovery was also assessed and was 71 and
78 %, respectively, suggesting again that a higher dose was correlated with a bet-
ter renal recovery rate. In the same line, a study performed by Schiffl and col-
leagues [26] but this time evaluating the use of hemodialysis in a prospective ran-
domized fashion in ICU patients with AKI and comparing extended daily dialysis
versus every other day dialysis during four hours. The mortality rates at the end
of dialysis treatment were 28 % for the daily dialysis group and 46 % for the every
other day dialysis group. Renal recovery was also much quicker in the daily dialy-
sis group suggesting that dosing, whatever the technique used, was of paramount
importance for renal recovery [27]. As mentioned above, a number of observa-
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tional studies [28–30], with higher fluid replacement in CVVH seem to demon-
strate an additional beneficial effect of this strategy on survival, although meth-
odological restrictions must be taken into consideration.

Recently, a South American team headed by Cornejo performed a similar
observational study with a protocol of pulse HVHF (85 ml/kg/h for 6–8 hours) in
20 septic patients with multiple organ dysfunction syndrome and obtained com-
parable results [31]. They created an algorithm based on the international recom-
mendations for sepsis treatment and incorporated intermittent HVHF (100 ml/
kg/h for a single 12 hour period) as a salvage therapy for patients in refractory
septic shock [31]. All these studies were only single center, non-randomized and
uncontrolled, but they all showed the same results and proved at least that HVHF
can be delivered safely.

Update on Very Recent Negative Trials in Critically ill Patients
with AKI

Although all these studies were promising, larger studies and randomized con-
trolled clinical trials were needed, especially regarding dosing and timing of RRT.
The results from one such study, the so-called VA/NIH study were published in
2008 [7]. This was a very large and well conducted randomized study comparing
two different doses of CRRT (20 versus 35 ml/kg/h) and two different intensities
of intermittent RRT depending on the hemodynamic status of the patient. This
study was not able to show that intensive renal support in critically ill patients
with AKI resulted in decreased mortality, improved recovery of kidney function,
or reduced rate of non-renal organ failure as compared with less-intensive ther-
apy. Several criticisms have been formulated against this study [9, 10], notably
related to the supposed 35 ml/kg/h dose of CVVH in the intensive treatment
group. This group was split into an 18 ml/kg/h dose of dialysis (1500 ml/h) and a
17 ml/kg/h of convection rate, giving an actual dose of roughly 15 ml/kg/h (when
taking into account the pre-dilution modality instead of full post-dilution). Addi-
tionally, the patients were enrolled in the study and treated relatively late in the
course of the illness, as compared to other studies (after a mean of 7 days in the
ICU and 10 days in hospital). Of note also, is the fact that more than 65 % of the
patients received either intermittent hemodialysis or sustained low efficiency
dialysis (SLED) treatment within 24 hours prior to the randomization.

More related to the timing of RRT, a Swedish study published a number of
years ago, demonstrated the importance of the initial therapy on the renal recov-
ery rate after AKI in ICU patients [32]. In the same vein, a recent review high-
lighted that in the recently published VA/NIH (ATN) trial [7], the delay in timing
was most probably responsible for the high rate of dialysis dependency [33].
Recently, a multicenter French study evaluated the impact of early hemofiltration
in 12 French ICUs [34]. The design was to evaluate the impact of hemofiltration
on organ dysfunction, plasmatic cytokines and mortality. The study design was
set up in the late 1990s before the Ronco study was published. Therefore, the dose
of hemofiltration was fixed (2 liters per hour) regardless of the body weight of the
patient. Of the 80 patients enrolled in the study, 76 were included in the study
protocol. Patients with severe sepsis or septic shock were included within the first
24 hours following the initial organ failure. The included septic patients did not
have any form of AKI when the hemofiltration was started. Randomization was
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performed between hemofiltration on top of classical treatment of sepsis or clas-
sical treatment of sepsis alone. As the body weight was close to 80 kg, the final
dose given was 25 ml/kg/hour and so still far from the 35 ml/kg/hour given in the
Ronco study. The primary objective was to evaluate the number, the severity and
the duration of organ failure at Day 14 using the SOFA (Sequential Organ Failure
Assessment) score. The study had to be prematurely stopped because of an insuf-
ficient number of inclusions but also because of the fact that, in the hemofiltra-
tion group, the number and severity of organ failures was significantly higher
compared to the control group. Nevertheless, no significant differences in mortal-
ity were seen at any time between the two groups although there was a trend in
favor of the control group. The take home message of this study was that hemofil-
tration should not be started in classical hyperdynamic septic shock without any
kidney injury unless the patient is in refractory septic shock, and the dose of
25 ml/kg/h was not able to improve mortality. Whether a dose of 35 ml/kg/h may
improve survival remains to be investigated. Another very recent negative trial is
the RENAL (Randomized Evaluation of Normal versus Augmented Level) study
conducted by the Anzics investigators in Australia and New-Zealand [8]. In this
study, 1508 critically ill patients with AKI were randomized to a dose of CVVHDF
of 25 ml/kg/h or a dose of 40 ml/kg/h. The primary objective was to evaluate mor-
tality at 90 days. No difference was observed between the two groups in terms of
mortality. Although this trial was very well conducted, two criticisms can be
made: First, as 50 % of the dose was given in diffusion, the dose in convection
was only 20 ml in the higher intensity group and so a bit far from the 35 ml of the
Ronco study. The second comment that can be made is that the study design was
for global AKI including septic and non-septic AKI. The study was not really
designed to evaluate the dose in septic AKI and even less in septic shock patients
with AKI [35]. A take home message of this study was that for non-septic AKI, a
dose of 25 ml/kg/h may be sufficient. Another interesting finding of this study
when compared to the NIH trial [7] is the fact that because of quasi exclusive use
of CRRT instead of intermittent therapies in the RENAL trial and certainly, also
due to the early timing of this study, the rate of dialysis dependency was reduced
by 50 % in the RENAL study compared to the NIH study [36].

Potential Impact of High Cut-off Membranes in Future Sepsis Trials

Already some years ago, a pilot trial looked at the performance of high cut-off
membranes in septic patients with AKI [37]. Thirty patients were randomized
into two groups, one with a high cut-off membrane (about 60 kDa) and another
with a classical cut-off (about 35 kDa). This study showed that in the high cut-off
group, norepinephrine dose was significantly less than in the classical cut-off
group (p < 0.0002) and the clearance of IL-6 and IL-1 receptor antagonist (IL-1ra)
was increased by more that ten fold (p < 0.0001).

The first results from a very recently completed randomized study, the so
called HICOSS (High Cut-Off Sepsis) study were presented at the 10th WFSCICCM
in Florence in 2009 [38]. The design forecast inclusion of 120 patients in septic
shock plus AKI randomized to either a conventional membrane or a high cut-off
membrane (60 kDa). These patients were treated for five consecutive days using
a continuous veno-venous hemodialysis (CVVHD) mode. The primary objective
was mortality at 28 days. The study was stopped prematurely because of a lack of
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difference between groups after 81 patients had been included. Mortality at day
28 was similar (31 % for the high cut-off group versus 33 %) and there were no
differences in terms of vasopressor use, duration of mechanical ventilation, or
duration of ICU stay. The only positive finding of the study was a safety issue as
there was no difference in albumin levels between groups and this high cut-off
membrane is safe. It should be emphasized that the study was realized in
CVVHD, a mode in which no synergy can be observed between HVHF and high
permeability hemofiltration (HPHF). Indeed, CVVH would be much more effi-
cient at removing mediators and cytokines as shown by another recent study
[39]. In this ex-vivo study, blood from healthy volunteers was spiked with endo-
toxin and than randomized to a high cut-off filter of 100 kDa at a dose of 16.6 ml/
kg/h or the same filter plus a dose of 80 ml/kg/h. Clearance of cytokines was
nearly 10 fold higher in the mixed high cut-off and HVHF group demonstrating
a synergy between HVHF and HPHF [39].

What Is the Future for Blood Purification?

Most of the large randomized trials investigating hemofiltration doses in AKI
patients are now completed, but the results of one, comparing HVHF with stan-
dard CVVH in septic AKI, are still being collected and analyzed. The IVOIRE
study (hIgh VOlume in Intensive caRE) compared treatment with CVVH for a
period of 96 h at 35 versus 70 ml/kg/h in septic AKI [40, 41]. As reviews showed
indirect evidence that early initiation of therapy could be associated with further
improvement in mortality, it was decided to start therapy in septic shock at the
injury level of the RIFLE classification [42]. The first patient was randomized at
the end November 2005 but most centers joined only in mid-2006. The overall
primary objective of this study was to assess the effects of early high-volume
CVVH (70 ml/kg/h) on 28-day mortality in patients with septic shock compli-
cated by acute renal insufficiency. The secondary objectives were to assess the
consequences of hemofiltration on hemodynamic parameters, doses and duration
of use of catecholamines, organ failure, duration of artificial ventilation and
extravascular lung water, morbidity rate, duration of ICU stay and early mortality
(96 h), and mortality after 60 and 90 days. IVOIRE was a randomized multicenter
clinical trial. In all cases, patients were treated in accordance with current recom-
mendations in the literature. This study was a superiority trial, aiming to detect
a reduction of at least 15 % in mortality rate. An estimated sample size with 240
patients in each arm was calculated to give > 80 % power to detect such a differ-
ence at an α of 0.5. The team at the center coordinating the IVOIRE trial con-
ducted two pilot studies to prepare for this trial [43, 44]. The choice of hemofil-
tration volume in the control group (35 ml/kg/h) was motivated by the latest rec-
ommendations in the literature applied to intensive care. The choice for the high-
volume group (70 ml/kg/h) was made by consensus, taking into account intensive
care practices using this latest technique and the opinion of investigators who
were consulted at various congresses, and taking into account that, at present,
there is no reference in the literature that allows a specific treatment volume to be
selected. The duration of treatment (96 hours) was motivated by the experience of
the team and the pilot studies, which were based on the same periods. This dura-
tion corresponds to the critical period of septic shock during which treatment
has the greatest impact on survival. It is also the duration stipulated for other
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sepsis treatments in large studies at present. Block randomization was used by
means of a dedicated website. Data regarding losses of trace elements, vitamins,
amino acids and other nutrients, apoptosis, oxidative stress, renal repair capacity
index, cytokines and mediators and antibiotic pharmacokinetics are being col-
lected as part of this study. By the end of December 2009, more than 140 patients
had been randomized with more than 45 patients in the last year. The first
interim analysis took place in January 2010. The expected mortality of the first
100 patients according to three severity scores (SOFA, SAPS II and logistic organ
dysfunction [LOD]) was 68 % whereas the observed mortality at 28 days was
39 % and at day 90 only 48 %. Hence, the observed global mortality was much
less than expected. This low mortality informs the medical community that
HVHF is a very safe technique and that the early start (at injury level) may
improve mortality. Ongoing analyses will tell us in the near future whether a
higher dose of 70 ml is desirable in septic shock plus AKI plus three organ fail-
ures. Other details regarding the study can be found at the NCT website [40].

Two other recent studies need to be highlighted. The so-called EUPHAS (Early
Use of Polymyxin B Hemoperfusion in Abdominal Sepsis) study tested the impact
of polymyxin (PMX) B hemoperfusion on hemodynamics, SOFA score and mor-
tality in 64 patients with abdominal sepsis requiring urgent laparotomy [45]. The
patients were randomized into two groups: PMX and control. The PMX group
showed a significant improvement in hemodynamics as well an improved mortal-
ity at 28 days after adjusting for the initial SOFA score. This very selected group
of patients did not exhibit any signs of renal injury. The DO-RE-MI study (Dose
Response Multicenter International Collaborative Initiative) was conducted in 30
ICUs in 8 countries [46]. The primary objective was to see the effect of dose of
CRRT. Of 15,200 ICU patients, 553 had AKI and were treated with CRRT or inter-
mittent renal replacement therapy (IRRT). There were no differences in mortality
between the group treated with less than 35 ml/kg/h versus the group with more
than 35 ml/kg/h. The only significant differences between the two groups were in
ICU length of stay and duration of mechanical ventilation which were shorter in
the group with a dose larger than 35 ml/kg/h. Nevertheless, the major finding of
this study is that the delivered dose was significantly less than the prescribed
dose. The difference was about 8 ml/kg/h suggesting that we should prescribe
about 5 to 10 ml more than our target dose. The exact determination of timing
regarding AKI [47] and a better delineation of the type of AKI [48] will represent
major challenges in the future of blood purification. Moreover, a better under-
standing of the immunomodulatory effects of AKI has to be achieved in order to
better define the best timing of CRRT [49].

Conclusions and Recommendations for the Clinician at the Bedside

Regarding the use of CRRT in ICU in 2011, it is safe to say that optimalization of
delivered dose has a role to play: Therefore an ultrafiltration rate of around
35 ml/kg/h, with adjustment for predilution, can still be recommended for the
septic patient with AKI. Recent studies, like the VA/NIH trial, did not have
enough power to change this recommendation in view of its shortcomings. The
RENAL study, which was conducted perfectly, was not designed to specifically
assess the septic AKI population but rather the global critical care AKI popula-
tion. Finally, the recommendation in septic AKI (and surely in septic shock
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patients with AKI) is to keep going with a continuous technique, a pure CVVH
mode and at a dose of 35 ml/kg/h while awaiting for the results of other studies,
like IVOIRE, to be published. In non-septic AKI, 25 ml/kg/h should be a target
dose as demonstrated in the RENAL study. Nonetheless, we have to consider the
impact of the DO-RE-MI study suggesting that we should prescribe 5 to 10 ml
higher and so perhaps a dose of 30–35 ml/kg/h to have a delivered dose of 25 ml/
kg/h. In the meantime, we can say that the global results of IVOIRE show that
HVHF is safe regarding mortality and that early intervention at the injury level
may be warranted in terms of global survival. Further ongoing analyses will
inform us in the near future whether a higher dose is better than 35 ml/kg/h in
patients with septic shock plus AKI plus three organ failures. Better understand-
ing of the immunomodulatory effects of AKI has to be achieved in order to better
define the best timing of CRRT.
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12. Honoré PM, Zydney AL, Matson JR (2003) High volume and high permeability haemofil-
tration in sepsis. The evidences and the key issues. Care Crit Ill 3: 69–76

13. Ronco C, Bellomo R (2002) Acute renal failure and multiple organ dysfunction in the ICU:
from renal replacement therapy (RRT) to multiple organ support therapy (MOST). Int J
Artif Organs 25: 733–747
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Introduction

Optimal organ function requires the two-way movement of substrates and cell
products between the circulatory system and the cells themselves. The common
thought is that the circulatory system consists of arteries, arterioles, capillaries,
venules and veins and that exchange occurs chiefly across capillaries and the
venules. The capillaries, given their thin walls and large number, present a large
surface area and are therefore perceived as the primary site for fluid and gas
exchange. The venules, also thin walled and numerous, possess only minimal cov-
erage by vascular smooth muscle and are seen as the primary site for the move-
ment of larger solutes up to and including the white cells observed to roll along
their walls. In fact, the exchange of solutes occurs across the walls of the arteri-
oles, albeit at lower rates [1], especially in organs such as the heart where signifi-
cant numbers of cardiac myocytes are far removed from capillaries or venules [2].
Essential elements omitted from the list of constituents of the cardiovascular sys-
tem are the components of the lymphatic system residing within the organ. These
include the blind-end initial lymph sacs, collecting lymphatics, and lymph nodes.
As will be discussed further, for materials to move from the vascular and tissue
compartments, the barriers must possess a finite permeability. In addition, unlike
what is presented in the textbooks, all fluid that filters from the vascular space
into the tissue space is not reabsorbed back across the same barrier [3]. Obvi-
ously, that fluid and accompanying solute must be transported back into the vas-
cular space, otherwise edema occurs and tissue function is lost. It is known that
the lymphatic vasculature plays a critical role in the uptake of these materials, but
the exact mechanisms whereby this occurs remain to be elucidated more fully.
This review provides an overview of recent studies of the contribution of the lym-
phatic vasculature to the attainment of fluid and solute homeostasis and con-
cludes with consideration of a novel role the lymphatics may play in both health
and disease.

Anatomy of the Lymphatic System

Solutes and fluids extravasated from the exchange vasculature form the intersti-
tial fluid that percolates through the interstitial matrix where it enters blind-
ended sacs composed of a single endothelial cell layer tethered to the matrix.
These bulbous sacs, termed initial lymphatics (also known as terminal lymphat-
ics or lymphatic capillaries), are 10–60 ` m in diameter and possess overlapping
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Fig. 1. Idealized schematic of the microvascular and lymphatic vascular anatomy and transport.

endothelial cells that behave collectively as a one-way valve allowing fluid, solute,
and cell entry into the vessel lumen. The fluid, thereafter referred to as lymph,
moves along vessels of a similar diameter that consist of an endothelial cell layer and
basement membrane [3]. Lymph carried by these vessels empties into the larger col-
lecting lymphatic vessels that are 50–200 ` m in diameter and are composed of an
endothelial cell layer, basement membrane, lymphatic muscle cells, pericytes, and
endothelial valves that serve to prevent retrograde lymph flow [4]. Once lymph
passes through lymph nodes and then the larger lymphatic ducts, it is finally pro-
pelled to the thoracic duct, which empties into the left subclavian vein (Fig. 1).

With a cursory glance this anatomy seems like that of the blood vessels, but
the mammalian lymphatic vasculature possesses several unique features that
enable its function. For instance, the junctional proteins inbetween the endothe-
lial cell of the initial lymphatics are expressed in a punctate manner, unlike the
junctional protein expression of the collecting lymphatics, which appear strik-
ingly similar to that of the blood vessels despite their relatively lower expression
[5]. This adaptation enables the absorption of fluid, macromolecules, and cells as
large as 1–2 ` m. The valves of the initial lymphatics also differ from those of the
collecting lymphatics in that they consist of overlapping endothelial cells that
allow the entry, but not exit, of fluid and solute while the valves of the collecting
lymphatics are composed of two modified endothelial cell leaflets that project
into the vessel lumen, not unlike valves of the larger mammalian veins. Finally,
the lymphatic muscle layer of the collecting lymphatics is unique in that it pos-
sesses both tonic and phasic contractile activity [4]. Phasic contractions, also
referred to as spontaneous contractions, aid in propelling lymph along the inter-
valvular segments of the lymphatic vessels, called lymphangions.

The particulars of the anatomical arrangement of the constituents of the lym-
phatic vessels can vary greatly between organs; therefore the reader is referred to
two reviews for further details on this subject [4, 6].
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Formation of Lymph

Lymph is the product of the interstitial fluid formed by the extravasation of fluid
and solute from the blood microvascular exchange vessels once it has entered into
the initial lymphatics. The mechanisms responsible for this process are poorly
understood, but two main hypotheses were originally proposed. The first was that
an osmotic gradient becomes established across the initial lymphatic wall
through sieving of protein that then generates its own convective flow by pulling
in protein-containing interstitial fluid against a concentration gradient [7].
Despite the appearance of this explanation over three decades ago, very little, if
any, experimental support exists for this theory, which is in direct violation of the
2nd law of thermodynamics. Therefore, the ensuing discussion focuses on the 2nd

hypothesis, that a hydrostatic pressure gradient is needed to fill the initial lym-
phatics.

As stated previously, the endothelial cells of the initial lymphatics overlap and
are tethered to the surrounding extracellular matrix. This specialized structure
minimizes the potential of the initial lymphatic lumen to collapse under a posi-
tive pressure difference (i.e., when the interstitial pressure exceeds the luminal
pressure). Consequently, on hydration the tissue matrix swells and pulls endothe-
lial cells apart to form �1–2 ` m diameter pores that act like a non-selective one-
way valve, trapping fluid, solute, and cells passively [8]. The pores are a conse-
quence of the ‘button’-like pattern of endothelial junctional adhesion proteins
mentioned earlier, in contrast to the contiguous expression of these molecules in
blood vessel and collecting lymphatic endothelium [5]. Interstitial fluid is thus
able to access the initial lymphatic lumen with greater ease during edematous
states when tissue pressure becomes positive.

A logical conclusion, given the unique structure of the initial lymphatics, is
that a pressure gradient across the interstitium is sufficient to drive fluid and sol-
ute into the lymphatic vasculature. From the few measurements of interstitial
pressures, a gradient of 0.2 to 0.8 cmH2O has been demonstrated [9, 10]. The
magnitude of the pressure gradient appears at first glance to be small, yet a pres-
sure head of only 0.12 cmH2O has been calculated to be all that is required to
drive the capillary filtrate into the low resistance initial lymphatics [11].

One foreseeable drawback to this hypothesis is that interstitial pressures, rela-
tive to atmospheric, are routinely measured to be negative which would cause
water to flow out of any vessel into the interstitium [12, 13]. Depending on the
composition of the fluid bathing the tissue and time after surgery, simultaneous
measures of interstitial and initial lymphatic pressures are found to overlap sig-
nificantly [12]. For the rat mesentery preparation, 30 minutes after exposure dur-
ing superfusion with oil (to preserve natural tissue hydration) the interstitial and
initial lymphatic pressures were -0.2 and -0.25 mmHg, respectively. Therefore, it
is possible that a positive pressure gradient can facilitate fluid entry into the ini-
tial lymphatics even in the face of a negative interstitial pressure. More current
support for this hypothesis has been reported [14].

The existence of a passive interstitial pressure gradient, while sufficient, does
not provide a complete description of all the mechanisms contributing to lymph
formation. One long-standing study [15] demonstrated that arterial pulsation
aided in removal of an interstitial tracer and that when the arterial pressure was
held constant, tracer movement ceased. In the conscious in vivo bat wing prepa-
ration, cyclical dilatation of the venules was found to provide a form of extrinsic
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pumping that stimulated intrinsic spontaneous contractions of the collecting lym-
phatics [16]. Other mechanisms shown to increase local tissue pressure and facili-
tate lymph formation include respiration, muscle contraction (e.g., peristalsis,
walking), elevation of capillary filtration (e.g., venous hypertension, increased
capillary permeability), and massage. Opposite to an increase in interstitial pres-
sure, a variant of the hydrostatic pressure hypothesis posits that spontaneously
contractile collecting lymphatic lymphangions, during their relaxation phase, are
able to generate a suction that draws interstitial fluid into the initial lymphatics
[17]. Negative pressures produced by isolated bovine mesenteric collecting lym-
phatics under ‘low filling’ states have been reported [18], but direct evidence for
transmission of this suction to the initial lymphatics is needed.

Thus, the present consensus is that initial lymphatics passively absorb parti-
cles, protein, cells, and fluid from the interstitium through large pores without
regard for molecular size. Indeed it has been shown that the lymph protein con-
centration of initial lymphatics probably approximates the protein concentration
of the interstitium [19, 20]. Consensus is replaced by controversy concerning the
question of whether the protein concentration of lymph from collecting lymphat-
ics equals that of interstitial fluid; i.e., whether collecting lymphatics possess the
ability to concentrate solute along their length [19, 21, 22]. For this to occur, the
wall of the collecting lymphatics would have to possess a finite permeability to
fluids and solutes.

Microvascular Exchange

Microvessels carrying whole blood transport sugars, proteins, lipids and gases to
and from the tissues to support life. To enable this transfer, the vessels participat-
ing in this exchange process must be porous – or permeable – to both solute and
water. The movement of solutes and fluid from the vascular space is, at the very
least, a function of the physiochemical properties (including size, charge, shape,
surface area, solubility) of the solutes themselves, the endothelial cell surface gly-
cocalyx, the basement membrane, the vascular mural cells, and the interstitium
or ground substance. Permeability and hydraulic conductivity describe the veloc-
ity with which solutes and fluids move in response to gradients in concentration
or pressure, respectively. Thus, contrary to terminology creeping into the current
literature, vessels do not ‘get permeability’, instead they already possess a finite
permeability.

From the strict view of mass transfer, permeability and hydraulic conductivity
are constants. In the case of permeability, its maximum value is the free diffusion
coefficient of the solute in water divided by the thickness of the exchange barrier.
In reality, we know that permeability is not a constant in a living organism – in
the extreme we know that permeability increases in response to inflammation
and to injury [23]. Further, in recent years it has been shown that a number of
vasoactive agents are capable of altering permeability from basal levels acutely
[24] and chronically in adaptation to exercise training [25]. In addition it has
been shown that amongst the agents that alter permeability, some reduce perme-
ability from basal levels demonstrating that microvascular exchange elements
possess a basal exchange ‘tone’ with the capacity to up- or downregulate solute
passage thereby adapting exchange to the metabolic requirements of the tissue. A
further implication of this work is that pathophysiology will result not only in the
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condition of inflammation or injury, when barrier integrity is lost, but also in the
state when permeability is reduced. In this state, tissue function is compromised
by failure of substrates to reach the cells or for tissue products to leave and enter
the vascular space.

The prior discussion has focused on the permeability characteristics of the
exchange microvasculature without inclusion of the role of the lymphatics in the
attainment and maintenance of tissue homeostasis. This reflects the lack of data
on lymphatic vessel permeability.

Collecting Lymphatics as Exchange Vessels

In general, the anatomy of collecting lymphatic vessels appears similar to that of
veins in that they are both low-pressure vessels vested with a muscle layer and
intraluminal valves. In support of a theory of lymphatic development proposed
by Sabin [26], one group has recently demonstrated that lymphatic endothelial
cells are derived directly from the cardinal vein [27]. This finding spurred us to
posit the hypothesis that if lymphatics and venules share a common embryologic
origin, then they share common functions, e.g., exchange properties.

In fact, one structural similarity between vascular and lymphatic endothelium
is the presence of numerous cytoplasmic vesicles [28–30]. To date, a role for
these vesicles in solute uptake has not been elucidated fully. Further, whether
lymphatic vessels possess other features similar to the vessels carrying whole
blood – such as a glycocalyx or bona fide caveoli – has yet to be demonstrated.
Nor is it known whether lymphatic vessels possess the same receptors to physio-
logical agonists and antagonists as displayed by the blood vasculature. However,
that these vessels both possess similar machinery for regulating their transvascu-
lar permeability to water and solute leads one to suspect that lymphatic vessels,
either initial and/or collecting, are: 1) permeable to solute and water, and 2) able
to regulate this permeability to achieve fluid homeostasis.

Some groups have attempted to answer the question of whether or not collect-
ing lymphatic vessels possess a finite permeability to macromolecules. For
instance, in the 1960s Mayerson et al. performed experiments in which canine leg
lymphatic vessels were infused with radioactive albumin that was recovered at the
thoracic duct [34]. The results of these experiments were that only low levels of
the infused radioactive macromolecule were detected in blood, thus, it was con-
cluded that lymphatic vessels are virtually impermeable to macromolecules. Per-
haps as a consequence of this landmark study, many have now held the belief that
lymphatic vessels are not permeable to solute (or fluid for that matter) because
such a permeability might negate one of the primary functions of the lymphatic
vasculature – to return extravasated fluid and solutes to the blood.

More recently, though, techniques developed for the assessment of microvascu-
lar permeability to proteins in vivo have been adapted to the study of collecting
lymphatic vessels [31–33]. This enabled the examination of vessels isolated from
their surrounding tissue or of in situ vessels with quantitative fluorescent
approaches that are inherently more sensitive than radiometric measures. When
isolated collecting lymphatics were assessed for their permeability to different
sized molecules conjugated to fluorescent dyes, it was discovered that they were
indeed permeable to solute and that the rate of solute movement from the vessel
was dependent on the molecular size of the probe [35]. Using a different
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approach [36], it was demonstrated that human lymphatic endothelial cells could
be cultured in a type I collagen tube with which subsequent permeability assays
could be performed. The advantage of this method was that absolute values of
permeability were obtained which allows the comparison, through space and
time, of the barrier properties for different vessels. Absolute values of permeabil-
ity are also inherently more accurate than measures of solute flux because the for-
mer is a coefficient that takes into account hydrostatic pressure and concentration
differences across the vascular wall, as well as the surface area of the vessel that
is available for exchange. The permeability values obtained in that study [36]
were on average 10-fold greater than those reported for similarly sized venules.
The drawback of growing human lymphatic endothelial cells in a collagen tube is
that other cell types and barrier components that make up an intact barrier and
contribute to the regulation of permeability are missing, namely, pericytes and
lymphatic muscle cells. Further, a basement membrane is not present. Therefore,
the values reported from these experiments are likely more germane to the bar-
rier properties of initial lymphatic vessels, which are composed of only an endo-
thelial cell layer. A better answer of the relative permeability of lymphatic vessels
to other blood microvessels can be gleaned from studies of collecting lymphatic
vessels in vivo.

One report to date has quantified collecting lymphatic vessel permeability in
vivo [32]. The hypothesis being tested was that collecting lymphatic permeability
to the macromolecule, albumin, would not differ from that of venules of a similar
size in the same tissue. Interestingly, it was discovered that collecting lymphatics
had the same permeability to albumin as comparable venules (Fig. 2). In the same
study, the smaller initial lymphatic vessels were also cannulated and perfused
with the fluorescently labeled albumin to assess their permeability properties. In
agreement with Price et al. [36], the permeability of these smaller lymphatic ves-
sels was 10-fold greater than that of the venules. Thus, much like the blood
microvascular network in which arterioles are less permeable than the venules,
heterogeneity exists within the lymphatic vascular network in that initial lym-
phatics possess a higher permeability to solute than do collecting lymphatics.

For these results to make sense physiologically, the function of the lymphatic
vasculature must be considered. Initial lymphatics should be more permeable to
fluid and solute given that their barrier is much less pronounced. Without contin-
uous junctional protein expression, a basement membrane, or muscle cell cover-
age, these specialized structures are able to absorb fluid, solutes, and even cells at

Fig. 2. Comparison of the basal
permeability to albumin of
venules and collecting lymphatic
vessels.
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a much faster rate than venules or collecting lymphatics, which possess endothe-
lial cells, basement membrane, and muscle cell layers to impede solute and fluid
transport. The collecting lymphatic vessels possess a lower permeability, which is
aligned with their main role in transporting the absorbed tissue fluid to the
bloodstream.

Yet, the fact remains that collecting lymphatics are as permeable as venules. So
what does this mean in terms of where solute and fluid will be distributed? For
venules, we know the hydrostatic and osmotic pressure differences across the ves-
sel wall, and that these forces cause fluid and solute to escape and leak out into
the tissue spaces. During the same experiments used to quantify collecting lym-
phatic vessel permeability [32], hydrostatic pressure was measured. Additionally,
samples of lymph were obtained from which total protein and albumin concen-
trations were determined. From that information the direction of solute and fluid
movement were calculated and found to travel from the vessel lumen towards the
interstitium, just as for the blood vessels.

Collecting lymphatics and venules differ in many respects, but somehow main-
tain the same permeability setpoint. One chief difference is that collecting lym-
phatic vessels are spontaneously contractile, and possess fluctuating hydrostatic
pressures, while venules possess a relatively steady pressure. This difference is of
paramount importance when predicting the movement of water across the endo-
thelial cell barrier. For microvessels, it has been demonstrated that at constant
perfusion pressures, fluid cannot be continuously reabsorbed across the vessel
wall [37]. In the face of a transient pressure change, however, fluid may be reab-
sorbed until such time as a steady state is achieved. Since collecting lymphatics
are constantly changing their hydrostatic pressure, they possess the unique ability
to reabsorb fluid from the tissues when their hydrostatic pressure is sufficiently
low. Therefore, collecting lymphatic vessel permeability properties, in conjunc-
tion with their transmural pressure characteristics, enable the exchange of fluid
and proteins with the surrounding tissue.

At first these results seem paradoxical. How can collecting lymphatic vessels
leak fluid and solute into the tissue and at the same time prevent edema from
occurring? The reason that edema does not occur is that the percentage of fluid
filtering into the tissue space is small relative to the amount being transported
away from the tissue. To integrate all that we know about lymphatic permeability
into one theory, we should consider the initial lymphatics as absorptive sacs
owing to their lower hydrostatic and osmotic pressures, while the collecting lym-
phatic vessels with higher pressures are capable of filtering or reabsorbing fluid
from the tissue.

The implications of constitutive leakage of water and solute from the collecting
lymphatics into the tissue space are that the lymphatic vasculature is able to par-
ticipate in microvascular exchange and that in pathophysiological conditions this
leakage may be augmented or diminished with consequences for water balance
and organ function. For instance, if the net fluid loss across the vessel wall ever
exceeds the net fluid transport along the vessel length (i.e., out of the tissue bed),
then edema will likely ensue because any fluid that is absorbed by the initial lym-
phatics is rapidly lost right back into the tissue. Knowledge of the mediators that
can cause such an increase in lymphatic vessel permeability is vital to under-
standing when and under what conditions edema will occur. As an example, one
mediator that will elicit a 2-fold increase in collecting lymphatic vessel permeabil-
ity is atrial natriuretic peptide, a cardiac hormone that is released in response to
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atrial stretch as occurs during congestive heart failure [31]. At first glance this
may seem puzzling, but during congestive heart failure the heart perceives,
falsely, an increase in blood volume that the body attempts to reduce. While
diuresis is one mechanism used, another is to displace water into the tissues (i.e.,
third spacing). An increase in collecting lymphatic permeability to water and/or
solute would allow more of the capillary filtrate to be retained by the tissues since
it would be unable to be returned to the bloodstream.

Control of lymphatic permeability is necessary not only for the regulation of
water balance, but could also be a contributing factor in several other disease
states. The lymphatic vasculature is known to be a major route for the dissemina-
tion of cancer cells to distant organs and it is conceivable that an increase in lym-
phatic permeability may allow a higher concentration of signaling molecules to
escape into the peritumoral environment to instigate metastasis. Another out-
come of an elevated lymphatic permeability, identified in a genetic mouse model
heterozygous for the gene Prox1, has been shown to be adult-onset obesity [38].
An increased leakage of lymph from the lymphatic vessels in the peritoneal cavity
was demonstrated as the culprit, especially since lymph itself was identified to
contain an adipogenic factor.

Conclusion

Failure to include consideration of the lymphatics in the regulation of fluid and
solute distribution contributes to incomplete understanding of fluid and solute
homeostasis. This partial understanding may not be detrimental in health but it
likely contributes to our failure to adequately treat edema under a variety of con-
ditions including post-surgery, congestive heart failure, sepsis, and eclampsia.
Finally, it is likely that exercise conditioning, obesity, pregnancy, low gravity, and
treatment with drugs that are known to alter vascular smooth muscle function
likely also alter lymphatic function with respect to both pumping and permeabil-
ity. Our current paradigms for the treatment of patients do not include consider-
ation of the ‘hidden circulation’, with potentially grave consequences.
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Introduction

Increased fluid filtration is one of the hallmarks of inflammation. During systemic
inflammatory response syndrome (SIRS) and sepsis, excessive fluid extravasation
takes place. Restoring and maintaining an adequate intravascular fluid volume is,
therefore, one of the most important goals in the clinical situation. There are two
reasons for this: First, the increased fluid filtration results in edema, which may lead
to organ dysfunction or failure. Importantly, the increased tissue water and edema
may impede normal lung function. Furthermore, the increased amount of tissue
fluid will lead to increased diffusion distance for nutrients and waste products. Sec-
ond, the increased fluid filtration is a central element of septic pathophysiology, and
may, combined with increased vasodilatation, lead to hypovolemic shock. Based on
the prominent role of fluid filtration, it is no surprise that much of the discussion
on sepsis pathophysiology is focused on the capillary wall. Here we will review
recent data showing that the interstitium or the extracellular matrix outside the
blood vessels has a central pathogenetic role in fluid extravasation and edema gen-
eration in sepsis. We will also discuss data on the potential role of the lymphatics in
this context since they are crucial for maintaining a normal fluid balance in the tis-
sues, and even more so for returning extravasated plasma proteins to the circula-
tion. In doing so, we will briefly address normal transcapillary exchange and edema
prevention while maintaining our focus on the extravascular compartment.

Normal Transcapillary Fluid Exchange

We owe many of our concepts on fluid filtration to the work of Starling, who for-
mulated his hypothesis on fluid filtration in 1896 [1], showing that fluid could, as
a result of osmotic forces, transverse the blood vessel walls, from the tissue into
the plasma. He hypothesized, that fluid movement across the small blood vessels
was determined by the balance between hydrostatic pressure inside the vessels
where fluid is forced out from the capillaries, and osmotic pressure in plasma,
tending to absorb fluid back from the connective tissues. During normal physio-
logical conditions, there is net fluid filtration from plasma to the interstitium [2].

Starling’s hypothesis was later formulated as an equation:

Jv = LpS [(Pc – Pif) – σ (COPc – COPif)] (Eqn. 1)

where Jv is fluid flux over the capillary wall, Lp is the hydraulic permeability of
the capillaries, S is the surface area available for filtration, and σ is the capillary
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reflection coefficient. (Pc – Pif) is the hydrostatic pressure difference between
plasma in the capillaries (c) and fluid in the interstitium (if) and (COPc – COPif)
represents the corresponding difference in colloid osmotic pressures.

Autoregulation of Jv and Edema Formation

Normally, capillary filtration equals lymph drainage, thus resulting in an intersti-
tial fluid steady state. Edema means swelling and the interstitial fluid volume (Vif)
is increased; this can be the result of increased Jv, or lowered lymph flow.
Increased Vif, as seen during inflammation and sepsis, is due to increased filtra-
tion that is not compensated for by a corresponding increase in lymph flow.

Changes in the parameters of the Starling equation alter fluid flux across the
microvasculature. A tissue has an inherent ability to ‘autoregulate’ its volume and
thereby counteract edema formation [3, 4] by the following mechanisms:

1. Increased interstitial fluid will increase Pif as a function of the tissue compli-
ance (C; defined as ΔVif/ΔPif). Increased Pif results, according to Starling’s
equation, in reduced fluid extravasation over the vasculature.

2. Increased formation of interstitial fluid will dilute the protein concentration in
the same fluid, and thereby reduce COPif. As seen from Starling’s equation, this
leads to reduced fluid extravasation.

3. Increased interstitial fluid volume and Pif will increase lymph drainage.

As edema is a typical sign of sepsis, fluid filtration seems to overcome these auto-
regulatory mechanisms.

Fluid Exchange in Sepsis

When treating patients with sepsis, clinicians have indirect access to some of the
parameters in the Starling equation. Pappenheimer and Soto-Rivera showed how
Pc was dependent on arterial and venous pressures and their respective resis-
tances [5]. Arterial and central venous pressures (CVP) are important parameters
when deciding the therapeutic strategy in sepsis [6], although it is difficult to
estimate the actual Pc. The relative precapillary (RA) and postcapillary (RV) resis-
tances are important, and the former is normally �4 times higher then the latter
[7]. This fact explains why increasing CVP has a higher impact on the fluid filtra-
tion than increasing arterial pressure, and correlates much better to what is
observed clinically: Heart failure or excessive fluid administration can lead to
increased CVP and are associated with edema. An inflammatory condition will, if
accompanied by vasodilation, result in a reduced RA/RV ratio, and thereby in
increased capillary pressure, again leading to increased filtration and possibly
edema development [7].

The inflammatory response will reduce the capillary reflection coefficient.
Anti-inflammatory therapies could theoretically counteract such a reduction,
tending to reduce the increased fluid (and protein) flux seen in sepsis. Because of
the pathophysiological processes, but also as a result of treatment, both COPif and
Pif will be affected during this condition.

In a situation with increased filtration, the protein concentration in the inter-
stitial fluid decreases as a result of increased fluid filtration (‘wash-down’). Dur-
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ing inflammation, however, such dilution is counteracted by increased capillary
protein permeability resulting in a reduced capillary reflection coefficient, As the
osmotic pressure difference is multiplied by the capillary reflection coefficient,
this will contribute to raise filtration since the reabsorbing pressures diminish. In
addition to these changes at the capillary wall, recent studies also support that the
interstitial fluid pressure can have an ‘active’ role in generating edema in acute
inflammation [8, 9] as discussed in more detail below.

The Interstitium and Interstitial Fluid Pressure

When considering transcapillary exchange and fluid balance, the connective tis-
sue and properties of the interstitium are often forgotten, leading to the risk of
overseeing important processes and therapeutic targets in sepsis. The following
sections will emphasize some new aspects of the interstitial environment per se
that are important determinants of fluid balance during systemic inflammation
with a focus on sepsis. It should be remembered, however, and as recently
reviewed by Reed and collaborators [8, 9], that the interstitium ‘actively’ contrib-
utes to enhance transcapillary fluid flux in several other inflammatory and
trauma situations as well as tumors and pathologies involving fibrosis.

The interstitium may be defined as the space between capillaries and cells [3].
It is composed first of glycosaminoglycans, which may be associated with pro-
teins (proteoglycans), constituting a hydrated gel phase, and, second, there are
fibrous proteins of which collagens are the most abundant. Finally, the interstitial
fluid contains plasma proteins in a concentration determined by the properties of
the capillary wall and the capillary filtration rate. Recent data suggest that the
hydrostatic pressure in the interstitial fluid, i.e., Pif (c.f. Eq. 1 above), may have a
central role in edema generation in sepsis. In addition to influencing the Jv, Pif
also represents the filling pressure for initial lymphatics and thus lymph forma-
tion discussed in the last part of this paper.

In pioneering studies using implanted plastic capsules in tissues, Guyton and
co-workers demonstrated that the interstitial fluid pressure, Pif, was subatmo-
spheric in normal skin [10]. Other authors later confirmed these findings, and
Wiig and co-workers measured negative Pif in skin by using the micropipette
method (reviewed in [4]). The first indication that Pif could represent a major
pathogenetic factor in traumatic and inflammatory edema formation came from
studies by Lund and co-workers [11]. They demonstrated that Pif became strongly
negative during full thickness burn injury, leading to increased fluid flux and
therefore represented a new mechanism for edema generation. Later, a decrease
in Pif, although less extensive, was demonstrated to be a general feature of acute
inflammatory conditions [4, 8]. In a series of studies it was shown that interac-
tions between matrix molecules, notably collagen and integrins, could explain
this modulation of Pif. We will therefore discuss integrins in more detail, and
their role in modulating Pif and thereby fluid filtration.

Integrins

Integrins are heterodimeric membrane proteins functioning as adhesion recep-
tors. They are composed of an α- and a β-subunit, both with an intra- and an
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extra-cellular domain, and assemble into 24 distinct integrins in vertebrates [12].
Different integrins have different ligand specificity, which can be macromolecules
in the extracellular matrix or membrane proteins on other cells. The intracellular
part is linked to the cytoskeletal filaments [13]. The mechanisms for integrin acti-
vation are complex, and both conformation change (affinity regulation) [14] and
clustering (avidity regulation) [15] have been emphasized.

There are four collagen-binding integrins: α1β1, α2β1, α10β1 and α11β1. The
α1β1 and α2β1 integrins have in addition affinity for laminin [12]. The α1β1
integrin is often associated with basement membranes, and has higher affinity for
type IV collagen than fibrillar type I collagen, in contrast to the α2β1 integrin,
which has higher affinity for fibrillar collagen [16]. Both α1β1 and α2β1 are
widely distributed, and are found in connective tissue, on some leukocytes and
on endothelial cells. Although the α1β1 integrin is so widely expressed, α1-/- mice
are viable and fertile, showing no overt phenotype [17]. α2-/- mice show a branch-
ing morphogenesis defect in mammary glands and a platelet defect [18, 19]. The
α10β1 integrin is associated with cartilage and, similar to the α1β1 integrin, has
higher affinity for network-forming collagens than fibrillar collagens. The α11β1
integrin is the most recently discovered [12] and, similar to the α2β1 integrin, its
highest affinity is for fibrillar collagen [20].

The β3 subfamily of integrins is composed of the αIIbβ3 integrin, expressed on
platelets and megakaryocytes, and the widely distributed αvβ3 integrin. These
receptors recognize the tripeptide sequence RGD, which is found in molecules
like vitronectin and fibronectin, but also in denatured, relaxed collagen triple
helix [13, 21]. The αIIbβ3 integrin is important for normal platelet function, and
blocking this receptor is used as an anticoagulating agent during ischemic heart
disease. The αvβ3 integrin is associated with angiogenesis and vascular perme-
ability [22, 23].

Because of their interactions with collagen, the integrins mentioned above are
interesting for their potential role as modulators of tension in the extracellular
matrix and thus of Pif. To address this issue in more detail, studies of the interac-
tion between fibroblasts and collagen have been performed in vitro, i.e, measur-
ing the compaction of collagen gels over time during different conditions, and in
animal models in vivo.

Pif Regulation during Inflammation

To explore a potential role for integrins in the control of Pif, specific blocking
antibodies have been injected in rat and mouse skin based on in vitro observa-
tions in the collagen contraction assay [24]. When adding anti-integrin β1 IgG
concomitant with edema formation, Pif is lowered, suggesting that β1 integrins
mediate cellular tension on the collagen/microfibrillar network during fluid
homeostasis [25]. Experiments have shown an important role for the fibrillar col-
lagen binding α2β1 integrin in this situation [26]. Recent studies also suggest that
the α11β1 integrin is involved in fibroblast-collagen gel contraction [27] and Pif
regulation [28]. During normal physiological conditions, Pif in mice lacking the
α11β1 integrin was similar to that of wild type (WT) mice. During an acute ana-
phylactoid reaction, however, modulation of Pif was different in these animals,
suggesting a role in regulation of tissue compaction, visible only during inflam-
matory conditions.
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Fig. 1. Model for modulation of interstitial fluid pressure (Pif ) during inflammation. The interstitium
‘sucks’ plasma from the microcirculation, as the collagen-fiber restrain becomes weaker. Platelet-derived
growth factor (PDGF)-BB and insulin have been shown to counteract this process in an integrin αvβ3-
dependent mechanism. From [8] with permission.

Although the exact mechanisms for collagen-binding integrin-mediated regula-
tion of Pif are not known, a mechanism based on in vitro as well as in vivo experi-
mental data has been proposed [8] (Fig. 1). A central element is reduced compac-
tion of the connective tissue resulting from integrin-mediated tension between
fibroblasts and collagen [8]. In this model, the fibroblasts mediate a tension on
the collagen fibrils. During inflammation, this tension is diminished and the con-
nective tissue expands due to its content of glycosaminoglucans, resulting in ‘suc-
tion’ of fluid from the capillaries into the interstitium.

The influence of platelet-derived growth factor (PDGF)-BB to attenuate and
reverse a lowering of Pif [26] was demonstrated [26], rather surprisingly, not to be
mediated by one of the collagen-binding integrins, whereas the widely distributed
αvβ3 integrin was shown to be involved [29]. Experiments suggest that PDGF-BB
stimulates fibronectin production by cells and that fibronectin can link the cells
to the collagen via the αvβ3 integrins in cell-mediated collagen gel contraction
[30]. Interactions between αvβ3 integrins and denatured collagen, which exhibits
the RGD tripeptide sequence [13, 21], could theoretically also play a role. Jointly
these observations demonstrate that Pif operates around a setpoint, with the
α2β1-integrin normally mediating tension from the connective tissue cells to the
fibers in the loose connective tissue. When this tension is released and Pif is low-
ered, this lowering can be attenuated by, amongst others, PDGF-BB and, in the
case of PDGF-BB, tissue compaction is restored via the αvβ3-integrin [8, 9].
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Sepsis, Insulin and Pif

Recently we have shown that insulin has a role in Pif control mediated via inte-
grins [31, 32]. This observation is potentially relevant for the pathophysiology of
sepsis due to the recent focus on glucose control. The management of blood glu-
cose in the intensive care situation was greatly influenced by a seminal study pub-
lished by Van den Berghe et al. [33] in which the investigators exerted strict
blood glucose control in patients admitted to the intensive care unit (ICU) (over
60 % were cardiac surgery patients). Maintaining glucose values between
4.4–6.1 mmol/l by insulin infusions resulted in a more than 40 % risk reduction
for mortality. The potentially beneficial effect was thought to be caused by the
normalized blood glucose levels [34], but a direct anti-inflammatory effect of
insulin has also been proposed [31, 35]. When trying to reproduce the results in
a medical ICU, there was no decrease in mortality, although there were subgroups
that benefited from strict blood glucose control [36]. In contrast, in a large multi-
center study, including both medical and surgical ICU patients, an increased mor-
tality was observed in the strict blood glucose control group [37]. Finally, another
study was stopped because of the high incidence of hypoglycemia in the experi-
mental group, and the results showed no decrease in mortality in the strict blood
glucose control group [38].

Although the potentially beneficial effect of insulin in sepsis is questionable,
the direct effect of insulin on Pif is interesting in this context. Nedrebø et al.
showed a modulating effect of insulin on Pif in rat skin during sepsis [31], tending
to counteract the initial fall in Pif, and consequently attenuate fluid filtration.
Contraction of gels composed of C2C12 cells (lacking collagen-binding integrins)
and collagen was stimulated by insulin, and the process was shown to be depen-

Fig. 2. Effect of insulin on interstitial fluid pressure (Pif ) in inflammation. During lipopolysaccharide
(LPS)-induced inflammation, Pif decreases in wild type c57black mice (left). Insulin restores Pif, when
injected subdermally (black diamonds). However, this restoration is not seen in mice which lack β3-
integrins (right, black triangles). From [32] with permission.
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dent on the αvβ3 integrin [32]. Mice lacking the β3 integrins showed the previ-
ously observed lowering of Pif during induction of a septic condition. However, in
contrast to wild type mice, Pif was not restored when injecting insulin in the der-
mis after the initial drop in Pif [32] (Fig. 2). These results suggest an effect of insu-
lin on Pif during sepsis, mediated via the αvβ3 integrin. However, even though
capillary recruitment and vasodilatation in the microcirculation associated with
insulin administration [39] will increase the microvascular surface area available
for extravasation (S in Starling’s equation) and complicate the picture further, the
attenuation of the lowering of Pif should nevertheless tend to reduce the fluid fil-
tration.

Lymphatics and Lymph Formation

In the normal steady-state condition, fluid and protein extravasated across the
microvascular wall are transported back to the cardiovascular system via lymph,
and thus steady state is maintained. Fluid can be reabsorbed into the capillary,
but for extravasated protein the only return path back to the circulation is via the
lymphatics. Almost all organs have lymph vessels and, similar to blood vessels,
lymph vessels are lined by an endothelium. The smallest vessels, called terminal
or initial lymphatics, start blindly in the interstitium, and have discontinuous
basal lamina. The composition of prenodal lymph may be considered to represent
interstitial fluid [3], and the lymphatic fluid flow is driven in a one-way direction
as a result of intraluminal valves. The extrinsic lymph pump, which refers to pres-
sure generated from outside the lymph vessels (pulsations, contractions, move-
ments, etc) and the intrinsic lymph pump (smooth muscle in the lymph vessel
wall) are responsible for propulsion of the lymph. Postnodal lymph is drained
into the subclavian veins via the thoracic and the right lymphatic duct.

Intestinal lymph flow increases as a function of increase in interstitial fluid
volume during absorption [40]. It has been proposed that Pif is the main determi-
nant for the initial lymph filling process [3]. Although Pif is decreased in the ini-
tial phase of inflammation, the ensuing increased fluid filtration will lead to a rel-
atively higher Pif than during the control situation. This implies that lymph for-
mation should speed up during edema development, counteracting the tissue
swelling seen clinically.

During chronic inflammation, there is proliferation and remodeling of lymph
and blood vessels [41], and there can be development of so-called tertiary lym-
phatic organs, showing similarities with lymph nodes, and lymphangiogenesis
[42]. In other words, fluid from the chronically inflamed interstitium can be
drained via newly formed lymph vessels. However, during acute inflammation
like sepsis, the direct physiological impact on the interstitium and lymph vessels
is more important for fluid homeostasis than the morphological changes over
time.

Quantification of lymph flow in the septic patient is challenging, and studies
on the function of lymphatics in sepsis are scarce. Interestingly, in a septic patient
with a traumatic lymph fistula, increased lymph flow was reported in the septic
phase when compared with the recovery phase [43]. These findings are also sup-
ported by experimental studies. In anesthetized and mechanically ventilated pigs,
endotoxin increased thoracic duct lymph flow 2.5 times that of baseline [44].
These results are reinforced by data from sheep showing a 3–10 times increase in
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intestinal lymph flow [45] and by our own experiments in a rat model where the
spleen of lymph flow was shown to increase 9 times after systemic inflammation
induced by lipopolysaccharide (LPS) injection [46]. Additional insight into the
mechanism of lymph formation in sepsis was provided by a study in sheep by Elias
et al. [45]. These authors were able to separate the effect of endotoxin on lymphat-
ics per se from that of the increased fluid load that is a consequence of increased
transcapillary filtration and thus lymphatic input, and found that endotoxin had a
negative effect on contraction frequency as well as on lymph pumping. Their study
suggested that the lymphatics needed a higher filling pressure to provide the same
level of pumping, and thus that this lymphatic insufficiency contributed to the
edema formation since a higher interstitial fluid volume was needed for transmural
stimulation of the vessels. The combined effects will be that the blunted lymphatic
response in this situation will contribute to maintain the edema, rather than con-
tributing to reduce the interstitial volume as is normally the case.

In septic patients, additional negative effects are sedation and respirator treat-
ment that implies little mobilization and reduces extrinsic lymph pump activity.
Moreover, mechanical ventilation, positive end-expiratory pressure (PEEP) and
increased CVP will tend to reduce lymph flow [47], and the negative influence on
the intrinsic lymphatic pumping discussed above may add to this effect [45],
mimicking the reduced heart contractility seen during this condition [48]. Actu-
ally, lymph contractions have similarities with the cardiac contraction cycles [49],
and the transmural pressure-pumping curve may be shifted to the right as sug-
gested by the experiments in sheep discussed above [45]. In addition, the lym-
phatic contractility is likely affected by hypovolemia in sepsis per se [49]. Collec-
tively, these studies suggest that despite observations of increased lymph flow in
sepsis, the lymphatic pumping and the role of lymphatics in maintaining fluid
homeostasis is impaired in the septic patient compared to normal.

Conclusion

Normal fluid homeostasis is strongly affected during sepsis with increased capil-
lary fluid filtration and enhanced capillary permeability, which may lead to hypo-
volemia combined with increased tissue edema. The previous focus on treating
sepsis has mainly been on cardiovascular features in addition to treating the
infection. The changes in parameters affecting fluid filtration during inflamma-
tion are, however, more complex, and the role of the interstitium in regulating
fluid extravasation should also be considered. Here we have discussed some prop-
erties of connective tissue, notably Pif, which are affected by inflammation and
thus influence edema formation. These may be potential targets when developing
new strategies in sepsis treatment. The lymphatics are important contributors to
normal fluid homeostasis, and may also be so in sepsis. Much is, however,
unknown regarding the role of lymphatics during this inflammatory condition, a
topic that should be addressed in future studies.
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Introduction

Recent and important advances in acute kidney injury (AKI) research have
focused primarily on: (1) Deriving and validating multi-dimensional AKI defini-
tions and classification systems (e.g., RIFLE [Risk of renal dysfunction, Injury to
the kidney, Failure of kidney function, Loss of kidney function and End-stage
kidney disease] [1], pediatric [p]RIFLE [2] or the Acute Kidney Injury Network
[AKIN] [3] definitions); (2) demonstrating that even small serum creatinine
increases (e.g., > 0.3 mg/dl) can be associated with increased patient mortality
[4–5]; and (3) discovering and validating novel urinary biomarkers [6–7] to
detect AKI earlier than serum creatinine changes with the hope that earlier detec-
tion may provide clinicians with the opportunity to intervene to prevent or at
least mitigate the effects of AKI. Although these advances will undoubtedly lead
to improved patient care by prompting clinicians to be vigilant for early AKI
development, they may provide little benefit once patients have already developed
AKI.

Care for the critically ill patient with sepsis and AKI is further complicated by
the need to manage multiorgan system failure, often requiring complex support-
ive measures of fluid resuscitation, vasoactive medication administration and
decisions as to timing of renal replacement therapy [8–9]. Clinical research in
adults with sepsis and acute respiratory distress syndrome (ARDS) has also pri-
marily focused on the benefits of early and aggressive goal-directed fluid resusci-
tation to restore end-organ provision [10], with some recent attention paid to
conservative late fluid management strategies to limit fluid administration [11,
12]. However, many pediatric studies and more recent adult studies have exam-
ined the concept of fluid accumulation in the critically ill patient with AKI
[13–16]. The purpose of this article is to introduce the concept of ‘fluid overdose’
in the critically ill patient with AKI.

Can Fluid Be a Medication with Toxic Effects?

All physicians are taught about fluid and electrolyte homeostasis in medical
school and early in postgraduate training, with an emphasis on how to respond
to pathological homeostatic disorders, such as the syndrome of inappropriate
anti-diuretic hormone secretion or diabetes insipidus. In these instances, physi-
cians become quite adept at managing fluid composition and volume rates to
correct or minimize the electrolyte derangements that accompany these syn-
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dromes. In fact, much controversy has arisen recently regarding the potential
dangers of prescribing hypotonic solutions to any hospitalized patient [17–20],
and not solely those with diagnosed syndromes. So, the concept that certain fluid
compositions in particular settings may be toxic is certainly not new. Further-
more, limiting the rate of administration in a number of clinical situations, such
as acute diabetic ketoacidosis or hyponatremia, to prevent central nervous system
effects of overly rapid correction has also become standard teaching in fluid man-
agement.

In the setting of AKI, physicians are very cognizant to limit the dose of poten-
tially harmful electrolytes (potassium, phosphorus) provided in exogenous fluids,
but the concept of a fluid volume dose has been limited for the most part to an
acute dose to treat hypotension (e.g., 10 ml/kg of normal saline). Yet, the concept
of a deleterious degree of positive fluid accumulation, or fluid overdose, has
received no systematic evaluation and certainly has not been defined. Neither of
the two most recent, comprehensive, important randomized controlled trials
comparing small solute dose of renal replacement therapy (RRT) have even
reported to date the positive fluid balance in their patient cohorts at the time of
RRT initiation [21, 22]. Given that these patients had oligoanuric AKI, and disor-
dered fluid homeostasis is a primary indication to initiate RRT, our collective
ignorance regarding the impact of fluid balance status and the definition of criti-
cal degrees of fluid overload in patients with AKI is perplexing.

Why has cumulative fluid balance received such short shrift? I suggest that
physicians caring for the critically ill have assumed that patients are getting the
amount of fluid they need (maybe too little, but rarely too much). Since pre-
scribed fluid is usually of a relatively isotonic composition (e.g., normal saline or
Ringer’s lactate) and can be removed by RRT, may we have assumed that it cannot
really be overdosed. However, recent lessons from the critical care literature chal-
lenge these assumptions.

Lessons from the Pediatric Intensive Care Unit

The lessons from pediatric nephrologists and intensivists emanate from two prac-
tice perspectives ingrained into pediatricians: (1) Disease prevention, and (2)
medication dosing based on patient size. I am not suggesting that these perspec-
tives are unique to pediatrics and absent in internal medicine, but they are more
common in our training and everyday practice. In the area of pediatric AKI and
RRT, concepts of relative fluid accumulation (percent fluid overload) based on
ICU admission weight, and timing of RRT based on percent fluid overload
(instead of BUN concentration) have driven extensive research in the past decade.

Critically ill patients often require aggressive fluid and inotropic support to
maintain adequate perfusion. In fact, recent guidelines provide a clear algorithm
for early fluid provision and vasoactive medication prescription to reverse shock
in children [23]. An important aspect of these guidelines includes early initiation
of continuous RRT (CRRT) or extracorporeal membrane oxygenation (ECMO) in
children with unreversed shock after 60–80 ml/kg fluid resuscitation and initia-
tion of inotropes. The guidelines do not recommend continuation of indiscrimi-
nate fluid boluses for prolonged hypotension in lieu of pressors and extracorpo-
real therapies. Substantial single-center and multicenter pediatric studies over the
past decade demonstrate that increasing degrees of relative fluid accumulation, or
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Table 1. Fluid overload and outcomes in pediatric continuous renal replacement therapy patients

Author [ref] Cohort (n) Outcome p

Goldstein [25] Single center (22) Survivors 16 % fluid overload
Non-survivors 34 % fluid overload

0.03

Gillespie [24] Single center (77) % fluid overload > 10 % with OR death 3.02 0.002

Foland [15] Single center (113) 3 organ MODS patients
Survivors 9 % fluid overload
Non-Survivors 16 % fluid overload
1.78 OR death for each 10 % fluid overload
increase

0.01

Goldstein [14] Multicenter (116) 2+ organ MODS patients
Survivors 14 % fluid overload
Non-survivors 25 % fluid overload
< 20 % fluid overload: 58 % survival
> 20 % fluid overload: 40 % survival

0.002

Hayes [26] Single center (76) Survivors 7 % fluid overload
Non-Survivors 22 % fluid overload
OR death 6.1 > 20 % fluid overload

0.001

Sutherland [13] Multicenter (340) < 10 % fluid overload: 70.6 % survival
10–20 % fluid overload: 56.9 % survival
> 20 % fluid overload: 34.4 % survival

0.001

MODS: multiple organ dysfunction syndrome; OR: odds ratio

percent fluid overload at the time of RRT initiation in children with AKI is inde-
pendently associated with mortality (Table 1) [14, 15, 24–26]. Percent fluid over-
load in the majority of these studies was calculated by totaling fluid volumes from
ICU admission to RRT initiation using the following equation:

%FO = [(Fluid Input (l) – Fluid Output (l)) / Patient ICU admission weight (kg)]

In all these studies, estimated glomerular filtration rate (eGFR), patient age and
size, urine output, diuretic use, and severity of illness did not differ between sur-
vivors and non-survivors. Analysis of different percent thresholds from these
studies suggest mortality increases from 40 to 60 % in children with > 10–20 %
fluid overload at CRRT initiation, independent of patient severity of illness
(Table 1). Thus, the pediatric community now has data from over 600 children in
six studies that consistently show a potential fluid overdose threshold at > 20 %
positive accumulation from ICU admission to CRRT initiation.

The most extensive of these analyses was conducted by The Prospective Pediat-
ric Continuous Renal Replacement Therapy (ppCRRT) Registry Group in which
its entire 340 patient cohort used a tripartite classification for percent fluid over-
load at CRRT initiation: < 10 % fluid overload, 10–20 % fluid overload and
> 20 % fluid overload [13]. In this analysis, patient severity of illness was no dif-
ferent between the 10–20 % fluid overload and > 20 % fluid overload groups, yet
patient mortality increased from 40 to 60 %. One could still potentially argue that
the patients actually ‘needed’ the fluids they received. However, in a previous
multicenter study from the ppCRRT group, the mean central venous pressure
(CVP) for survivors was 16.5 „ 6.1 mmH2O versus 21.2 „ 6.6 mmH2O for non-
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survivors [14]. Current recommendations for early goal-directed fluid resuscita-
tion advocate fluid administration until a CVP of 8 mmH2O [10, 12, 23]. Since the
mean CVP in both survivors and non-survivors was 2 to 3 fold above target rec-
ommendations, it is difficult to support the notion that patients received only the
fluid volumes they needed; in fact, these patients may have been fluid overdosed.

Are Adults Different or are they Just Large Children?

Children comprise an informative population for study of critical illness, since
they do not possess many of the common and often multiple comorbidities seen
in adults, such as atherosclerotic heart disease, diabetes, chronic kidney disease,
tobacco or illicit drug use. In addition, children manifest acute critical illness
more often as primary respiratory decompensation compared to the cardiac com-
promise exhibited by adults. Thus, it is conceivable that fluid accumulation may
lead to different outcomes in critically ill adults versus children. Recent data sug-
gest that fluid accumulation is also independently associated with mortality in
adults.

Bouchard and colleagues assessed cumulative fluid accumulation and out-
comes in the 610 adult patients enrolled on the prospective Program to Improve
Care for Acute Renal Diseases (PICARD) cohort [16]. Cumulative fluid accumula-
tion from hospital admission to any time point during hospital course of > 10 %
of admission hospital weight was classified as fluid overload. Patients with AKI
and fluid overload had significantly higher mortality (48 % vs. 35 %). In addition,
fluid accumulation in patients who received some form of RRT was significantly
higher for non-survivors than survivors (14.2 % vs. 8.8 %). Payen and colleagues
performed a secondary analysis of the Sepsis Occurrence in Acutely ill Patients
(SOAP) trial and found that the 7-day cumulative fluid balance was significantly
worse in AKI non-survivors versus survivors and mortality was lower in AKI
patients who received earlier initiation of RRT [27]. Prospective and retrospective
studies of fluid administration strategies have revealed the importance of stan-
dardizing and limiting fluid administration once a patient has been acutely resus-
citated from shock. The ARDSnet trial assessed a liberal versus conservative fluid
management strategy in 1000 patients with acute lung injury (ALI) [11]. Patients
who received the conservative fluid management strategy had shorter mechanical
ventilation duration and ICU stay. Murphy and colleagues assessed outcomes in
200 patients with septic shock who received adequate initial fluid resuscitation
(defined as initial fluid bolus of & 20 ml/kg prior to onset of vasopressor therapy
and achievement of a CVP of & 8 mmHg within 6 h after the onset of vasopressor
therapy), conservative late fluid management (defined as even-to-negative fluid
balance measured on at least 2 consecutive days during the first 7 days after sep-
tic shock onset), neither or both [12]. Data from this study showed that patients
who received both adequate initial fluid resuscitation and conservative late fluid
management demonstrated significantly better survival (81.7 %) compared to any
of the other three groups. Of note, patients who received conservative late fluid
management only demonstrated significantly better survival than those who
received adequate initial fluid resuscitation only (58.2 % vs. 45.6 %), suggesting
that conservative late fluid management and hence prevention of fluid overdose
may be a key to optimizing chances for patient survival.
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Conclusion

The studies discussed above, while mostly observational, generate some poten-
tially provocative hypotheses to explain possible associations between fluid accu-
mulation and mortality. For instance, in pediatric practice, almost all medications
are prescribed according to patient size, in terms of body weight or surface area.
One can imagine a scenario in which a child with Gram-negative sepsis treated
with a 3rd generation cephalosporin dosed on ICU admission weight or historical
dry weight is actually under dosed as a result of a severely increased volume of
drug distribution from excessive fluid accumulation. In this example, it is possi-
ble that the antibiotic concentration is below the pharmacodynamic profile to
eradicate the organism. Another obvious potential hypothesis would posit an
association between excessive fluid accumulation and impaired oxygenation or
other pulmonary mechanics, especially in patients with capillary leak syndromes
such as sepsis. The purpose of this article was to promote a concept of fluid over-
dose in the critically ill child with AKI. Inherent in this concept is the importance
of regarding fluid as a medication with respect to both composition and volume
(dose). Future investigation will require prospective evaluation of different fluid
dosing strategies beyond the initial resuscitation effort to optimize care for all
critically ill patients.
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Introduction

Fluid infusion is a key element in the treatment of critically ill patients with
hypovolemia and shock. The debate on the relative merits and detriments of (iso-
tonic) crystalloid versus (roughly isooncotic) colloid fluids is ongoing. Large clin-
ical trials and systemic reviews suggest that the use of one fluid type over the
other does not affect overall mortality, but this similarity does not exclude het-
erogeneity of effects on hemodynamics, adverse effects and outcome among
patient populations, so that benefits may be offset by detriments in some but not
in other patient populations [1–7]. In the Saline versus Albumin Fluid Evaluation
(SAFE) study, for instance, albumin 4 % versus saline loading may have improved
survival of septic patients but not of those with traumatic brain injury [1].

This narrative review of the available literature on the topic is meant to sum-
marize current knowledge on the hemodynamic differences, if any, between the
fluid types, governed by heart function and underlying condition on the one
hand and infusion volume on the other, since, in contrast to standard textbook
statements, review papers, guidelines and common beliefs [4, 5, 8], the volume of
crystalloid required may not be 3 to 4 times the volume of colloid in the treat-
ment of hypovolemia and shock [1, 3, 6, 7]. This is an important issue in an era
where fluid restriction policies to avoid harmful fluid overloading are increas-
ingly propagated, taking the relative, dose-dependent adverse effects of fluid
types into account [3, 4, 6].

First, we will review the mechanisms of a cardiac output increase with fluid
loading. Second, we will review the clinical data regarding the crystalloid-colloid
volume ratio in determining hemodynamic effects, excluding hypertonic or hype-
roncotic solutions and animal studies. We will not address the issue of balanced
versus unbalanced solutions.

How Does Fluid Loading Increase Cardiac Output?

The response of the heart to fluid loading is far more complex than usually
assumed. It is commonly believed that fluid infusion increases cardiac output by
increasing plasma volume. However, this relationship may not be straightforward
when infused fluids are differently partitioned in stressed and unstressed plasma
volume compartments and thereby variably increase end-diastolic volume, as
demonstrated for instance in cardiac surgery patients [9, 10]. Figure 1 shows the
relation between plasma volume changes calculated from hemoglobin/hematocrit
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Fig. 1. Loose correlation
between the change in plasma
volume and the change in
global end-diastolic volume
index (GEDVI) after 90 minutes
of fluid loading in septic and
non-septic patients, according to
fluid type. r = 0.51, P< 0.001.
Data from [11]

changes, which may have shortcomings, and changes in global end-diastolic vol-
ume (GEDV) during crystalloid or colloid loading in septic and non-septic
patients, who do not differ in this respect in spite of septic myocardial depression
(unpublished data from [11]). This relatively loose relationship confirms earlier
findings and suggests that the relationship between plasma volume and cardiac
filling and output, apart from measurement difficulties, is not straightforward [9,
11, 12]. Although end-diastolic volume of the ventricles (preload) is an important
determinant of cardiac output, fluid loading may also affect blood viscosity and
may (thereby) lower cardiac afterload and increase contractility, both in healthy
volunteers and in critically ill septic or non-septic patients, so that changes in
cardiac output upon fluid loading are not solely determined by changes in pre-
load [9–11, 13–15]. Finally, baseline loading and function of both ventricles and
their interaction may affect the (mechanisms of the) cardiac output increase with
fluid loading [16]. Indeed, fluid responsiveness, i.e., the increase in stroke volume
or cardiac output upon fluid loading, is not only a matter of (type and volume of)
fluid infused but also of baseline biventricular filling and (systolic and diastolic)
function, which may differ among patients, conditions, and stages of disease.
Conversely, the imperfect and sometimes controversial value of parameters
thought to help predict fluid responsiveness is partly related to the complexity of
effects of fluid loading on the heart and differences herein among patients and
conditions. Otherwise, the increase in cardiac output with fluid loading mostly
outweighs concomitant hemodilution, so that oxygen delivery (DO2) is increased,
but a potential difference in hemodynamic effects of fluid types may not translate
into a difference in tissue oxygenation, when a greater increase in cardiac output
is offset by greater hemodilution (with colloids) [10, 11, 17–19].
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More Saline than Colloid Needed?

One of the arguments used in favor of colloids is that their infusion increases
plasma volume and cardiac preload more (rapidly) than that of crystalloids [4,
12]. If colloids are capable of expanding the plasma volume to a greater extent
than crystalloids, then the same volume of colloids would have greater effects on
hemodynamics than crystalloids. The volume ratio of crystalloid to colloid rela-
tive to hemodynamic effectiveness depends on the rate and fate of the infused flu-
ids and the hemodynamic monitoring tool and endpoint utilized. The hemody-
namic endpoint of resuscitation varies from one study to the other from clinical
judgment, arterial and central venous pressures, to pulmonary artery occlusion
pressures and cardiac output and variables obtained by transpulmonary thermo-
dilution. The variety is likely responsible, in part, for the widely varied volume
ratios during resuscitation that are reported in the literature. In the SAFE study
(comparing albumin with saline), for instance, the volume and rate of fluid
administration was determined by the treating clinicians according to each
patient’s clinical status and response to treatment, without using a specific fluid
loading protocol [1]. This resulted in an albumin to saline volume ratio of 1.4 to
1, but also in higher central venous pressures (CVPs) in the albumin group, sug-
gesting dissimilar resuscitation. Conversely, judging the difference in hemody-
namic effects during fixed and similar volume infusions depends on the parame-
ter that is monitored to judge that response and how well the parameter reflects
(changes in) plasma volume, which is only rarely (and certainly not routinely)
measured [9–12, 17, 18, 20–23]. For instance, in a fluid non-responsive state, in
the presence of severe cardiac dysfunction, the type of fluid infused would not
translate into hemodynamic differences upon infusion, irrespective of plasma
volume changes. We now elaborate on the theoretical and the practical differ-
ences in hemodynamic effects and volume ratios of (isotonic/isooncotic) crystal-
loid and colloid fluids that are reported in the literature.

Theory: Fluid Properties

In theory, crystalloid solutions expand the plasma volume by about 200 ml per
liter infused, concomitantly lowering, by diluting circulating proteins, plasma col-
loid osmotic pressure (COP), as indeed demonstrated in patients [4, 10–12, 21,
24–26]. Depending on the rate of infusion, the equilibration rate of crystalloid
with the interstitial space is rapid (minutes) even in patients with hypovolemia or
shock, thereby resulting in potentially harmful interstitial overhydration [4,
17–19, 26–29]. In theory, crystalloids thus need to be administered at volumes
approximately 3 to 5-fold greater than those of (isooncotic) colloids, which are
largely maintained in the plasma compartment because of maintenance of COP,
in order to achieve comparable plasma volumes and resuscitation endpoints [4, 8,
10, 11, 24–26, 30]. Conversely, the intravascular COP after colloid infusion is
influenced by baseline COP, the degree of hemodilution and the COP of the
infused volume and its plasma retention, determined by the molecular weight
distribution. Albumin solutions are monodisperse (molecular weight of 69 kDa).
Gelatins are polydisperse and in excess of 75 % of the molecules are thought to be
smaller than the renal threshold of 30 kDa. The large number of small molecules
exerts a powerful initial COP effect making gelatins good for short-term volume
expansion, but molecules with a molecular weight less than 15 kDa have a similar
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clearance to that of creatinine and will be filtered by the glomerulus. They are
thus rapidly cleared from the intravascular space, with a half-life of 3.5–4 hours
[8]. Hydroxyethyl starch (HES) solutions are very polydisperse, defined by degree
of substitution (via partial hydrolysis) and by molecular weight, both of which
affect pharmacokinetics [8, 30]. The greater the degree of substitution, the greater
the resistance to degradation, which, therefore, prolongs the effectiveness of HES
as a plasma expander. After substitution, the starch is refined into the final prod-
uct by hydrolysis to the required molecular weight. The molecular weight distri-
bution can be described using the COP50/COP10 ratio [8, 30]. This is the ratio of
measured COPs across two different membranes, with a 50-kDa and a 10-kDa
pore size, respectively, and reflects the relative proportion of molecules retained
by filters with those pore sizes. Colloids with a low COP50/COP10 ratio will be
lost more rapidly from the intravascular space. Small particles with a low molecu-
lar weight exert a greater COP effect and, for a given number of molecules, will
have a lower viscosity than larger molecules. Thus, the concentration and molec-
ular weight of colloid molecules and hence the COP, determine the initial degree
of volume expansion, whereas both the molecular weight and surface charge
characteristics determine the rate of loss through the capillary endothelial barrier
and loss into the urine by glomerular filtration. Therefore, the intravascular
retention and half time of colloids amount to hours, dependent on dispersion and
weight of molecules. Conversely, plasma volume expansion differences with crys-
talloid fluid infusions may depend on time [19]. In addition, (endothelial) prop-
erties of the vessel wall and overlying luminal glycocalyx, which may change in
disease states, may ultimately affect permeability (for proteins and colloids) and
hydraulic conductance (to plasma water) [4]. Due to its electrostatic properties,
albumin penetrates and binds to the endothelial surface glycocalyx and influences
its barrier function. The resulting sealing effect may attenuate fluid extravasation
independently of the COP by albumin. Similarly, large HES molecules have been
claimed to ‘seal pores’ but the clinical significance of this effect has not yet been
convincingly demonstrated. During conditions with increased vasopermeability,
as in septic shock, albumin or starch administration may help in ameliorating the
permeability defect on the one hand but may increasingly filtrate into the intersti-
tium on the other, thereby attenuating the potential superiority of colloids in
increasing plasma volume [17, 22, 21, 31, 32]. Finally, hypovolemia and shock are
likely to lower capillary hydrostatic filtration pressure and promote resorption of
interstitial fluids, so that intravascular retention of infused fluids may differ from
that in normal individuals, without negating potential differences between fluid
types [29, 33]. We will now summarize the evidence obtained in clinical practice
for the volume differences between fluid types.

Practice

Volunteers
A recent study in healthy volunteers demonstrated that for the same volume of
administered fluids, saline was a less effective plasma volume expander than gela-
tin 4 % and HES 6 %, which did not differ in this respect up to 6 h after starting
infusion [34]. After infusion, 68 %, 21 % and 16 % of the infused volumes of
saline, gelatin, and starch, respectively, had escaped from the intra- to the extra-
vascular space, as estimated from hematocrit/hemoglobin changes. This observa-
tion indeed concords with a 3-fold greater (and prolonged) effectiveness, for a
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given volume infused, of colloids than of crystalloids in plasma volume expansion
[26].

Iso- or normovolemic hemodilution
Anesthetized patients undergoing hemodilution and receiving 3 times the volume
of crystalloid for each unit of blood removed, or the same volume of (icooncotic)
colloid fluid for the volume of blood removed achieved similar hemodynamic
endpoints [35]. In volunteers receiving equal volumes of crystalloid or colloid for
a given volume of withdrawn blood, the latter had better restoration of hemody-
namics, unless twice the volume of crystalloid was given [27, 33].

Perioperative states and trauma
Following spinal anesthesia, colloid fluid requirements were higher than during
crystalloid-based regimens, resulting in higher cardiac outputs in patients treated
with the former [36]. The increase in plasma volume for a given fluid infusion
volume, was about 5x greater with albumin 5 % than with crystalloid after car-
diac surgery [9, 18]. Older studies had already suggested that colloid resuscitation
required about twice less volume than crystalloid resuscitation to reach similar
hemodynamic endpoints during and after (cardiovascular) surgery thereby avoid-
ing some postoperative complications of fluid overload [21, 24, 25, 29, 37–44].
During emergency resuscitation from trauma and hemorrhage, colloid regimens
were more (rapidly) effective in restoring the circulation than crystalloid regi-
mens, at volume ratios of about 1 to 3 [45, 46]. More recently, Lang et al. again
demonstrated that to reach the same CVP in patients after major abdominal sur-
gery, 2-fold higher volumes of Ringer’s lactate than HES 6 % were required [47].
Verheij et al. showed that 4–6 % colloid fluid loading (for 90 min) according to
changes in filling pressures after cardiac or major vascular surgery resulted in a
4-fold greater increase in preload-recruitable stroke work fluid loading with
saline, because of a greater plasma volume expansion following an increase in
plasma COP, whereas about 15 % less colloid than crystalloid was administered
(volume ratio about 1.2:1) [10]. A recent study in postoperative patients with
hypovolemia showed that the administration of different types (but similar vol-
umes) of colloid was associated with greater increases in cardiac filling, output
and DO2 than occurred with administration of Ringer’s lactate [19].

Sepsis
Ernest et al. suggested that 5 % albumin infusion results in greater fluid extrava-
sation in septic than in non-septic patients, but the (5-fold) superiority over
saline in expanding the plasma versus interstitial volumes, per fluid volume
administered, was maintained [17]. Hence, twice the volume of saline was needed
to reach the same hemodynamic endpoints as with 5 % albumin loading. Never-
theless, Marx et al. suggested that severe septic shock accompanied by clinical
evidence of a capillary leak syndrome was associated with shorter and less intra-
vascular retention of intravenously administered 20 % albumin than in controls
[22]. The VISEP trial documented that target values of CVP in severe sepsis were
reached faster with 10 % HES loading than with Ringer’s lactate, at an averaged
volume ratio of 1:1.3, but mortality did not differ [3]. The CVP and central
venous oxygen saturation (ScvO2) in the HES group were somewhat higher than
in the Ringer’s lactate group, perhaps suggesting underestimation of saline
requirements or overinfusion of starch. Trof et al., however, demonstrated, in per-
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haps less severely ill patients, that 90 min fluid loading with 4–6 % colloids
resulted in greater linear increase in cardiac filling, output and left ventricular
stroke work than did saline loading both in septic and non-septic patients, proba-
bly due to a larger plasma volume following increased COP with the former and
in spite of the characteristic myocardial depression of sepsis (Fig. 1) [11]. The
effectiveness of colloids was 3-fold greater than that of saline, regardless of under-
lying condition, even though about 17 % more crystalloid was infused (volume
ratio 1.2:1 see electronic supplement to ref. 11), confirming older data suggesting
2 to 5-fold greater fluid requirements with crystalloids in hypovolemic and septic
shock aiming at similar hemodynamic endpoints [28, 48]. In children with Den-
gue shock syndrome, Ringer’s lactate administration resulted in higher hemato-
crits, lower arterial (pulse) pressures and cardiac outputs, and slower shock
reversal than did administration of (similar volumes of) colloids [2, 32]. In chil-
dren with septic shock, up to 67 % more saline than gelatin (volume ratio 1.7:1)
was required to reach similar plasma volume and hemodynamic targets [23].

General critical illness conditions
In patients with respiratory insufficiency and hemodynamic instability from sep-
sis or non-sepsis, Ringer’s lactate was compared to 5 % albumin infusions to
maintain hemodynamic ‘stability’ [49]. To attain similar hemodynamics, 1.8 vol-
ume of crystalloid for 1 volume of colloid had to be infused, although the differ-
ence did not reach statistical significance [49]. As mentioned, the SAFE study
compared 4 % albumin with saline, guided by clinical parameters, and the vol-
ume ratio was about 1:1.4 [1].

Conclusion

Although a mortality benefit has not been documented, the use of (isooncotic)
colloids results in more (rapid) plasma volume expansion and hemodynamic
optimization than resuscitation with (isotonic) crystalloids in a variety of condi-
tions, even when accompanied by presumed increased vasopermeability.
Although recently suggested otherwise, the volume ratio for similar hemody-
namic endpoints is approximately 1 colloid to 3 crystalloid. The factor is main-
tained when multiplying lower ratios, when applied, with the difference in hemo-
dynamic endpoints attained. In randomized trials comparing colloids with crys-
talloids for fluid resuscitation and deviating from the ratio, the accurateness of
hemodynamic monitoring and guiding of fluid therapy should be evaluated.
Indeed, potential dissimilar resuscitation among groups may confound interpre-
tation of relative benefits and detriments of solution types and future meta-analy-
ses should take that disparity into account.
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Introduction

Fluid management is a crucial issue during acute respiratory distress syndrome
(ARDS). On the one hand, fluid administration is important to reverse adverse
hemodynamic effects of mechanical ventilation with positive end-expiratory
pressure (PEEP) or to restore adequate cardiovascular conditions in case of asso-
ciated sepsis. On the other hand, since ARDS is characterized by the development
of increased lung capillary permeability, fluid administration can result in lung
fluid overload and hence in worsening of hypoxemia and further alteration of
lung mechanics. Maintaining fluid balance is considered a major goal in the man-
agement of critically ill patients [1–3]. In comparison with a liberal strategy, a
conservative strategy of fluid management in patients with acute lung injury
(ALI) has been shown to shorten the duration of mechanical ventilation and
intensive care without increasing non-pulmonary organ failure [3]. Accurate
identification of patients who will not benefit from fluid administration in terms
of hemodynamics (‘preload unresponsive’ patients) will enable unnecessary fluid
loading to be avoided. In those identified as ‘preload responders’, the benefit/risk
ratio of fluid administration should be assessed carefully before infusing fluid
and must take into account not only indices of preload responsiveness but also
markers of the severity of circulatory failure versus respiratory failure.

Functional hemodynamic parameters such as arterial pressure variation have
gained wide popularity as predictors of the cardiovascular response to fluid
administration in mechanically ventilated patients [4]. In the present chapter, we
review the rationale, the practical use, and the limitations of measuring pulse
pressure variation (PPV) in patients with ARDS.

Why use PPV?

The Concept of Preload Responsiveness

The relationship between ventricular preload and stroke volume (Frank-Starling
relationship), is curvilinear: If the ventricle is operating on the steep part of the
curve, an increase in preload must induce an increase in stroke volume (preload
responsiveness). In contrast, if the ventricle is operating on the flat portion of the
curve, increasing preload will not induce any significant increase in stroke vol-
ume (preload unresponsiveness). Thus, the patient is considered as a ‘preload
responder’ only if both ventricles are operating on the steep part of the Frank-
Starling curve.
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The Cyclic Effects of Mechanical Ventilation on Hemodynamics

Biventricular preload responsiveness can be determined by analyzing the cyclic
consequences of mechanical ventilation on hemodynamics. Schematically,
mechanical insufflation decreases preload and increases afterload of the right
ventricle. The right ventricular preload reduction is due to the decrease in the
venous return pressure gradient related to the inspiratory increase in intratho-
racic pressure. The increase in right ventricular afterload is related to the inspira-
tory increase in transpulmonary pressure (alveolar minus intrathoracic pressure)
[5]. The reduction in right ventricular preload and the increase in right ventricu-
lar afterload both lead to a decrease in right ventricular stroke volume, which is
therefore minimal at the end of the inspiratory period [6]. The inspiratory
decrease in venous return is the main mechanism of the inspiratory reduction of
right ventricular stroke volume [7], which leads to a decrease in left ventricular
filling after a phase lag of 2–4 heart beats because of the long pulmonary blood
transit time. When conventional mechanical ventilation is applied, the decrease
in left ventricular filling thus occurs during expiration. Finally, the left ventricular
preload reduction may induce a decrease in left ventricular stroke volume, which
is thus minimal during the expiratory period [6].

Interestingly, the cyclic changes in right ventricular preload induced by
mechanical ventilation should result in greater cyclic changes in right ventricular
stroke volume when the right ventricle operates on the steep rather than on the
flat portion of the Frank-Starling curve [6]. The cyclic changes in right ventricu-
lar stroke volume – and hence in left ventricular preload – should also result in
greater cyclic changes in left ventricular stroke volume when the left ventricle
operates on the ascending and steep portion of the Frank-Starling curve [6].
Thus, the magnitude of the respiratory changes in left ventricular stroke volume
should be an indicator of biventricular preload responsiveness [6].

PPV and Preload Responsiveness

At the aortic level, the pulse pressure (systolic minus diastolic pressure) is
directly related to left ventricular stroke volume and inversely related to aortic
compliance. Assuming that aortic compliance does not change during the respira-
tory cycle, the magnitude of cyclic changes in pulse pressure induced by mechan-
ical ventilation (PPV) has been proposed to detect biventricular preload respon-
siveness in mechanically ventilated patients [8].

The PPV is calculated as the difference between the maximal (PPmax) and the
minimal (PPmin) value of arterial pulse pressure over a single respiratory cycle
(Fig. 1), divided by the mean of the two values, and expressed as a percentage:

PPV (%) = (PPmax – PPmin) / [(PPmax + PPmin) / 2] × 100.

PPV as a marker of fluid responsiveness
Numerous studies in various clinical settings have emphasized the usefulness of
PPV in determining fluid responsiveness in mechanically ventilated patients [8–31].
Threshold predictive PPV values ranging between 9 and 17 % have been reported,
although a cut-off value of 12 % has been more frequently reported [32, 33]. In the
majority of the studies, areas under the receiver operating characteristics (ROC)
curve greater than 0.90 have been reported, confirming the good predictive value of
PPV [33]. Interestingly, PPV was demonstrated to be more accurate than static
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Fig. 1. Arterial pressure tracing
in a mechanically ventilated
patient. Pulse pressure variation
(PPV) can be calculated as the
difference between the maximal
value of pulse pressure (PPmax)
and the minimal value of pulse
pressure (PPmin) divided by
their averaged value and
expressed as a percentage.

markers of preload in predicting fluid responsiveness [8, 10, 16–22, 33]. In addi-
tion, PPV can be used not only to predict fluid responsiveness but also to assess the
actual changes in cardiac output following volume expansion. Indeed, a good cor-
relation was found between the fluid-induced decrease in PPV and the increase in
cardiac output (or stroke volume) following fluid administration [8, 34, 35].

PPV as a marker of the hemodynamic effects of PEEP
PPV can also be used to predict and assess the hemodynamic effects of PEEP in
patients with ARDS. PEEP is frequently used with the aim of improving pulmo-
nary gas exchange; however it may also decrease cardiac output and thus offset the
expected benefits in terms of oxygen delivery. The adverse hemodynamic effects
of PEEP are not easily predictable in clinical practice. It has been hypothesized
that PPV could accurately predict the effects of PEEP on cardiac output [35].
Indeed, the PEEP-induced decrease in cardiac output and the decrease in right
ventricular output induced by mechanical insufflation share the same mecha-
nisms, i.e., the negative effects of the increased intrathoracic pressure on right
ventricular filling and of the increased transpulmonary pressure on right ventricu-
lar ejection. Thus, it was hypothesized that the PEEP-induced decrease in cardiac
output would correlate with the magnitude of the inspiratory decrease in right
ventricular stroke volume and of the expiratory decrease in left ventricular stroke
volume and hence with the magnitude of PPV [35]. In patients ventilated for ALI,
a very close relationship was reported between PPV prior to the application of
PEEP and the PEEP-induced decrease in cardiac output [35]. This finding strongly
suggested that PPV before applying PEEP could predict the hemodynamic effects
of PEEP [35]. Moreover, PEEP increased PPV such that the PEEP-induced decrease
in cardiac index also correlated with the PEEP-induced increase in PPV [35]. Thus,
the comparison of PPV prior to and after the application of PEEP may help to
assess the hemodynamic effects of PEEP. In a study in cardiac surgery patients, a
significant negative correlation was also found between PEEP-induced changes in
cardiac output and PPV before PEEP application [34].
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Practical Use of PPV in Patients with ARDS

The PPV is usually calculated from the arterial pressure waveform obtained with
an arterial fluid-filled catheter (either radial or femoral artery). The calculation of
PPV can be made either manually or automatically (Fig. 1). Manual determination
of PPV can be obtained after freezing the screen of the hemodynamic monitor.
Recent arterial pressure waveform-derived cardiac output monitors, such as
PiCCO™ and LidCO™, allow automatic calculation of PPV. The PPV value can be
displayed on the screen of the monitor and periodically updated.

As mentioned earlier, fluid management is a critical issue during ARDS since
fluid resuscitation, which is often required because of the coexistence of sepsis
and of PEEP application, can enhance pulmonary edema accumulation because of
the presence of increased lung permeability. In this context, where a conservative
fluid strategy is rather recommended [3], one may speculate that knowledge of
PPV could be particularly useful for limiting the amount of fluid administered to
the patient. Indeed, in the presence of low PPV (< 10 %), no beneficial hemody-
namic effect of fluid administration is expected to occur and the clinician may
judiciously choose to avoid volume resuscitation and might even adopt a fluid
depletion strategy in some cases until the appearance of a significant increase in
PPV [36]. In the presence of high PPV (above 12–15 %), the clinician has the
knowledge that a positive hemodynamic response to volume infusion would
occur if fluid were administered. The decision whether or not to infuse fluid will
then depend on the expected benefit/risk ratio and thus on the degree of severity
of other conditions such as circulatory failure, renal insufficiency or hypoxemia.
If available, quantitative markers of lung tolerance, such as extravascular lung
water (EVLW) measured using a PiCCOTM monitor or pulmonary artery occlu-
sion pressure (PAOP) using a pulmonary artery catheter can also be helpful in the
decision-making process.

PPV can also serve as a marker of the hemodynamic effects of PEEP in ARDS
patients. A high PPV before applying PEEP indicates that application of around
10 cmH2O of PEEP would significantly decrease the cardiac output [35]. More-
over, a significant increase in PPV after applying PEEP would confirm that the
cardiac output has actually decreased [35]. Thus, determination of PPV could
avoid the use of a sophisticated monitoring device with the only aim of assessing
the hemodynamic consequences of PEEP application. From a practical point of
view, it can be recommended that a trial at the initially desired level of PEEP is
conducted. If there is a large increase in PPV during the trial, the clinician may
then choose to infuse fluid or to reduce the level of PEEP, depending on other cri-
teria, such as the degree of PEEP-induced improvement in lung mechanics and
gas exchange and the severity of circulatory failure. In either case, the appropriate
interpretation of PPV requires perfect synchronization of the patient with the
ventilator (see below).

Limitations of the Use of PPV during ARDS

Although the usefulness of heart-lung interaction indices – such as PPV – to
detect preload responsiveness, is now well established, a number of limitations
must be remembered.
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) Persistence of Spontaneous Breathing Activity

PPV cannot be used in patients with spontaneous breathing activity as has been
demonstrated in at least three studies in critically ill patients [18, 37, 38]. This
limitation is important since a large proportion of patients with ARDS may trig-
ger their ventilator.

) Cardiac Arrhythmias

In cases of cardiac arrhythmias, the pulse pressure may vary for obvious reasons
independent of mechanical ventilation, such that the PPV cannot be interpreted
reliably [18].

) Low Tidal Volume Ventilation

The influence of tidal volume is a matter of debate. Obviously, for a given volume
status, increasing tidal volume by increasing both transpulmonary pressure and
intrathoracic pressure must increase PPV and vice versa. This has been confirmed
in experimental as well as in clinical studies [39–42]. However, at the same time,
increasing tidal volume can also decrease cardiac output mainly through a
decrease in systemic venous return related to increased intrathoracic pressure. In
this regard, increasing tidal volume can make preload responsive a patient who
was not preload responsive [43]. Therefore, it is quite possible that PPV keeps its
significance as a preload responsiveness index in case of increase in tidal volume
[43]. Conversely, decreasing tidal volume should increase venous return and car-
diac output [44] and potentially make preload unresponsive a patient who was
previously preload responsive. Therefore, it is theoretically possible that PPV
keeps its significance as a preload responsiveness index in case of decrease in
tidal volume.

In almost all the studies examining the predictive value of PPV, patients were
ventilated with tidal volumes ranging from 8 to 10 ml/kg. In a limited series of
patients suffering from various critical illnesses, it has been reported that PPV
was less predictive of volume responsiveness when tidal volume was < 8 ml/kg
than when tidal volume was & 8 ml/kg [14]. In addition, the threshold predictive
value of PPV was lower in the case of tidal volume < 8 ml/kg (8 % vs. 12.8 %)
[14]. Similar results were reported in another series of critically ill patients [45].
It must be stressed however, that low tidal volumes (around 6 ml/kg) are not gen-
erally applied to subjects with normal lungs but rather applied to patients with
ARDS who exhibit high plateau pressure and reduced lung compliance. Conse-
quently, during low tidal volume ventilation in patients with ARDS, respiratory
changes in transpulmonary pressure should remain greater than normal and in
spite of reduced lung compliance, cyclic changes in intrathoracic pressure may
still be high enough for PPV to predict volume responsiveness [46]. Moreover, in
ARDS patients ventilated with low tidal volume ventilation, application of rela-
tively high levels of PEEP (between 10 and 15 cmH2O) is now recommended [47].
This will result in increases in both transpulmonary pressure and intrathoracic
pressure and hence in PPV [35]. Interestingly, in a study performed in patients
with severe ARDS (mean PaO2/FiO2 96, mean static compliance 26 ml/kg) venti-
lated with low tidal volume (mean value 6.4 ml/kg), and high PEEP (mean value
14 cmH2O), PPV was better than static markers of preload, such as cardiac filling
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pressures, to predict fluid responsiveness and a 12 % threshold value was found
[28]. Additional studies in severe ARDS patients are, however, necessary to inves-
tigate whether or not PPV could be used in cases of low tidal volume ventilation
and high PEEP application.

Attempts have been made to improve the interpretation of PPV in cases of low
tidal volume. For example, it was proposed that PPV be normalized to transalveo-
lar pressure (plateau pressure minus PEEP) [45]. Unfortunately, with low tidal
volume ventilation (< 8 ml/kg), the PPV/transalveolar pressure ratio did not per-
form better than PPV alone in predicting fluid responsiveness in a series of criti-
cally ill patients including only a few ARDS patients.

) High-frequency Ventilation

The hypothesis that PPV is a marker of preload responsiveness is based on the
assumption that the decrease in left ventricular filling secondary to the insuffla-
tion-induced decrease in right ventricular stroke volume occurs 2–4 heart beats
later owing to the long pulmonary transit time. This occurs during expiration
when conventional mechanical ventilation is used. In case of high frequency ven-
tilation, it may be possible for the two events (decrease in right ventricular output
and decrease in left ventricular filling) to occur at the same period of the respira-
tory cycle (i.e., insufflation). Therefore, only minimal changes in stroke volume
would occur during mechanical ventilation resulting in low PPV even in cases of
biventricular preload responsiveness. De Backer et al. [48] recently addressed this
issue in a series of 17 fluid responsive patients. PPV was measured at a low respi-
ratory rate (14–16 breaths/min) and at the highest respiratory rate (30 or 40
breaths/min) achievable without altering tidal volume or inspiratory/expiratory
ratio. Increase in heart rate resulted in a decrease in PPV from 21 % to 4 % and
in respiratory variation in aortic flow from 23 % to 6 % [48]. The authors consid-
ered that PPV could be interpreted reliably when the heart rate/respiratory rate is
higher than 3.6, a condition that is frequently encountered in ARDS patients, in
whom tachycardia is frequently present, especially when they are fluid responsive.

) Right Ventricular Dysfunction

Another potential limitation of PPV in ARDS is related to the fact that, in some
patients with marked right ventricular dysfunction (or with acute cor pulmo-
nale), a significant PPV could result from a marked increase in right ventricular
afterload during insufflation and thus could reflect preload responsiveness of the
left ventricle but not of the right ventricle [49]. In this hypothesis, a high PPV
could be observed in cases of fluid unresponsiveness (false positive cases). In a
study performed in a series of 35 critically ill patients including a majority of sur-
gical patients, the authors reported 34 % of false positive cases [50]. They attrib-
uted this finding to a predominant effect of transpulmonary pressure on the right
ventricular afterload in presence of right ventricular dysfunction. However, it is
hard to be totally convinced by such a hypothesis since the transpulmonary pres-
sure was not very high as attested by the quite low plateau pressure and the pres-
ence of right ventricular dysfunction was probably overestimated with the tools
used by the authors to detect it. It has to be stressed that few ARDS patients and
no patients suffering from chronic right ventricular disease were included in this
study. In other studies performed in septic and/or ARDS patients, a far lower
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incidence of false positives was reported [8, 9, 14, 18, 21, 28] and the infusion of
fluid in patients with high PPV resulted in a decrease in PPV accompanying the
increase in cardiac output, even in cases of severe ARDS [35]. Interestingly, in
patients ventilated with tidal volumes & 8 ml/kg the PPV/transalveolar pressure
ratio was reported to perform better than PPV in predicting fluid responsiveness
by diminishing the number of false positive cases, presumably in relation to a
right ventricular ‘afterload effect’ [45].

Clearly, other markers of fluid responsiveness are thus required in cases of
spontaneous breathing activity, cardiac arrhythmias, high-frequency ventilation.
They may also be helpful in some dubious cases, for example, when a low PPV
is measured in case of low tidal volume, or when a high PPV is measured in
presence of severe right ventricular dysfunction. In all these conditions, a pas-
sive leg raising (PLR) test has been proposed [50] to assess preload responsive-
ness. In this short test, lifting the legs passively from the horizontal position
induces a gravitational transfer of blood from the lower limbs and from the
abdominal compartment toward the intrathoracic compartment, and thus may
act as a reversible ‘self volume challenge’ [51]. The real-time hemodynamic
response to PLR measured by ultrasonography or arterial pressure waveform-
derived cardiac output monitor has been demonstrated to accurately detect fluid
responsiveness in spontaneously breathing patients [18, 52–57]. Alternatively, an
end-expiratory occlusion test has been proposed in patients who are mechani-
cally ventilated but have conditions where PPV may potentially be unreliable
[57]. An increase in pulse contour cardiac output during a short end-expiratory
occlusion was reported to identify fluid responsive patients with a good accuracy
[56].

Finally, it must be stressed that preload responsiveness is a physiological phe-
nomenon related to a normal cardiac preload reserve, since both ventricles of
healthy subjects operate on the steep portion of the preload/stroke volume rela-
tionship. Therefore, detecting volume responsiveness cannot systematically lead
to the decision to infuse fluid. Such a decision must be based on the presence of
signs of cardiovascular compromise and must be balanced with the potential
risk of enhancing pulmonary edema development and/or worsening gas
exchange.

Conclusion

In mechanically ventilated patients, PPV has been demonstrated to be a more
accurate marker of preload responsiveness than static measures of preload.
Calculation of PPV can be helpful in the management of ARDS patients in
terms of fluid and PEEP titration. However, appropriate use of PPV requires
perfect synchronization of the patient with the ventilator and the presence of a
regular cardiac rhythm. Further studies are required to investigate whether
PPV and other heart-lung interaction indices can be appropriately used as pre-
dictors of preload responsiveness in severe ARDS patients ventilated with low
tidal volumes.
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Introduction

It is very hard to find a precise definition for what is one of the most commonly
carried out interventions on intensive care units (ICUs) around the world. A fluid
challenge is commonly understood to be a diagnostic intervention designed to
give an indication of whether a patient with hemodynamic compromise will ben-
efit from further fluid replacement. The principle is to administer a pre-deter-
mined volume of intravenous fluid over a short period of time while measuring
a change in the patient’s cardiovascular parameters. The aim is to differentiate
hypovolemia, or relative hypovolemia, which might improve with further fluid,
from cardiac failure or a full intravascular volume in which case further fluid will
not improve things and may cause deterioration.

Patient Selection

A fluid challenge is usually indicated where there is clinical suspicion of hypovo-
lemia or organ hypoperfusion as evidenced by changes in a patient’s cardiovascu-
lar parameters. Causes of a low circulating volume are manifold. Some may be
obvious, such as external losses in external hemorrhage, gastrointestinal losses,
high urinary losses and burns. Others may be less obvious such as internal hem-
orrhage or distributive changes, e.g., in sepsis, inflammation or cardiac failure
[1]. In Michard and Teboul’s review of fluid challenges carried out in ICUs, the
indications used by various authors to suspect a low circulating volume and a
potential benefit of further fluid were the following [2]:

) Cardiac index < 2.5–3.5 l/min/m2

) Systolic BP < 90 mmHg
) Heart rate > 120 bpm
) Oliguria (urine output < 25–30 ml/h)
) Lactic acidosis
) Oxygen delivery < 600 ml/min/m2

) Cool extremities
) The need for vasoactive drugs
) Pulmonary artery occlusive pressure (PAOP) < 18 mmHg

Probably the most important indication cited was a clinical impression that car-
diac output was inadequate and would respond to volume loading [2]. This is
because none of the above signs and parameter changes is on its own specific;
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however, an overall assessment of the patient’s presenting history combined with
their clinical signs allows a physician to make an impression as to the likelihood
of hypovolemia being present.

It is important to recognize the difference, however, between a patient who
obviously needs fluids (the risk/benefit balance is in favor of immediate resuscita-
tion) and one where the balance is more delicate. Therefore, a patient who is in
hemorrhagic shock should obviously be resuscitated, whereas in a patient with
septic shock who also has acute respiratory distress syndrome (ARDS) the situa-
tion is not so clear and they should undergo a fluid challenge rather than just
blind intravenous volume administration.

Principle Behind the Fluid Challenge

Cardiac output is determined by a combination of stroke volume and heart rate.
Stroke volume is a further product of afterload, ventricular contractility and pre-
load. In a fluid challenge it is preload that is the variable that we are looking to
affect.

Cardiac output can also be defined by a cardiac function and a venous return
curve. A fluid challenge is initially aiming to affect the return function. Preload
is the result of the return function and is governed by venous return, itself deter-
mined by a combination of vascular resistance to venous return and the gradient
between mean systemic filling pressure and right atrial pressure. By giving a
bolus of fluid in a fluid challenge you hope to increase circulating volume. This
distends venous blood vessels, reducing resistance and increasing mean systemic
pressure and, therefore, the gradient between mean systemic pressure and right
atrial pressure, both leading to an increase in venous return and therefore pre-
load [3] (Fig. 1).

The Frank-Starling mechanism explains how an increase in preload can lead to
an increased force of ventricular contraction and, therefore, an increased stroke
volume – a length-tension relationship. To understand how the Frank-Starling
mechanism works we have to look at the physiology of the basic unit of a muscle
fiber, the sarcomere. The length at which a muscle fiber develops greatest isomet-
ric active tension is defined as the optimum length [4]. In skeletal muscle, the
resting sarcomere length is already approximately at the optimal length and fur-
ther stretching reduces tension and contraction. However, in cardiac muscle, rest-
ing sarcomere length is less than the optimal length and lies on the rising part of
a curve (Fig. 2). A further stretch of the sarcomere (e.g., by increased preload)
causes an increase in length to a value nearer the optimum length and contrac-
tion is increased. This was initially thought to be due to the number of actin-
myosin crossbridge overlaps increasing as the optimum length is approached,
however the actual mechanism appears to be an increase in the sensitivity of tro-
ponin binding for calcium as length increases [5]. The length-tension curve levels
out and even starts to dip as the sarcomere is stretched past its optimum length.
This is explained by the reduction in the number of overlapping actin and myosin
filaments able to form cross-bridges. Translating this into the physiology of a
fluid challenge involves a starting hypothesis that the patient’s current preload
lies on the rising part of the length-tension relationship curve due to a sub-opti-
mal filling volume. By giving a quick volume bolus you will increase the preload,
and shift up the curve to a more optimal stretch length and, therefore, an
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Fig. 1. This graph adapted from Guyton demonstrates two venous return curves intersecting two car-
diac function curves. The normal venous return is zero at the intersection with the x-axis (right atrial
pressure of about 8 mmHg). This is because in this example the mean systemic pressure (MSP) (the
mean pressure pushing blood back towards the heart) is 8 mmHg before a fluid challenge and when
the right atrial pressure equals the MSP there is no gradient and therefore no flow into the heart.
Venous return increases as right atrial pressure falls and the gradient for venous return increases until
a point where the right atrial pressure becomes negative and this negative pressure causes thoracic
veins to collapse limiting the volume of venous return. Cardiac output occurs at the intersection with
the normal cardiac function curve at point 1. Increasing blood volume by a fluid challenge in a heart
with a suboptimal preload increases the MSP therefore increasing the gradient for venous return to
occur, and increases the diameter of venous vessels reducing resistance to return and shifting the
venous return curve up and to the right. This gives the increased venous return curve which intersects
the normal cardiac function curve at a higher cardiac output at point 2 demonstrating the benefit of
a fluid challenge in this situation. Also, as stroke volume increases with the increased preload, right
atrial pressure hardly increases at all as the extra volume is ejected by the ventricle. In a failing heart,
as demonstrated by the impaired cardiac function curve, the normal venous return curve intersects at
a higher right atrial pressure giving a lower cardiac output (point 3). As the heart function is impaired,
giving a fluid challenge fails to improve the cardiac output significantly as the preload and stretch is
already likely to be towards the top of the Frank-Starling curve, and this is confirmed with the intersec-
tion with the increased venous return curve (point 4) demonstrating an insignificant improvement in
cardiac output with a bigger increase in right atrial pressure likely due to the inability of the failing
heart to deal with the extra return volume.

increased contraction and stroke volume. However, if for whatever reason preload
is already adequate and stretch is already at the optimum length, a fluid challenge
will not lead to any increases in stroke volume and may serve as a warning that
if further fluid is given the heart will not be able to pump this extra volume and
it will accumulate as peripheral and pulmonary edema.

The main principle that sits behind the fluid challenge is the fact that this is a
‘stress’ test. Increased intravascular volume, will lead to an increased right ven-
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Fig. 2. Varying response to stoke volume with increasing preload as per the Frank-Starling mechanism.
In a fluid challenge with the patient with a suboptimal preload stroke volume should increase by
> 10 % (a-b). Once preload is optimized, stroke volume will no longer significantly increase (c-d) and
if the heart is failing, theoretically you could see a decrease in stoke volume with further fluid and
increased preload (e-f) although this has never been demonstrated in vivo.

tricular preload and then the test is to see how the heart reacts to this challenge.
It should, therefore, be evident that it is vitally important for the test to ‘challenge’
the right ventricle. Insufficient fluid will lead to a negative response, not necessar-
ily because the heart is not preload responsive but because the right ventricular
preload was not increased (and then by Starling’s law it should be obvious that
contraction will not change).

Application of the Fluid Challenge

Before starting a fluid challenge, the first decision is what form of fluid resuscita-
tion to use. The choices are colloid or crystalloid. Both have advantages and dis-
advantages, with a hyperosmotic colloid infusion likely to have a bigger hemody-
namic impact than the same volume of isotonic crystalloid, but with colloids hav-
ing small risks of interactions with clotting function and anaphylaxis. In a recent
analysis of 406 fluid challenges in ICUs, 62 % of the challenges used colloid, 38 %
crystalloid [2]. Recent evidence from the Saline versus Albumin Fluid Evaluation
(SAFE) trial seems to suggest that either is as a safe as the other, so probably it
makes little difference which fluid is used [6]. The next choice is how much vol-
ume to infuse. Some studies into fluid challenges do not infuse a pre-determined
amount but instead give volume until a hemodynamic threshold is reached (e.g.,
until PAOP increases by 3 mmHg) [7]. However, the vast majority of fluid chal-
lenges give a set volume. The Surviving Sepsis resuscitation bundle recommends
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1000 ml of crystalloid or 300–500 ml of colloid over 30 minutes [8]; however, a
commonly used fluid challenge in intensive care would be 250 ml of colloid run
in stat over 5–10 minutes.

One way of ensuring that enough fluid has been given in order to challenge the
ventricle is to look at the filling pressures. Central venous pressure (CVP) can be
used as a target for appropriate ‘challenging’ of the ventricle. If the CVP has
increased by 2 mmHg, then the right ventricular end-diastolic volume will almost
certainly have increased and this stretch should be sufficient to challenge the
heart. Some authors would, therefore, advocate giving enough fluid over a quick
period of time to increase the CVP by 2 mmHg. Remember, however, that this is
only the guide to doing the challenge, the important variable is then the change
in response of stroke volume.

The most important decision is to define how the impact of the fluid challenge
will be measured and what will determine a successful or unsuccessful challenge.
If cardiac filling pressures were a reliable indication of ventricular preload then
CVP and PAOP (as an indication of left atrial filling pressure) would be ideal for
determining any responsiveness to a fluid challenge, the theory being that small
or no increases in filling pressures would indicate the heart was increasing the
stroke volume in response to increased filling (coping with the extra volume) and
as cardiac output was improving, preload was not optimal. If there was a signifi-
cant rise in CVP or PAOP with fluid it would demonstrate that the heart was not
able to deal with the increased blood volume and pressure was ‘backing up’ and
more fluid would be detrimental. Unfortunately, despite this dynamic use of CVP
and PAOP making physiological sense, it has never been properly investigated.
CVP and PAOP have been looked at in different ways and there is strong evidence
that neither baseline nor changes in CVP or PAOP are reliable predictors of fluid
responsiveness. There are also studies that show no correlation between CVP
level and actual blood volume, i.e., a patient with a high CVP is as likely to have
a low circulating blood volume as a patient with a low CVP [9, 10]. This inability
of CVP and PAOP to predict fluid challenge responders may be because preload
is not only determined by the filling pressures, but also by afterload and perhaps
most importantly by ventricular compliance, which is likely to be affected in criti-
cal illness.

CVP and PAOP can still be useful measurements in a fluid challenge by using
dynamic rises as a guide that further fluid risks overloading that patient. A signif-
icant increase in CVP or PAOP immediately after a fluid challenge without any
improvement in indicators of cardiac output may indicate right or left ventricular
dysfunction with a risk of systemic or pulmonary edema. These parameters can,
therefore, act as a safety net although they should not be used to help predict
whether a patient will be fluid responsive [8]. We provide an example of a proto-
col evolved from Weil and Henning’s work in the 1970s [11] and adapted from
Venn et al. [12], which serves as a guide to interpreting increases in CVP and
PAOP during and after a fluid challenge that might indicate that optimal cardiac
filling pressures have been exceeded (Table 1)

Interestingly there is no gold standard used in the literature of what should be
measured and to what degree increase in this variable should be seen as a posi-
tive response. The optimal parameter to decide whether a fluid challenge is suc-
cessful is probably stroke volume. In most studies, a successful fluid challenge is
defined by an increase in stroke volume of 10–20 % [2]. Measuring cardiac out-
put either invasively or non-invasively is another outcome parameter commonly
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Table 1. An example of a safety protocol using monitoring of central venous pressure (CVP) or pulmo-
nary artery occlusion pressure (PAOP) during a fluid challenge (modified from [12])

CVP PAOP Action

During fluid challenge Increases > 5 mmHg Increases > 7 mmHg Stop infusion,
WAIT and reassess

Following fluid challenge Increases 3–5 mmHg Increases 3–7 mmHg WAIT and reassess

Following fluid challenge Increases < 3 mmHg Increases < 3 mmHg Safe to repeat fluid
bolus if indicated

Table 2. An example of one successful and two unsuccessful fluid challenges using a central venous
pressure (CVP) safety protocol from Table 1 and using 250 ml colloid given over 5–10 minutes with
a cardiac index increase of > 15 % indicating a successful outcome (adapted from [1]). In Example 1,
there is an increase of > 15 % in cardiac index with a fluid challenge indicating that the patient’s car-
diac filling pressures were suboptimal and the patient has responded to fluid. CVP has stayed within
safety limits. In Example 2, there has been no increase in cardiac index and CVP has increased by
4 mmHg indicating that the patient has not responded to fluid and the CVP rise may indicate increased
filling pressures and that further fluid will not be of benefit. In Example 3, the CVP has risen by
6 mmHg, a significant rise in filling pressure with a corresponding fall in cardiac index. As indicated in
our safety protocol, the fluid challenge should be stopped as soon as the CVP increases by more than
5 mmHg as this CVP increase suggests optimal filling pressure have been exceeded and with no
increase in cardiac index further fluid risks overload and pulmonary edema.

Example 1 Example 2 Example 3

Time Baseline 5–10
mins

Baseline 5–10
mins

Baseline 5–10 mins

Cardiac index 2.7 3.4 3.2 3.2 2.9 2.7

CVP 9 10 8 12 12 18

Outcome Successful Repeat Unsuccessful Wait and
reassess

Unsuccessful Stop chal-
lenge and
reassess

used; however cardiac output will also be affected by changes in heart rate. Other
parameters that can be used depending on the patient and facilities available
include mean arterial pressure (MAP), mixed venous saturations, lactate, heart
rate, urine output, stroke volume variation, or even right end diastolic volume
index. The most important thing is to decide on the parameter before starting the
challenge, to measure the parameter dynamically if possible, and to clearly define
what will be judged as a significant increase in that parameter. We present an
example of a fluid challenge protocol using cardiac index as a measured outcome
modified from Vincent and Weil [1] (Table 2). It is important to reduce any vari-
ables that may influence the outcome of the fluid challenge to a minimum. This
involves avoiding changes in patient position or changes in infusions of inotrope
or vasoactive drugs during the challenge.

It is important to mention that while a positive fluid challenge in a hemody-
namically unstable patient may indicate that they will increase their cardiac out-
put with further volume, this does not necessarily mean the patient should be
given more fluid. This is a more clinical question and should be determined by an
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overall assessment of the specific patient’s needs. A negative fluid challenge indi-
cates that further volume will not be beneficial and the challenge should not be
repeated unless there is a change in the patient’s underlying status or hemody-
namic variables. Critical illness and intensive care therapy are dynamic processes
with changes in cardiovascular tone or administration of inotropic or vasoactive
drugs potentially making a non-responder a responder and vice versa.

Maximal Stroke Volume

Many authors describe the concept of maximal stroke volume [12–14]. This is
where multiple fluid challenges are used in order to identify the flat part of the
left ventricular function curve, or the ‘maximal stroke volume’. This is an impor-
tant concept to understand as it has been shown to improve outcomes in the peri-
operative period [12, 14]. The important point to understand is that although the
term ‘maximal’ is used, it is not really what the investigators were doing. In real-
ity, the challenges were being performed to achieve an increase in stroke volume
of at least 10 %. This will probably put the patient still onto the rising part of the
function curve and most definitely not reside within the flat part. If we use a
lower level of increase in stroke volume, then two consequences may occur. One
is that detecting the change many not have suitable precision for this small varia-
tion [15] and second that, especially in a young patient with a normally function-
ing heart, excess fluids may be given which will lead to very high filling pressures
and tissue (and pulmonary) edema.

Risks

A fluid challenge is generally a very safe intervention. The main risk is of fluid
overload, either systemic leading to peripheral edema or in the pulmonary circu-
lation leading to pulmonary edema and worsening gas exchange. This risk is
somewhat tempered by the fact that you are administrating a small amount of
fluid as a diagnostic procedure that should indicate if a patient is not fluid
responsive and potentially prevent greater amounts of fluid being given inappro-
priately. Therefore, the risks of fluid overload should if anything be reduced by a
correctly performed fluid challenge. There remain potential risks of raised intra-
cranial pressure in brain injured patients. The risks of fluid overload with fluid
challenges in patients in renal failure are now reduced due to the increased avail-
ability of hemofiltration on ICUs [1].

Conclusion

As long as the indications for a fluid challenge as well as the potential successful
and unsuccessful outcomes are defined and understood, it is a safe, simple and
reproducible tool for the assessment and optimization of fluid replacement in
hemodynamically unstable critical care patients.
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Introduction

Perioperative fluid and volume therapy is an important aspect relevant to out-
come in the treatment of patients undergoing surgery and on the intensive care
unit (ICU). New findings concerning the endothelial surface layer, its physiologi-
cal functions and its role under pathological conditions, have led not only to a
new understanding of the vascular barrier function, but also to challenges to tra-
ditional strategies for volume replacement in the operating room (OR) and in the
ICU. The various studies comparing restrictive versus liberal fluid management
are not directly comparable and are in most instances neither related to the phys-
iological basis of perioperative fluid loss, nor do they differ between colloid and
crystalloid administration for volume resuscitation.

Numerous different aspects contributing to perioperative volume resuscitation
and fluid substitution have been the focus of basic and clinical research during
recent years. Basically, three questions are intrinsically tied to infusion manage-
ment:

1. What happens to intravascular fluid and why?
2. Which solutions should be used for fluid or volume replacement?
3. Can we deduce a rational strategy for infusion management?

During recent years, basic research has opened up new insights into the function
of the endothelial vascular barrier and, in particular, into its functional changes
during inflammation or other pathophysiological circumstances. Furthermore,
experimental and clinical trials investigating the effects of crystalloid and colloid
solutions – and their natural and artificial representatives – have shown quite
conflicting results. The same accounts for the mainly clinical studies that have
primarily focused on clinical goals to guide infusion therapy. However, all those
aspects cannot be separated from each other when defining a rational strategy for
infusion management.

Thus, we here first summarize current knowledge about the function and dys-
function of the endothelial vascular barrier and the effects of the different volume
solutions in order to enable a rational concept of volume and fluid management
to be developed based on current research regarding these topics.
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The Physiological Basis: What Happens to Intravascular Fluids
and Why?
Why Does Fluid Stay Within the Vasculature? The Vascular Barrier!

Two-thirds of human body fluid is located in the intracellular compartment. The
remaining extracellular space is divided into blood plasma and the interstitial
space. Both compartments communicate across the vascular barrier to enable
exchange of electrolytes and nutriments as the basis for cell metabolism. The pos-
itive intravascular pressure continuously forces blood towards the interstitial
space. Under physiological conditions, large molecules, such as proteins and col-
loids, cannot cross the barrier in relevant amounts, which is a necessity for regu-
lar function of the circulation; otherwise the intravascular hydrostatic pressure
would lead to uncontrollable loss of fluid towards the interstitial space and dis-
seminated tissue edema [1]. Already in 1896, Ernest Starling suggested an inter-
stitial colloid osmotic pressure (COP) far below the intravascular pressure. The
concentration gradient across the vascular barrier generates a flow, which is
directed into the vasculature. It opposes the hydrostatic pressure and results in a
low filtration per unit of time. According to the Starling principle, only the endo-
thelial cell line is responsible for providing vascular barrier function [2]. How-
ever, this classic concept cannot be completely sustained. Recent findings actually
demonstrate similar protein concentrations in the intravascular and the intersti-
tial spaces without causing vascular barrier dysfunction. In a rat mesenteric
microvessel model, interstitial COP was nearly 70 % of intravascular osmotic
pressure, which suggests, in contrast to the classical Starling concept, an only
minor role for the interstitial protein concentration [3]. According to this theory,
the endothelial cell line cannot be the only structure securing the transendothe-
lial fluid balance [3]. Traditionally not recognized, the endothelial glycocalyx
plays a pivotal role in this context. Healthy vascular endothelium is coated by
transmembrane syndecans and membrane-bound glypicans containing heparan
sulfate and chondroitin sulfate side chains, which together constitute the endo-
thelial glycocalyx [4, 5]. Bound plasma proteins, soluble glycosaminoglycans and
hyaluronan attach the glycocalyx to the endothelial surface layer, which is subject
to periodic constitution and degradation. The endothelial surface layer has a
thickness of around 1 ` m, in large arterial vessels even 4 ` m, and is therefore
slightly thicker than the endothelial cell itself [4]. Under physiological conditions,
the endothelial surface layer binds around 800 ml blood plasma, so the plasma
volume can be divided into a circulating and non-circulating part [6]. Accord-
ingly, the glycocalyx seems to act as a molecular filter retaining proteins and
increasing the oncotic pressure within the endothelial surface layer. A small space
between the anatomical vessel wall and the endothelial surface layer remains
nearly protein-free [3]. Fluid loss across the vascular barrier seems to be limited
by an oncotic pressure gradient within the endothelial surface layer, not across
the whole anatomical vessel wall [7]. Starling’s classical principle was, therefore,
modified to the ‘double-barrier-concept’ in which not only the endothelial cell
line but primarily the endothelial surface layer, formed by the glycocalyx and
plasma proteins, constitutes the vascular barrier [7]. Therefore, an intact endo-
thelial surface layer is a necessity for a regular circulation of blood. Under physio-
logical conditions, the endothelial surface layer also provides a certain distance
between blood cells and the anatomical vessel wall even in the smallest capillary
vessels. In the past this effect was described as the physical ‘Fahraeus-Lindqvist-
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Effect’ [8]. Not surprisingly, destruction of the glycocalyx by heparinase, an
enzyme shedding heparin sulfate from the glycocalyx, selectively increased the
physiologically lower capillary hematocrit nearly to levels of major blood vessels
[9]. Thus, the ‘Fahraeus-Lindqvist-Effect’ cannot be the only mechanism explain-
ing the distance between blood cells and vessel walls.

Degradation of the Vascular Barrier: Reasons and Consequences

The endothelial surface layer constitutes the first contact surface between blood
and tissue and, therefore, seems to be involved in many processes concerning not
only vascular barrier function, but also inflammation and the coagulation system.

A number of studies have identified various agents and pathophysiological sit-
uations that impair the endothelial surface layer thickness and the glycocalyx
scaffolding. These experimental data could be confirmed by a clinical investiga-
tion showing increased plasma levels of syndecan-1 and heparan sulfate in
patients with global or regional ischemia undergoing major vascular surgery. The
dimension of glycocalyx degradation was proportional to the duration of ische-
mia in this study [10]. In addition to ischemia/reperfusion injury, several circu-
lating mediators are known to initiate degradation of the glycocalyx. Tumor
necrosis factor (TNF)-α, oxidized lipoproteins and cytokines, proteases and
heparanase from activated mast cells are well described actors in the systemic
inflammatory response syndrome, leading to a reduction in the endothelial sur-
face layer thickness [4, 5]. Shedded heparan sulfates have a chemotactic impact
on leukocytes and additionally promote their accumulation at the site of inflam-
mation [11]. Thus, destruction of the glycocalyx could be a trigger for increased
leukocyte adhesion and increased transendothelial permeability leading to the
development of tissue edema. Under physiological conditions, endothelial adhe-
sion molecules are covered at a dimension of some tens of nanometers by the
intact endothelial surface layer. Degradation of the covering glycocalyx allows
direct contact of adhesion molecules to immunocompetent cells in blood plasma
and, therefore, firm leukocyte adhesion [4]. In addition, the endothelial surface
layer influences the coagulation system. It binds tissue factor and fibrinogen and
participates in platelet adhesion to the vascular wall [12].

Interestingly, hypervolemia may also lead to a degradation of the endothelial
surface layer and the glycocalyx. In isolated guinea pig hearts, Bruegger et al. [13]
demonstrated a shedding of glycocalyx caused by atrial natriuretic peptide, which
is released from atrial cells during hypervolemia. Hypervolemia resulting from
inappropriately high fluid administration may, therefore, cause iatrogenic damage
to the glycocalyx.

The influence of inflammatory mediators on the endothelial glycocalyx and the
dramatic consequences of its degradation, the collapse of the endothelial surface
layer, were shown by Nelson et al., who found increased plasma levels of glycos-
aminoglycans in septic patients [14]. In addition, syndecan-1 levels were 10 to
100-fold increased and correlated to the cardiovascular sequential organ failure
assessment (SOFA) score in their patients. Moreover, the median glycosaminogly-
can levels were higher in patients who did not survive [14].

342 K. Heckel, M.S. Strunden, and D.A. Reuter

VIII



Fluid Balance: Where Do Fluids Get Lost?

Fasting and fluid losses prior to and during surgery or during an ICU stay lead to
a deficit in fluid balance. The first type of fluid loss primarily affects the intravas-
cular and the interstitial space and consists of urine production and insensible
perspiration. Physiologically this loss is replaced by free water absorbed from the
gastrointestinal system. Because this mode of replacement is limited in fasted
patients, physicians have to compensate it artificially by infusing crystalloid solu-
tions. Of course, the composition of the used infusion should be similar to the
physiologic condition in order to avoid acid-base disorders, which is the rationale
for balanced crystalloid infusions. Second loss (primarily blood losses) affects
initially the intravascular compartment [4]. Consequently, the first type of fluid
loss is attenuated by redistribution between the intracellular, interstitial and
intravascular space slowly and rather causes dehydration, while the second type
of loss leads to acute hypovolemia.

Hypovolemia and extravascular dehydration after a fasting period is regularly
described in anesthesia text books. It is recommended that these fluid losses be
replaced and that perioperative fluid loss, which is caused by insensible perspira-
tion and evaporation from wounds and exposed gut, be adjusted by infusion rates
of up to 10 ml/kg per hour or even higher. However, it is now well known that in
contrast to these recommendations the fasting period before elective surgery does
not lead to hypovolemia in all patients. Even after ten hours of fasting, blood vol-
ume is normal in cardiovascular healthy patients and preoperative fluid reloading
is, therefore, not justified [15]. Jacob et al. measured plasma and red cell volume in
53 gynecological patients suffering from cervical malignancy directly before sur-
gery and their results may be transferable to similar low invasive surgery. Patients
undergoing major abdominal surgery or suffering from severe cardiovascular dis-
ease will probably require different treatment. However, there is as yet no valida-
tion with direct blood volume measurements in these groups of patients.

Undifferentiated volume loading leads to acid-base-balance disorders and
increased liberation of atrial natriuretic peptide, which is known to degrade the
endothelial glycocalyx and can, therefore, cause increased vascular permeability
[13, 16]. However, fluid losses from insensible perspiration are obviously overesti-
mated in many patients; Lamke et al. in 1977 showed a loss of only 1 ml/kg per
hour, even when the abdominal cavity was opened [17]. Based on these consider-
ations, it should theoretically be adequate to substitute only the described losses
plus any blood loss in order to obtain a normal blood volume, but in daily clini-
cal routine much greater amounts of fluids are frequently infused. This strategy is
based on the assumption that generous fluid administration may prevent hypo-
tension, which is, as well as application of vasoconstrictors, seen as a reason for
postoperative renal failure [18]. However, it has not yet been shown that a liberal
infusion regime would decrease the incidence of acute renal failure. Moreover,
reduced renal function seems to be a physiological stress response of the body to
protect its fluid compartments [19]. There is also no evidence for an increased
occurrence of postoperative renal dysfunction when normovolemia is secured
after surgery [19]. In addition, it is questionable whether fluid administration is
an appropriate means of preventing the negative inotropic and vessel-dilatating
effects of general anesthesia or sedation.

Nevertheless, our daily observation is that patients require a much greater
amount of fluids than suggested by the considerations above. As shown by blood
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volume measurements, major surgery indeed causes a deficit of 3–6 l in perioper-
ative fluid balance (measurable input minus measurable output) [20, 21]. This
shift is not only an intraoperative problem. The peak persists up to 72 h after
trauma or surgery [22]. But where has the fluid gone?

The common explanation is a fluid shift into the so-called ‘third’ space. This
third space can be divided into an ‘anatomical’ and a ‘non-anatomical’ part. Phys-
iologic fluid shifting from the vessel towards the interstitial space across an intact
vascular barrier contains only small amounts of proteins and small molecules and
does not cause interstitial edema as long as it can be quantitatively managed by
the lymphatic system. Losses into the ‘anatomic’ space are based on the described
physiological mechanism, but in a pathological quantity [1, 4]. Excessive admin-
istration of crystalloids leads to an overload of the interstitial space and the
capacity of the lymphatic system is surpassed. The consequence of this mecha-
nism is formation of interstitial edema. Redistribution between intravascular and
interstitial spaces solves this disturbance only temporarily.

The ‘non-anatomic’ third space in contrast is believed to be a compartment
separated from the interstitial space [1, 4]. Losses towards this compartment are
therefore assumed to be trapped and lost for extracellular exchange. Cited exam-
ples for classical ‘non-anatomic’ third space losses are fluid accumulation in trau-
matized tissues, bowel, and peritoneal cavity.

Despite intensive research using various techniques, a classic third space has
never been identified. Fluid is rather shifted from the intravascular to the intersti-
tial space [1]. Regarding this, Chappell et al. [1] classified two types of fluid shift-
ing:

) Type 1, occurring always, represents the physiological, almost colloid free
shift out of the vasculature. This shift happens even if the vascular barrier is
intact, occasionally also at pathological amounts as described above.
) Type 2 is the pathological shift, which is caused by a dysfunction of the vas-

cular barrier. In contrast to type 1, fluid crossing the barrier now contains
proteins close to plasma concentrations [1]. Two factors lead to this type 2
fluid shift: First, surgical manipulation leads to endothelial damage and
increases capillary protein permeability excessively. In animal experiments,
interstitial fluid increased by about 10 % during realization of an enteral
anastomosis without any fluids being infused [23]. Interestingly, a moderate
concomitant administration of 5 ml/kg of crystalloid infusion doubled this
edema. Second, iatrogenic hypervolemia damages the glycocalyx and can,
therefore, cause an extensive shift of fluid and proteins towards the tissue
[20, 21].

It has been a common assumption that, in contrast to crystalloids, colloids would
stay within the vasculature. This theory was principally questioned by Rehm et
al., who described a distinctive context sensitivity of artificial colloids. On the
basis of direct blood volume measurement these authors found a volume-effect
above 90 % when an iso-oncotic hydroxyethyl starch (HES) solution was infused
carefully titrated to the actual blood loss. In contrast, two-thirds of the infused
volume left the vascular bed immediately when the same amount was adminis-
tered as a bolus in a normovolemic patient [20, 21]. Thus volume-efficiency of
colloids depends on the situation and the way in which they are given and their
high therapeutic potency obviously requires the right indication and careful titra-
tion to the actual blood loss. Otherwise, inadequately high amounts of fluid cause
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protein loss towards the interstitial space of nearly one third of the total intravas-
cular protein content [4]. This, when considering the double barrier concept,
even intensifies fluid loss into the interstitial space and further promotes forma-
tion of tissue edema. This is reflected in clinical data published nearly two
decades ago. In 1990, Lowell et al. showed a weight gain of more than 10 % in
comparison to the preoperative weight in over 40 % of the patients admitted to
the ICU after major surgery. Furthermore, the increase in body weight, as a sign
for interstitial edema, correlated strongly with mortality in this observation [24].

Fluid Replacement: Which Fluid is the Adequate Drug for Which
Disease?

Dehydration or Hypovolemia: What is the Treatment Intention?

As mentioned above, dehydration of the extravascular compartment and acute
intravascular hypovolemia, are two different clinical aspects and, therefore,
deserve different therapeutic considerations. Urine production and insensible
perspiration cause a loss of electrolytes and colloid-free fluid from the interstitial
space. Only secondly does this have an impact on the intravascular compartment.
Thus, the resulting dehydration has to be treated by refilling the interstitial space
and replacing further losses by crystalloid infusions [1]. In practice, only the
intravascular compartment can be accessed, even if the intention is to treat the
interstitial space. However, crystalloids freely distribute between interstitial and
intravascular space if the vascular barrier is intact.

In contrast, acute hypovolemia with its potentially life-threatening conse-
quences at first affects the intravascular compartment. The primary goal of the
cardiovascular system is to supply adequate amounts of oxygen to meet the meta-
bolic demands of the body. Circulatory shock, regardless of its etiology, causes
tissue hypoperfusion with subsequent tissue oxygen debt, cellular dysfunction
and organ injury. Cell death may occur proportional to the duration and the
degree of tissue hypoperfusion as quantified by oxygen debt [25]. Hence, the tar-
get of volume resuscitation is to maintain adequate tissue perfusion in order to
ensure tissue oxygenation. Hypovolemia, as well as hypervolemia, can lead to
decreased tissue perfusion with subsequent organ failure [26] and even supple-
mental oxygen does not improve oxygenation in hypoperfused tissues [27]. Hypo-
volemia is a frequent cause for hemodynamic deterioration; securing adequate
intravascular volume and tissue oxygenation is thus a major mission for physi-
cians.

Because of their free distribution over the intact vascular barrier, crystalloids
are not suitable for volume resuscitation in acute hypovolemia. Additionally, lost
colloids and proteins cause decreased intravascular oncotic pressure, which
would even be aggravated by administration of colloid-free crystalloids and
would force the formation of interstitial edema. Thus solutions that mainly
remain within the intravascular space and maintain oncotic pressure are needed
to treat acute losses of plasma volume effectively, i.e., colloids.

Crystalloids

Crystalloids distribute freely across the intact vascular barrier. Only one fifth of
the intravenously infused amount remains intravascular [1]. A four fold amount
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of crystalloid infusion is needed to reach the same intravascular volume effect in
comparison to colloid infusion [28]. Whether this relation differs in critically ill
patients suffering from impaired glycocalyx barrier function is the target of cur-
rent clinical and experimental investigations. Verheij et al. found no differences in
pulmonary permeability and lung injury score when comparing saline fluid load-
ing to colloid fluid loading in patients after cardiac and major vascular surgery
with the exception that only fluid loading with HES improved cardiorespiratory
function parameters [29].

In line with the double barrier concept [1, 4] and the direct blood volume
measurements made by Rehm et al. [20, 21] one could assume that colloids dis-
tribute as freely as crystalloids across the vascular barrier if it is seriously
impaired. But, whether these findings, comparing crystalloids against colloids for
volume resuscitation, are generally applicable to every critically ill patient with a
more or less impaired vascular barrier is questionable, because we do not have
any valid surrogate parameter for measuring vascular barrier function of a
patient at the bedside. However, volume resuscitation, not the compensation of
dehydration, with crystalloid infusions led to respiratory distress syndrome, cere-
bral edema and abdominal compartment syndrome in patients with major
trauma [30].

Moreover, large amounts of saline infusion promote development of hyperch-
loremic acidosis and increase the demand for bicarbonate substitution to main-
tain a physiological pH-value [31]. Although there is ongoing discussion about
the pros and cons of balanced crystalloid solutions, their use is beneficial to avoid
acid-base disorders [32].

Colloids

The only natural colloid used clinically is albumin. Artificial colloids include gela-
tin, dextran, and HES solutions (Table 1). Investigations during an observational
study observing the effects of HES on renal function showed a considerable varia-
tion in colloid use across European countries. HES and gelatin were most used,
whereas albumin was used less commonly [33].

Under physiologic conditions, albumin is the molecule mainly accountable for
the intravascular osmotic pressure and should therefore be an ideal colloid to
restore protein losses from the vasculature. But, as a natural colloid, albumin may
cause severe allergic reaction and immunologic complications. A number of trials
using albumin for the treatment of hypovolemia in ICU patients are available. A
Cochrane review of 30 randomized controlled trials including 1419 patients
showed no evidence for a reduced mortality in critically ill patients with hypovo-
lemia or burns compared to crystalloid infusions. Usage of albumin may contrari-

Table 1. Commonly used intravenous solutions

crystalloids colloids blood components

natural colloids artificial colloids

glucose solutions albumin dextran whole blood
sodium chloride solutions gelatin erythrocyte concentrate
electrolyte solutions, unbalanced HES 130 fresh frozen plasma
electrolyte solutions, balanced HES 200
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wise even increase mortality [34]. More recently, the SAFE study including 6997
patients and comparing albumin to normal saline fluid resuscitation found no
beneficial effects nor increased mortality after 28 days in the albumin group. In
addition, no significant differences in days spent in the ICU, days spent in the
hospital and days of mechanical ventilation or renal-replacement therapy were
observed [35]. Thus, isooncotic albumin obviously has no adverse effects on the
outcome of critically ill patients, but also does not improve mortality. Treatment
with albumin in a 20 % concentration, in contrast, increased mortality in patients
with shock [36]. Therefore, use of isooncotic albumin may be justifiable in partic-
ular cases, but not as a routine strategy for fluid replacement.

Gelatins are polydispersed polypeptides produced by degradation of bovine
collagen. The available gelatin products are oxypolygelatins, urea-crosslinked
or succinylated gelatins. The average molecular weight of various gelatin solu-
tions is 30,000 to 35,000 Da and their volume-expanding power is comparable.
All preparations are said to be safe with regard to organ function and coagula-
tion [37]. However, concerning kidney function, conflicting results have been
published. Mahmood et al. compared the effects on renal function of 6 % HES
200/0.62 and HES 130/0.4 solutions with a 4 % gelatin solution. They random-
ized 62 patients undergoing aortic aneurysm surgery and measured serum
urea and creatinine, creatinine ratio, urinary immunoglobulin G and α1-
microglobulin. The group treated with gelatin showed higher levels of serum
urea and creatinine than the HES treated groups on days 1, 2 and 5 after sur-
gery. Additionally, tubular damage was higher in patients treated with gelatin.
Patients of both HES groups showed less compromised renal function and
reduced renal injury, with HES 130/0.4 seeming to be advantageous compared
to to HES 200/0.62 [38]. An investigation by Boldt et al. showed similar results.
Sixty patients, older than 80 years, were treated with 6 % HES 130/0.4 or 4 %
gelatin solution during cardiac surgery. Use of gelatin was associated with more
distinctive changes in kidney function and endothelial inflammatory response
than HES administration [37].

HES, an artificial polymer, is derived from amylopectin, which is a highly
branched chain of glucose molecules obtained from waxy maize or potatoes. Con-
servation from degradation via amylase and water solubility is achieved by hydro-
xyethylation of the glucose units. HES solutions are available in several prepara-
tions and vary with regard to concentration, molecular weight, molar substitu-
tion, C2/C6 ratio and the solvent. The different generations of HES solutions can
be subdivided according to the degree of hydroxyethylation (molar substitution)
and molecular weight determining their pharmacological profile.

Whereas small HES molecules (< 50 – 60 kDa) are eliminated rapidly by glo-
merular filtration, larger molecules are hydrolyzed to smaller fractions and are
partially taken up in the reticuloendothelial system [39]. Although this storage
seems not to impair the mononuclear phagocytic system, it is remarkable that
low molecular weight HES accumulates less compared to high molecular weight
HES. The percentage of administered HES 130/0.4 remaining in the plasma 24 h
after infusion is lower compared to HES 200/0.5. Further application of HES 200/
0.5 results in continuously increasing plasma accumulation [39].

Negative effects of high molecular HES on the coagulation system are well
described. Preparations above 200 kDa lead to a reduction in von Willebrand fac-
tor and factor VIII, causing decreased platelet adhesion. Newer, low molecular
weight preparations, i.e., 6 % HES 130/0.4, have only minimal effects on coagula-
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tion as proven in several experimental and clinical studies. In contrast to unbal-
anced saline, HES 130/0.4 in a balanced solution even increased the expression of
activated platelet GP IIb/IIIa, indicating improved hemostasis [40].

Focusing on kidney function, Legendre et al. [41], as well as Cittanova et al.
[42], reported an 80 % rate of “osmotic nephrosis-like lesions” and impaired
renal function in kidney transplant recipients after administration of HES 200/
0.62 to brain-dead organ donors. Further, in septic patients, the use of 10 %
HES 200/0.5 was related with a higher incidence of renal failure compared to
crystalloids [43]. However, in this study HES was administered without regard
to exclusion criteria and dose limitations. The most likely pathomechanism of
renal impairment by colloids is the induction of urine hyperviscosity by infus-
ing hyperoncotic colloids in dehydrated patients. Glomerular filtration of hype-
roncotic molecules from colloids may cause hyperviscous urine and result in
stasis of the tubular flow [40]. Based on this pathogenesis, all hyperoncotic col-
loids may induce renal damage. Elevated plasma oncotic pressure, regardless of
its genesis, has been known to cause acute renal failure since more than twenty
years [44]. Thus, strictly avoiding dehydration in patients who are volume-
resuscitated with colloids is of high importance. In addition, use of new isoon-
cotic tetrastarch solutions seems not to impair renal function [40]. In contrast
to the results of the VISEP study, which showed a higher incidence of renal fail-
ure when a pentastarch solution was used for fluid resuscitation, the SOAP
study, including more than 3000 critically ill septic patients treated with penta-
starch and tetrastarch solutions, showed no greater risk for acute renal failure
with these solutions [33]. HES was administered in much lower amounts (13 ml/
kg body weight versus 70 ml/kg body weight) and for a shorter period (2 days
versus 21 days) in the SOAP study compared to the VISEP study. Especially for
the newer tetrastarch solution, 6 % HES 130/0.4, no negative data regarding
renal function are available from randomized clinical studies. Contrariwise,
even when administered in extremely high application rates (up to 66 l in 21
days) in patients with severe head injury no impairment of renal function was
observed [45].

HES also has a known impact on inflammation. Nohé et al. demonstrated inhi-
bition of neutrophil adhesion by synthetic colloids experimentally [46]. Feng et
al. showed an attenuated inflammatory response in HES-treated septic rats. Six
hours after cecal ligation and puncture, the increase in pulmonary capillary leak-
age was less distinctive in HES-treated animals than in gelatin-treated rats. In
addition, HES could, amongst others, decrease TNF-α, interleukins, myeloperoxi-
dase activity and neutrophil infiltration of the lung [47]. Similar results were
achieved from volume resuscitation of rats in hemorrhagic shock. HES 130/0.4
attenuated pulmonary injury by modulating the inflammatory response and oxi-
dative stress following severe hemorrhagic shock [48].

Infusion Management: A Rational Strategy

A rational strategy for application of infusions should be predicated from the
physiological basis of circulatory function and considering the disease one is
intending to treat. To meet these demands, guidance by appropriate hemody-
namic monitoring is as essential as the choice of adequate drug for volume resus-
citation on the one hand and fluid substitution on the other hand.
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Recent research provides a closer look at the vascular barrier function, its role in
disease and the consequences of its impairment. Since consolidated findings
regarding the glycocalyx and the endothelial surface layer have lead to a new
comprehension of the vascular barrier, Starling’s principle has been adjusted to
the ‘double-barrier concept’. The pathophysiological mechanisms concerning
endothelial surface layer alterations play a major role in the development of
inflammatory responses and tissue edema. Glycocalyx degradation not only leads
to a dramatically increased capillary permeability and distinctive fluid loss
towards the interstitial space, but also to deteriorated flow conditions in small
vessels and increased accessibility of adhesion molecules to immunocompetent
cells in blood plasma. In addition to inflammatory mediators, sepsis and ischemic
reperfusion, iatrogenic hypovolemia is known to cause glycocalyx alteration.
With regard to the potentially life-threatening consequences of glycocalyx
destruction, the currently available data therefore suggest a pivotal challenge
derived from the physiological basis of vascular barrier function: Save the endo-
thelial surface layer from degradation!

Further, concerning the metabolic demands of the body, it is a condition to
avoid hypovolemia as well as hypervolemia and thus to maintain adequate vascu-
lar filling. Keeping the circulating blood volume upright and ensuring an ade-
quate cardiac output is the most important duty to ensure tissue oxygenation and
prevent patients from developing multiple organ failure. The majority of studies
concerning perioperative fluid and volume therapy have demonstrated an adverse
effect of tissue edema on mortality, bowel recovery and hospital stay, but research
suffers from a lack of standardization of the fluids used and the definitions of
‘restrictive’ and ‘liberal’ fluid therapy. Therefore, the available studies are not
directly comparable. Unquestionably it is essential to avoid fluid overload. In con-
trast, untreated hypovolemia leads to decreased tissue oxygenation and organ
failure.

In principle, fluid substitution on the one hand and volume resuscitation on
the other are two different therapies for two different diagnoses. Fluid, most suit-
able balanced crystalloids, is used to treat dehydration resulting from urine loss,
fasting and insensible perspiration. The aim of infusing crystalloids is to recharge
the extravascular compartment and to imitate the physiological fluid absorption
from the gastrointestinal system artificially during surgery. Acute hypovolemia is
primarily a decrease in circulating blood volume and should be treated by colloid
administration.

Treating extravascular dehydration in a normovolemic patient with colloids
will lead to iatrogenic hypervolemia and thus to glycocalyx damage and tissue
edema. Treating intravascular hypovolemia with crystalloids will lead to persist-
ing hypovolemia plus a dilution of the plasma volume with colloid free fluid and
will, therefore, also cause tissue edema. This applies at least for patients undergo-
ing scheduled surgery because their vascular barrier is normally intact at the
beginning of surgery. In critically ill septic patients, the situation may be different
and whether crystalloid infusions or modern tetrastarch solutions should be used
for volume resuscitation in this special population, suffering from capillary leak-
age, is a subject of recent discussion. Currently ongoing multicenter studies are
addressing this question (CRYSTMAS-Study, BaSES-Study, CHEST-Study).

Summarizing the research concerning the different types of colloids used for
volume resuscitation, it seems quite clear that there are beneficial aspects for the
use of modern, third generation HES (tetrastarch) preparations. In animal experi-
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ments and clinical studies, use of 6 % HES 130/0.4 not only reduced typical peri-
operative complications like wound infection, pneumonia and anastomosis leak-
age, but also improved bowel tissue oxygenation and microcirculatory blood
flow. Adverse effects on renal function and coagulation, known from older high
molecular weight HES, are negligible when low molecular weight HES (e.g. 6 %
130/0.4) is used. Despite these strong hints, further controlled, randomized mul-
ticenter studies will be needed to prove the superiority of goal-directed volume
resuscitation with modern tetrastarch solutions to rigid fluid administration
schemas.

Conclusion

Balancing fluid and volume administration between insufficient and excessive
requires well-founded knowledge about the physiologic and pathophysiologic
functions of the endothelial glycocalyx barrier. Regarding the physiological basis
and the findings achieved from current research, fluid substitution and volume
resuscitation should be based on the following principles when an intact vascular
barrier can be assumed:

1. Save the endothelial glycocalyx from degradation due to hyperinfusion;
2. Substitute fluid loss or dehydration using crystalloid infusions;
3. Replace volume loss or hypovolemia with colloidal tetrastarch solutions until

normalization of the circulating blood volume.

Whether these suggestions can be generally translated to critically ill septic
patients suffering from a seriously impaired vascular barrier needs further exper-
imental and clinical investigations.
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Introduction

Shock is the result of failure of the circulatory system to adequately deliver oxy-
gen and nutrients to tissues. At the bedside, the clinician synthesizes data from
the history, signs of hypoperfusion on physical exam, vital signs and urine out-
put, and laboratory markers of the adequacy of substrate provision to determine
the presence of shock. However, prior to the onset of clinically evident shock, the
insult is first experienced at a subcellular level by the mitochondria, leading to
their description as “canaries in a coal mine” [1]. Ultimately, shock is the result
of failure of adequate oxygen delivery (DO2) and utilization within mitochondria,
which collectively are responsible for nearly all the oxygen consumption and
energy production in the body.

Traditionally, resuscitation of the patient in shock focuses on therapies to
improve tissue perfusion. This strategy is usually accomplished by focusing atten-
tion on normalization or optimization of macrocirculatory physiologic parame-
ters such as mean arterial pressure (MAP). In the case of septic shock, the over-
arching goal of such resuscitation is to provide adequate DO2 to meet the meta-
bolic demands of the tissues. Early resuscitation strategies aimed at rapidly
achieving predefined goals in the early stages of sepsis using structured protocols
(i.e., quantitative resuscitation) have been shown to lead to improvements in
patient outcomes [2].

Despite improvements in patient outcomes, mortality rates of patients with
septic shock treated with quantitative resuscitation protocols remain in excess of
20 % [2], leaving substantial room for clinical improvement. After macrocircula-
tory resuscitation, many patients still demonstrate multisystem organ dysfunc-
tion and shock physiology. The recent landscape of sepsis research is focusing on
two separate, though potentially linked, mechanisms that may explain the persis-
tence of the shock state. The first is the expanding understanding of the role of
the microcirculation in the body, and the heterogeneous response of various cir-
culatory beds to the insults of sepsis. The second is the observation that cells and
mitochondria receiving adequate perfusion and oxygenation may still have a
decreased ability to properly utilize energy to form ATP, referred to as cytopathic
hypoxia [3], which can lead to profound metabolic alterations and the inability to
supply energy to tissues. These two fields, the microcirculation and the mit-
ochondria, represent attractive targets for novel adjunctive resuscitative agents in
the treatment of septic shock.
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Role of the Microcirculation

Effective resuscitation requires rapid identification of tissue hypoperfusion and
timely interventions for the restoration of adequate perfusion. Although septic
shock research has classically focused on macrocirculatory hemodynamics, which
reflect the distribution of blood flow globally throughout the body, a functioning
microcirculation is another critical component of the cardiovascular system that
is necessary for effective DO2 to tissues. Alterations of microcirculatory flow in
sepsis can occur in the absence of global hemodynamic perturbations (i.e.,
absence of low arterial pressure and/or low cardiac output) [4, 5]. Microcircula-
tory ‘failure’ appears to be one of the critical pathogenic events in sepsis that is
associated with acute multiorgan dysfunction and mortality [4, 6]. Improvements
in microcirculatory parameters in patients undergoing quantitative resuscitation
protocols have been demonstrated to correlate with decreased organ failure at 24
hours, demonstrating the importance of early hemodynamic stabilization [7].

Derangements of small vessel perfusion are largely a function of intrinsic
events in the microcirculation. The causes of microcirculatory flow alterations in
sepsis are multifactorial and include: Endothelial cell dysfunction, increased leu-
kocyte and platelet adhesion, fibrin deposition, erythrocyte stiffness, altered local
perfusion pressures due to regional redistribution of blood flow, and functional
shunting [6, 8]. With the advent of new imaging modalities such as sidestream
dark field (SDF) videomicroscopy, it is now possible to visualize the microcircula-
tory network in human subjects. Using intravital videomicroscopy, experimental
models of sepsis have demonstrated decreased microcirculatory flow velocity,
‘stopped-flow’ microvessels, increased heterogeneity of regional perfusion, and
low density of perfused capillaries [8]. These derangements can cause marked
alterations in oxygen transport including impaired tissue oxygen delivery and
consumption leading to anaerobic cellular metabolism [9].

With the advent of these new monitoring modalities, numerous treatments
already in clinical practice have been evaluated for their effects on the microcir-
culation. Administration of intravenous fluids has been demonstrated to improve
microcirculatory parameters, although these effects appear to be limited to the
early phase of resuscitation [10]. Vasopressors and nitric oxide synthase (NOS)
inhibitors have shown mixed effects on microcirculatory flow at best, while nitro-
glycerin, inotropes (potentially due to their vasodilatory properties), and acti-
vated protein C have shown some improvements in flow [11]. Although promis-
ing, none of these investigations has been sufficiently powerful to vault microcir-
culatory monitoring and targeted treatment into clinical practice. If new treat-
ments that improve microcirculatory blood flow in sepsis are identified and are
subsequently demonstrated to improve patient-oriented outcomes, however, it
would give clinicians a new therapy in their armamentarium for the management
of sepsis.

Metabolic Therapies in Sepsis

Altered metabolism is a hallmark of sepsis, as evidenced by hyperglycemia,
increased lactate production, decreased lactate clearance, altered resting energy
expenditure, and muscle loss. Despite clinical evidence of multiorgan dysfunction
syndrome, widespread necrosis of tissues that characterize hypoxic insults is
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largely absent in sepsis, suggesting a metabolic rather than ischemic etiology [12].
These data have prompted interest in a field of research referred to as ‘metabolic
therapies’ that collectively were the subject of a roundtable conference at the
International Symposium on Intensive Care and Emergency Medicine in 2007.
This broadly-defined field encompasses basic nutritional support including small
nutrients and pharmaconutrition; function and manipulation of the endocrine
system including glucose metabolism; and cellular and mitochondrial dysfunc-
tion. Due to the widespread, heterogeneous changes that characterize microcircu-
latory dysfunction after macrocirculatory optimization, metabolic therapies rep-
resent promising novel adjuvant treatments not only for sepsis-induced multior-
gan dysfunction syndrome, but also as specific therapies for microcirculatory
failure.

Insulin as a Metabolic Therapy

The role of insulin in critical illness has been the subject of significant research
interest in the past decade. Because of the known deleterious effects of both
hyper- and hypoglycemia, multiple studies have now addressed the issue of tight
glucose control in the setting of critical illness, with sometimes conflicting results
[13]. There remains the possibility, however, that the results of these studies and
the effects of insulin relate less to regulation of glucose and more to other proper-
ties of insulin itself. Like other components of the endocrine system, insulin has
numerous and far-reaching effects in the body apart from its role in glucose
homeostasis, including anti-inflammatory properties and cardiovascular actions.

Sepsis provokes a pro-inflammatory condition that overwhelms compensatory
anti-inflammatory mechanisms. The presence, magnitude, and duration of this
pro-inflammatory state are major determinates of organ dysfunction, organ fail-
ure, and death [14]. Insulin has potent anti-inflammatory properties and in many
conditions, including sepsis, has been shown to suppress nuclear factor-kappa B
(NF-κB) expression [15], as well as interleukin (IL)-1, IL-6, and tumor necrosis
factor (TNF)-α expression and serum levels [16]. Insulin also promotes the
expression and increased serum levels of anti-inflammatory cytokines, such as
IL-2, IL-4, and IL-10 [16]. Combined, these actions of insulin serve to promote a
more homeostatic inflammatory state in the host. These aforementioned effects
appear to be direct anti-inflammatory mechanisms of insulin and are indepen-
dent of modulation of glucose oxidation or membrane polarization [16].

Insulin also has considerable direct cardiovascular effects. In supraphysiologic
doses, insulin functions as a potent inotrope, even in conditions refractory to
conventional treatments [17]. The microcirculation is also sensitive to insulin’s
effects, as overall capillary recruitment improves in animal models and healthy
subjects under hyperinsulinemic-euglycemic clamp, perhaps as a feed-forward
mechanism that insulin utilizes to stimulate its own access to hypoperfused tissue
[18]. In critically ill patients, improvements in forearm blood flow have been
demonstrated in those receiving intensive insulin treatment [19]. These effects of
insulin on inflammation and the microcirculation, combined with the familiarity
of clinicians with insulin infusions for tight glucose control, make insulin an
attractive therapeutic agent in targeting the microcirculation in sepsis.
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Beyond Oxygen Delivery: Cytopathic Hypoxia

Another potential explanation for the persistence of organ dysfunction following
restoration of adequate tissue perfusion relates to mitochondrial dysfunction.
Classically, resuscitation has focused entirely on the delivery of oxygen to tissues;
however, a growing body of evidence suggests that disordered use of oxygen and
therefore energy substrates may contribute to the pathogenesis of sepsis [20].
Structural changes in the mitochondria have been demonstrated in various tis-
sues in the setting of sepsis, and multiple studies have demonstrated alterations
in mitochondrial activity leading to disordered use of oxygen [20]. Release of
mitochondrial damage-associated molecular patterns (DAMPs) has been associ-
ated with the systemic inflammatory immune response syndrome (SIRS)
response in trauma patients [21], and certain mitochondrial alleles have been
associated with a higher rate of death following sepsis [22], further implicating
the role of mitochondria in the inflammatory response that characterizes sepsis.
Most importantly, it has been observed in the setting of sepsis that tissues,
including the heart, are unable to efficiently utilize energy substrates [23] unre-
lated to oxygen availability [24]. The terms ‘cellular metabolic derangement’ [12]
and ‘cytopathic hypoxia’ [12, 25] reflect the expansion beyond the bioavailability
of oxygen as the cause of shock to include the view that changes in the intrinsic
ability of mitochondria to use substrates may play a central role in the pathogene-
sis of septic shock.

Mitochondrial ‘Hibernation’

As our understanding of the pathogenesis of sepsis continues to expand, we now
know that cells, and indeed entire organs, are able to downregulate their energy
consumption through a process that has been referred to as ‘hibernation’. Such
downregulation is possible due to the fact that energy demand is tightly coupled
to ATP production [3]. Historically, the observation that cellular ATP levels were
maintained in sepsis was used to argue against the presence of mitochondrial
dysfunction in this setting [24]. However, by downregulating energy consump-
tion, cells can appear to maintain a ‘normal’ intracellular store of ATP despite
potentially dysregulated formation of high-energy phosphate bonds [3]. This may
also explain the observation that despite widespread tissue dysfunction in sepsis,
areas of necrosis and cell death are notably absent and, if patients recover from
the initial insult, tissue function can recover in organs that are normally very sen-
sitive to hypoxic injury. Whether this state of metabolic downregulation and
cytopathic hypoxia represents an adaptive or pathologic response is being
debated and the effects of its modulation are not fully understood.

Mechanisms of Cytopathic Hypoxia

Multiple mechanisms have been proposed to explain this cytopathic hypoxia. One
potential mechanism is that cytopathic hypoxia ultimately results from alterations
in mitochondrial metabolism. Several steps of the metabolic pathway have been
suggested to cause this decrease in metabolism, including diminished pyruvate
delivery into the tricarboxylic acid (TCA) cycle, inhibition of a number of differ-
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ent enzymes within the TCA cycle, or defects in electron transport [25]. Impli-
cated mechanisms include inhibition of pyruvate dehydrogenase (PDH), inhibi-
tion of cytochrome a,a3 by NO, and peroxynitrite mediated inhibition of com-
plexes within the electron transport chain [25]. These mechanisms all share dis-
ordered utilization of metabolic substrates and oxygen as common pathways
leading to cytopathic hypoxia.

Another group of mechanisms suggests the causative role of oxidative damage
secondary to reactive oxygen species (ROS) generated in the mitochondria during
stress states, including sepsis. The role of the mitochondria as mere ‘energy
machines’ has been debunked, and several studies suggest they play an integral
role as generators of ROS and subsequent oxidative damage, leading to alterations
in calcium signaling and ultimately influencing apoptosis [26]. One proposed
mechanism in this category involves activation of the enzyme poly (ADP-ribose)
polymerase (PARP)-1. This enzyme is responsible for repair of DNA damage
caused by oxidative damage in an NADH dependent process, and has been
hypothesized to interfere with ATP generation by competitive consumption of
NADH [25]. The result of such a process is preserved substrate and oxygen utili-
zation, but decoupling of substrate metabolism from ATP generation. Interest-
ingly, insulin has recently been demonstrated to decrease ROS formation, down-
regulate PARP-1 [27], and maintain the ultrastructural integrity of mitochondria
in sepsis [28]. Given insulin’s ability to influence both microcirculatory flow and
mitochondrial function, it is interesting to consider the possibility that insulin
may serve as a potential link between the two in the treatment of multiple organ
dysfunction syndrome (MODS). The complexity of such interactions may also
explain some of the difficulty of studying insulin in the intensive care unit (ICU).

These two major groups of mechanisms, disordered utilization of substrates
and decoupling of substrate utilization from ATP generation, share the common
final pathway of decreased energy production in the cell, and may lead to the
observation of cellular and tissue ‘hibernation’ that has been suggested to occur
in sepsis. Therapies targeting the mitochondria generally target one of these two
mechanisms: Metabolic therapies that attempt to provide either increased sub-
strate or cofactors, or modulators of the oxidative pathways including ROS scav-
engers, antioxidants, and membrane stabilizers. Some agents have multiple mech-
anisms of action, and the authors refer the reader to a systematic review on the
topic for a comprehensive evaluation of mitochondrial therapies [29]. Ultimately,
these mechanisms are not necessarily mutually exclusive and abnormal metabo-
lism, inefficient mitochondrial work, and generation of ROS may all contribute to
this state of cytopathic hypoxia and metabolic downregulation.

Studies of cytochrome c replacement in sepsis are particularly insightful in
this discussion, and suggest proof of concept. Replacement of cytochrome c
improves oxidative phosphorylation, cardiac function, and outcomes in animal
models of septic shock [30]. These data suggest that sepsis-associated myocardial
depression is linked with impaired oxidative phosphorylation, that reversal of
electron transport chain inhibition and resuscitation of the mitochondria is
indeed possible, and that improvements in outcomes suggest the potential benefit
of reversing this myocardial hibernation. Whether resuscitation of the mit-
ochondria and reversal of cytopathic hypoxia improves other organ dysfunction,
and ultimately patient-centered outcomes, remains to be determined.
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Altered Metabolism: Pyruvate Dehydrogenase Inhibition in Sepsis

PDH is a key regulator of metabolism, and represents the key, irreversible, rate-
limiting step of glucose and lactate entry into the TCA cycle under normal condi-
tions. Activity of PDH is downregulated in models of sepsis [31]. This downregu-
lation is secondary to increased transcription of PDH kinase-4 (PDK-4) [31], a
negative modulator of PDH activity. The result is a switch to free fatty acid
metabolism that is inherently less energy efficient than glucose and lactate metab-
olism [32]. The modulation of PDH activity, therefore, is a promising target for
the application of metabolic therapies in sepsis. Interest in PDH inhibition has
waned somewhat since dichloroacetate, a non-competitive inhibitor of PDK and
activator of PDH activity, failed to improve survival in heterogeneous critically ill
patients with lactic acidosis [33], despite improving lactate clearance. These
results underscore the complexity of metabolic modulation.

Metabolic Therapy: Focus on L-carnitine

Carnitine is a naturally occurring nutrient required in mammalian energy metab-
olism. It has been shown to facilitate long-chain fatty acid entry into mitochond-
ria, therefore regulating the delivery of substrate for oxidation and subsequent
energy production. L-carnitine refers to the levo-isomer of the compound, which
is biologically active. It is obtained primarily from dietary intake of protein,
though it can be synthesized in the liver and kidneys from the amino acids lysine
and methionine. Although it is present throughout the body in mitochondria,
carnitine is concentrated in skeletal muscle, the heart, and the smooth muscle of
the endothelium.

Healthy muscle uses a combination of free fatty acids (FFA), glucose, and lac-
tate for energy, with FFAs providing 50–70 % in the myocardium [34]. FFAs must
be esterified to carnitine to be capable of crossing the mitochondrial membrane
via the tandem action of carnitine palmatoyl transferases I and II (CPT-I, II) [35].
Importantly, carnitine also modulates activity of the matrix enzyme, PDH. The
PDH complex performs oxidative decarboxylation of pyruvate, a key rate-limiting
step, required for lactate disposal. Carnitine accelerates pyruvate oxidation by
esterifying and exporting acetyl-CoA out of the mitochondrial matrix, thereby
decreasing the acetyl-CoA/CoA ratio [32] (Fig. 1). Through this mechanism, car-
nitine infusion improves FFA as well as carbohydrate metabolism [36]. Because
carnitine is an essential component of the rate-limiting steps of oxidation of mul-
tiple fuel substrates, carnitine is an attractive therapeutic target for diseases such
as sepsis that feature derangements of metabolism.

During stress conditions, the myocardium drastically alters its primary source
of energy from FFAs to lactate [37]. The importance of lactate as a fuel in sepsis
was demonstrated in one model, in which diminution of lactate supply via beta-
blockade led to complete hemodynamic collapse [38]. In addition to the change
in substrate preference, septic shock induces profound inefficiencies in myocar-
dial work not explained by cellular or mitochondrial hypoxia [39]. Although the
mechanisms of this inefficiency are not completely understood, it is likely a mani-
festation of cytopathic hypoxia. Research has shown that the cardiac isozyme of
CPT-I (the key mediator of FFA transport) is significantly downregulated in sep-
sis, contributing to decreased FFA metabolism, and likely contributing to this
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Fig. 1. Role of carnitine in energy metabolism.

inefficiency in metabolism [40]. Simultaneously, excessive acetyl-CoA production
stimulated by sepsis alters the acetyl-CoA/CoA ratio and inhibits PDH [32]. This
imbalance leads to decoupling of the stoichiometry between glycolysis and pyru-
vate oxidation. Consequently, the cytosol accumulates lactate, FFA metabolites,
and intracellular protons, which together exert a tremendous intracellular cost in
terms of the chemical energy required to remove them [23]. Inhibition of both of
these enzymes, PDH and CPT, decreases the primary supplies of energy to the
failing heart in sepsis and likely plays a role in sepsis-induced cardiac dysfunc-
tion.

During septic shock the cardiovascular system experiences a net loss of tissue
carnitine, both in the myocardium [41] and endothelium [42]. Tissue carnitine
depletion results in an increase in plasma carnitine concentrations. Carnitine
resorption in the kidney demonstrates saturation kinetics [43] and, although it is
highly efficient (90–99 %) in healthy individuals, the increased plasma levels of
carnitine in sepsis saturate the renal resorption mechanism resulting in increased
urinary excretion, which ultimately leads to whole body carnitine loss [44].
Importantly, carnitine deficiency has been demonstrated to result in impaired
cardiac function in both septic and non-septic conditions [35]. Exogenous infu-
sion of carnitine effectively increases carnitine levels in depleted tissues, includ-
ing the heart, in animal models of sepsis [45].

Carnitine is essential for effective cardiac function and carnitine deficient ani-
mals have impaired cardiovascular response to lipopolysaccharide (LPS) [46].
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Carnitine replacement enhances cardiac contractility in depressed hearts primar-
ily by stimulating pyruvate oxidation, recoupling glycolysis and oxidation of
pyruvate, leading to more efficient heart muscle contraction in shock [47].
Improvement in carbohydrate and lactate metabolism, which are more efficient
than FFAs in energy produced per oxygen utilized, is a primary reason for carni-
tine’s ability to improve cardiac efficiency in states of stress [23]. Therefore, as
opposed to vasoactive agents which increase the amount of cardiac work, carni-
tine functions as a metabolic therapy, improving the efficiency of cardiac work,
and perhaps representing a novel treatment for cytopathic hypoxia.

Like the rest of the cardiovascular system, the vascular endothelium utilizes
carnitine-dependent FFA oxidation [42]. The endothelium appears to be particu-
larly vulnerable to the intermittent ischemia associated with altered microcircula-
tory flow, and leads to preferential loss of low molecular weight compounds,
including carnitine [42]. Animals deficient in carnitine demonstrate an impaired
peripheral vascular response to an LPS challenge [46]. Infusion of carnitine can
lead to restoration of flow regulation after periods of intermittent ischemia, an
effect that may be related to changes in endothelial permeability [48]. Given this
role in endothelial dysfunction, carnitine may also prove an attractive therapeutic
agent for microcirculatory dysfunction, though studies in this area are lacking.

Preliminary human data suggest that carnitine infusion in septic shock
improves patient oriented outcomes. One study has examined the effect of carni-
tine infusion in patients with septic shock [49]. Gasparetto et al. randomized 115
patients with circulatory shock to receive 12 g of acytl-L-carnitine or placebo over
12 hours. Of these 115 patients, 72 had sepsis as their etiology of shock. Among
the 72 septic shock patients, those that received carnitine had significantly higher
systolic and mean arterial pressures, lower right atrial pressure, and higher arte-
rial partial pressure of oxygen and hemoglobin oxygen saturation at the end of
the carnitine infusion as compared to placebo treated patients. These results sug-
gest the potential for carnitine to improve dysfunction of multiple organ systems
in septic shock, and it is one of several agents under investigation for this pur-
pose.

The Interface of the Microcirculation and the Mitochondrion

The relative contributions of mitochondrial dysfunction and microcirculatory
failure as causative mechanisms of persistent organ failure after macrocirculatory
optimization remain unclear. Whether these two findings are unique phenomena
or differing manifestations of the same underlying process is not yet clear. How-
ever, should studies continue to implicate one or both of these two mechanisms,
the data would suggest a need for a shift in the current paradigm of resuscitation.
The interplay of macrocirculatory, microcirculatory, and mitochondrial dysfunc-
tion in patients presenting with sepsis would require a multi-tiered approach of
assessing and targeting each of these categories, as patients may have differing
degrees of dysfunction in each category (Fig. 2). While means of monitoring the
microcirculation are available, further advancements in technology will be neces-
sary to ease the transition to the bedside. More importantly, assessment of the
microcirculation is unlikely to become routine practice without the identification
of drugs that can modulate the smallest blood vessels without compromising
macrocirculatory hemodynamics. Adequately addressing cytopathic hypoxia,
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Fig. 2. Theoretical model of sep-
sis resuscitation

meanwhile, requires the development of methods of monitoring mitochondrial
function, further elucidating the exact mechanisms responsible for enzymatic and
metabolic failure within the mitochondria during sepsis, and identifying drugs
that modulate these targets. Several potential mechanisms, not mutually exclu-
sive, have been identified, and studies attempting to develop various therapies
have begun to generate interest [29]. Due to the widespread alterations in metab-
olism that characterize sepsis, metabolic therapies present attractive, novel co-
interventions for the treatment of organ failure in severe sepsis and septic shock.

Conclusion

Persistent organ dysfunction after macrocirculatory optimization remains a
major hurdle in the treatment of patients with severe sepsis and septic shock. Evi-
dence is evolving that suggests the contributory roles of microcirculatory dys-
function and alternations in mitochondrial metabolism leading to cytopathic
hypoxia in the persistent shock state. The relative contributions of microcircula-
tory and mitochondrial dysfunction, and whether they represent the same or dif-
ferent underlying processes has yet to be elucidated. Further studies to refine the
monitoring of the microcirculation and new methods of evaluating mitochondrial
function in patients are urgently needed. As methods of monitoring continue to
evolve, therapies that target these two processes will be an exciting frontier of
sepsis research.
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Introduction

Adequate tissue perfusion is an essential component of oxygenation in critically
ill and high-risk surgical patients. Tissue oxygenation is satisfied when tissue oxy-
gen demand corresponds to oxygen consumption (VO2), which is defined as the
product of oxygen delivery (DO2) by the oxygen extraction ratio (O2ER) [1].
Under conditions where DO2 does not meet oxygen demand tissue dysoxia occurs
leading to organ failure. Early identification and correction of tissue hypoperfu-
sion, focusing on cardiac output and tissue oxygen supply, is of particular impor-
tance and may improve outcomes [2]. However, the presence of apparent normal
macrocirculatory parameters does not ensure adequate oxygen supply and the
absence of compromised tissue perfusion [3, 4]; and oxygen-derived variables are
poorly correlated with anaerobic metabolism [5] and may, therefore, be normal
when tissue dysoxia is present due to microcirculatory deficit [6]. This leads to
difficulties in interpreting oxygen-derived variables for detecting tissue hypoxia:
A low VO2 may be due either to tissue hypoxia whatever its mechanism (e.g., sep-
sis, hypovolemia) or to reduced oxygen demand without hypoxia [7]. In addition,
monitoring tissue dysoxia and the adequacy of tissue oxygenation is difficult to
achieve, while measuring VO2 in intensive care unit (ICU) and surgical patients
requires the insertion of invasive pulmonary arterial catheters.

Supported by experimental data, an exciting research topic is the characteriza-
tion of tissue anaerobic metabolism by the measurement of tissue carbon dioxide
(CO2) production. Under conditions of tissue hypoxia, a decrease in VO2 is asso-
ciated with a decrease in aerobic CO2 production, whereas anaerobic CO2 produc-
tion could occur [8]. The rise in partial pressure of CO2 (PCO2) has been pro-
posed to be a valuable, earlier and better marker of tissue hypoxia than conven-
tional markers [9, 10], such as serum lactate level, although the potential mecha-
nisms involved remain debated. Tissue PCO2 reflects metabolic alterations due to
perfusion failure in actively metabolized tissues (heart, kidney and brain) [11,
12], and in sites more accessible for clinical practice (buccal, sublingual and
skin). In this chapter, we consider the physiology of tissue PCO2, and outline
recent data from experimental and clinical studies that support the use of PCO2
as a global marker of the adequacy of hemodynamic to cellular respiration.
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Physiological Background for Increased Tissue PCO2

CO2 is a metabolic product, about 20 times more soluble than O2, carried in
erythrocytes and blood. The great part of CO2 content is in form of bicarbonate:

CO2 + H2O ↔ H2CO3 ↔ H+ + HCO3
-

where H2O is water, H2CO3 is carbonate acid, H+ is hydrogen ion and HCO3
- is

bicarbonate ion [13]. When the erythrocyte concentration of HCO3
- and H+

increases, HCO3
- diffuses into the plasma, whereas H+ mainly remains in the cells

because of a relative impermeability to cations. Under physiological conditions
(temperature, pH, hematocrit and oxygen saturation), the relationship between
CO2 content (CCO2) and PCO2 is almost linear, so that PCO2 could be considered
as a reliable substitute for CCO2 [13, 14]. The Fick equation applied to CO2 is:

VCO2 = CO × (CaCO2 – CvCO2)

where VCO2 is the CO2 production, CO is the cardiac output and CaCO2 – CvCO2
the arterial-to-venous CO2 content difference. Thus, when substituting PCO2 for
CCO2:

VCO2 = CO × k × (PaCO2 – PvCO2),

where k is the quasi-linear coefficient that is assumed to be constant in physiolog-
ical conditions. Because PaCO2 may vary with cardiac output, the arterial-to-
venous PCO2 difference (PCO2gap) should be used when measuring tissue PCO2:

PCO2gap = k × (VCO2 / CO)

The main determinants of the PCO2gap are, therefore, the k factor, the total CO2
production and the cardiac output:

) Although the k factor (i.e., the PCO2 to CCO2 relationship) should remain
constant under physiological conditions, it increases with metabolic acidosis.
) Under aerobic conditions, VCO2 is related to VO2:

VCO2 = R × VO2

where R is the respiratory quotient that may vary from 0.7 to 1 depending
on the metabolic demand (for a constant VO2, VCO2 is higher when high
carbohydrates are used instead of lipids) [15]. Accordingly, considering the
Fick equation, PCO2gap is proportional to VCO2 and inversely related to car-
diac output. Under stable conditions of both VO2 and VCO2, PCO2gap was
found to increase along with the decrease in cardiac output [16, 17]. In other
words, when cardiac output is adjusted to VO2, PCO2gap should not increase
due to increased clearance of CO2, whereas PCO2gap should be high follow-
ing reduction in cardiac output because of CO2 stagnation phenomenon.
) Conversely, under conditions of tissue hypoxia with a decreased VO2, tissue

CO2 production was suspected to increase because of H+ generation and buf-
fering by bicarbonate [18]. However, in these circumstances, the CO2 produc-
tion from anaerobic pathways is counterbalanced by a reduced aerobic CO2
production, so that PCO2 could be unchanged [19]. However, because the k
factor should increase during tissue hypoxia [16], whereas VCO2 should
decrease, the resultant effect on PCO2gap depends mainly on the flow state.
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PCO2Gap: A Marker of Tissue Hypoxia?

There are two main, partly overlapping, mechanisms that should explain
increased PCO2gap: A reduced cardiac output and altered tissue perfusion. Sev-
eral studies have emphasized the curvilinear relationship between PCO2gap and
cardiac output (Fig. 1) [20–22]. In patients with a preserved microcirculation,
Teboul et al. [20] found that low cardiac output was associated with a high PCO2
gap, whereas the PCO2gap returned to normal after the cardiac output was
increased with infusion of dobutamine. During human cardiac arrest, high values
of PCO2gap have also been reported [23, 24]. Bakker et al. [21] demonstrated the
inverse relationship between PCO2gap and cardiac output in a series of 64 septic
shock patients, and found increased PCO2gap only in patients with lower cardiac
output. Nevertheless, these authors also showed that differences in CO2 produc-
tion did not account for differences in PCO2gap, as suggested by similar VO2 and
serum lactate levels in the two groups of patients [21]. In addition, because of the
curvilinear relationship of PCO2gap and cardiac output, large changes in cardiac
output without evidence of tissue hypoxia will not result in significant changes in
PCO2gap when blood flow is high [13].

Under conditions of tissue hypoxia but a preserved flow state, even if CO2 pro-
duction is higher than normal due to an anaerobic pathway, venous blood flow
should be high enough to ensure adequate washout of the CO2 excess produced
by hypoxic cells, so that PCO2gap should not increase. Conversely, low flow states
can result in a widening of PCO2gap even if no additional CO2 production occurs,
because of the tissue CO2-stagnation phenomenon [20]. This effect was clearly
showed by Vallet et al. [25] in a canine isolated limb model in which reduced DO2
by decreasing blood flow (ischemic hypoxia) was associated with an increase in
PCO2gap. Conversely, when blood flow was maintained, but arterial PO2 was
reduced by decreasing the input O2 concentration (hypoxic hypoxia), PCO2gap
did not increase in spite of a marked VO2 reduction because the maintained
blood flow was enough to remove the CO2 excess [25]. Neviere et al. [26] con-
firmed that an increased PCO2gap was mainly related to a decrease in cardiac

Fig. 1. The curvilinear relation-
ship between cardiac output
and venous-to-arterial CO2 differ-
ence (PCO2gap). For a constant
VCO2, even a small change in
cardiac output results in large
variations in PCO2gap in the low
values of cardiac output,
whereas at high values of car-
diac output, changes in PCO2

gap are limited. Although the
relationship is more complex
when changes in cardiac output
are accompanied by changes in
VCO2, this further underlines the
importance of the CO2 washout

phenomenon: Under conditions of preserved tissue perfusion, even a normal flow is sufficient to ensure
suitable CO2 clearance; a normal flow is not sufficient to ensure suitable washout of CO2 when tissue
perfusion is altered leading to enlarged PCO2 values (tissue CO2-stagnation phenomenon).
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output as PCO2gap was increased in ischemic hypoxia but not in hypoxic hypoxia
for the same degree of O2 supply-dependency. These studies clearly show that the
absence of elevated PCO2gap does not preclude the presence of tissue hypoxia,
and underline the poor sensitivity of PCO2gap to detect tissue hypoxia. Interest-
ingly, Creteur et al. [27] recently demonstrated a relationship between tissue
PCO2 and microcirculatory perfusion deficit. These authors found that the reper-
fusion of impaired microcirculation (evaluated using orthogonal polarization
spectral [OPS] imaging) was associated with normalized sublingual tissue PCO2
levels [27].

In summary, taken together, these findings support the concept that low-flow
states play a pivotal role in the widening of PCO2gap under conditions of tissue
hypoxia. An enlarged PCO2gap may suggest that: (1) cardiac output is not suffi-
cient under conditions of suspected tissue hypoxia; and (2) microcirculatory flow
is not high enough to clear the CO2 excess even in the presence of normal (or
high) cardiac output. The PCO2gap should, therefore, be considered as a marker
of the ability of an adequate venous return to remove CO2 excess rather than as
a marker of tissue hypoxia.

Use of PCO2 Gap as a Complementary Tool to O2-derived Parameters

Several experimental studies have underlined the limited clinical relevance of O2-
derived parameters in detecting and monitoring tissue hypoxia [5, 7, 21, 28]. For
example, low mixed venous O2 saturation (SvO2) values can be associated with
decreased cardiac output or hemoglobin concentration, whereas normal and high
values of SvO2 do not preclude tissue hypoxia in case of impaired O2 extraction
capabilities [5, 29]. In addition, the O2ER (VO2/DO2) should not be a reliable
marker of the DO2 to O2 demand relationship when VO2 is less than O2 demand.
Under conditions of tissue hypoxia, a decrease in VO2 is associated with a
decrease in aerobic CO2 production whereas anaerobic CO2 production may
occur. Thus, the VCO2 should be less reduced than the VO2 leading to an increase
in the respiratory quotient (VCO2/VO2 ratio) [30] according to the Fick equation
for VO2 and VCO2. Mekontso-Dessap et al. [7] addressed this hypothesis in a ret-
rospective analysis of 89 critically ill patients with normal cardiac index (CI) val-
ues (3.6 ± 1.3 l/min/m2) and similar DO2. These authors found a good correlation
(r = 0.57, p < 0.0001) between the PCO2gap-to-C(v-a)O2 (venoarterial O2 content
difference) ratio, reflecting the respiratory quotient, and arterial lactate concen-
tration in patients with suspected anaerobic metabolism conditions, and that a
threshold value of 1.4 predicted hyperlactatemia. In addition, PCO2gap was
higher in patients with anaerobic metabolism. Conversely, except for VO2, no sig-
nificant differences were found with regard to O2-derived parameters (SvO2, DO2
and O2ER).

Recently, Cuschieri et al. [31] showed that the relationship between PCO2gap
and cardiac output still existed when the venous-to-arterial PCO2gap was calcu-
lated with PcvCO2 measured from a central venous blood sample. Under physio-
logical conditions, PCO2gap ranges from 4 to 6 mmHg [25]. Vallée et al. [32]
tested the hypothesis that PCO2gap, calculated by sampling central venous PCO2
(Pcv-aCO2) instead of PvCO2, could be considered as a global index of tissue
hypoperfusion in a prospective study of 56 resuscitated septic shock patients to
target a central venous O2 saturation (ScvO2) of & 70 % according to the Surviv-
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ing Sepsis Campaign early goal-directed therapy protocol [33]. Interestingly,
these authors found that patients who still had altered tissue perfusion (assessed
by serum lactate levels > 2 mmol/l) in spite of a normalized DO2/VO2 ratio kept
an enlarged PCO2gap (> 6 mmHg). In addition, patients with low values of PCO2
gap had higher lactate clearance and CI values, and presented a significantly
larger decrease in sequential organ failure assessment (SOFA) score than patients
with high PCO2gap. Although these results should be confirmed in further pro-
spective research, the authors reasonably concluded that PCO2gap might be a use-
ful complementary tool to identify patients who remain inadequately resuscitated
when the 70 % ScvO2 threshold value has been reached.

We recently tested the prognostic value of the PCO2gap in a secondary analysis
of 70 patients treated with an individualized goal-directed therapy to optimize
cardiac preload during high-risk surgery [34]. In all, CI, DO2, ScvO2 and PCO2
gap were recorded. A total of 34 % of patients developed postoperative septic
complications. At baseline there was no difference in ScvO2 (82 ± 10 vs. 81 ± 9 %;
p = 0.75) and PCO2gap values (7 ± 4 vs. 6 ± 2; p = 0.20). In patients who devel-
oped complications, mean ScvO2 (78 ± 4 vs. 81 ± 4 %, p = 0.017) and minimal
ScvO2 (67 ± 6 vs. 72 ± 6 %, p = 0.0017) were both lower than in patients without
complications, despite similar volumes of fluids perfused and comparable CI and
DO2 values obtained. The optimal ScvO2 cut-off value was 71 %, and ScvO2
< 70 % was independently associated with the occurrence of postoperative com-
plications (odds ratio [OR] 4.2 [95 % confidence interval [CI] 1.1–14.4];
p = 0.025). We also found that patients who developed complications had a larger
PCO2gap than patients who did not (7.8 ± 2 vs. 5.6 ± 2 mmHg; p < 10-6). Interest-
ingly, in patients who developed complications and had ScvO2 value & 71 %,
PCO2gap was also significantly higher (7.7 ± 2 vs. 5.5 ± 2 mmHg; p < 10-6) than in
patients who did not. The area under the receiver operating characteristic (ROC)
curve was 0.785 [95 % CI 0.74–0.83] for discrimination of patients with ScvO2
& 71 % who did and did not develop complications, with 5 mmHg as the best

threshold value (Fig. 2). According to DO2 and CI values, we hypothesized that
high PCO2 gap would reflect a state of insufficient flow relative to CO2 production.
This is in agreement with the study by Bakker et al. [21] who showed that, in

Fig. 2. Receiver operator charac-
teristic (ROC) curve for ScvO2

and P(cv-a)CO2. The outcome
parameter for ROC analysis was
the occurrence of postoperative
septic complications. The area
under the ROC curve was 0.736
(95 %CI: 0.61–0.86) for ScvO2

and 0.785 (95 %CI: 0.74–0.83)
for P(cv-a)CO2 in patients with
ScvO2 & 71 % [34].
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patients with septic shock, the PCO2 was smaller in survivors than in non-survi-
vors in spite of quite similar CI, DO2 and VO2 values. As a normal PCO2gap
should suggest that cardiac output is high enough to clear the CO2 from periph-
eral tissues [13], it can be speculated that patients might have benefited from an
increased cardiac output. In this regard, it must be kept in mind that increasing
cardiac output to supranormal values has not consistently been found to improve
outcome [35, 36].

Tissue PCO2 Measurements: Back to the Peripheral Tissues

Although there is much evidence showing the vulnerability of the splanchnic
region to shock, a consistent finding during low flow states and stagnant perfu-
sion is that increase in tissue PCO2 should affect all tissues [37]. Gastric tonome-
try has been proposed as a sensitive method to assess the adequacy of splanchnic
perfusion [38]. The principle is based on the measurement of PCO2 in the gastric
lumen, reflecting tissue PCO2. Nevertheless, technical and pathophysiological
concerns have challenged the mucosal PCO2 reliability during regional capnome-
try with a saline tonometer [39]. Levy et al. [40] tested the prognostic value of the
gastric PCO2gap, calculated by subtracting the temperature-corrected arterial
PCO2 from gastric PCO2 using an air-automated tonometer, in 95 consecutive
critically ill patients. Enteral feeding was not given during the first 24 hours, so
that carbohydrate-induced modifications in CO2 production can be ruled out
[15]. Interestingly, the authors found that gastric PCO2gap measured at 24h after
admission was, as was plasma lactate level, an independent prognostic factor for
mortality in the ICU (OR = 1.57, 95 % CI: 1.10–2.24), with 20 mmHg as the most
predictive threshold value (sensitivity 70 %, specificity 72 %) [40].

Similarly, Marik et al. [9, 41] examined the clinical value of PCO2gap with sub-
lingual capnometry as a marker of tissue perfusion in a prospective study of 54
hemodynamically unstable ICU patients. They found that PCO2gap was a better
predictor of outcome than traditional markers of tissue hypoxia (SvO2, DO2, CI
and lactate concentration). They also suggested that changes in PCO2gap might
be more responsive to therapy than those of lactate concentration and SvO2,
which remained relatively unchanged in spite of a decrease in PCO2gap [9]. Inter-
estingly, similar results were found by Creteur et al. [27] in an elegant study of
mechanically ventilated septic shock patients, in whom dobutamine infusion,
resulting in a normalized microcirculatory perfusion assessed by sublingual OPS
imaging, was associated with normalized sublingual tissue PCO2. These authors
concluded that sublingual microcirculatory blood flow was the main determinant
of the sublingual PCO2gap [27].

In a recent study, Vallée et al. [42] examined whether cutaneous ear lobe PCO2
could be used as a simple and non-invasive tool to assess tissue microperfusion
in 46 patients with early septic shock ( e 24 h after the onset of septic shock) and
50 hemodynamically stable ICU patients. The ear lobe-to-arterial PCO2 (Pc-aCO2)
and end-tidal-to-ear lobe PCO2 (Pc-etCO2) differences were calculated in all
patients every 6 h until 36 h (or death). They found that both gradients discrimi-
nated patients in shock from ICU non-septic patients, with cut-off values of
9 mmHg (sensitivity 86 %, specificity 93 %) and 16 mmHg (sensitivity 82 %,
specificity 87 %), respectively. They also found that when a significant decrease in
both Pc-aCO2 and Pc-etCO2 were observed in survivors compared to non-survi-
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vors, and when changes in both gradients were related to outcome, no significant
differences were found with traditional macrocirculatory parameters (cardiac out-
put, central venous pressure [CVP] and ScvO2). To separate potential microcircu-
latory from macrocirculatory impairment, these authors also examined the ear
lobe microcirculatory blood flow during fluid loading, and found concomitant
modifications between microcirculatory blood flow and the PCO2gap. They
observed that improvement in microcirculatory blood flow with fluid challenge
was associated with significant decreases in both PCO2gaps, thus confirming the
concept that blood flow is a major determinant of tissue PCO2 modifications. It is
important to note that the decrease in PCO2gap was also evidenced in non-
responders to fluid challenge in spite of any detectable variations in macro-hemo-
dynamic parameters, confirming the potential independence between the macro-
circulation and the microcirculation as suggested previously [43].

Conclusion

Early detection and correction of altered tissue perfusion is a cornerstone in the
management of ICU and high-risk surgical patients. PCO2gap, measured through
invasive or non-invasive devices, can be considered as a marker of the ability of
the venous blood flow to remove the CO2 produced in excess relative to blood
supply. Impairment in tissue perfusion with decreased blood flow should be con-
sidered as the main determinant of a rise in PCO2gap. Experimental and clinical
data show that PCO2gap, as a global index of tissue perfusion, could be useful to
assess insufficient flow states in spite of apparent normalized macro-hemody-
namic parameters. Furthermore, monitoring of the PCO2gap could be a useful
complementary tool after optimization of O2-derived parameters is achieved on
order to evaluate the adequacy of blood flow for global metabolic conditions.
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Introduction

Cardiovascular insufficiency is characterized by an inadequate oxygen delivery
(DO2) relative to metabolic demands. In the early stages of shock, compensatory
autonomic mechanisms, such as vasoconstriction of muscles and skin and even-
tually lesser vital organs, are activated in an attempt to maintain central blood
pressure and vital organ perfusion above an anaerobic threshold. Because in this
stage of compensated shock macrocirculatory measures, like arterial pressure or
cardiac output, are often inside the range of values defined as normal, these tradi-
tional measures of circulatory shock are insensitive as early predictors of subse-
quent decompensation. Patients in these states of compensated shock are at
increased risk of tissue ischemia and subsequent development of multi-organ fail-
ure and death. Although macrocirculatory assessments are usually insensitive to
assess compensated shock states, microcirculation alterations in muscle and skin
blood flow already occur. Thus, measures of tissue cardiovascular reserve should
be a sensitive early warning measure of impending cardiovascular collapse due to
progressive hemorrhage presenting as compensated shock. In that regard, we pre-
sent published and preliminary data demonstrating that the non-invasive mea-
surement of tissue oxygen saturation (StO2) when coupled to a functional hemo-
dynamic monitoring test, such as the vascular occlusion test, may allow early
identification of compensated circulatory shock and thus guide initial resuscita-
tion efforts.

Tissue Oxygen Saturation Measurement

The most used technique currently to non-invasively measure StO2 is near-infra-
red spectroscopy (NIRS). NIRS is a non-invasive technique based on the differen-
tial absorption properties of oxygenated and deoxygenated hemoglobin to assess
muscle oxygenation. Using non-infrared light (680–800 nm) that is mostly
absorbed in the tissue by hemoglobin, the signal receptor is able to quantify the
amount of oxygenated hemoglobin present in the tissue crossed by the near-infra-
red light. Only the small vessels, like arterioles or capillaries, are monitored with
this technique, as big vessels like veins or arteries have too high a concentration
of blood to allow the photon emergence.

Non-invasive NIRS StO2 measures have been studied to asses tissue hypoperfu-
sion in different populations [1, 2]. Although there is a good correlation between
the absolute StO2 value and some other cardiovascular indexes [3, 4], the capacity
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of baseline StO2 values to identify impending cardiovascular insufficiency is lim-
ited (sensitivity, 78 %; specificity, 39 %) and no more accurate than a single sys-
tolic blood pressure measurement when discriminating patients with and without
cardiovascular insufficiency. Although disappointing, these data are reasonable
and expected because a primary goal of auto-regulation is to maintain StO2 as
constant as possible by combined increased local flow and decrease local meta-
bolic rate such that baseline StO2 remains within the normal range until shock is
quite advanced.

However, the addition of a dynamic vascular occlusion test, which induces a
controlled ischemic challenge with subsequent release, has been shown to mark-
edly improve and expand the predictive ability of StO2 to identify tissue hypoper-
fusion [5]. The vascular occlusion test measures the effect of total vascular occlu-
sion-induced tissue ischemia and release on downstream StO2. StO2 is measured
on the thenar eminence because the subcutaneous tissue thickness is small and
similar across subjects and the thenar muscles are easily subjected to isolated
ischemic challenge by simple forearm sphygmomanometer inflation similar to
that done when measuring systemic blood pressure. This technique has been
described and validated before. Briefly, one initiates the vascular occlusion test by
transient rapid vascular occlusion of the arm by sphygmomanometer inflation to
30 mmHg above systolic pressure. This prevents significant blood volume shifts
between baseline and vascular occlusion states. The vascular occlusion is sus-
tained for a defined time interval, like 3 minutes, or until StO2 declines to some
threshold minimal value, usually 40 %. Then, the occlusion is released and the
rate of StO2 increase is recorded. From this maneuver one can obtain the rate of
deoxygenation (DeO2), which characterizes the slope of StO2 as it decreases to the
minimal value during the occlusion and reflects the local metabolic rate, and also
the rate of reoxygenation (ReO2), which characterizes the slope of StO2 as it
increases following vascular occlusion and reflects the time required to wash out
stagnant blood and is thought to be determined by local cardiovascular reserve
and microcirculatory flow (Fig. 1).

Fig. 1. StO2 during a vascular
occlusion test. Dotted vertical
lines note exact times of start
and stop of occlusion and
beginning of hyperemic reaction.
DeO2: deoxygenation rate; ReO2:
reoxygenation rate; AUC: area
under the curve
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The vascular occlusion test StO2 response derives from the functional hemody-
namic concept in which the response of a system to a pre-determined stress is the
monitored variable. We previously documented that the rate of DeO2 is a function
of local metabolic rate and blood flow distribution. If metabolic rate is increased
by muscle contraction, the DeO2 slope increases, whereas in the setting of altered
blood flow distribution the rate of global DO2 is decreased [6]. We also showed
that the ReO2 slope is dependent on how low StO2 is at the time of release, being
less steep if StO2 is above 40 % than if the recovery starts at 30 %, suggesting that
the magnitude of the ischemic signal determines maximal local vasodilation.

Assessing Cardiovascular Insufficiency in the Microcirculation

Shock is a complex process that involves metabolic, inflammatory, and neurovas-
cular responses simultaneously. There is strong evidence for microcirculatory
failure during shock being a major component of the end-organ dysfunction
seen. Such microcirculatory dysfunction can be characterized by oxygen shunt-
ing, vasoconstriction, thrombosis and tissue edema. As a result of these com-
bined microcirculatory events, the flow distribution within the tissue is impaired
[7]. Importantly, microcirculatory alterations improve rapidly in septic shock sur-
vivors whereas patients dying by organ failure have a lower percentage of per-
fused small vessels [8].

In trauma patients, changes in StO2 capture the vasoconstriction associated
with decreased cardiac output during progressive hypovolemia. Initially, the oxy-
gen extraction ratio (O2ER) is high during hemorrhagic shock because as flow
decreases a sustained oxygen influx requires a greater extraction of oxygen from
the blood than would otherwise be the case for the same oxygen carrying capac-
ity of the blood at a higher cardiac output. Thus, if autonomic compensatory pro-
cesses are active then thenar blood flow should occur before the visceral flow.
Hence, documenting early impaired thenar blood flow in the setting of otherwise
normal hemodynamics suggests either a local circulatory abnormality including
the studied limb or compensated shock. This decreased thenar blood flow should
manifest itself by a decrease in either the DeO2 slope, ReO2 slope, or both. Conse-
quently, when thenar StO2 vascular occlusion test parameters recover after resus-
citation, most other organs should also show resolution of their ischemia.

StO2 Measurements as a Predictor of Cardiovascular Insufficiency

Given that the vascular occlusion test StO2 is a good technique to evaluate the tis-
sue consumption/blood flow distribution (DeO2 slope) and tissue flow reperfu-
sion and vascular recruitment (ReO2 slope), one can use this non-invasive tech-
nique at the bedside to monitor potentially unstable patients for early signs of cir-
culatory insufficiency. Since recent evidence suggests that the microcirculation is
affected in the early stages of vascular insufficiency, a vascular occlusion test StO2
represents an easy, non-invasive and rapid means of assessing and managing
patients in shock.

Creteur et al. [9], proved the hypothesis that the alterations in vascular occlu-
sion test StO2 response were related to the outcome of patients with either severe
sepsis or septic shock. Furthermore, compared to hemodynamically stable
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patients without infection (controls) and healthy volunteers, these differences in
the septic patients were striking. Using NIRS vascular occlusion test StO2, these
authors assessed the slope of increase in StO2 release as well as the difference
between the maximum StO2 and the StO2 baseline (Δ). Both the slope of ReO2 and
the Δ were significantly lower in septic patients than in controls and healthy vol-
unteers. In the sample of septic patients, the slopes were also significantly lower
in those who had cardiovascular insufficiency. Finally, vascular occlusion test
ReO2 slopes were higher in survivors than in non-survivors and also tended to
increase during resuscitation in survivors but not in non-survivors. Finally, the
StO2 ReO2 slope was found to be a good predictor of ICU death, with a cut-off
value of 2.55 %/sec (sensitivity 85 %, specificity 73 %). The authors did not find
any correlation between the vascular occlusion test StO2 DeO2 or ReO2 slopes and
other macroscopic hemodynamic values like mean arterial pressure, arterial
blood lactate concentration, temperature, age, hemoglobin concentration or
analgo-sedative doses. In shock patients, no correlation was found between nor-
epinephrine dose and StO2 ReO2 slope. These data confirm that the alterations in
vascular occlusion test StO2 ReO2 are related more to the sepsis process itself and
its severity than to mean arterial pressure or vasopressor agent doses. Impor-
tantly, the magnitude of this ReO2 slope alteration is directly related to the septic
disease and its presence in the first 24 hours of the septic process and the persis-
tence of a delayed ReO2 slope is related to patient outcome.

Furthermore, Payen et al. [4] showed a correlation between the StO2 ReO2
slope during the first day of shock and outcome in septic patients. Impressively,
the StO2 ReO2 slope displayed significantly better predictive value in patient out-
come than the Simplified Acute Physiology Score (SAPS) II and Sequential Organ
Failure Assessment (SOFA) scores.

Gomez et al. [5] showed that trauma patients had similar resting StO2 levels
compared to healthy volunteers, even though trauma patients had increased cir-
culatory stress; still, both groups had similar mean arterial pressures. Further-
more, even though trauma patients had slower StO2 ReO2 slope than controls, the
stressed trauma patients relied more heavily on capillary recruitment, as manifest
by an increased tissue hemoglobin level during reoxygenation than non-stressed
trauma patients or controls. Potentially, prior capillary derecruitment that was
unmasked by the ischemic challenge was consistent with increased sympathetic
tone.

In a more recent study, also in trauma patients, Guyette et al. [10] measured
vascular occlusion test StO2 measures in trauma patients during air transport to
the Trauma Center. The aim of the study was to see whether StO2 measurement,
including a vascular occlusion test, was feasible in the pre-hospital environment
and useful to predict in-hospital death and ICU admission. Although they did not
find differences in baseline StO2 among survivors, non-survivors and patients
admitted to the ICU, they showed significant differences in DeO2 and ReO2 slopes
between survivors and non-survivors, as well as between patients who needed
ICU admission and those who did not. Furthermore, only one of the five patient
deaths in their sample had pre-hospital vitals signs that would have met the pro-
tocolized criteria for resuscitation (heart rate > 120 bpm, systolic blood pressure
< 90 mmHg). This study shows the usefulness of dynamic assessment of the
microcirculation in the early stages of trauma injury, when cardiovascular insuffi-
ciency is not suspected from the macrocirculatory indexes, providing the possi-
bility to start early appropriate treatment and decide the in-hospital disposition.
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Conclusion

The microcirculation is altered in the first stages of shock when, due to physio-
logical compensatory mechanisms, macrocirculatory monitoring values are still
in the normal range. NIRS StO2 measures have been shown to be a valid, fast and
non-invasive method to assess the microcirculation. Adding a vascular occlusion
test as a provocative dynamic challenge, we can identify the presence of cardio-
vascular insufficiency earlier than with more traditional monitoring techniques.
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Introduction

Hemodynamic monitoring is the cornerstone of critical care, especially when the
patient is hemodynamically unstable. It needs to be used with the perspective of
tailoring treatment to physiology and the underlying disease process [1]. Moni-
toring should be easy to apply and negative side effects should be limited. The
results should be reliable and reproducible, not least because we also need to
monitor response to therapy when cardiovascular insufficiency has been identi-
fied. One of the primary goals of hemodynamic monitoring is to alert the physi-
cian to impending cardiovascular crisis before organ or tissue injury ensues.

In general, the adequacy of circulatory stability is judged by clinical assess-
ment of parameters that we can measure, e.g., blood pressure, urine output, heart
rate and serum lactate concentration. However, these are indirect clinical markers
of systemic blood flow and, as such, they are unreliable estimates of overall
hemodynamic status during critical illness, irrespective of the experience of the
assessing clinician [2, 3]. The logic is obvious when one considers that since
blood pressure is a regulated variable, a normal blood pressure does not neces-
sarily reflect hemodynamic stability or perturbation [4].

Early recognition of hemodynamic instability in combination with an under-
standing of the often complex underlying pathophysiology is therefore essential.
The clinical art is, first, to monitor the right parameters and, secondly, apply the
right target values, which can vary according to age or underlying pathology. In
critical illness, these are not necessarily the same as normal values in health [5].
Pediatric intensivists and anesthesiologists should be familiar with age-appropri-
ate normal values and the physiological differences between adults and children.

Cardiovascular Physiology of the Pediatric Patient

Differences in growth and development, as well as the pathophysiological
response to illness, mean that children cannot be regarded as small adults and
data obtained from adults cannot be easily extrapolated to children. Different
body proportions, a higher metabolic rate, and lack of compensatory reserve for
respiratory or circulatory threats are examples of factors that should influence
one’s approach to critically ill children. Normal age appropriate values are shown
in Table 1.

The cardiovascular system changes markedly at birth due to dramatic alter-
ations in blood flow patterns. Under normal circumstances, the fetal circulation,
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Table 1. Reference values for heart rate and blood pressure in children [13]. Data are presented as
mean and 95 % confidence intervals.

Age Heart rate
[beats/minute]

Mean blood
pressure
[mmHg]

Systolic blood
pressure
[mmHg]

Diastolic blood
pressure
[mmHg]

Term newborn 125 (70–190) 45 (35–60) 70 (50–90) 30 (20–40)
1–11 months 120 (80–160) 60 (45–75) 75 (55–95) 50 (30–70)
2 year 110 (80–130) 70 (50–90) 90 (70–110) 55 (40–70)
4 year 100 (80–120) 75 (50–100) 93 (70–115) 56 (40–70)
6 years 100 (75–115) 75 (50–100) 97 (80–115) 58 (45–75)
8 years 90 (70–110) 75 (60–90) 97 (80–115) 58 (45–75)
10 years 90 (70–110) 75 (60–90) 103 (85–120) 62 (47–77)
12 years 85 (65–110) 80 (65–95) 103 (85–120) 62 (47–77)
14 years 80 (60–105) 80 (65–95) 110 (95–125) 65 (50–80)

with its reduced perfusion of the lungs and intra- and extra-cardiac shunts
between the pulmonary and systemic circulations, transitions rapidly to an adult
circulation. The precipitous fall in pulmonary vascular resistance and corre-
sponding increase in pulmonary blood flow leads to increased left atrial filling
and closing of the intra-atrial connection (foramen ovale). Left ventricular pre-
load rises and the cardiac output increases to meet metabolic demands [6]. In the
fetus and newborn, the left ventricle is flattened and the right ventricle is domi-
nant. Newborn babies have less compliant ventricles and therefore have compro-
mised diastolic function. They have a reduced response to inotropes, volume
loading, and increased sensitivity to afterload. The immature heart has reduced
contractile reserve and a depressed contractile response to exogenous administra-
tion of catecholamines.

With the separation of the systemic circulation from the low pressure placental
circuit, systemic vascular resistance (SVR) and left ventricular afterload rise
steeply in concert with each other. Hence, neonates at birth have little inotropic
reserve. They also have reduced preload reserve in comparison with older chil-
dren and adults. After the transition from fetal to neonatal circulation, the SVR
starts to decrease and stroke volumes and cardiac output increase [7]. Stroke vol-
ume index (SVI) and cardiac index (CI) continue to increase until the age of 5
years. SVI is stable and CI decreases slightly beyond the age of 5 years. The SVR
decreases in the first decade, with the initial major increase followed by a pro-
gressive decrease, occurring in the first 48 hours after birth [7]. In infancy and
childhood the myocardium adapts progressively to its new loading conditions
and develops increased reserve to β adrenergic stimulation.

The compensatory mechanisms in hemodynamic disease appear to differ in
children compared with adults. Adults with septic shock have decreased ejection
fraction and increased cardiac output through ventricular dilatation and increased
heart rate [8]. Children with septic shock do not have ventricular dilatation [9].
Therefore, the most important way to increase cardiac output in young children is
to increase heart rate. However, there is a problem here. An adult can increase rest-
ing heart rate from 60 to 100 beats per minute, but a proportionate increase in an
infant from 140 to 220 beats per minute is not sustainable. In adults with septic
shock, the hyperdynamic state (‘warm shock’) is the hallmark of cardiovascular
pathophysiology. In children, the response is more heterogeneous [10]. Only a
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small percentage of children who present with septic shock exhibit a hyperdy-
namic state, with diminished SVR that responds to vasopressor support without
a decrease in CI [10]. The main presentation in pediatric septic shock is a hypo-
dynamic state (‘cold shock’) with low cardiac output and a high SVR [11, 12].

Studies in humans with septic shock suggest that low cardiac output and/or
low SVR is detrimental to organ perfusion and survival. Children with septic
shock, who maintain a CI between 3.3 and 6.0 l/min/m2 seem to have a higher
survival rate compared to those who have CI outside this range [12].

Hemodynamic Monitoring of the Pediatric Patient

An important goal of hemodynamic monitoring is to be able to detect inadequate
tissue perfusion and oxygenation at an early stage, long before it becomes detri-
mental. As a consequence, the monitor should prompt and guide resuscitation.
Three key components in the physiology of oxygen delivery can be identified:

1. Uptake of oxygen in the lung;
2. Transport and delivery of oxygen from the lung to the tissues; and
3. Oxygen uptake and utilization by the tissues.

At present, available devices for bedside monitoring give limited information
about these processes. Oxygen saturation (SO2), measured by continuous pulse
oximetry (SpO2) and arterial blood gas analysis provides information about the
oxygen content of the blood (SaO2), providing we also know the hemoglobin con-
centration. This covers oxygen uptake. Oxygen delivery (DO2) and utilization are
more difficult to assess. DO2 is the product of oxygen content and cardiac output.
However, at regional level, vascular resistance is a major factor. There is evidence
that low cardiac output is associated with an increased morbidity and mortality
[10]. Assessment of cardiac output by means of clinical estimation is inaccurate
[3], and invasive measurements are little used in children [14, 15]. As an alterna-
tive to invasive measurement of cardiac output, central (ScvO2) or mixed (SvO2)
venous oxygen saturation has been used as a surrogate for the adequacy of car-
diac output in adults. In children with complex congenital heart disease or intra-
and/or extracardiac shunts, SvO2 is not a useful measure. Central venous or
mixed venous oxygen saturation is also invasive and carries risks in small chil-
dren. Volumetric indices of cardiac function (e.g., M-Mode, femoral artery ther-
modilution catheter) are used extensively in adult intensive care unit (ICU) in
order to derive DO2. However, in the pediatric ICU, intra- and extracardiac shunts
may change their validity and relevance. And again, the risks accompanying the
insertion of the catheters (e.g., arterial thrombosis) outweigh the potential bene-
fits. Echocardiographic evaluation of cardiac output is not consistently reliable
because even in the hands of experienced operators the variation in measure-
ments between and within individuals is large [16]. Taken together, evaluation of
cardiac output is much less straightforward in children than it is in adults.

In order to assess tissue perfusion, various measures are followed, including
capillary refill time, temperature, and serum lactate concentration. In circulatory
failure there is a hierarchy in regional blood flow with diversion away from skin
and muscles towards vital organs such as heart, brain, and kidneys. Thus, moni-
toring skin perfusion could be an early marker increased sympathetic activity
and hypoperfusion. Capillary refill time is a useful clinical parameter during the
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acute assessment and resuscitation of dehydrated children [17, 18]. It is non-inva-
sive, easy to use, and cheap. Its use in the pediatric ICU, however, might be of
limited value. The correlation with global hemodynamics is poor [19]. Only a
weak correlation exists between severely prolonged capillary refill time and SVI
and serum lactate concentration [19]. Also, confounding factors such as fever and
use of vasoactive medications should be considered. Nonetheless, a dramatic
change in this parameter should alert the clinician to the need for a more detailed
hemodynamic assessment of the patient.

Lactate metabolism and the prognostic value of high serum lactate concentra-
tion in the ICU patient are well documented [20–22]. However, the relationship
between lactate and tissue perfusion is not always well defined [23–25], possibly
due to the fact that measured lactate is not only the result of the balance between
anaerobic production and clearance, but that it may also arise from other sources
than hypoxic tissues [26]. Overall these macrocirculatory parameters are cur-
rently considered as insensitive markers of tissue perfusion [27]. Ideal hemody-
namic monitoring should provide information about whether cells are receiving
sufficient oxygen to sustain cellular mitochondrial respiration to produce ATP.
Two key elements are the DO2 and the removal of waste products, like carbon
dioxide (CO2). Important factors that determine DO2 are cardiac output, blood
hemoglobin concentration, SO2 of the hemoglobin molecule, and convection and
diffusion of oxygen from arterioles to cells. In critical illness, DO2 is often
deranged, and many of the common therapeutic interventions in the pediatric
ICU (e.g., fluid administration, blood transfusion, inotropes, mechanical ventila-
tion) are, ultimately, used to improve DO2. At present, no real-time monitoring
tool for use at the bedside is available for tracking DO2.

The Microcirculation as an Essential Hemodynamic Compartment

Circulatory shock is defined as failure of the cardiovascular system to maintain
effective tissue perfusion, causing cellular dysfunction and subsequent acute
organ system failure if not restored promptly. Although it is the macrocirculation
that distributes blood flow throughout the body, it is the microcirculation that is
the critical component of the cardiovascular system ensuring regional blood flow
to individual tissues. An optimal macrocirculation, however, is the obvious pre-
requisite for adequate microcirculatory perfusion. Nevertheless, restoration of
global hemodynamics does not always mean that adequate regional tissue perfu-
sion is achieved, especially in conditions of impaired autoregulation, such as
occurs during critical illness. Previous studies in adult septic shock patients have
shown that indices of microcirculatory blood flow can serve as early indicators of
tissue hypoperfusion and therefore provide timely information about the poten-
tial onset of multiorgan failure [28–30]. In health, microvascular perfusion is
controlled locally so that tissue blood flow and substrate delivery are maintained
despite changes in arterial pressure [31]. The lower limit of such flow-autoregula-
tion – from first principles based on mean arterial pressure (MAP) and other fac-
tors in Poiseuille’s equation – varies between organs, patients, disease state, meta-
bolic activity, and associated vasoactive therapies. Thus, there is no absolute
threshold blood pressure that defines adequate organ perfusion among organs,
between patients, or in the same patient over time [32]. However, because arterial
pressure is a primary determinant of organ blood flow, hypotension is always
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pathological. Measuring the adequacy of microcirculatory blood flow as a direct
indicator of the success of the cardiovascular system to provide adequate oxygen
and nutrients to the cells, can be regarded as an important extension of the mea-
surement of systemic hemodynamic variables [33]. However several issues need
to be addressed. These are:

1. the reliability and reproducibility of the measurement;
2. the identification of the most relevant microcirculatory parameters which need

to be determined; and
3. the prognostic value of these parameters in guiding therapy.

Bedside Measurement of the Pediatric Microcirculation

The microcirculation plays a crucial role in the interaction between blood and tis-
sue, both in physiological and pathophysiological states. Analysis of alterations in
microvascular blood flow therefore provides a unique perspective of disease pro-
cesses at a microscopic level [34]. Orthogonal polarization spectral (OPS) imaging
is the first hand-held imaging device that allows bedside visualization of the micro-
circulation. OPS imaging is based on the optical technique introduced by Slaaf et
al. [35], in which green polarized light is used to illuminate the tissue area of inter-
est, which at the bedside is usually the buccal or sublingual mucosa. The green
light is absorbed by hemoglobin within the red blood cells (RBCs) in the microcir-
culation. The reflected light is detected by an orthogonally placed analyzer which
filters out surface reflections in order to produce a high-contrast reflected light
image of flowing RBCs within the microcirculation [36]. Sidestream darkfield
(SDF) imaging is the improved successor to OPS imaging [37] and is based on the
dark field illumination technique introduced by Sherman et al. [38]. In this tech-
nique, the microcirculation can be observed without the need to use transillumina-
tion. Instead SDF imaging uses a stroboscopic light-emitting diode ring-based
imaging device so it provides better image quality of the microcirculation [39].

OPS and SDF imaging have been validated in several studies [37, 40–44].
Quantification of images is now standardized [45], reproducible, and validated
[46]. The parameters that are used to quantify the images include: The microvas-
cular flow index (MFI), a measure of convective flow; the functional capillary
density (FCD) or vessel density index (VDI), for diffusion distance; and the het-
erogeneity index (HI). In the MFI score [46], four different types of flow are rec-
ognized and assigned an integer score from 0 to 3: No flow, score 0; intermittent
flow, score 1; sluggish flow, score 2; and continuous flow, score 3. In order to
quantify the microcirculatory flow, each video image is divided into four equal
quadrants and the MFI for the whole image is taken as the average score of all
quadrants for the different types of vessels, small (< 25 ` m), medium (26–50 ` m)
and large (51–100 ` m). For the FCD calculation [36], the assessor needs to trace
the path of the moving RBCs within the capillaries (i.e., vessels < 10 ` m) using a
software program (Capiscope version 3.7.1.0, KK Technology 1993–2000). A
functional capillary is defined as a capillary that has at least one RBC moving
through it during the observation period. Dividing the length of the perfused
capillaries by the area gives the density. In order to calculate the VDI the assessor
draws a grid on the computer screen field-of-view composed of three equidistant
horizontal and three equidistant vertical lines. Vessel density is calculated as the
number of vessels crossing the lines divided by the total length of the lines. Assess-
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ment of the HI [30] involves evaluating three to five mucosal sites and measuring
the MFI in each quadrant, taking the difference between highest MFI minus the
lowest site MFI, and then dividing the number by the mean flow velocity.

Calculation and measurement of the above parameters has been discussed and
agreed upon in a recent consensus conference [45]. It must be noted, however,
that analysis and quantification of moving images is cumbersome and time con-
suming. Although software products do ease and optimize the task [47], no real-
time values can be obtained yet. In addition to other technical difficulties (e.g.,
blurring of the images due to oropharyngeal secretions and artifacts due to
movement or pressure) we consider that these microcirculatory imaging tech-
niques, in their present form, are unsuitable for routine clinical use. Nonetheless,
the introduction of OPS and SDF imaging to clinical medicine has opened a new
field of monitoring during various disease states [48]. The technique is feasible
for use in young children [49], providing they have received adequate sedation.

To date, there have been eight studies published on the use of OPS/SDF in chil-
dren (Table 2). A few studies in newborns and infants have used videophotome-

Table 2. Pediatric studies of the microcirculation using OPS or SDF imaging

Author [ref] Year Age range n SDF/OPS Site Outcome

Genzel-Borovic-
zeny et al. [53]

2002 Preterm
and term,
1–5 days

28 OPS Skin Feasibility study: RBC velocity
increased from day 1–5 in prema-
ture neonates and correlated with
decrease in hemoglobin

Genzel-Borovic-
zeny et al. [54]

2004 Preterm,
19–39
days

13 OPS Skin FCD improved 2 hours and 24 hours
after blood transfusion

Kroth et al.
[55]

2008 Preterm,
0–30 days

25 OPS Skin FCD decreased significantly over the
first month of life

Top et al. [57] 2009 Term,
0–18 days

14 OPS Buccal
mucosa

FCD was reduced in neonates with se-
vere respiratory failure and improved
following use of veno-arterial extra-
corporeal membrane oxygenation

Weidlich et al.
[58]

2009 Preterm,
0–30 days

10 OPS Skin FCD decreased 1 day before clinical
signs of infection appeared

Hiedl et al.
[56]

2010 Preterm,
3–8 days

25 SDF Patients with persistent ductus arte-
riosus had reduced FCD, which
improved after treatment

Top et al. [49] 2010 0–3 years 45 OPS Buccal
mucosa

FCD of the buccal mucosa decreased
after the first week of life

Top et al. [59] 2010 0–15 years 21 OPS Buccal
mucosa

Persistence of depressed FCD was
associated with a worse outcome in
children with septic shock

Top et al. [60] 2010 0–3 years 8 OPS Buccal
mucosa

Inhaled NO improves the systemic
microcirculation in children with
hypoxemic respiratory failure

OPS: orthogonal polarization spectral imaging; FCD: functional capillary density; RBC: red blood cell;
SDF: sidestream darkfield
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tric microscopy or laser Doppler to evaluate RBC velocity in the nailfold capillar-
ies of the thumb [50–52]. OPS imaging of the skin has been used in premature
and term infants [53–56]. These observations show that the microcirculation in
premature infants can be quantified and RBC velocity can be measured. In older
children, the most frequently used site for assessment is the buccal mucosa.

The Microcirculation in Development

Developmental changes in the structure of the microcirculation occur in the first
few weeks of life in healthy neonates and children [49, 55]. The FCD in the skin
of premature infants decreases significantly over the first month of life, which
correlates with decreases in hemoglobin concentration and environmental incu-
bator temperature [55]. The FCD of the buccal mucosa also decreases after the
first week of neonatal life. It would seem that developmental changes of the
microcirculation in early postnatal life are related to adaptation after birth rather
than post-conceptional age. It is believed that an adult pattern of microvascula-
ture in the skin is reached by the age of 3 months [61]. An important factor in
this development is local cooling. Therefore, it is unclear whether the same would
apply for other microvascular beds not directly exposed to environmental tem-
peratures. In the first week of life, compared with birth, there is also the addi-
tional 2- to 3-fold increase in oxygen consumption because of increased work of
breathing, and increased gastrointestinal function with feeding. Furthermore,
high levels of fetal hemoglobin at this time of life reduce the level of oxygen
extraction [62]. These factors, taken together, can be compensated by higher sys-
temic and microcirculatory blood flow. The higher FCD in the first week of post-
natal life may be related to higher cardiac output in the first week [62] and auto-
reglulation of regional blood flow may have an important role [31].

Microcirculation in Disease and the Effects of Treatment

Microcirculatory alterations are now considered to be a key hemodynamic prop-
erty of septic adult patients due to several landmark investigations using OPS and
SDF imaging [27, 28, 32, 64]. Top and co-workers reported that such alterations
also occur in the buccal mucosa of septic children [59]. In premature neonates
with sepsis, microcirculatory alterations were observed in the skin using OPS
imaging [58]. Furthermore, neonates with severe respiratory failure have
depressed microcirculatory parameters [57]. In premature neonates with patent
ductus arteriosus (PDA) the FCD of the skin is reduced compared with patients
without PDA [56]. The mechanism behind this change is unclear. These patients
had left-to-right shunting through the PDA, resulting in reduction of cardiac out-
put (due to blood flow ‘leaking’ away to the pulmonary circulation). The differ-
ence disappeared after closure of the PDA [56]. Microcirculatory alterations can
be effectively treated in pediatric patients. Genzel-Boroviczeny et al. observed a
direct effect of RBC transfusion on the microcirculation in premature infants by
its ability to increase FCD [54]. Inhaled NO (iNO) improves outcome in infants
diagnosed with persistant pulmonary hypertension of the newborn by improving
pulmonary blood flow and oxygenation. It reduces pulmonary vascular resis-
tance, without fall in systemic blood pressure. Top et al. [60] showed that iNO
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improves the microcirculation of the buccal mucosa in children with hypoxemic
respiratory failure.

Extracorporeal membrane oxygenation (ECMO) can be considered as a ther-
apy of choice for patients with severe respiratory and circulatory compromise,
when conservative treatment fails. Top et al. investigated the microcirculatory
response of critically ill pediatric patients to ECMO. They demonstrated that
respiratory distress was associated with severe microcirculatory alterations and
that after treatment with ECMO, at a time when the patient no longer needed
ECMO, the microcirculatory parameters were improved [58].

Prognostic Value of the Microcirculation

OPS and SDF have been applied in adults in various clinical settings and have
been shown to be associated with the severity of disease and outcome [27, 48,
63–65], In adult patients with septic shock, microcirculatory parameters that did
not resolve after 24 hours of admission, were shown to be associated with poor
outcome [27]. The presence of abnormal microcirculatory values has been shown
to be correlated with other measures of patient severity of illness during sepsis,
such as sequential organ failure assessment (SOFA) scores [63]. Patients who
develop nosocomial infection after major abdominal surgery have been shown to
exhibit impairment of sublingual microcirculatory parameters [65]. De Backer et
al. also found that the degree of microvascular derangement in adults with car-
diogenic shock was reflected in their survival [64].

In regards to children, Top et al. found that persistent alterations of the micro-
circulation were associated with poor outcome in children with septic shock [59].
Lack of restoration of the altered microcirculation proved to have a stronger pre-
dictive value for mortality than severity of illness score using the pediatric risk of
mortality (PRISM) model (Fig. 1). In premature neonates, reduction of FCD of the
skin can be the first sign of infection. For example, Weidlich et al. observed
microcirculatory alterations in premature infants with infection [58]. The authors
suggested that these alterations might be predictive of infection, even before clini-
cal suspicion arises.

Fig. 1. Receiver operator characteristic (ROC)
curve for the change in functional capillary
density (ΔFCD) within the first 2 days of sep-
tic shock in children. The best cut-off is 0.7.
Area under the curve (AUC) for ΔFCD = 0.956
(95 % CI 0.853–1.058). The ROC curve for
pediatric risk of mortality (PRISM) shows a low
sensitivity and specificity. It has an AUC of
0.59 (95 %CI 0.209–0.969) and is significantly
less sensitive and specific than the ΔFCD mea-
sured by the ROC curve. From [59] with per-
mission
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Conclusion

Direct observation of the microcirculation is, potentially, a valuable addition to
the hemodynamic monitoring of the critically ill pediatric patient, where other
monitoring modalities are limited. If the current practical limitations for routine
use of OPS and SDF imaging can be overcome, such monitoring modalities may
improve outcome by directing clinicians to administer resuscitative therapies in a
more timely and effective manner.
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Introduction

As early as 1945, the importance of resting heart rate as a prognostic factor was
described in a retrospective analysis among the US-military, showing a higher
probability of retirement from active military service with a resting heart rate of
more than 100 bpm in a routine examination [1]. A high heart rate is an indepen-
dent risk factor for adverse cardiovascular events and total mortality in patients
with coronary artery disease [2], chronic heart failure [3] and in the general pop-
ulation (Fig. 1) [4].

In the ‘multifactor primary prevention trial in Göteborg’, monitoring more
than 30,000 healthy men for 12 years, a clear correlation between resting heart
rate and all-cause-mortality and coronary-mortality was shown [5]: Compared
with individuals with a heart rate < 60 bpm, a heart rate > 90 bpm in trial partici-
pants was associated with a two- to three-fold elevated mortality. Another trial
revealed resting heart rate to be an independent predictor of sudden cardiac
death in a cohort of 7,079 men, none of them with known coronary heart disease
[6]. Finally, the Framingham-trial also showed a significant correlation of heart
rate and mortality [7].

In the course of a large Registry (Coronary Artery Surgery Trial, CASS), which
followed up patients with coronary heart disease and planned coronary artery
bypass graft (CABG) procedures for 14.7 years, a significant correlation of ele-

Fig. 1. Heart rate and all cause
mortality (mean and standard
deviation) in men in a general
population. Data from the FIN-
RISC-study [4].
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vated heart rate with mortality existed even after adjustment for variables such as
age, sex, diabetes, hypertension, smoking, left ventricular ejection fraction
(LVEF), number of affected coronary arteries, recreational activity, and medica-
tion [2].

Patients with Multiorgan Dysfunction Syndrome

Multiorgan dysfunction syndrome (MODS) specifies a condition of the acutely ill
patient characterized by the presence of altered organ functions such that homeo-
stasis cannot be maintained without intervention [8]. The term ‘MODS’ thus
meets the requirements for a clinical syndrome of critical illness, with consecu-
tive or simultaneous malfunction of several vital organs.

The MODS-related involvement of organs is either primary (e.g., acute lung
injury/acute respiratory distress syndrome [ALI/ARDS] in pneumonia or lung
contusion, encephalopathy in meningitis, acute heart failure in myocardial
infarction, disseminated intravascular coagulation [DIC] in transfusion acci-
dent, etc.) or secondary through generalized phenomena (systemic inflamma-
tory response syndrome [SIRS], DIC, disturbed microcirculation, insufficient
tissue oxygenation, etc.). The most common causes of MODS are sepsis and car-
diogenic or hemorrhagic shock. Burns, pancreatitis or trauma can also trigger
MODS.

In MODS, there is a progressive transition of deviation of single physiological
parameters from their normal ranges through to complete multiple organ failure.
The 2001 Sepsis Definition Conference stated that MODS was best characterized
by a validated intensive care medicine scoring system [9]. Box 1 lists the ade-
quately validated scores used in intensive care medicine today.

Scores that use heart rate as a parameter for score calculation are the Logisitic
Organ Dysfunction Score (LODS), Multiple Organ Dysfunction Score, and Acute
Physiology and Chronic Health Evaluation (APACHE) II-score. The scoring sys-
tems not only allow a grading of disease severity – important for both clinical
work and research – but also reliably describe patient prognosis [10]. An
APACHE II score & 20 is an accepted inclusion criterion in clinical trials investi-
gating MODS [11, 12].

Basically, MODS is a reversible process. However, it accounts for considerable
mortality of patients in intensive care units (ICUs). Up to 83 % of deceased criti-
cally ill patients are diagnosed with this syndrome posthumously [13]. Mortality
from MODS is reported as between 30–100 % and mainly depends on the num-
ber of failing organs [14, 15]. At least every second death is a consequence of a
failure of the cardiovascular system in a state of intense autonomic dysfunction.

Box 1. Scoring systems to assess multiorgan dysfunction syndrome (MODS)

APACHE II score Acute Physiology and Chronic Health Evaluation
Elebute Score Severity of Sepsis Grading
LODS Logistic Organ Dysfunction Score
MODS Multiple Organ Dysfunction Score
SAPS II Simplified Acute Physiology Score
SOFA Score Sequential Organ Failure Assessment
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Increasing scientific activities in this field in recent years reflect the impor-
tance of MODS in the prognosis of critically ill patients. A large number of poten-
tial therapies have been identified by intensive basic research and for some clini-
cally feasible therapeutic regimes results of randomized clinical trials are avail-
able [16]. So far the results of these trials have been very disappointing. A prog-
nostic improvement has been demonstrated for very few therapeutic components
in selected subgroups of patients with MODS or single organ dysfunction syn-
dromes (e.g., recombinant human activated protein C for severe sepsis, ventila-
tion with lower tidal volumes for ARDS, early goal-directed therapy in the treat-
ment of severe sepsis and septic shock). Overall, the currently available regimes
for the treatment of MODS are very limited, compared with its high incidence
and mortality. The present therapy of severe sepsis, septic shock and cardiogenic
shock caused by myocardial infarction is based on contemporary guidelines of
medical societies [17]. Recommendations for the treatment of sepsis and septic
shock are based on so called ‘weak’ recommendations and low levels of evidence
(expert opinions). That is why there is urgent need for innovations that can
improve the prognosis of patients with MODS.

Although reducing heart rate has moved into the focus of therapeutic efforts to
improve outcomes in cardiovascular patients [18], the question of transferability
to critically ill patients remains unanswered. As a rule, the heart rate is elevated
in MODS and it has been demonstrated that mortality of patients with MODS is
highly correlated with sinus tachycardia. The greater the number of affected
organ systems and the more severe the degree of dysfunction, the higher the
heart rate [19].

A fast heart rate on the day of admission was an independent and early predic-
tor of death due to MODS in a prospective, multicenter, observational cohort trial
of high-risk patients with noncardiac surgery [20]. Parker et al. investigated
which hemodynamic parameters correlated with survival in 48 consecutive
patients with septic shock and positive blood cultures on a medical ICU. Signifi-
cant predictors of survival were a heart rate < 106 bpm at admission to ICU, a
heart rate < 95 bpm and a systemic vascular resistance index (SVRI) > 1529 dyn/
s/cm5/m2 24 hours after admission or a lowering of heart rate by > 18 bpm or a
lowering of cardiac output index by > 0.5 l/min/m2 within the first 24 hours [21].
The treatment of these patients followed a standardized protocol in which ini-
tially a pulmonary artery occlusion pressure (PAOP) of 15 mmHg and a mean
arterial pressure (MAP) > 60 mmHg was achieved by intravenous fluids and, if
necessary, by administration of catecholamines. The non-surviving patients were
hemodynamically characterized by the fact that, despite these measures, no
reduction in the hyperdynamic circulatory situation (inadequate tachycardia,
high cardiac output and low peripheral vascular resistance) was reached within
24 hours. In another trial, Leibovici et al. [22] prospectively established the ‘rela-
tive tachycardia’, i.e., body temperature-related heart rate, in septic patients at the
time of admission as a prognostic parameter of 30-day survival. In 3,529 patients
with SIRS and suspected or proven infection, survivors were distinguished in a
univariate analysis by a significantly lower relative tachycardia (mean 2.40 ± 0.48/
min/°C vs. 2.55 ± 0.57/min/°C. The multivariate regression analysis found that a
relative tachycardia 2.71/min/°C was an independent predictor of 30-day mortal-
ity (odds ratio 1.54, 95 % CI 1.10–2.17).

Inadequately elevated heart rate, like reduced heart rate variability, is part of
the autonomic dysfunction in critically ill patients [19]. Figure 2 shows heart
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Fig. 2. Reduced heart rate variability in multiorgan dysfunction syndrome (MODS). Heart rate and RR-
histogram of a healthy person (upper panel) and a patient with MODS (lower panel). Narrowed base
in the RR-histogram, fewer heart rate fluctuations and higher mean heart rate as an expression of
reduced heart rate variability in MODS.

rate variability in a healthy person and in a patient with MODS. The prognostic
role of heart rate was demonstrated in a group of 80 MODS patients, with
patients with a heart rate of & 90 bpm having a significantly lower survival rate
than those patients with a heart rate of < 90 bpm (Fig. 3) (R. Hoke, unpublished
data).
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Fig. 3. Effects of baseline heart
rate (HR) on 28-day all-cause
mortality in 80 critically ill
patients with MODS. (........)
baseline heart rate < 90 bpm;
(____) baseline heart rate & 90
bpm. From the thesis of R.
Hoke, with permission.

Mechanisms

Different pathophysiological explanations can be discussed for the adverse impact
of increased heart rate, such as increased myocardial oxygen demand and
reduced coronary blood flow due to shortened diastole. Additionally, it has also
been shown that there is an increased disposition to rupture of atherosclerotic
plaques at elevated heart rates [23].

Endotoxin, a cell wall component of Gram-negative bacteria and frequent
cause of sepsis and consecutive MODS (also increased in heart failure due to bac-
terial translocation) directly affects the hyperpolarization-activated cyclic nucleo-
tide gated (HCN) channels mediating the pacemaker current, If, of human cardio-
myocytes [24]. This means that the electrical activity of the If-current is slowed
(Fig. 4).

Fig. 4. Effect of lipopolysaccha-
ride (LPS) on the funny current
(If ) properties in cardiomyocytes:
Absolute mean current-density
values of control and LPS-incu-
bated myocytes (1 and 10 ` g/mL)
[24]. * p< 0.05
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On the other hand, endotoxin also sensitizes the HCN channels for sympathetic
stimulation, thereby increasing heart rate. Accordingly, our own data show that in
chronically instrumented mice, endotoxin increases heart rate and reduces heart
rate variability, while blocking sympathetic and vagal activity in these mice
induces bradycardia. The combined effect of endotoxin on the pacemaker cur-
rent, If, is an inadequately high heart rate and a narrowed heart rate variability,
both impairing cardiac function and indicating an unfavorable prognosis [19].
This is a possible explanation for the decreased heart rate variability as a marker
of autonomic dysfunction, and thus poorer prognosis in patients with MODS.
However, it is also possible to interpret an increased heart rate as a symptom of
underlying – manifest or still unknown – illness rather than as a causal factor,
but no statistics will be able to prove definite causality in this case.

In summary, there is a large number of studies in healthy and diseased popula-
tions that have established an increased heart rate as an independent predictor of
increased mortality.

Heart Rate as a Therapeutic Target in Non-MODS Patients

It is well established that a reduction in heart rate is associated with an improve-
ment in prognosis in patients with cardiovascular disease [18, 25]. This is an
accepted therapeutic goal in patients with coronary heart disease [17]. For coro-
nary heart disease, chronic heart failure, secondary prevention after myocardial
infarction and certain tachyarrhythmias, beta-blockers are part of the standard
therapy after exclusion of contraindications. After acute myocardial infarction,
beta-blockers significantly reduced mortality; the extent of reduction depends on
the de facto heart rate reduction achieved [17, 26].

In a systematic review of 35 randomized controlled trials on the use of beta-
blockers in patients with heart failure, reducing heart rate was shown to be the
major contributor to the reduction of mortality [27]. Beta-receptor-antagonists
are drugs with heart rate lowering activity, well established in the treatment of
patients with chronic myocardial infarction [17] and heart failure [28]. Because of
contraindications – first of all the need for catecholamines for hemodynamic sta-
bilization in circulatory shock – the use of beta-blockers is prohibited in most
MODS-patients.

In those MODS-patients with an unfavorable prognosis, high heart rate and
concurrent contraindication to the administration of beta-blockers, ivabradine, a
selective antagonist of the pacemaker current, If, may be used to attempt to lower
the heart rate to a prognostically more favorable range. Based on the results of
the BEAUTIFUL-trial, we know that patients with stable coronary heart disease
and heart failure with a heart rate > 70 bpm have a worse prognosis [25]; these
patients reach a combined end-point (cardiovascular death, hospitalization
because of myocardial infarction or newly diagnosed or worsening heart failure)
more frequently (34 % higher cardiovascular mortality, 53 % higher risk of hospi-
talization because of heart failure, 46 % higher risk for hospitalization because of
myocardial infarction, and 38 % higher risk of coronary revascularization). Above
a heart rate of 65 bpm, every increase in heart rate of 5 bpm was associated with
a higher risk of all-cause-mortality (+8 %), hospitalization because of worsening
heart failure (+16 %), hospitalization because of myocardial infarction (+7 %)
and hospitalization because of coronary revascularization (+8 %).
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Furthermore, the SHIFT-trial [3] showed that heart rate is an important target for
treatment of heart failure as well. Patients with standard treatment for heart fail-
ure with a higher heart rate ( & 87 bpm) were at a more than two-fold increased
risk for cardiovascular death or hospital admission for worsening heart failure
compared with those in the lowest heart-rate group (70 to < 72 bpm; hazard ratio
[HR] 2·34, p < 0·0001) with every beat increase in heart rate, increasing the risk
of a composite of cardiovascular death or hospital admission for worsening heart
failure by 3 % (p < 0·0001). The higher the heart rate at baseline, the higher the
heart rate reduction with ivabradine and the greater the relative reduction in out-
come events compared with placebo.

In a multivariate analysis of data from the GISSI-2 trial, the heart rate of 8,519
patients with acute myocardial infarction at discharge without atrial fibrillation
proved to be an independent predictor of survival: 6-month mortality was 0.8 %
for a heart rate < 60 bpm vs. 14.3 % for > 100 bpm [29]. In chronic heart failure,
a beta-blocker saves 3.8 lives per 100 patients in the first year of treatment,
according to a meta-analysis [30]. In addition to heart rate at baseline, the mor-
tality rate also depends on the extent of heart rate reduction, applying equally to
patients with and those without beta-blocker. A multivariate analysis of the CIBIS
II trial revealed baseline heart rate, heart rate after two months of therapy as well
as taking a beta-blocker as independent predictors of survival in patients with
heart failure NYHA III and IV [31]. The reason why beta-blockers improve symp-
toms and prognosis of many cardiovascular patient-populations has not been
finally resolved; the reduction in heart rate is generally accepted as the main
mechanism [3]. This leads to a reduction in myocardial oxygen consumption and
– via an improvement in diastolic filling of the heart – to an economy of cardiac
work. The amelioration in exercise-induced angina by calcium channel blockers
and beta-blockers correlated linearly with pharmacologically achieved heart rate
reduction [26]. Antiarrhythmic properties of beta-blockers probably play a role in
terms of improving tachyarrhythmias. For certain patient populations, it has been
shown that the beneficial effects of beta-blockers depend on heart rate, i.e., the
degree of sympathetic overactivity before beta-blocker administration [32]. An
improvement in autonomic dysfunction in cardiovascular patients by administra-
tion of beta-blockers is well documented [33, 34]. Several metabolic effects of
beta-blockers, including anti-oxidant properties, have been discussed in the past
as contributors to the success story of this drug group in modern cardiovascular
medicine [35].

The pathophysiological baseline of patients with MODS in many ways parallels
the hormonal and functional constellation of heart failure, with sympathetic
overactivity, activation of the renin-angiotensin-aldosterone system (RAAS),
autonomic dysfunction with an inadequate high heart rate, and in most cases a
cardiomyopathy with insufficient cardiac output [14 36]. In addition, there are
also certain metabolic alterations such as insulin resistance, increased protein-
and lipid-catabolism, decreased clearance of lactate and increased oxidative
stress, etc., as well as a depression of the immune system. As with chronic heart
failure, downregulation of sympathetic beta-receptors is also found in MODS [37,
38]. Therefore, the possible use of beta-blockers in SIRS and sepsis has been
debated for a long time [39].
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Heart Rate Reduction in MODS

Early studies in patients with SIRS demonstrated that the β-blocker, propranolol,
could effectively reduce energy consumption and muscle wasting in catabolic
phases of illness [40]. In pediatric burn patients, propranolol reduced the left
ventricular stroke work index (LVSWI), but without altering cardiac output,
PAOP or oxygen consumption [41]. In a ligation/perforation model of sepsis in
rats, a significant reduction in heart rate could be achieved by a continuous infu-
sion of the beta-adrenergic blocker, esmolol [42]. At the same time, cardiac out-
put, cardiac contractility (measured as the maximum pressure increase over
time), the cardiac workload (measured as the product of cardiac output and max-
imum left ventricular pressure) and the efficiency of cardiac work (i.e., cardiac
work related to myocardial oxygen consumption) increased. In this model, it has
been convincingly shown that the reduction in heart rate in septic cardiomyopa-
thy does not have to be accompanied by an impairment in cardiac performance,
but rather is able to economize the cardiac workload. In a retrospective analysis,
MODS patients with beta-blocker administration had improved autonomic func-
tion and exhibited a significantly reduced mortality [43]. It remains unclear to
what extent there is causality between these coincident findings. Previously, how-
ever, it has been pointed out that an increased resting heart rate in cardiovascular
diseased patients is a sign of autonomic imbalance with sympathetic overactivity
[44].

The well-documented efficacy of beta-blockers has led to their widespread use
in cardiovascular medicine. However, due to adverse effects, beta-blockers are
contraindicated, absolutely or relatively, for certain patient populations, such as
those with acute heart failure, obstructive airway disease, or shock [45].

Because of its different mechanism of action, ivabradine, the new specific
inhibitor of the pacemaker current in the sinoatrial node, provides a possible
therapeutic alternative to medicinally induced blockade of beta-receptors. Effects
on the vascular system, the bronchial tree or on mood have not been described
for ivabradine in contrast to beta-blockers [46].

Ivabradine is a selective inhibitor of the cardiac pacemaker current, If [46].
Ivabradine leads to a dynamic (use-dependent) blockade of the HCN channels
and, thus, to a reduction in heart rate in patients with sinus rhythm. Ivabradine
reduces myocardial oxygen consumption and increases the duration of diastole
[47, 48]. With regard to negative chronotropic effect, the effect of ivabradine is
comparable to that of beta-blockers or calcium channel blockers of the verapa-
mil type, but ivabradine does not lead to (unwanted) negative inotropy and
antihypertensive effects, as seen with beta-blockers and verapamil [48]. This
advantage of selective heart rate reduction has potentially fundamental impli-
cations for the treatment of critically ill patients with heart failure either pri-
marily due to reduced LVEF (e.g., acute and chronic heart failure or cardio-
genic shock) or secondarily because of systemic dysfunction (i.e., septic cardio-
myopathy).

Preliminary clinical data suggest that ivabradine adminsitration may result in
a positive influence on ventricular remodeling in patients with left ventricular
dysfunction [49]. In animal models of heart failure, ivabradine improved cardiac
morphology and function [50].

The impact of ivabradine on parameters of cardiovascular function in critically
ill patients is largely unknown. Based on the above-mentioned promising data, we
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retrospectively analyzed 22 score-defined MODS-patients in whom ivabradine
was used in an individual therapeutic approach. Ivabradine was newly prescribed
because of inadequate sinus tachycardia (once or twice daily) for at least two days
in these critically ill patients, and was associated with a reduction in heart rate by
14 bpm in all patients and by at least 10 bpm after 48 hours in 65 % of patients
(unpublished own data). Patients were included in this analysis if the following
criteria were met: Age > 18 years, sinus rhythm, heart rate > 70 bpm, APACHE II
score & 20, contraindication to beta-blockers, hemodynamic monitoring by
means of a pulmonary artery catheter. Diagnoses, hemodynamic parameters,
common critical care scores, and the incidence of bradycardia, defined as a heart
rate < 50 bpm were retrospectively extracted from the medical charts.

The results of this analysis are shown in Table 1 and Figure 5 and are given in
mean values ± standard deviations: The mean age of the population (13 males, 9
females) studied was 62.5 ± 12.3 years. Mean daily ivabradine dose delivered was
7.7 ± 2.5 mg. Etiology of MODS was septic shock, cardiogenic shock, or both, in
13, 5, and 4 subjects, respectively. Bradycardic episodes or discontinuation of iva-
bradine due to adverse events were not observed.

This initial clinical experience in individual treatment of increased heart rate
in patients with MODS showed that ivabradine was able to reduce heart rate by
about 10 bpm effectively and consistently and reducing the heart rate did not

Table 1. Results of a retrospective analysis of 22 patients with multiorgan dysfunction syndrome
(MODS) treated with ivabradine for 2 days (unpublished own data)

Parameter/time Baseline 48 hours p-value

APACHE-II-Score 31±8 28±12 < 0.001
SAPS II 61±13 55±16 0.035
Mean heart rate (bpm) 101±17 87±15 < 0.001
Mean arterial pressure (mmHg) 115±15 118±20 0.47
Mean daily norepinephrine dose ( ` g/kg/min) 0.136±0.215 0.091±0.091 0.37
Mean daily dobutamine dose ( ` g/kg/min) 1.2±0.2 0.82±1.6 0.31

Fig. 5. Effects of ivabradine on selected parameters in 22 critically ill patients with newly diagnosed
multiorgan dysfunction syndrome (MODS) who received ivabradine for 48 hours (unpublished own data).
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result in hemodynamic instability. A trend towards hemodynamic improvement
by reducing heart rate from 101 „ 17 bpm to 87 „ 15 bpm within 48 hours of
treatment with ivabradine could be demonstrated. The catecholamine dose could
be reduced in temporal association with ivabradine-induced heart rate reduction.
Clinical scores of disease severity of MODS and sepsis decreased, which indicated
stabilization of patients’ health conditions. Ivabradine did not lead to deteriora-
tion of liver function parameters; furthermore no hemodynamically unfavorable
bradycardia was induced.

These promising data tempted us to initiate a monocenter, randomized, con-
trolled phase 2-trial – the MODIFY trial – to prove the hypothesis of clinical ben-
efit of reducing an elevated heart rate by ivabradine in MODS-patients in a pro-
spective setting (www.clinicaltrials.gov, NCT01186783). The primary end point of
this trial is the proportion of patients with a reduction in heart rate by at least 10
beats per minute (bpm). This trial will randomize 70 patients (men and women,
aged & 18 years) with newly diagnosed MODS (APACHE II score & 20, diagnosis
within e 24 hours), with an elevated heart rate (sinus rhythm with heart rate & 90
bpm) and contraindications to beta-blockers. The treatment period will last 4
days, and all patients will be followed for up to six months.

Conclusion

A high heart rate is an independent risk factor for adverse cardiovascular events
and total mortality in patients with coronary artery disease and chronic heart
failure, and the general population. It is well established that a reduction in heart
rate is associated with an improvement in prognosis in patients with cardiovascu-
lar disease. The pathophysiological baseline of patients with MODS in many ways
parallels the hormonal and functional constellation of heart failure. As a rule, the
heart rate is elevated in the MODS and mortality of MODS patients is highly cor-
related with inadequate sinus tachycardia. The well-documented efficacy of beta-
blockers has led to their widespread use in cardiovascular medicine. However,
because of adverse effects, beta-blockers are contraindicated for most critically ill
patients. Preliminary clinical data suggest that ivabradine could overcome these
negative side effects and could improve parameters of cardiovascular function
and disease severity in MODS patients, but further research is needed.

Acknowledgement: The authors of this article would like to thank Robert Hoke
for his scientific contribution.
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Introduction

Cardiac failure with a low flow state, clinical and biochemical signs of hypoperfu-
sion albeit increased filling pressures, is defined as cardiogenic shock. These
characteristics permit a differential diagnosis from other shock states. Cardio-
genic shock is caused by either ventricular or valvular dysfunction, malignant
rhythm disturbances, extrinsic factors or several of these. Although the etiologic
features of cardiogenic shock are often not easy to determine with routine hemo-
dynamic monitoring tools, routine baseline hemodynamic variables have been
shown to be strong predictors of outcome [1–3]. Ambulance-transported hypo-
tensive patients with a systolic blood pressure < 100 mmHg had a hospital mor-
tality rate of 25 % [4]. Tailored hemodynamic support is associated with lower
mortality in cardiogenic shock patients who are resistant to standard care [5]. In
addition, rapid intervention is warranted in ischemic and valvular heart disease
and tamponade. In ischemic heart disease, early revascularization is associated
with improved late survival compared to initial medical hemodynamic stabiliza-
tion [6].

The goals of hemodynamic monitoring include preservation of the functions
of the different organs at a circulatory and microcirculatory level. Key features
comprise a balanced optimization of cardiac output and mixed venous oxygena-
tion, of preload and afterload. The choice of appropriate monitoring in patients
with shock is of particular importance. The impact of monitoring devices on clin-
ical outcome is complex and dependent on many factors, including knowledge
and interpretation of resultant data by the managing intensivist and the choice of
monitored variables [7]. A monitoring tool is intended to provide information. In
particular, its efficacy is demonstrated in its ability to provide measures of overall
circulatory function and flow, including evaluation of therapeutic efficacy and
prognostic value.

In this chapter, we will discuss various hemodynamic monitoring tools which
have the potential to guide hemodynamic management in cardiogenic shock.

Etiology of Cardiogenic Shock

Ventricular failure in cardiogenic shock is the consequence of myocardial ische-
mia, stunning or necrosis, devastating valvular disease, or extrinsic causes. Myo-
cardial ischemia implies at least 75 % stenosis of the coronary lumen whereas
necrosis entails cell death and irreversible damage. Inferior myocardial infarction

406

X



in conjunction with cardiogenic shock is often due to an infero-posterior infarc-
tion with the right coronary artery (RCA) the main cause in less than 50 % of
cases. In cases of shock caused by left ventricular (LV) myocardial infarction, the
infarction is infero-posterior in one third and posterior in 15–18 %.

Although the right ventricle is involved in only 5 % of all cases of cardiogenic
shock, nearly always with a RCA occlusion, in-hospital mortality is over 50 %.
Cardiogenic shock caused by right ventricular (RV) infarction is more common
in younger patients, has a high prevalence of single vessel disease, low rate of
anterior myocardial infarction, and high mortality in comparison with patients
with LV shock [8]. The resultant cardiac failure is characterized by pressure over-
load, volume overload or/and ventricular dysfunction.

In the context of a coronary ischemic syndrome, cardiogenic shock may be
induced by myocardial stunning, with important prognostic consequences [9].
Intracellular overload of calcium, in particular from the sarcoplasmatic reticu-
lum, loss of sensitivity of the myofilaments to calcium and a reduced number of
myofilaments all play a role in the pathophysiologic background of myocardial
stunning [10]. Increasing evidence has shown that the myocardial ATP-dependent
potassium channel (KATP) plays an important role in many myocardial cell func-
tions, including a close cross-talk between the sarcoplasma reticulum and the
mitochondrium [11], and that it is involved in ischemia reperfusion injury and
myocardial stunning.

Choice of Bedside Monitoring Tool

The ideal hemodynamic monitoring tool is relatively easy to define: In addition
to wide applicability and non-invasiveness, beat-to-beat information on systolic
function and contractility, preload and afterload should be presented. If possible,
this tool should be mainly nurse driven and applicable at the bedside and valid
for all ages. Anno 2011, this monitoring device is not yet available, so that the
integration of various monitoring tools is required.

Invasive Hemodynamic Monitoring

Historically, central venous and pulmonary artery catheters have served as both
intra-operative and intensive care unit (ICU) monitoring tools for many hemody-
namically unstable patients. The correct interpretation of hemodynamic data is
the key factor in the success of many monitoring tools, rather than the choice of
monitoring tool itself [12, 13]. Information on hemodynamic variables alone is
insufficient to determine the real etiology of cardiac failure. Nevertheless, the pul-

Box. Complications of the central venous or pulmonary artery catheter

) arrhythmias – complete heart block
) pneumothorax
) knotting
) pulmonary infarction
) pulmonary artery rupture
) infection – sepsis – endocarditis
) thrombosis – embolism
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monary artery catheter (PAC) has been and is still used as a diagnostic and moni-
toring tool in patients with shock. As with all invasive tools, complications of cen-
tral venous and pulmonary artery catheterization may occur and need to be rec-
ognized (Box). Moreover, there is a lack of correlation between central venous
pressure (CVP) or pulmonary artery occlusion pressure (PAOP) and stroke volume
or end-diastolic volume [14]. The thoracic fluid content appears to be far more
important to drive cardiac function [15], suggesting that estimation of any cardiac
chamber volume is a more useful predictor of ventricular preload than the CVP or
PAOP. A dynamic approach of optimal filling using the concept of fluid respon-
siveness provides an improved means of optimizing stroke volume [16, 17].

Arterial pressure waveform analysis monitors provide online and bedside infor-
mation on fluid responsiveness and cardiac index. There are various calibrated
and non-calibrated devices available. Vascular compliance (K) can be estimated
from the patient’s specific biometric values [18, 19], permitting calculation of
stroke volume (SV) as SV = K × pulsatility. Pulsatility is obtained from a standard
deviation of the pressure wave over a 20 sec. interval [19–21]. Although not a
diagnostic tool, arterial pressure waveform analysis can be used to optimize
hemodynamics with respect to assessment of fluid responsiveness and optimiza-
tion of stroke volume (Table 1). More recent upgrades of software of the FloTrac
system allow more accurate estimations of cardiac output. However, rapid changes
in vascular motor tone may impair proper cardiac output evaluation [21, 22].

The potential limitations of the FloTrac technique could be circumvented with
the use of a calibrated system (PiCCO, LiDCO). Both techniques are heavily
dependent on alterations in vascular compliance, necessitating recalibration
[23–25]. Although in stable patients, LiDCO, PiCCO and FloTrac provide compa-
rable data [20], investigations in experimental or human shock have demon-
strated the inadequacies of these systems in terms of reactivity to altering vascu-
lar tone, stressing the need for recalibration during hemodynamic management
and resuscitation [26]. Furthermore, diagnosis and management of patients with
pulmonary hypertension is difficult with arterial pressure waveform analysis sys-
tems (Table 1).

Non-invasive Cardiovascular Monitoring

Intermittent monitoring
Bedside imaging with echo-Doppler offers a full window on the heart as cardiac
muscle and pump of the circulation. Non-trauma, hypotensive patients in the
emergency ward benefited from early echocardiographic investigation by a more
timely and differentiated diagnosis and subsequent treatment [4]. As with other
(invasive) hemodynamic monitoring tools, the advantages and limitations of
echocardiography must be recognized to permit the comprehensive evaluation of
a hemodynamically unstable patient (Table 1). Because the investigator visualizes
the motion of the different cardiac wall segments and the morphology and func-
tion of the cardiac valves real-time, it is clear that echo-Doppler provides addi-
tional information not attained with other tools, including identification of the
presence of pericardial effusions. It is an illusion that the same information can
be obtained with routine invasive hemodynamic monitoring.

In a hypotensive patient, a bedside transthoracic – and therefore non-invasive –
investigation of cardiac function at the level of the short axis view permits differen-
tiation between a cardiac and a non-cardiac cause of hypotension [27] (Fig. 1). A
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small left ventricle suggests hypovolemia [28] or a ventricle loaded with a high
sympathomimetic intrinsic or extrinsic load [29, 30]. In contrast, a dilated, barely
contracting left ventricle, suggesting volume or/and pressure overload, needs ino-
tropic support. After myocardial infarction, supporting myocyte contractility
with calcium influx-increasing inotropic drugs results in a depression of global
pump function because of a reduction in the number of myocytes [31]; the
impact on myocardial cell function in cardiogenic shock is unknown.

Correct and full interpretation of a short axis transthoracic view directly
impacts on bedside management. Other details of ventricular wall characteristics
could help in further fine-tuning additional management. For example, the find-
ing of a hypertrophied ventricular wall implies either long-standing systemic
hypertension or severe aortic stenosis in most cases [32, 33].

Despite good image quality on modern echocardiographs, in ischemic heart
disease they allow only a rough estimation of the diseased coronary artery. Direct
visualization of the relative motion of the different wall segments provides an
ideal window for detecting myocardial ischemia, on condition that there are no
other interfering factors and the regional wall motion abnormality is detected
after previous normal motion of the segment in question. These two conditions
indicate the difficulties encountered when trying to diagnose myocardial ische-
mia with Doppler-echocardiography (Table 1). In contrast, Doppler echocardiog-
raphy is a perfect tool to confirm the localization of an occluded coronary artery
with respect to a malperfused myocardial region after a positive electrocardio-
gram (EKG) or ST segment monitoring has averted the clinician. Newer technolo-
gies are currently being developed utilizing vector related technology to allow
early diagnosis of myocardial ischemia [34, 35].

Assessment of ventricular function is essential for the correct diagnosis of ven-
tricular failure. Visualization of regional wall motion by means of two-dimen-
sional echocardiography provides a complete and direct window on global ven-
tricular function. The presence of regional wall motion abnormalities related to
new and significant EKG changes encourages use of thrombolysis, even after cor-
onary artery bypass grafting (CABG) with threatened graft closure [36], or coro-
nary angiography with potential subsequent percutaneous coronary intervention
(PCI). Early support by intra-aortic balloon pump is desirable to improve out-
comes [37].

Continuous monitoring
The Finapres method offers continuous non-invasive measurement of blood pres-
sure [38]. This technology is based on intermittent inflation of a finger cuff in con-
junction with an infrared plethysmograph. The unloaded diameter of the finger
arteries is the point at which the finger cuff pressure and the intra-arterial pressure
are equal. At this point the transmural pressure across the finger arterial wall is
zero. Subsequent clamping of the finger cuff with varying pressures, indirectly
measures the intra-arterial pressure. Alterations in hematocrit or arterial tone will
interact with the unloaded diameter, necessitating intermittent recalibration.

The latest development using this technology is the Nexfin monitor, providing
continuous beat-to-beat measurement of blood pressure, heart rate, stroke vol-
ume, and cardiac output with good within-subject precision when compared to
Riva-Rocci/Korotkoff auscultatory blood pressure measurements [39]. However,
the validity of this technology in patients with shock and hypoperfusion is largely
undefined and necessitates further assessment.
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Preload and Fluid Responsiveness

Optimization of preload conditions in hypotensive patients is often the first
resuscitative action undertaken to restore hemodynamics. Immediate manage-
ment has been related to improved outcomes [40, 41], as exemplified by early
goal-directed therapy schemes [42]. Although the Surviving Sepsis Campaign rec-
ommends protocol-driven fluid management for patients with severe sepsis, there
are no reports of similar protocols for patients with cardiogenic shock, except a
single case study [43].

Invasive Pressure Measurements

PAOP and CVP have traditionally been used to assess intravascular volume status.
Their use assumes that pressure accurately reflects end-diastolic volume, which is
often not the case. In addition, correct analysis of the wave patterns may identify
the presence of tricuspid or mitral regurgitation. Correct filling state is of
extreme importance in a heart which is functioning at the upper part of the Star-
ling curve, nearly reaching overfill. Many issues encountered in daily ICU prac-
tice, such as rhythm disorders, cardiac pacing, high positive end-expiratory pres-
sure (PEEP) ventilation, and irregular breathing patterns, can impede the proper
interpretation of these pressures (Table 1). Furthermore, invasive filling pressures
estimate preload rather than fluid responsiveness, and do not including a
dynamic facet in mechanically ventilated patients, which could be extremely
important in patients with increased intra-thoracic or intra-abdominal pressures.

Clinically, passive leg raising (PLR) augments cardiac preload and is therefore
most preferable to evaluate optimal preloading conditions [44]. In cardiac
patients, PLR will rarely lead to improved hemodynamics owing to decreased LV
diastolic function and should be used with extreme caution [45].

Non-invasive Doppler echocardiography

From a short axis view, LV end-diastolic area (LVEDA) < 5.5 cm2/m2 was shown
to be associated with low preload conditions [28]. Although a pure static variable
of load, PLR may make LVEDA a true dynamic descriptor of fluid responsive-
ness. A normal right ventricle is depicted as a crescent shaped structure. A
dilated right ventricle (i.e., RV diameter > 0.6 times the diameter of the left ven-
tricle) suggests either RV myocardial ischemia, volume or/and pressure overload
[27].

Other variables are used in conjunction with mechanical ventilation and they
rely on the variation of intrathoracic pressures with ventilation. Variations in
inferior (transthoracic) [46] and superior (transesophageal) caval vein (SVC) [47]
with intermittent hyperinflation of the lungs induced by mechanical ventilation
can be used. The caval index can be calculated from (maximal SVC diameter –
minimal SVC diameter/maximum SVC diameter) [48]. In contrast to stroke vol-
ume variation indices, this index appears to be the sole variable that is indepen-
dent of respiratory rate [49]. Acute RV failure, illustrated by RV dilatation, after
acute pulmonary embolism, in conjunction with a hyperdynamic left ventricle
will be associated with an absence of ventilation-induced variation of the caval
index. Again, starting the echocardiographic investigation with the short axis
view will already reveal RV dilatation. Variation of stroke volume exemplified by
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variations of the left sided time-velocity-integral (TVI) will provide the same
information [50] (Fig. 1).

Assessment of flows across cardiac valves reveals transvalvular pressure gradi-
ents. Typically, from a tricuspid regurgitant flow, which is readily available in ICU
patients, a pressure gradient can be assessed to calculate correctly RV systolic
pressure including right atrial pressure [49, 51].

Knowledge of the presence of a dilated right ventricle in conjunction with
increased RV systolic pressure may be important in the direct management of
ventilator settings [52], optimization of preload [53], or reduction of afterload
conditions [54–57], with an indirect impact on outcome. Finally, this finding may
be a trigger to introduce continuous monitoring of pulmonary artery pressures,
e.g., in acute pulmonary embolism and cardiogenic shock [58], permitting local
administration of thrombolysis.

Assessment of Ventricular Function

LV function is the most important determinant of prognosis after acute myocar-
dial infarction or cardiogenic shock [59]. None of the invasive monitoring tools
is able to clearly demonstrate ventricular dysfunction, independent of loading
conditions (Table 1). Indirectly however, a low cardiac index may be related with
increased filling pressures and high systemic vascular resistance, suggesting an
augmented burden of ventricular ejection. At the level of the short axis, global
ventricular function can be readily visualized. In addition to fractional area con-
traction (ejection fraction at a two-dimensional level), various other clinical
measures are available (Table 2). The reader is referred to review articles for a
complete overview of this issue [60]. A load-dependent variable that is attracting
more and more interest is the systolic velocity of the mitral annulus, assessed
with tissue Doppler imaging. Velocities beneath 8 cm/s suggest decreased sys-
tolic function whereas velocities above 15 cm/s imply normal LV systolic func-
tion. Both preload [58] and afterload [61] appear to have an impact on the
amplitude.

Table 2. Overview of ventricular function evaluation tools. Important to remark that most of the tools
are load sensitive.

Load-dependent indices Load-independent indices

Isovolumic indices Mean dP/dt (Finapres, Doppler)
ICT (echo-Doppler)

ESPVR (conductance or microma-
nometer catheter)

Ejection phase indices FS, FAC, EF (echo-Doppler, REF-PAC)
SV, CO (all systems)

Mean velocity of fiber shortening
corrected for end-systolic meridio-
neal wall stress (echo-Doppler)

Echo specific variables Systolic wave (TDI) (echo-Doppler)
Strain rate (echo-Doppler)

EF: ejection fraction (%); ESPVR: end-systolic pressure-volume relationship; FAC: fractional area contrac-
tion (%); FS: fractional shortening (%); ICT: isovolumic contraction time; PAC: pulmonary artery catheter;
REF-PAC: pulmonary artery catheter with right ventricular ejection fraction; SV: stroke volume; TDI: tis-
sue Doppler imaging.
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Conclusion: Assembling the Whole Hemodynamic Picture

Monitoring tools with an immediate bedside approach allow rapid diagnosis of
LV or RV failure and, thus, immediate application of therapeutic intervention(s),
which is, indirectly, related to improved outcome [62, 63]. In this respect, a trans-
thoracic echo-Doppler investigation will suggest a likely diagnosis and appropri-
ate initial management for the patients with cardiogenic shock. Rapid PCI should
be considered, in particular in those patients with concomitant cardiac failure,
younger than 75 years [64], even if pharmacological reperfusion with fibrinolysis
has been performed previously, in conjunction with insertion of an intra-aortic
balloon pump when appropriate [37]. More continuous monitoring tools must be
introduced, of which the PAC offers the most complete information when pulmo-
nary artery pressures have to be monitored.

Intelligent computerized systems, based on analysis of heart rate [65] or a
combination of variables may make a difference in the practical approach to
monitoring [66].
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Introduction

The determination of elevated ventricular filling pressure is important in order to
optimize unloading therapy. Invasive measurement techniques are common but
sometimes impractical in critical care patients. Central venous pressure (CVP) is
easy to measure using a central venous catheter, which are used routinely in
intensive care units (ICUs). In contrast, left ventricular (LV) filling pressures are
more difficult to identify, necessitating insertion of a pulmonary artery catheter
(PAC), which is a very invasive procedure with potential complications and can-
not be left more than 72 hours.

The LV filling pressure is an important determinant of cardiac output that may
be altered in critical care patients during hemodynamic failure, weaning, drug
withdrawal or increased LV afterload. Different hemodynamic characteristics of
critically ill patients not only force us to individualize treatments, but to continu-
ously monitor the evolution and response to particular strategies.

Pulsed-wave Doppler echocardiography is a practical tool for the non-inva-
sive estimation of LV filling pressures and several indices derived from trans-
mitral and pulmonary venous flow velocity recordings have been validated for
estimating LV filling pressures in multiple scenarios. The basic principle of all
these methods is that blood flow is driven from the left atrium into the left
ventricle by the instantaneous pressure gradient across the mitral valve and
that mitral flow velocity therefore reflects the level of left atrial pressure. How-
ever, since the transmitral pressure gradient and flow velocity are determined
not only by left atrial pressure, but depend also on ventricular factors, such as
relaxation rate and compliance, the correlation between Doppler variables and
left atrial pressure is too weak for an accurate estimation and may vary
between different subsets of patients. In fact, the rate of LV relaxation affects
LV pressure fall in early diastole and consequently plays an important role in
determining the early diastolic wave (E) velocity. Thus, when the rate of LV
relaxation is high, E wave velocity and its deceleration may be increased even
if the left atrial pressure is low. Conversely, when relaxation is markedly
impaired (such as in LV hypertrophy), E wave velocity and its deceleration rate
may be relatively low even in the presence of elevated left atrial pressure. The
opposite effects of left atrial pressure and impaired LV relaxation make it diffi-
cult to estimate LV filling pressure in a given patient on the basis of transmitral
flow wave velocity alone.

To overcome the confounding effects of the multiple interacting factors that
affect transmitral flow velocities, several strategies are followed. First of all,
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Doppler indices should be considered in the context of the clinical picture (age,
heart rate, mechanical ventilation, volume status, drugs infused, disease etiology,
etc.), left atrium and LV dimensions, and systolic function. For example, in a
patient with a dilated left ventricle and poor systolic function we know that LV
relaxation is impaired. Consequently, a high amplitude E wave with rapid deceler-
ation must be due to high left atrial pressure and a non-compliant left ventricle.
On the other hand, in a patient with poor systolic function and a delayed or
reduced E wave followed by a slow deceleration and an increased late diastolic A
wave velocity, LV filling pressures are normal or mildly elevated. Consequently,
several studies have shown that in patients with severe systolic dysfunction and
normal sinus rhythm, the correlation between simple variables, such as E/A and
deceleration time, and LV filling pressure is excellent [1–4].

The estimation of LV filling pressures in conditions where LV dysfunction is
less apparent can be improved by the analysis of the pulmonary vein flow velocity
pattern. The pulmonary vein flow velocity pattern mirrors the changes in left
atrial pressure. When the left atrial pressure is elevated and, particularly, when
there is a high V-wave because of a non-compliant left atrium, the systolic for-
ward flow velocity (S wave) decreases while the diastolic velocity (D wave)
increases. Although systolic pulmonary venous flow velocity is determined by
multiple factors, the systolic forward flow velocity in patients with LV systolic
dysfunction is strongly and inversely related to the LV filling pressures. In partic-
ular, a systolic fraction < 40 % is a reliable index of a pulmonary artery occlusion
pressure (PAOP) > 18 mmHg [5–7]. However, in young normal subjects, in
patients with eccentric mitral regurgitation, and in those with a cardiac allograft,
a blunted S wave may be present even when LV filling pressures are low. Con-
versely, in patients with good LV systolic function and vigorous displacement of
the mitral annulus, the S wave can be relatively high in spite of high filling pres-
sures.

Another useful index for estimating LV filling pressure is the difference
between the duration of the reverse pulmonary vein flow wave (Ar) and of the
mitral forward A wave (Fig. 1). In normal subjects, the duration of these two
waves is almost equal. When the left atrium contracts against a stiff ventricle, the
forward flow across the mitral valve stops early while the reversed flow into the
pulmonary vein increases. Thus, an Ar wave is an accurate sign of a LV end-dia-
stolic pressure (LVEDP) > 15 mmHg [8]. This index has the additional advantage
of being independent of age, mitral regurgitation and LV systolic function. It
should be noted that although this index is strongly correlated with LVEDP, its
correlation with PAOP is rather poor. One of the big limitations of this index,
especially in critical care patients, is the difficult of recording Ar wave duration in
patients under mechanical ventilation, or with dilated left atrium and pulmonary
veins.

Despite these limitations, the analysis of pulmonary vein flow in combination
with transmitral flow in order to differentiate normal from pseudonormal veloc-
ity patterns improves the estimation of LV filling pressures in patients with mod-
erately impaired function and dilated left ventricles.

There remains, however, a sizeable number of patients in whom even this
method is not reliable enough. Two methods have been recently proposed to esti-
mate LV filling pressures. The first method combines transmitral E wave velocity
with its propagation velocity (Pv) into the left ventricle recorded by color M-
mode Doppler. The second method combines transmitral E wave velocity with
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Fig. 1. Doppler parameters used
in the estimation of left ventric-
ular filling pressures. A) Pulsed
Doppler of transmitral flow
(MVF): isovolumic relaxation
period (IRP); early diastolic (E)
and late diastolic (A) wave
amplitude; deceleration time
(DT); late diastolic wave dura-
tion (Adur). Derived measure-
ments: ratio between early dia-
stolic and late diastolic wave
amplitude (E/A); deceleration
rate (E/DT). B) Pulsed Doppler of
pulmonary vein flow (PVF): sys-
tolic forward flow wave ampli-
tude (S); diastolic forward flow
wave amplitude (D); diastolic
reverse flow duration (Ardur).
Derived measurements: systolic
fraction (S/S +D), difference
between diastolic reverse flow
duration of pulmonary venous
flow and late diastolic wave
duration of mitral flow (Ar-A
duration). C) Tissue Doppler of
mitral annulus (TDI): amplitude
of early diastolic wave (E’);
amplitude of late diastolic wave
(A’); Derived measurements: ratio

between early diastolic wave amplitude of transmitral flow and early diastolic wave amplitude of
mitral annulus (E/E’). D) Color M-mode Doppler of transmitral inflow: propagation velocity of early
diastolic flow (Pv) calculated as the slope of the first aliasing (45 cm/s) from the mitral valve plain
to 4 cm into the left ventricle. Derived measurements: ratio between early diastolic wave amplitude
of transmitral flow and its propagation velocity into the left ventricle (E/Pv).

the early diastolic velocity of the mitral annulus motion recorded by pulse-wave
tissue Doppler. Both of these methods are based on the concept that normalizing
transmitral E wave velocity by an index that reflects the rate of LV relaxation that
is independent from preload, reduces the confounding effect of the relaxation rate
and improves the correlation with left atrial pressure.

The Pv of this wavefront can be assessed by color M-mode in the apical four-
chamber view with the beam aligned with the center of the LV inflow. The slope
of the first color aliasing (set at 45 cm/s) from the mitral annulus to 4 cm into the
left ventricle is then identified, either visually or by isovelocity maps. This mea-
surement is strongly related to the time constant (tau) of the LV pressure decay
and the E/Pv ratio with PAOP (Box).
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Box. Parameters for identification of patients with an elevated left ventricular filling pressure. DT: decel-
eration time of early diastolic wave of transmitral flow; E/A: ratio between early diastolic and late dia-
stolic wave amplitude of transmitral flow; E/E’: ratio between early diastolic wave amplitude of transmi-
tral flow and early diastolic wave amplitude of mitral annulus; E/Pv: ratio between early diastolic wave
amplitude of transmitral flow and its propagation velocity into the left ventricle; SF: systolic fraction.

) Enlarged left atrium size
) E/A ratio > 2
) DT < 150 msec
) SF of pulmonary vein flow < 40 %
) E/E’ ratio > 15
) E/Pv > 2

Tissue Doppler in Critical Care Patients

Tissue Doppler imaging measures myocardial velocities, which are low frequency,
high-amplitude signals filtered from conventional Doppler imaging. The velocity
of early diastolic mitral annulus motion (E’) has also been found to be related to
tau and to be relatively independent of left atrial pressure and left atrial relaxa-
tion [9, 10]. However, preload independence of E’ has remained controversial,
and the effects of acute alterations in preload, afterload, and contractility on E’,
and their related influence on E/E’, have not been established [11].

Several published works have tried to investigate the relationship between E/E’
measures and PAOP [4, 12, 13], some in conventional studies of cardiac illness
and others in critical care patients [14–16]. It is still debated whether the exact
numbers in which the ratio E/E’ correlated with pulmonary pressure numbers
can be validated. A nice study indicated that an E/E’ ratio > 10 was a reliable
index to estimate a PAOP > 12 mmHg. Ommen et al. [17] showed that an E/E’
ratio < 8 accurately identified patients with a normal pressure and a ratio > 15
those with an elevated PAOP. In patients with intermediate values (> 8 and < 15)
PAOP may vary widely and the other Doppler flow methods can be used. These
numbers appear in the recommendations of the European Association of Echo-
cardiology and the American Society of Echocardiology for the evaluation of LV
diastolic function [18]. It remains unresolved whether better results can be
obtained using the lateral or the septal E’. In patients with ischemic heart disease,
it is probably best to average the values obtained from the lateral, septal, anterior
and inferior mitral annulus.

Some studies have pursued these numbers. Dokainish et al. [19] presented a
study of patients with preserved cardiac function and impaired cardiac function
in which a E/E’ ratio & 13 had a sensitivity of 87 % and specificity of 88 % of cor-
relation with PAOP superior to 28 mmHg. Kusunose et al. [20] and Senechal et al.
[21] validated tissue Doppler imaging in patients with atrial fibrillation. The first
group showed that a PAOP greater than 15 mmHg was equivalent to an E/E’ ratio
> 11 with a sensitivity of 90 % and specificity of 90 %; the second group showed
that the same PAOP pressure was equivalent to an E/E’ ratio > 16 with a sensitiv-
ity of 91 % and specificity of 85 %.

Intensivists seek simple and reproducible parameters that help us know what
is happening to the patient. Changing scenarios, so common in unstable patients,
can only be resolved if the information is clear, which is why we like to associated
numbers with physiologic concepts, such as ‘high capillary pulmonary pressure’.
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The most recent research in critically ill patients provides some information, first
from a study by Combes et al. [22], and then Dini et al. [23] reported that a E/E’
ratio & 13 had a sensitivity of 87 % and a specificity of 90 % to adequately predict
a PAOP > 15 mmHg. Vignon et al. [24] showed a correlation of E/E’ < 8 for PAOP
< 18 mmHg with a sensitivity of 83 % and a specificity of 88 %. Lamia et al. [25]
studied the relationship between E/E’ and PAOP during weaning; they found a
sensitivity of 94 % and a specificity of 94 % between E/E’ > 8 and high PAOP.

Conclusion

The E/E’ index is used in the echocardiographic assessment of diastolic function.
Although this method has been found to be useful in various clinical scenarios,
it has limitations. The E/E’ appears to be an accurate predictor of PAOP and could
potentially represent a tool for non-invasive bedside hemodynamic assessment
with a view to guiding therapy in critical care patients. One of the most appreci-
ated echocardiography characteristics in critically ill patients is the lack of inva-
siveness, and its reliability and continuous measurement. Exact numbers are still
controversial, but trends help us understand better the characteristics of each
patient.
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Introduction

Although, until now, there is no evidence for an improved outcome of critically ill
patients by measurement of cardiac output, the estimation of flow, other than
pressure, is considered of high importance in the management of patients in the
perioperative period and in critical care as it provides valuable insights into sys-
temic oxygen delivery (DO2) and global tissue perfusion that can be used to opti-
mize treatment strategies.

Since its first applications for bed-side assessment of cardiac function in the
1970s, the pulmonary artery catheter (PAC) with the thermodilution technique
has become the reference technique for cardiac output measurement in scientific
communities worldwide. However, due to the lack of benefit on outcomes and its
intrinsic invasiveness, its use is progressively declining in most clinical scenarios
and alternative, less invasive techniques have been developed challenging the role
of the PAC for the cardiac output monitoring market. Among these new technolo-
gies, pulse contour methods (PCMs), which estimate flow, i.e. cardiac output, by
analyzing an arterial pressure wave, are currently increasingly applied in inten-
sive care units (ICUs) and operating rooms. In the category of PCMs, reside sev-
eral instruments largely different in terms of principles of functioning, invasive-
ness, vantages and limitations.

The respective algorithms of the devices differ considerably; some need man-
ual calibration, others are self-calibrating, others are not-calibrated, and finally
they differ in the accuracy of cardiac output determination. The purpose of this
chapter is to provide an overview of the commercially available arterial pressure
waveform-based techniques for hemodynamic monitoring, and to discuss their
inherent advantages, disadvantages and limitations, clarifying their main differ-
ences.

From Otto Frank’s Theory to Modern Pulse Contour Methods

The estimation of cardiac output via pulse contour analysis is an indirect method,
since flow is not measured directly (as with the electromagnetic probe) but is
computed from a pressure pulsation. The first attempt to determine stroke vol-
ume (SV) from the shape of the arterial pulse curve can be traced as far back as
1904 [1]. The German physiologist, Otto Frank, first postulated the theory by
which cardiac output can be obtained from the arterial pressure wave. According
to his original theory, the SV could be estimated by the relation between the area
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Fig. 1. Original theory by Otto Frank [1].
SV: stroke volume; A(sys): area subtended by
the systolic portion of the pressure curve;
Z(t): dynamic impedance of the cardiovascular
system.

subtended by the systolic portion of the pressure curve (generated by the bolus of
blood ejected from the left ventricle into the aorta) and the dynamic impedance
[Z(t)] of the cardio-circulatory system [SV = A(t) / Z(t)] (Fig. 1).

The in vivo estimation of cardiovascular impedance is the great issue of
Frank’s technique, because it represents all elastic and mechanical characteristics
of the whole systemic circulation, which governs the relationship in time between
the changes in pressure and volume [2]. It can also be seen as the factor that con-
stitutes the total opposition to the propagation of the pressure wave. The huge
complexity of impedance estimation is related to the number of factors that affect
its value. As O’Rourke established [3], vascular impedance, like electrical, acous-
tic, and mechanical impedance, is a complex quantity affected by a number of
factors. For instance, when blood pressure increases, the arteries distend and
more tension is applied to collagenous elements of the arterial wall, so that dis-
tensability falls and pulse-wave velocity rises. As a consequence of the more rapid
wave velocity, wave reflection (key factors in determining impedance) returns
earlier from peripheral sites. With this increased velocity, reflected waves from
the periphery may reach the left ventricle during the systolic phase, when the aor-
tic valve is still open, contributing strongly to the total impedance.

Moreover, the compliance of the arterial tree (strongly affecting the imped-
ance), is not a linear function since it is higher when pressure is lower and
decreases non-linearly when pressure increases. Wave reflection can occur at any
discontinuity along the arterial tree. Possible reflecting sites are the arterial
branching sites and the junctions of small arteries with high-resistance arterioles
[3]. Non-uniform arterial elasticity (the progressively increasing stiffness of
peripheral arteries) is, technically speaking, another source of wave reflection.
Present evidence indicates that the arterioles are the major sites of wave reflection
in the systemic circulation. As blood flows through the systemic vessels, mean
pressure falls but little over long distances in the aorta and major arteries, then
drops sharply in the arterioles. Hence, resistance is low over long lengths of
artery, but it then rises steeply and suddenly over very short segments. As a con-
sequence, the cardiovascular impedance can be influenced by vasoconstriction/
vasodilatation conditions, which may vary over time. Compliance is also influ-
enced by other stimuli, such as waking-up, anesthesia, fluid therapy, hematocrit,
vasoconstrictor and vasodilator drugs, and so on.

Because of these considerations relevant to the dynamic impedance, Frank
affirmed that in vitro models are not sufficient to work on impedance, being over

Hemodynamics from the Periphery 425

X



simplified. He referred to the Windkessel model, a first order air chamber model
with two totally independent compartments: a diastolic phase and a systolic
phase. Frank really knew that many physiological factors simultaneously interact
and that the in vitro models can only qualitatively describe a phenomenon, but
cannot quantify it. Therefore, it could only approximate the phenomenon, espe-
cially when a patient is considered. Unfortunately, with the passing of time,
knowledge of the limitations of the original ‘pulse contour method’, well known
by the early researchers, seems to have been disregarded, so that other authors
have more recently treated the Windkessel model without taking into account its
origin.

The pulse contour methods, explicitly or implicitly, base their operation princi-
ple on the two-compartment Windkessel model described by Otto Frank. Based
on this theory, the model was implemented, correcting non-linear and pressure-
dependent changes using age, mean blood pressure, the section of the aorta and
heart rate. These factors were used to correct the impact of the reflecting waves
from the peripheral vessels. In other words, a ‘nonlinear element model’, that is
a ‘three-element’ model is used instead of a two-compartment one. The insertion
of new parameters such as mean pressure, heart rate and age could improve the
measurement quality. These factors are factors of approximation, which may have
different contributory roles according to the surrounding conditions. The follow-
ing formula drawn by Wesseling et al. [4] is:

Vcz = COZ × [0.66 + 0.005 × HR – 0.01 × Age × (0.014 × Pmean – 0.8)]

Since the specific systemic dynamic impedance of the circulation is not measured
in vivo, it is determined a priori, leading to the introduction of a corrective factor
(ZAO):

COZ = ASYS / ZAO

ZAO is determined by the ratio between Asys cal (area measured during the calibra-
tion) and cardiac output obtained from a reference system (for example, thermo-
dilution; COref):

ZAO = Asys cal / COref

Since the equation corrects the waves reflected by the peripheral vessels, the mea-
sured peripheral vessel pressure wave can be used as an alternative to the aortic
wave.

Use of a calibration system is one of the most widely employed expedients to
allow pulse contour method systems to face the problem of evaluation of dynamic
impedance. Keeping in mind the difficulty/impossibility of considering all these
simultaneously acting physical entities in a classical analysis, the pulse contour
methods can be classified into three different groups [5]:

I) Pulse contour methods that are calibrated by a system measuring SV, such as
the dilution of an indicator (for example dilution of a thermal indicator or
lithium dilution);

II) Pulse contour methods that require preloaded data on demographic and
anthropometric characteristics of the patients;

III) Pulse contour methods that work without any calibration or pre-loaded data.
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Pulse Contour Methods with External Calibration and/or Pre-loaded
Data (types I and I + II)

The PiCCOTM (Pulsion Medical Systems, Munich, Germany) system analyzes the
area under the curve (AUC) of the systolic part of the arterial pressure waveform.
To compensate for inter-individual differences in vascular impedance and to track
changes of these variables as a result of changing clinical conditions, manual cali-
brations are necessary. PiCCOTM calibrates the cardiac output through trans-car-
diopulmonary thermodilution with cold saline (< 10 °C) injected by a central
venous catheter three to five times, recording the temperature variation in the
femoral artery, using the Stewart-Hamilton principle. As usual, when a calibra-
tion with a reference method accounts for a condition of aortic impedance, it
‘fixes’ this calibration [6, 7]. Data with regard to recalibration intervals are scarce,
with a trend in the literature toward short recalibration intervals, in particular in
hemodynamically unstable patients [8].

According to the PiCCO algorithm, SV is calculated as follows:

Cardiac output = cal × HR × (systole(P(t)/SVR + C(p) × dP/dt) × dt

Where ‘cal’ is a factor of calibration obtained by transthoracic thermodilution;
‘(systole P(t)/SVR’ is the area under the systolic pressure curve divided by SVR (sys-
temic vascular resistance); C(p) is the aortic compliance; and dP/d the pressure
waveform.

However, it should be underlined that the ‘measurement’ of the nonlinearity
relationship comes from fittings obtained from patient databases. The PiCCOTM

system needs regular recalibration when a significant hemodynamic variation
occurs [8]. This could be a problem because changes in the status of really unsta-
ble clinical patients are not predictable a priori.

The system has been validated in various conditions using the PAC as a refer-
ence method. It has been shown to be a reliable instrument, although its use is
discussed in several situations [9–16].

The LiDCO (Lithium Dilution Cardiac Output; LiDCO LtD, London, UK) sys-
tem also needs external calibration [17]. The proprietary algorithm of the LiDCO
device is based on pulse power analysis rather than on the shape of the arterial
waveform or the AUC for calculating cardiac output. The system calculates the SV
from the pulse power after calibration with an indicator solution: Lithium is used
as an indicator and is injected (0.002–0.004 mmol/kg) using either central or
peripheral venous access. Lithium chloride as the indicator solution is detected
by a lithium-sensitive electrode, connected to an arterial line, which estimates
cardiac output from the lithium washout curve according to the Stewart–Hamil-
ton equation. This information is subsequently used to calibrate the continuous
pulse power analysis-based cardiac output measurement.

Cardiac output = Li × 60/A × (1 – PCV)

where Li is the dose of lithium in mmol, A is the area of the dilution curve, PCV
is the volume of packed cells calculated as a concentration of hemoglobin/3.

Technical limitations of LiDCO include vulnerability to hemoglobin and
plasma sodium concentrations; the maximum daily dose of 3 mmol lithium,
which limits the number of calibration measurements; and that calibrations can-
not be performed in patients receiving neuromuscular blocking agents, because
these drugs react with the lithium sensor.
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Similar to the PiCCO system, LiDCO uses direct calibration, but was recently reported
to be able to monitor SV variations with no requirement for direct calibration (LiD-
COrapidTM), by analyzing the pressure waveform [18]. This new version should be able
to track trends in cardiac output, but scientific evidence is not yet available.

Several aspects need to be stressed. The two devices described above favor
estimated flow variations more than absolute values. Consequently, when a hemo-
dynamic variation occurs or when the device shows modifications, calibration
has to be performed to assess the validity of such a modification (modification in
patient condition and/or in instrument calibration). Patient characteristics are
used to estimate the arterial impedance. LiDCOrapidTM uses a nomogram-based
estimate of the patient-specific scaling factor developed using in vivo calibration
data from post surgical patients [19]. LiDCOrapidTM may thus be considered to
belong to the second group of pulse contour methods. Moreover, LiDCOrapidTM

provides SV and cardiac output values based on the PulseCO algorithm, scaled to
the patient’s specific characteristics. The PulseCO algorithm, however, has to be
calibrated with standard methods as for the devices belonging to the first group
of pulse contour methods.

Pulse Contour Methods with Pre-calibration (type II)

The FloTrac-Vigileo® (Edwards Lifesciences, Irvine, California, USA) does not
need a cardiac output dilution indicator for calibration, but works with pre-
loaded patient demographics and physical characteristics (age, gender, height,
and weight), like the non-invasive method, Modelflow [20], but to obtain absolute
values direct calibration is necessary [21]. The algorithm analyzes the statistical
distribution of data points of the pressure wave sampled at 100 Hz and is based
on the principle that pulse pressure is proportional to SV, measured as the stan-
dard deviation of the arterial pressure around the mean arterial pressure (MAP).
The standard deviation is then multiplied by a scaling parameter derived from a
multivariate polynomial equation that includes the demographic and physical
characteristics of the patient, as stated before. Skewness (symmetry of the wave-
form) and kurtosis are also considered to adjust for vascular tone and to compen-
sate for the differences in pressure waveform due to arterial site. The system is
designed to run with a dedicated pressure transducer (FloTrac sensorTM) con-
nected to any arterial line. The free-of-calibration system works on pre-estimated
in vitro and/or in vivo data [22–25] but, however, despite its simplicity of use,
reliability is uncertain especially during conditions of hemodynamic instability
and when vasopressors are administered. Many versions of the algorithm have
been produced. The third generation has been recently released and conflicting
results have been published for each of the versions compared to various “gold
standard” methods [26–31].

To calculate vessel compliance, the system instrument uses the characteristics
of the arterial waveform and the best fit method referring to the patient’s age,
gender, weight and height [32], as does the LiDCOrapidTM procedure.

It is clear that the accuracy of the results depend largely on the adequacy of
pre-calibration and/or the fit of pre-estimated data to the patient, which is unpre-
dictable. To our knowledge, systematic comparative studies of different pulse con-
tour methods are still lacking; moreover, the clinical reliability of these methodol-
ogies has not been adequately investigated. For example, as demonstrated by
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Biancofiore et al., in cirrhotic patients undergoing liver surgery with hyperdy-
namic circulation, the Vigileo system showed a degree of error and unreliability
higher than that considered acceptable for clinical purposes [33].

In addition, some components of dynamic impedance may change during the
evolution of life-threatening conditions and types of shock. As an example, we
have shown that aortic compliance is largely reduced after lipopolysaccharide
(LPS) challenge in rabbits in relation to vessel wall edema [34].

Pulse Contour Methods that do NOT use External Calibration
and/or Pre-estimated Data (Type III)

The Pressure Recording Analytical Method (PRAM), analyzes the entire area over
zero pressure, taking in consideration not only the pulse pressure value but the
whole pressure: Pulsatory and continuous contributions. PRAM clearly intro-
duced variables obtained during the whole cardiac cycle, without pre-calibration
and/or pre-estimated data coming from other patients. Data are then applied to
the investigated patient by the P/t of each point of the whole cardiac cycle [35].

The PRAM method also includes the contribution of the area [36], a difference
compared to the ‘modern’ pulse contour methods. The entire area under the pres-
sure curve can be seen as a combination of: a) Pulsatile contribution mainly
related to the systolic component; b) continuous contribution mainly related to
the diastolic phase. The term ‘mainly’ is essential, since other phases exist. These
can however be neglected when they are compared to the main specific phases.

To summarize, the ‘classic’ pulse contour methods looked mainly at the contri-
bution of the pulse area, whereas PRAM adds the continuous section under the
pulse area.

Similar to the additional contributions of the area, the concept of ‘dynamic
impedance’ has to be considered. Dynamic impedance can be viewed with a pul-
satile component (mainly related to ventricular contractility) and a continuous
component, mainly related to vascular system mechanics, and their overlapping.
To obtain an accurate analysis of the pressure waveform, a precise description
throughout the cardiac cycle is warranted. To reach the goal of precision, the rate
for sampling the pressure wave is at 1000 Hz frequency, whereas other systems
work at 100–200 Hz. Such a high rate for sampling is necessary to identify even
small shifts in characteristic points of pressure wave during each cardiac cycle. As
an example, a 20 ms shift in the dicrotic pressure point leads to different flow and
coupling between heart and circulation. Because of this, this method is largely
dependent on the accuracy to detect pressure waves as well as on the under- and
overdamping of the signal (Figs. 2 and 3) [37]. For this reason, for many years,
PRAM has been the only method able to distinguish the systolic phase from the
diastolic one by means of identification of the dicrotic notch.

The determination of SV without pre-calibration allows definition of an energy
performance parameter during a cardiac cycle (cardiac cycle efficiency), indepen-
dent of age, sex, etc. In fact, a similar SV could be obtained in a different homeo-
stasis status and, for this reason, with different energy yields of the cardio-circu-
latory system. This non-dimensional value is a functional one, related to the equi-
librium between continuous versus pulsatile energy. The trend in this parameter,
especially after therapeutic intervention, can inform on less or more energy lost
and has been shown to have prognostic value [38–42].
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Fig. 2. Underdamped arterial pressure wave-
form. Systolic pressure overshoot and addi-
tional small, non-physiologic pressure waves
(arrows) distort the waveform and make it
difficult to discern the dicrotic notch. Note the
systolic overshoot.

Fig. 3. Overdamped arterial pressure wave-
form. The overdamped pressure waveform
shows a diminished pulse pressure when com-
pared with the normal waveform due to an
underestimation of systolic blood pressure and
an overestimation of diastolic blood pressure.

Conclusion

Since Otto Frank’s first experiments, it has been clear that pulse contour methods
depending on direct calibration and/or pre-estimated parameters, either in vitro
or from patients ‘comparable’ to the one studied, are able to explain pathophysio-
logical phenomena in a qualitative way but they can only approximately explain
clinical and hemodynamic data on a quantitative basis.

Obviously, type I and II pulse contour methods may be ‘marginally’ affected by
a correct damping of the blood pressure signal. In fact, the pressure wave form is
just one of the parameters, not always the most important one, among factors
influencing the impedance estimation and therefore the cardiac output evaluations.

The type III pulse contour method is extremely sensitive to the feasibility of
the measured pressure waveform, which anyway is the cornerstone of correct
hemodynamic monitoring [37]. It is for the most important conditions that
require monitoring that the type I and II systems may have limitations, since con-
tractility, arterial tone, mechanics and heart rate are modified in a complex way.
Rapid hemodynamic changes during surgery (large vessel grafting, hemorrhage)
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and/or therapeutic interventions (inotropic drugs, vasoactive drugs, intra aortic
balloon pump, fluids and so on) at different steps of the disease are the challenge
for these simple to use techniques. These techniques have to be able to detect
unpredictable acute situations.

Pulse contour methodologies are useful continuous monitoring tools for left
sided systemic hemodynamic assessment. Applying in vivo impedance moves
these tools from a cardio-centric model to an integrated physiological system.
Great efforts have to be made to make these technologies clear, easy to use, and
accurate in clinical conditions. They need to be validated in comparison with
other accurate methods in real conditions, removing the taboos about the con-
cept of external calibration concepts as a reference. Although a ‘magic cardiac
output number’ does not exist, an evaluation of changes over time may help the
clinician to better characterize patient situations.
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28. Chatti R, de Rudniki S, Marquè S, et al (2009) Comparison of two versions of the Vigileo-
FloTracTM system (1.03 and 1.07) for stroke volume estimation: a multicentre, blinded
comparison with esophageal Doppler measurements. Br J Anaesth 102: 463–469

29. Donati A, Nardella R, Gabbanelli V, et al (2008) The ability of PiCCO versus LiDCO vari-
ables to detect changes in cardiac index: a prospective clinical study. Minerva Anestesiolo-
gia 74: 1–8

30. Compton FD, Zukunnft B, Hoffmann C, Zidek W, Shaeffer JH (2008) Performance of a
minimally uncalibrated cardiac output system (FlotracTM/VigileoTM) in haemodynami-
cally unstable patients. Br J Anesth 100: 451–456

31. Wilde RBP, Geerts BF, van den Berg PCM, Jansen RC (2009) A comparison of stroke vol-
ume variation measured by the LiDCOplus and FloTrac-Vigileo system. Anaesthesia 64:
1004–1009

32. Monnet X, Anguel A, Naudin B, Jabot J, Richard C, Teboul JL (2010) Arterial pressure-
based cardiac output in septic patients: different accuracy of pulse contour and uncali-
brated pressure waveform devices. Crit Care 14: R109

33. Biancofiore G, Critchley LA, Lee A, et al (2009) Evaluation of an uncalibrated arterial
pulse contour cardiac output monitoring system in cirrhotic patients undergoing liver
surgery. Br J Anaesth 102: 47–54

34. Cholley BP, Lang RM, Berger DS, Korcarz C, Payen D, Shroff SG (1995) Alterations in sys-
temic arterial mechanical properties during septic shock: role of fluid resuscitation. Am
J Physiol Heart Circ Physiol 38: H375–384

35. Romano SM, Conti AA, Giglioli C, et al (2006) Blood flow assessment by arterial pressure
wave without external calibration. Comput Cardiol 33: 293–296

36. Romano SM, Pistolesi M (2002) Assessment of cardiac output from systemic arterial pres-
sure in humans. Crit Care Med 30: 1834–1841

432 S. Romagnoli, S.M. Romano, and D. Payen

X



37. Romagnoli S, Romano SM, Bevilacqua S, et al (2011) Dynamic response of liquid-filled
catheter systems for measurement of blood pressure: precision of measurements and reli-
ability of Pressure Recording Analytical Method with different disposable systems. J Crit
Care (in press).

38. Romano SM, Olivotto I, Chiostri M, Figlioli C, Margheri M, Gensini GF (2006) Minimally
invasive and non invasive hemodynamic monitoring of the cardiovascular system: avail-
able options and future perspectives. Curr Cardiol Rev 4: 37–39

39. Sorbara C, Romagnoli S, Rossi A, Romano SM (2007) Circulatory failure: bedside func-
tional haemodynamic monitoring. In: Atlee JL, Gullo A, Sinagra G, Vincent JL. Periopera-
tive Critical Care Cardiology, 2nd ed. Springer, Milan, pp 89–110

40. Giglioli C, Landi D, Gensini GF, et al (2010) Cardiac efficiency improvement after slow
continuous ultrafiltration is assessed by beat-to-beat minimally invasive monitoring in
congestive heart failure patients: a preliminary report. Blood Purif 1: 44–51

41. Modesti PA, Gamberi T, Bazzini C, et al (2009) Response of serum protome in patients
undergoing infrarenal aortic aneurysm repair. Anethesiology 111: 844–854

42. Scolletta S, Ranaldi G, Carlucci F, Franchi F, Romano SM, Biagioli B (2010) Relationship
between N-terminal pro-B-type natriuretic peptide (Nt-proBNP) and cardiac cycle effi-
ciency in cardiac surgery. Biomed Pharmacother 64: 511–515

Hemodynamics from the Periphery 433

X



Totally Non-invasive Continuous Cardiac Output
Measurement with the Nexfin CO-Trek

A. Perel and J.J. Settels

J.-L. Vincent (ed.), Annual Update in Intensive Care and Emergency Medicine 2011
DOI 10.1007/978-3-642-18081-1, ˇ Springer Science+Business Media LLC 2011

Introduction

Cardiac output is one of the most important physiological parameters as it is the
major determinant of oxygen delivery (DO2). Its measurement is of special impor-
tance since so many of our efforts in the care of critically ill and high-risk surgi-
cal patients are aimed at optimizing its value by various therapeutic means. The
importance of measuring cardiac output is further highlighted by the many stud-
ies that have repeatedly shown that clinical evaluation and conventional monitor-
ing alone are inaccurate and unreliable for the assessment of cardiac output, and
that adequate resuscitation cannot be based on normalization of vital signs alone
[1–4]. Although there is little evidence that the measurement of cardiac output
per se improves outcome, this is also true for all other hemodynamic parameters
that are in common daily use.

The main technology for the measurement of cardiac output has been the ther-
modilution technique used with the pulmonary artery catheter (PAC). However,
many newer technologies offer a less invasive approach than the PAC while measur-
ing cardiac output with similar accuracy. The most recent significant development
in this field is the introduction of uncalibrated continuous cardiac output technolo-
gies. Uncalibrated continuous cardiac output is usually based on pulse contour
technology, by which various formulas are used to compute cardiac output values
from the blood pressure waveform, without using intermittent thermodilution for
calibration. The absolute accuracy of some of these technologies has not been
shown to equal that of intermittent thermodilution [5]. However, most of these
devices have good tracking accuracy which provides a very useful tool for the
assessment of hemodynamic events with short time constants, e.g., fluid loading,
passive leg raising, start of inotropes, etc. The Nexfin HD, which belongs to this
category of continuous cardiac output monitors, offers in addition a unique feature
– total non-invasiveness.

The Nexfin HD monitor (Fig. 1, BMEYE, Amsterdam, The Netherlands) is a
device that measures continuous cardiac output by an inflatable finger cuff which is
the only interface with the patient. The Nexfin HD measures cardiac output by com-
bining continuous blood pressure monitoring and a novel pulse contour method
(Nexfin CO-Trek) which is based on the systolic pressure area and a physiological
three-element Windkessel model. The cardiac output is calculated without external
calibration although it can be calibrated externally. The parameters that are mea-
sured by the Nexfin HD include continuous blood pressure (systolic, diastolic,
mean), heart rate, continuous cardiac output, stroke volume (SV), systemic vascular
resistance (SVR), and an index of left ventricular (LV) contractility (dP/dt).
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Fig. 1. The Nexfin monitor.

The Principles of Continuous Cardiac Output Measurement
using the Nexfin HD

The Nexfin HD applies three major steps in the measurement of continuous car-
diac output: 1. Measurement of continuous beat-by-beat finger blood pressure; 2.
Transformation of the finger blood pressure curve into a brachial arterial blood
pressure waveform; 3. Calculation of the continuous cardiac output from the bra-
chial pressure pulse contour.

Measurement of Continuous Finger Blood Pressure

For measuring continuous beat-by-beat blood pressure, a cuff is wrapped around
the middle phalanx of the 2nd, 3rd or 4th finger (Fig. 2). The finger cuff includes an
LED emitter-detector that measures the diameter of the finger arteries running
on both sides of the finger’s palmar aspect. The cuff pressure is increased and
decreased to keep the diameter of the finger arteries constant throughout the car-
diac cycle (’volume clamp method’) (Fig. 3). Continuous recording of the cuff
pressure therefore generates a real-time arterial pressure waveform. After initial
calibration which typically takes 1–2 minutes, the Nexfin uses an auto-calibration
algorithm (‘Physiocal’) that periodically recalibrates the system. During these
periodic calibrations, the pressure is maintained at three levels resulting in three
different volume changes, the shape of which determines the calibration. Depend-
ing on the stability of the pressure signal, the length of the calibration interval
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Fig. 2. The finger sensor which is the only
interface with the patient.

Fig. 3. The finger sensor includes 2 LEDs and an inflatable cuff which measures beat-to-beat real-time
continuous blood pressure.

varies between 5 beats and 70 beats. Intervals & 30 beats indicate a stable mea-
surement condition. Periodic calibration with the Physiocal improves the accu-
racy of the continuous blood pressure measurement during significant changes in
vascular tone. The volume clamp and Physiocal methods were previously used in
the Ohmeda 2300 Finapres continuous blood pressure monitor. A ‘heart reference
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system’ (HRS) measures and automatically corrects for the vertical height differ-
ence between the finger cuff and the heart level, allowing free movement of the
hand while continuous cardiac output is monitored.

Transformation of the Finger Blood Pressure Curve Into a Brachial Artery Waveform

The continuous cardiac output measured by pulse contour algorithms may be sig-
nificantly influenced by the site of the blood pressure measurement [5]. As a rule,
the more peripheral the site where the blood pressure is measured, the greater
the chance that the algorithm may not be able to compensate for changes in
shape and amplitude of the waveform in extreme hemodynamic conditions. The
Nexfin HD transforms finger blood pressure to brachial blood pressure waveform
using a transfer function based on a vast clinical database and correcting for the
brachial-finger pressure gradient. Thus the continuous cardiac output measured
by the Nexfin uses the brachial pressure waveform as a robust substitute for aor-
tic pressure as input for continuous cardiac output measurement. Calibration
with an upper arm cuff is no longer needed.

Calculation of Continuous Cardiac Output from the Brachial Arterial Pressure

Waveform

The original concept of the pulse contour method for estimation of beat-to-beat
SV was first described by Otto Frank in 1899 as the classic two-element Windkes-
sel model (see later). According to this model, the interaction between the cardiac
systole and the arterial input impedance (Zin) determines the SV and the systolic
and diastolic arterial pressures. Pulse contour methods in general use this close
interaction in the hemodynamic version of Ohm’s law (ΔP/Q = Zin). Thus, when
the arterial input impedance (Zin) is known, a given pressure (P) allows for the
calculation of the related flow (Q).

Pulse contour algorithms for non-calibrated continuous cardiac output mea-
surement were initially developed by Wesseling and coworkers, who described the
corrected characteristic impedance or cZ method in 1983 [6], and the Modelflow
method in 1993 [7]. The cZ method computes beat-to-beat stroke volume by inte-
grating the area under the systolic portion of the measured arterial pressure pulse
(Fig. 4 A) and dividing this area by the characteristic input impedance (cZ). A cor-
rection to the characteristic impedance, which is derived by a distributed trans-
mission line model, is then applied in order to account for changes in mean arte-
rial pressure (MAP) and heart rate (HR): Zc = K / (a + b × HR + c × MAP). The
limitation of this pulse contour algorithm is that a calibration factor (K) had to be
determined at least once for each patient, and that the non-linear pressure depen-
dency of compliance, as well as the effects of strong vasoconstriction and vasodi-
latation in peripheral arterioles, were not modeled.

To overcome these limitations, Wesseling developed the Modelflow method
(1993) [7] by simulation of a flow waveform in a physiological, three-element,
non-linear, age-dependent Windkessel model of the aortic arterial input imped-
ance as a description of the cardiac afterload of the left ventricle. This model
includes the following elements (Fig. 4 B):

1. Characteristic impedance (Zc). During ejection into the blood-filled proximal
aorta, the left heart encounters the combined effects of the proximal aortic
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compliance (C) and its blood mass, or inertance (L). This combined effect is
called the characteristic impedance and is calculated as Zc = √L/C, where iner-
tia increases the resistance to ejection and compliance facilitates ejection.

2. The total arterial compliance (Cw) equals the sum of the compliances of all
arteries, is determined mainly by the ascending and descending aorta, and
represents the ability of the aorta and larger vessels to elastically store the
ejected stroke volume.

3. The total peripheral resistance (Rp) equals the sum of the resistances of all
small arteries, arterioles and capillaries. It represents the resistance to outflow
of blood to all vascular beds during diastole when inflow into the aorta is zero.

SV is then calculated by the integration of the systolic portion of the resulting
modeled flow waveform. The method can be calibrated for each individual
patient by adjusting a calibration factor to improve absolute precision [7]. Track-
ing changes in SV with this method has been found to be excellent even in the
presence of large changes in pressure, heart rate and strong vasodilation or vaso-
constriction [8]. However, the Modelflow method is less accurate in estimating
the initial absolute level of cardiac output at the start of monitoring and is less
suited for the use of finger blood pressure, which gives less satisfactory results
than invasive radial arterial pressure.

The Nexfin CO-Trek algorithm, which was introduced in 2007, computes beat-
to-beat stroke volume using an updated pulse contour method that contains ele-
ments from these two previous methods (Fig. 4). The Nexfin CO-Trek method

Fig. 4. The Nexfin CO-Trek algorithm integrates the systolic pressure-time integral (A) of the brachial
arterial pressure waveform (C). The heart’s afterload is calculated from the three-element Windkessel
model (B), with Zo (characteristic impedance) and Cw (arterial compliance) derived from the aortic
pressure-diameter relationship using age, gender, height and weight as input parameters (D). The total
peripheral resistance (Rp) is time-dependent and is an outcome of the model computations (E).
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integrates the systolic pressure-time integral similar to the cZ method (Fig. 4A),
but in doing so it uses the reconstructed brachial arterial pressure waveform as a
close substitute for aortic pressure as pressure input (Fig. 4C). The heart’s after-
load is calculated from the three-element Windkessel model (Fig. 4B), with Zo
(characteristic impedance) and Cw (arterial compliance) derived from the aortic
pressure-diameter relationship using age, gender, height and weight as input
parameters (Fig. 4D). With the individual input of these parameters for each
patient, the components of the three-element Windkessel afterload are individual-
ized, can be computed for any arterial pressure level, and can further be used for
SV computation. The total peripheral resistance (Rp) is time-dependent and is an
outcome of the model computations (Fig. 4E). Beat-to-beat SV is calculated by
dividing the pressure-time integral by the resulting Zin (Fig. 4F), so that SV =
1 / Zin * � [P(t) – Pd]dt.

Validation of the Nexfin HD

Since the Nexfin HD is a new device there are only a few published validation
studies of its new CO-Trek algorithm. However, many clinical studies have vali-
dated the previous pulse contour methods, namely the cZ and the Modelflow
methods. These studies, done in high risk surgery (e.g., cardiac, liver transplanta-
tion) and intensive care patients, showed excellent correlation with thermodilu-
tion cardiac output, which was measured by an automated series of 4 thermodilu-
tion injections equally spread over the ventilatory cycle for better accuracy [8]. In
a study from 2007, performed in 24 patients undergoing uncomplicated coronary
artery bypass graft (CABG) surgery, excellent results in absolute values as well as
in tracking changes in cardiac output were obtained using the Modelflow method
[9]. The results were found to be better than those of Wesseling’s cZ method, and
of the LiDCO and PiCCO algorithms. In a more recent study from 2009, the same
group of de Wilde et al. studied another small group of patients within 2 h of
arrival in the intensive care unit (ICU) following cardiac surgery [10]. The values
of cardiac output measured by the FloTrac device, the Modelflow method and the
transesophageal ultrasonic HemoSonic system (Arrow), were compared with
accurately performed thermodilution as the reference. Cardiac output values were
measured during and after four interventions: (i) an increase in tidal volume by
50 %; (ii) a 10 cmH2O increase in positive end-expiratory pressure (PEEP); (iii)
passive leg raising; (iv) head-up position. The cardiac output values measured by
Modelflow were found to have the best precision (0.69 l/min) and smallest limits
of agreement (-1.08, +1.68 l/min, 26 %), compared with the FloTrac (-1.47, +2.13
l/min, 34 %) and the Hemosonic (-2.62, +1.80 l/min, 44 %) systems. The authors
concluded that only the Modelflow yielded limits of agreement (26 %) that were
below the 30 % criteria for a theoretically acceptable alternative to thermodilu-
tion cardiac output. The FloTrac was found to overestimate changes in cardiac
output, although directional changes in thermodilution cardiac output were
detected with a high score by all three methods [10].

In another recent study [11], the authors observed a good correlation between
cardiac output values measured by a PAC and by the Nexfin HD, with an r2 =
0.83, a bias of 0.23 l/min, and two SD of ± 2.1 l/min, and a percentage of error
of 29 %. These findings are even more impressive if one takes into account that
the study was done in severely ill patients (4 patients were post-lung transplant,
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4 patients were post-liver transplant, and 2 had severe acute respiratory distress
syndrome [ARDS]), all of whom were receiving norepinephrine at the time of
the study. Moreover, data were analyzed retrospectively using hourly Nexfin HD
cardiac output measurements, rather than simultaneously measured cardiac out-
put values. The authors noted that there were no clinical signs of disturbed
microcirculation of the fingers in these patients during application of the finger
cuff, indicating a safe use of the Nexfin HD system. In addition, the authors
noted that the Nexfin HD, being quick to install and easy to use, could offer a
quick initial hemodynamic overview and allow to bridge the time until a longer-
lasting invasive monitoring could be installed in the case of a deteriorating
patient [11].

Clinical Applications

The totally non-invasive nature of the Nexfin HD allows the measurement of con-
tinuous cardiac output in a much wider variety of patients than was hitherto pos-
sible. Originally, the Nexfin HD was introduced in cardiology clinics for the per-
formance of tilt-test for the detection of orthostatic hypotension. Indeed, a recent
study using finger pressure-derived continuous cardiac output has shown that the
early postoperative postural cardiovascular response is impaired after radical
prostatectomy with a risk of orthostatic intolerance, limiting early postoperative
mobilization [12]. Both the tilt test and the sit-stand test take advantage of the
fact that the Nexfin HD provides real-time continuous cardiac output, allowing
immediate detection of the instantaneous response to diagnostic and therapeutic
challenges. These include passive leg raising, fluid challenge, start of inotropes,
exercise, etc. The continuous real-time cardiac output measurement may be more
useful and provide more accurate information about the changes in cardiac out-
put than intermittent cardiac output measurements by thermodilution with their
inherent variance.

One of the most interesting areas where the potential of the Nexfin HD can be
fully expressed is perioperative care. It is well recognized that a small group of
patients account for the majority of perioperative morbidity and mortality.
These ‘high-risk’ patients have a poor outcome because of their inability to meet
the oxygen transport demands imposed on them by the nature of the surgical
response during the perioperative period. It has been shown that by targeting
specific hemodynamic and oxygen transport goals at any point during the peri-
operative period, the outcome of these patients can be improved. Most studies
on perioperative optimization have used repetitive fluid challenges in order to
maximize the cardiac output. Cardiac output was measured in most of these
studies by esophageal Doppler or by FloTrac. However, esophageal Doppler can
be used only after induction of anesthesia and for a limited period, while the
FloTrac necessitates the presence of an arterial line. Indeed, finger pressure
derived continuous cardiac output has already been used for this purpose [13].
The non-invasive nature of the Nexfin HD and its semi-disposable finger sensor
make this monitor fit ideally in this important setting. In fact, the Nexfin is per-
fectly suitable for any patient who is sick or at risk enough to warrant the need
for continuous real-time hemodynamic monitoring, but who is not sick enough
to warrant the use of invasive lines and catheters with their associated complica-
tions.
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There are some limitations to the use of the Nexfin HD. Because of the continu-
ous variable inflation of the finger cuff, the approved duration of continuous
measurement is restricted to 8 hours. In addition, the Nexfin HD may not per-
form well in the presence of strong vasoconstriction or very edematous fingers.
Currently the device does not provide measures of pulse pressure (PPV) or stroke
volume (SVV) variations, which should be an integral part of any continuous car-
diac output monitor. The additional benefits of the Nexfin HD include a semi-dis-
posable finger cuff which can be used for many patients, a user-friendly touch
screen, and instant data retrieval with a USB flash drive. The second version of
the monitor, the ccNexfin, includes pulse oximetry and non-invasive hemoglobin
(Masimo Rainbow SET technology) making all elements of DO2 available at the
bedside in a non-invasive manner.

Conclusion

The monitoring of continuous cardiac output offers important information that
cannot be reliably obtained from clinical examination and conventional monitor-
ing alone. The new generation of uncalibrated continuous cardiac output moni-
tors that are based on pulse contour analysis has made this measurement more
prevalent in the care of high-risk and critically ill patients. The Nexfin monitor
provides uncalibrated continuous cardiac output in a totally non-invasive manner
with a finger cuff being the only interface with the patient. The non-invasive
nature of this device allows quick and easy measurement of continuous cardiac
output in patients without the need for sedation or arterial cannulation. The Nex-
fin HD can, therefore, be used as a short-term (up to 8 hours) continuous cardiac
output monitor in patients who are not sick enough to warrant more invasive and
advanced monitoring, or to offer an initial hemodynamic overview until a longer-
lasting invasive monitoring can be installed. The Nexfin HD seems most suitable
for the perioperative period, where the ability to track hemodynamic events with
sort time constants has been shown to improve outcome.
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Introduction

Cardiac output monitoring in the critically ill patient is standard practice in order
to ensure tissue oxygenation [1] and has been traditionally accomplished using the
pulmonary artery catheter (PAC). In recent years, however, the value of PAC has
been questioned with some suggesting that its use might not only be unnecessary
but also potentially harmful [1]. This notion, together with the availability of new
less invasive cardiac output measuring devices, has markedly decreased the wide-
spread use of the PAC [2]. Today, various devices are available to measure or esti-
mate cardiac output using different methods. Some of these less invasive devices
track stroke volume (SV) continuously and provide dynamic indices of fluid respon-
siveness, others allow assessment of volumetric preload variables, and some also
provide continuous measurement of central venous saturation via the use of propri-
etary catheters that are attached to the same monitor. All these variables – together
with cardiac output – may result in an improved hemodynamic assessment of the
critically ill patient. However, it is important to appreciate that each device has its
inherent limitations and that no cardiac output monitoring device can change
patient outcome unless its use is coupled with an intervention that by itself has been
associated with improved patient outcomes. Therefore, the concept of hemody-
namic optimization is increasingly recognized as a cornerstone in the management
of critically ill patients and has been shown to be associated with improved outcome
in the perioperative [3] and in the intensive care unit (ICU) [4] setting.

The aim of this article is to provide a systematic up-date of the currently avail-
able and most commonly used cardiac output monitoring devices. In addition, an
integrated approach for the use of these different devices in critically ill patients
will be presented taking into consideration the devices’ technical characteristics,
their performance and typical limitations, and also any additional hemodynamic
variables they may offer.

Overview of Cardiac Output Monitoring Devices

When selecting a cardiac output monitoring device for clinical use, different fac-
tors play a role (Table 1): Institutional factors may largely limit the choice of the
available devices. On the other hand important device-related factors, e.g., inva-
siveness (Fig. 1), may restrict the area of application. Moreover, patient specific
conditions may dictate the use of an invasive or a particular minimally- or non-
invasive device.

443

X



Table 1. Factors affect-
ing selection of cardiac
output monitoring
devices

Factor groups Examples

Institution Type of institution
Availability of monitoring techniques
Level of standardization
Potential of integration into existing monitoring systems
Level of experience

Devices Invasiveness
Handling
Technical limitations
Validity, accuracy & repeatability
Availability of additional hemodynamic information

Patient Severity of specific diseases
Heart rhythm
Contraindications
Type of intervention
Type of treatment protocol

Fig. 1. Overview of cardiac output monitoring techniques. PAC: pulmonary artery catheter

Invasive Cardiac Output Monitoring

The PAC was the clinical standard for cardiac output monitoring for more than 20
years and the technique has been extensively investigated. Its complications are
well known and despite developments in recent years, the PAC has a distinct role
in patient care. An in-depth review is beyond the scope of this article, but some
technical aspects and limitations need to be noted: Cardiac output measurement
by intermittent pulmonary artery thermodilution, which is based on the Stewart-
Hamilton principle, is considered to be the ‘reference cardiac output monitoring
standard’ against which all new cardiac output measuring devices are compared.
However, operator dependence, various patient conditions (e.g., mitral or tricus-
pid valve insufficiency, shunt) or misplacement of the PAC may influence reliable
cardiac output assessment [6]. In contrast, continuous cardiac output assessment
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may overcome some of these limitations. Intermittent thermal filament heating
induces pulmonary artery temperature changes that are measured via a distal
thermistor and matched with the input signal. Based on the cross correlation of
in- and output signals intermittent cardiac output values are produced from a
thermodilution wash-out curve. These values are then averaged for the display of
continuous cardiac output readings, which results in a delayed response time of
several minutes after induction of cardiac output changes (e.g., for Opti-Q™,
Abbott, Abbott Park, IL and Vigilance™ catheters, Edwards LifeSiences, Irvine,
CA) [7]. A so-called fast response continuous cardiac output catheter (truC-
COMS™, Omega Critical Care, East Klibride, GB) allows a more synchronized
continuous cardiac output monitoring [8]. The additional hemodynamic vari-
ables that can be assessed via PAC and are most often used are conventional fill-
ing pressures, pulmonary artery pressures, and mixed venous oxygen saturation
(SvO2). Therefore, the PAC is still indicated when additional monitoring of pul-
monary artery pressures and SvO2 is desirable. It is also indicated in situations
where less invasive techniques are contraindicated or fail to provide accurate car-
diac output values.

Minimally Invasive Cardiac Output Monitoring

Minimally invasive cardiac output monitoring devices use one of four main prin-
ciples to measure cardiac output: Pulse contour analysis, pulsed Doppler technol-
ogy, applied Fick principle, and bioimpedance/bioreactance. Furthermore,
devices that use pulse contour analysis can also be classified into calibrated and
uncalibrated systems.

Pulse pressure analysis
Pulse pressure analysis is based on the principle that SV can be continuously esti-
mated by analyzing the arterial pressure waveform obtained from an arterial line.
The characteristics of the arterial pressure waveform are affected by the interac-
tion between SV and individual vascular compliance, aortic impedance and
peripheral arterial resistance. For reliable cardiac output measurement using all
devices that employ pulse pressure analysis technology, optimal arterial wave-
form signal (i.e., eliminating damping or increased tubing resonance) is a prereq-
uisite. Moreover, it cannot be overemphasized that severe arrhythmias may
reduce the accuracy of cardiac output measurement, and that the use of an intra-
aortic balloon pump precludes adequate performance of the device. Furthermore,
pulse pressure analysis may be of limited accuracy during periods of hemody-
namic instability, i.e., rapid changes in vascular resistance. This may especially be
a problem for uncalibrated pulse pressure analysis. In contrast, calibrated pulse
pressure analysis may require frequent re-calibration for accurate cardiac output
estimation in these situations. A growing number of calibrated and uncalibrated
devices that measure the cardiac output based on the pulse pressure analysis
method are available.

PiCCOplus™ system (Pulsion Medical Systems, Munich, Germany): The PiCCO™
system uses a dedicated thermistor-tipped catheter, which is typically placed in
the femoral artery, in order to assess SV on a beat-to-beat basis. Alternatively a
radial or brachial catheter may be employed, but these catheters have to be longer
than the femoral one for the adequate assessment of the aortic arterial pressure
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wave signal. Cardiac output calibration via transpulmonary thermodilution
requires the insertion of a central venous line. The calibration process is also
used for the adjustment of individual aortic impedance and needs to be repeated
every eight hours in hemodynamically stable patients. However, during situations
of hemodynamic instability, calibration needs to be done more frequently (even-
tually every hour) [9]. Nevertheless, a variety of studies have successfully vali-
dated the PiCCOplus™ system in different patient populations [10, 11].

The launch of an uncalibrated device from Pulsion Medical Systems, the Pulsi-
oFlex™ system, can be expected in 2011. The system will require a specific addi-
tional sensor, which can be connected to a regular invasive arterial pressure mon-
itoring set.

LiDCO™plus and LiDCO™rapid system: The LiDCO™plus and LiDCO™rapid sys-
tems (LiDCO Ltd, London, UK) use the same pulse pressure algorithm (Pul-
seCO™) to track continuous changes in SV. This algorithm is based on the
assumption that the net power change in the system in a heartbeat is the differ-
ence between the amount of blood entering the system (SV) and the amount of
blood flowing out peripherally. It uses the principle of conservation of mass
(power) and assumes that following correction for compliance there is a linear
relationship between netpower and netflow. Therefore, the LiDCO systems should
be considered as pulse power analysis techniques. The LiDCO™plus requires cali-
bration using the transpulmonary lithium indicator dilution technique, which can
be performed via a peripheral venous line [12]. In contrast, the LiDCO™rapid
uses nomograms for cardiac output estimation. Clinical studies have demon-
strated reliable estimation of cardiac output using PulseCO as long as no major
hemodynamic changes are observed [13]. Regarding the LiDCO™plus, the reli-
ability of the lithium calibration system may be negatively affected by high peak
doses of muscle relaxants, which cross-react with the lithium sensor. This can be
tackled if the lithium calibration is performed before or 30 minutes after the
administration of a muscle relaxant. The LiDCO™plus system, in combination
with a hemodynamic treatment protocol (targeting an oxygen delivery > 600 ml/
min/m2, was shown to be associated with reduced complications and length of
hospital stay in patients after major general surgery [14]. The primary indication
for the uncalibrated LiDCO™rapid is its perioperative use for SV optimization.
Therefore, the LiDCOrapid trend analysis is more important than absolute car-
diac output values (which may differ when compared with cardiac output
assessed by PAC).

FloTrac™/Vigileo™ system: The FloTrac™/Vigileo™ system (Edwards LifeSci-
ences, Irvine, USA) requires a proprietary transducer, the FloTrac™, which is
attached to a standard non-proprietary radial or femoral arterial catheter and is
connected to the Vigileo™ monitor. The FloTrac™/Vigileo™ system does not
require calibration. To estimate cardiac output, the standard deviation of pulse
pressure sampled during a time window of 20 seconds is correlated with ‘normal’
SV based on the patient’s demographic data (age, sex, height, and weight) and a
built-in database containing information about cardiac output assessed by the
PAC in a variety of clinical scenarios. Impedance is also derived from these data,
whereas vascular compliance and resistance are determined using arterial wave-
form analysis. After conflicting results of early validation studies, the cardiac out-
put algorithm has been repeatedly modified in the last 5 years. This has resulted
in an improved performance primarily in perioperative setting [15, 16]. Further
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software modifications addressed the issue of limited accuracy during hyperdy-
namic situations and preliminary data showed improved cardiac output measure-
ments under these specific conditions. However, accuracy of the device during
rapid hemodynamic changes remains a major concern [17]. Nevertheless, a study
using the Flotrac™/Vigileo™ system for intraoperative hemodynamic optimiza-
tion recently demonstrated a decreased complication rate and a reduced length of
hospital stay [18].

A new cardiac output monitoring device based on pulse pressure analysis,
which is calibrated by transpulmonary thermodilution – the EV 1000™/Volume-
View™ system from Edwards Lifesciences – is currently being tested and will
soon be released for its use in daily practice.

Pressure recording analytical method (PRAM): Another method to estimate SV
continuously without calibration is the PRAM – MostCare® (Vytech, Padova,
Italy), which is based on mathematical assessment of the pressure signal obtained
from an arterial line without calibration. PRAM has been validated so far in a
porcine model under various hemodynamic states [19] and in humans undergo-
ing cardiac surgery [20]. Similar to other devices that use pulse contour analysis,
the accuracy of PRAM-derived cardiac output is affected by the quality of the
pressure signal and by factors that interfere with the ability to detect a pressure
signal.

Nexfin™: The Nexfin™ HD (BMEYE B.V, Amsterdam, Netherlands) is a
completely non-invasive pulse pressure analysis device that assesses pulse pres-
sure using photoelectric plethysmography in combination with a volume-clamp
technique (inflatable finger cuff). Cardiac output is derived using the so-called
Modelflow method (simulation of a three-element Windkessel model). Regarding
validation of the device, only limited published data are available [21].

Doppler cardiac output monitoring devices
Cardiac output can be estimated non-invasively using esophageal or transthoracic
Doppler probes. Esophageal Doppler devices measure blood flow in the descend-
ing aorta and estimate cardiac output by multiplying the cross sectional area of
the aorta by blood flow velocity. The aortic diameter is obtained from a built-in
nomogram or by direct measurement using M-mode echocardiography. Several
esophageal Doppler probes are available commercially: ODM II™ (Abbott, Maid-
enhead, UK), CardioQ™ (Deltex Medical Ltd, Chichester, Sussex, UK), and Hemo-
Sonic100™ (Arrow, Reading, PA, USA). The latter device is a combination of a
Doppler and an M-mode probe, the production of which has been stopped
recently. There are several limitations for the use of esophageal Doppler devices.
First, the device measures blood flow in the descending aorta and makes an
assumption of a fixed partition between flow to the cephalic vessels and to the
descending aorta. Although this may be valid in healthy volunteers, this relation-
ship may change in patients with co-morbidities and under conditions of hemo-
dynamic instability. Second, Doppler probes are smaller than conventional trans-
esophageal echocardiography probes and position may change unintentionally,
thus limiting continuous cardiac output assessment. Since probe position is cru-
cial to obtaining an accurate measurement of aortic blood flow, this device is
operator-dependent and studies have shown that 10–12 insertions are required to
obtain accurate measurements [22] with an intra- and inter-observer variability
of 8–12 % [23]. Moreover, aortic cross-sectional area is not constant but rather
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dynamic in any individual patient. Thus, the use of a nomogram may result in
less accurate cardiac output estimation. Despite some limitations of esophageal
Doppler devices, their utility appears to be confirmed by several perioperative
hemodynamic optimization studies that have consistently demonstrated a reduc-
tion in complication rates and hospital length of stay [24].

Alternatively to the esophageal route, the transthoracic approach may be used
to assess cardiac output, albeit intermittently. The USCOMTM device (USCOM, Sid-
ney, Australia) targets the pulmonary and aortic valves accessed via the paraster-
nal and suprasternal windows in order to assess cardiac output completely non-
invasively. Validation studies have revealed conflicting results, which could be
explained primarily by the inherent problem of variable signal detection [25, 26].

Applied Fick principle
Partial CO2 rebreathing: The NICO™ system (Novametrix Medical Systems, Wall-
ingford, USA) applies Fick principle to carbon dioxide (CO2) in order to obtain
cardiac output measurement in intubated, sedated, and mechanically ventilated
patients using a proprietary disposable re-breathing loop that is attached to the
ventilator circuit. The NICO™ system consists of a mainstream infrared sensor to
measure CO2, a disposable airflow sensor, and a pulse oximeter. CO2 production
is calculated as the product of CO2 concentration and airflow during a breathing
cycle, whereas arterial CO2 content is derived from end-tidal CO2 and its corre-
sponding dissociation curve. Every three minutes, a partial re-breathing state is
generated using the attached re-breathing loop, which results in an increased
end-tidal CO2 and reduced CO2 elimination. Assuming that cardiac output does
not change significantly between normal and re-breathing states, the difference
between normal and re-breathing ratios are used to calculate cardiac output.
There are several limitations to this device including the need for intubation and
mechanical ventilation with fixed ventilator settings and minimal gas exchange
abnormalities [27]. Variations in ventilator settings, mechanically-assisted spon-
taneous breathing, the presence of increased pulmonary shunt fraction, and
hemodynamic instability have been associated with decreased accuracy [28].
Thus, this technique may be applied in a precisely defined clinical setting to
mechanically ventilated patients only.

Pulsed dye densitometry: The DDG-330® analyzer (Nihon Kohden, Tokyo, Japan)
allows intermittent cardiac output measurement based on transpulmonary dye
dilution with transcutaneous signal detection adapted from pulse oximetry
(pulsed dye densitometry): The concentration of indocyanine green (ICG) is esti-
mated in the arterial blood flow by optical absorbance measurements after its
venous injection. Cardiac output is calculated from the dye dilution curve accord-
ing to the Stewart-Hamilton principle. Unfortunately a variety of factors, e.g.,
vasoconstriction, interstitial edema, movement or ambient light artefacts, may
limit reliable intermittent cardiac output assessment [29].

Bioimpedance and bioreactance
Electrical bioimpedance uses electric current stimulation for identification of tho-
racic or body impedance variations induced by cyclic changes in blood flow
caused by the heart beating. Cardiac output is continuously estimated using skin
electrodes (BioZ®, CardioDynamics, San Diego, USA) or electrodes mounted on
an endotracheal tube (ECOM™, Conmed Corp, Utica, USA) by analyzing the
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occurring signal variation with different mathematical models. Despite many
adjustments of the mathematical algorithms, clinical validation studies continue
to show conflicting results [30, 31].

Recently, however, Bioreactance® (NICOM®, Cheetah Medical Ltd, Maiden-
head, Berkshire, UK) a modification of thoracic bioimpedance, has been intro-
duced [32]. In contrast to bioimpedance, which is based on the analysis of trans-
thoracic voltage amplitude changes in response to high frequency current, the
Bioreactance® technique analyzes the frequency spectra variations of the deliv-
ered oscillating current. This approach is supposed to result in a higher signal-to-
noise ratio and thus in an improved performance of the device. In fact, initial val-
idation studies reveal promising results [32, 33].

Additional Hemodynamic Variables

Apart from SV and cardiac output, hemodynamic monitoring devices provide
various additional hemodynamic variables (Table 2); namely, static preload vari-
ables, functional hemodynamic variables, and continuous central venous oxygen
saturation (ScvO2).

Static Preload Variables

Various cardiac output monitoring devices require a central venous line for calibra-
tion of the system. Thus, central venous pressure (CVP) is briefly reviewed here.
CVP is traditionally assessed as an estimate of cardiac preload since true preload,
which is defined as end-diastolic myocardial fiber tension, cannot be measured at
the bedside. Several factors, however, affect CVP readings including impaired right
ventricular (RV) function, and severe pulmonary or valvular heart disease.
Although the majority of physicians use CVP in order to guide fluid therapy [34],
several studies have shown lack of correlation between CVP and SV [35, 36]. More-
over, absolute CVP cannot be used to assess preload responsiveness. Therefore, the
utility of CVP is limited and changes in trend over time and cyclic changes induced
by mechanical ventilation are more important than absolute numbers. In contrast
to the pressure preload variables, the so-called volumetric preload variables are
considered to be superior indicators of preload. Global end-diastolic volume
(GEDV) and extravascular lung water (EVLW) are static volumetric parameters that
are assessed by transpulmonary thermodilution, which is required for the calibra-
tion of the PiCCOplus device and the up-coming EV1000/VolumeView device. Dif-
ferent studies have shown a better correlation between GEDV and SV than between
the latter and static pressure preload [35]. GEDV could thus be used to better guide
perioperative fluid therapy than pressure preload parameters [37]. EVLW on the
other hand can be used to differentiate between cardiac versus non-cardiac pulmo-
nary edema, and has been identified as an independent predictor of survival in
critically ill patients [38]. It may, therefore, be of value in tailoring therapy in
patients with acute respiratory distress syndrome (ARDS).

Functional Hemodynamic Variables

Pulse pressure analysis devices provide an automated quantification of SV varia-
tion (SVV) and some also allow the determination of pulse pressure variation

Cardiac Output Monitoring: An Integrative Perspective 449

X



Ta
b
le

2
.

O
ve

rv
ie

w
of

he
m

od
yn

am
ic

m
on

ito
rin

g
te

ch
ni

qu
es

Ad
di

tio
na

lv
ar

ia
bl

es

Gr
ou

ps
Ex

am
pl

es
Fe

at
ur

es
In

va
siv

en
es

s
Co

nt
in

uo
us

CO
St

at
ic

Dy
na

m
ic

Sv
O 2

/S
cv

O 2

P
A
C

Vi
gi

la
nc

e™
Ri

gh
t

he
ar

t
ca

th
et

er
iz
at

io
n

�
�

�
Re

sp
on

se
tim

e
up

to
12

m
in

ut
es

CV
P

PC
W

P
–

Sp
ec

ifi
c

ca
th

et
er

fo
r

co
nt

in
uo

us
m

ea
su

re
m

en
t

av
ai

la
bl

e

P
u
ls

e
w

av
e

a
n
a
ly

si
s

Ca
lib

ra
te

d
Pi

CC
Op

lu
s™

Th
er

m
ist

or
-t

ip
pe

d
ar

te
ria

l
ca

th
et

er
Ce

nt
ra

lv
en

ou
s

lin
e

�
�

Re
sp

on
se

tim
e

3
se

co
nd

s
CV

P
GE

DV
EV

LW

SV
V

PP
V

Sp
ec

ifi
c

ca
th

et
er

fo
r

co
nt

in
uo

us
m

ea
su

re
m

en
t

av
ai

la
bl

e

Li
DC

Op
lu

s™
Li

th
iu

m
di

lu
tio

n
se

t
�

�
Be

at
-b

y-
be

at
–

SV
V

PP
V

–

EV
10

00
™

/
Vo

lu
m

eV
ie

w
™

*
Th

er
m

ist
or

-t
ip

pe
d

ar
te

ria
l

ca
th

et
er

Ce
nt

ra
lv

en
ou

s
lin

e

�
�

NA
CV

P
GE

DV
EV

LW

SV
V

Sp
ec

ifi
c

ca
th

et
er

fo
r

co
nt

in
uo

us
m

ea
su

re
m

en
t

av
ai

la
bl

e

Un
ca

lib
ra

te
d

Fl
oT

ra
c/

Vi
gi

le
o™

Sp
ec

ifi
c

ar
te

ria
lp

re
ss

ur
e

se
ns

or
�

Re
sp

on
se

tim
e

20
se

co
nd

s
–

SV
V

Sp
ec

ifi
c

ca
th

et
er

fo
r

co
nt

in
uo

us
m

ea
su

re
m

en
t

av
ai

la
bl

e

Li
DC

Or
ap

id
™

Re
gu

la
r

ar
te

ria
ll

in
e

�
Be

at
-b

y-
be

at
–

SV
V

PP
V

–

Pu
lsi

oF
le

x™
*

Re
gu

la
r

ar
te

ria
ll

in
e

Sp
ec

ifi
c

se
ns

or
�

NA
–

SV
V

PP
V

Sp
ec

ifi
c

ca
th

et
er

fo
r

co
nt

in
uo

us
m

ea
su

re
m

en
t

av
ai

la
bl

e

PR
AM

M
os

tC
ar

e®
Sp

ec
ifi

c
ar

te
ria

lk
it

�
Be

at
-b

y-
be

at
–

SV
V

PP
V

–

Ne
xf

in
™

HD
Sp

ec
ifi

c
pr

es
su

re
se

ns
or

s
�

Be
at

-b
y-

be
at

–
–

–

450 J.A. Alhashemi, M. Cecconi, and C.K. Hofer

X



Ta
b
le

2
.

(c
on

tin
ue

d)

Ad
di

tio
na

lv
ar

ia
bl

es

Gr
ou

ps
Ex

am
pl

es
Fe

at
ur

es
In

va
siv

en
es

s
Co

nt
in

uo
us

CO
St

at
ic

Dy
na

m
ic

Sv
O

2/
Sc

vO
2

D
o
p
p
le

r

TE
Ca

rd
io

Q™
Es

op
ha

ge
al

Fl
ow

pr
ob

e
�

Li
m

ita
tio

n:
pr

ob
e

po
sit

io
ni

ng
–

–
–

TT
US

CO
M

™
Fl

ow
pr

ob
e

�
In

te
rm

itt
en

t
–

–
–

A
p
p
li
e
d

Fi
ck

p
ri

n
ci

p
le

Pa
rt

ia
lC

O 2
re

br
ea

th
in

g
Ni

CO
™

Re
br

ea
tin

g
lo

op
�

Up
-d

at
e

ev
er

y
3’

–
–

–

Dy
e

di
lu

tio
n

DD
G

an
al

yz
er

®
Sp

ec
ifi

c
se

ns
or

�
In

te
rm

itt
en

t
–

–
–

B
io

im
p
e
d
a
n
ce

/B
io

re
a
ct

a
n
ce

En
do

tr
ac

he
al

bi
oi

m
pe

da
nc

e
EC

OM
™

Sp
ec

ifi
c

en
do

tr
ac

he
al

tu
be

,
ar

te
ria

ll
in

e
�

Co
nt

in
uo

us
–

–
–

Th
or

ac
ic
/w

ho
le

bo
dy

bi
oi

m
pe

da
nc

e
Bi

oZ
®

Sp
ec

ifi
c

el
ec

tr
od

es
�

Co
nt

in
uo

us
–

–
–

Th
or

ac
ic

bi
or

ea
ct

an
ce

NI
CO

M
™

Sp
ec

ifi
c

el
ec

tr
od

es
�

Co
nt

in
uo

us
–

SV
V

–

CO
:c

ar
di

ac
ou

tp
ut

;C
VP

:c
en

tr
al

ve
no

us
pr

es
su

re
;E

VL
W

:e
xt

ra
va

sc
ul

ar
lu

ng
w

at
er

;G
ED

V:
gl

ob
al

en
d-

di
as

to
lic

vo
lu

m
e;

NA
:t

ec
hn

ic
al

sp
ec

ifi
ca

tio
ns

no
t

ye
t

av
ai

la
bl

e;
PA

C:
pu

lm
on

ar
y

ar
te

ry
ca

th
et

er
;P

AO
P:

pu
lm

on
ar

y
ar

te
ry

oc
cl
us

io
n

pr
es

su
re

;P
PV

:p
ul

se
pr

es
su

re
va

ria
tio

n;
Sv

O
2:

m
ix

ed
ve

no
us

ox
yg

en
sa

tu
ra

tio
n;

Sc
vO

2;
ce

nt
ra

lv
en

ou
s

ox
y-

ge
n

sa
tu

ra
tio

n;
SV

V;
st

ro
ke

vo
lu

m
e

va
ria

tio
n;

TE
:t

ra
ns

es
op

ha
ge

al
;T

T:
tr
an

st
ho

ra
ci
c;

*n
ot

ye
t

av
ai

la
bl

e.

Cardiac Output Monitoring: An Integrative Perspective 451

X



(PPV). The basis of these functional variables is cyclic changes in intrathoracic
pressure during positive pressure ventilation which induce changes in SV and
pulse pressure as a result of a reduction in preload. The different functional
hemodynamic variables have been shown to be able to predict fluid responsive-
ness in various studies [39], whereas static preload variables have not [40]. None-
theless, it has to be emphasized that cardiovascular and ventilatory limitations,
such as arrhythmias, right heart failure, spontaneous breathing activity, and low
tidal volume (< 8 ml/kg body weight) affect the reliability of these dynamic indi-
ces of fluid responsiveness. Under these circumstances, ‘passive leg raising’ could
be employed to assess fluid responsiveness as it results in an internal fluid shift
from the legs to the central compartment caused by the modified Trendelenburg
position. This technique has been demonstrated to reliably determine fluid
responsiveness in critically ill patients [41].

Central Venous Oxygen Saturation

ScvO2 is used as a global marker of the balance between systemic oxygen supply
and demand [42]. It can be easily measured by obtaining a blood sample drawn
from a central venous catheter, compared with SvO2, which requires placement of
a PAC and the withdrawal of blood from the distal port of the catheter. In addi-
tion to intermittent measurements using a blood sample and a blood gas ana-
lyzer, both ScvO2 and SvO2 can be measured continuously using proprietary cen-
tral venous and pulmonary artery catheters, respectively. There are no outcome
studies that compare intermittent versus continuous measurements of ScvO2 or
SvO2; however, the only study that showed a survival benefit using ScvO2 as a
resuscitation endpoint employed continuous measurement [43]. Using proprie-
tary catheters, continuous measurements of ScvO2 can be obtained from both the
Vigileo™ and the PiCCO™ systems. As far as its clinical utility is concerned,
ScvO2 has been used as a resuscitation endpoint in patients with severe sepsis and
septic shock [43]. It is important to realize that absolute ScvO2 and SvO2 values
may differ considerably in different clinical situations; however, a strong correla-
tion of their trends over time has been demonstrated [44].

Integrative Concept

Considering the technical features and the typical limitations of the different car-
diac output monitoring techniques it is obvious that no single device can comply
with all clinical requirements. Therefore, different devices may be used in an
integrative concept along a typical clinical patient pathway (Fig. 2) based on the
invasiveness of the devices and the available additional hemodynamic variables
(Table 2). Bioreactance may be used on the ward or in the emergency depart-
ment to assess cardiac output initially in order to confirm a preliminary diagno-
sis. Its use may be expanded in the perioperative and ICU setting. Partial CO2-
rebreathing requires an intubated and mechanically ventilated patient for cardiac
output estimation. Thus, this technique may be primarily used during an opera-
tion. Uncalibrated pulse pressure analysis devices may be the primary choice in
a perioperative setting as they provide functional hemodynamic variables and
thus allow comprehensive hemodynamic management. In contrast, calibrated
systems may be required when postoperative complications or hemodynamic
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Fig. 2. Integrative concept for the use of cardiac output monitoring devices. ED: emergency depart-
ment; HD: hemodynamic; ICU: intensive care unit; OR: operating room; PAC: pulmonary artery catheter

instability occur and increased device accuracy or volumetric variables are
needed for improved patient management. In the presence of factors that affect
the accuracy of all minimally invasive cardiac output monitoring devices, or
when pulmonary artery pressure monitoring or right heart failure treatment is
required, PAC insertion may be required for patient specific therapy.

Conclusion

Various devices that allow continuous cardiac output measurement in the criti-
cally ill patient are commercially available today. Their presence does not
completely preclude but does increasingly limit the use of the PAC. A variety of
factors (institutional, device related, and patient specific) influence the selection
of a cardiac output monitoring device and clinicians need to understand the
underlying principles and the inherent limitations of these devices. A selection of
these techniques may be used in an integrative approach along a patient pathway.
In combination with ScvO2 measurements, the assessment of volumetric preload
variables and the functional hemodynamic variables that they provide may obvi-
ate the need for a PAC in the treatment of critically ill patients.
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Introduction

Each year, 234 million major surgical procedures are performed worldwide.
Despite the overall low risk of death and complications, there is a specific high-
risk subgroup, representing over 80 % of postoperative deaths [1]. In the surgical
population, poor outcome seems to be determined, among others, by derange-
ments in global oxygen delivery (DO2) and oxygen consumption (VO2) derived by
a complex interplay between surgical-induced inflammatory response and patient
status [2, 3]. Systemic inflammatory response is associated with an increase in
oxygen demand [4] that sometimes fails to be matched by an adequate increase of
DO2 promoting hypoperfusion and tissue hypoxia. The consequences of tissue
hypoxia are complicated and far reaching and include activation of endothelium,
leading to capillary leak, and pro-inflammatory cytokines, leukocyte and comple-
ment cascade, enhancing inflammatory status. If this process is left unabated,
postoperative complications, which are often fatal, may develop [5, 6]. The strat-
egy of hemodynamic optimization or goal-directed therapy refers to the monitor-
ing and manipulation of physiological hemodynamic parameters by means of
therapeutic interventions based mainly on fluids, red blood cells (RBCs) and ino-
tropic drugs aimed at facing the increase in oxygen demand.

In 1988, Shoemaker et al. [7] were the first to perform an interventional trial
of perioperative goal-directed therapy aimed at reaching supranormal values of
cardiac output and DO2 based on physiological values previously observed in sur-
vivors after surgery [8]. These perfusion-related targets were cardiac index (CI)
> 4.5 l/min/m2, DO2 > 600 ml/min/m2 and VO2 > 170 ml/min/m2. Using this
approach, mortality was substantially reduced in comparison to standard care,
based on targets such as heart rate, arterial blood pressure and central venous
pressure (CVP). This study was criticized for several important methodological
flaws, such as poorly defined care in the control and intervention groups and a
lack of clear randomization procedures. In 1993, Boyd and colleagues [9] per-
formed a randomized controlled trial (RCT) in which the same treatment goals
were reached by means of supplemental oxygen, fluid and blood products. A 75 %
reduction in mortality was shown in the goal-directed therapy group, associated
with fewer postoperative complications. In the following years, while other
groups reported favorable results in general surgical patients [10] and trauma
patients [11], others failed to show any benefit from goal-directed therapy [12,
13] and the largest multicenter trial to date, comparing conventional and goal-
directed therapy in surgical patients, did not find any significant improvement in
mortality [13]. This study, however, raises a number of concerns [14]. Although
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the authors claimed that preoperative optimization was performed, in the vast
majority of patients the goals were achieved only postoperatively and, unfortu-
nately, the time from catheter insertion to initiation of surgery was not men-
tioned. Indeed, the time allocated to achieve optimization is crucial, since inser-
tion of a catheter just before the beginning of surgery may not allow sufficient
time to achieve hemodynamic optimization, and the catheter might only be used
to observe hemodynamic alterations. Moreover, the low rate of attainment of
hemodynamic goals contrasts with previous studies and the protocol used to
achieve the hemodynamic end-points is not well defined. The authors used fluids
and vasoactive agents, but the type and doses of these agents were not specified.
It is likely that these elements varied from one institution to another [15]. More-
over, other conflicting results were obtained when goal-directed therapy was per-
formed in critically ill or septic patients with already established organ failure
[16, 17].

The first meta-analysis pooling all RCTs on goal-directed therapy and includ-
ing 1016 surgical and critically ill patients did not demonstrate any significant
overall benefit [18]. A further analysis including surgical, trauma and septic
patients, and grouping studies according to the timing of goal-directed therapy,
reported lower mortality only when optimization treatment was performed
before organ failure occurrence [19]. A subsequent meta-analytic study [20],
dividing perioperative and critically ill septic patients, showed that mortality was
improved only in the perioperative subgroup. The beneficial effect of goal-
directed therapy only in surgical patients may rely on the basis that while in the
early stage of systemic inflammatory response syndrome it is possible to prevent
the deleterious effects of oxygen debt, when the inflammatory process has
advanced and oxygen debt is no longer reversible, increasing oxygen transport is
no longer effective. Studies in which hemodynamic optimization, applied in the
very early stages of severe sepsis or septic shock [21], reduced mortality fit well
with this rationale.

Which Hemodynamic Monitoring Tool and Targets For Goal-directed
Therapy?

If we accept the concept of preventing and treating tissue oxygen debt, the most
important parameters associated with improved survival should relate to oxygen
flux. However, a point of debate in the perioperative optimization issue is by how
much DO2 should increase. At the beginning of its history, goal-directed therapy
was performed targeting DO2 and CI to supranormal values that implied an
aggressive use of fluids and cathecolamines, carrying potential complications
such as acute pulmonary edema, arrhythmias, or mismatch between myocardial
oxygen supply and requirements with the risk of myocardial ischemia. Although
this has been the most studied endpoint for the resuscitation, it is by no means
clear that it is the ‘best’ target. Some RCTs have set up hemodynamic targets to
physiological values, and recently it has been shown that targeting the optimiza-
tion to physiological values may be as beneficial as adopting supranormal goals
[22].

All the original studies on perioperative optimization used the pulmonary
artery catheter (PAC) to monitor DO2, VO2 and cardiac output. When this tech-
nique ran into controversy, the therapies associated with it were also debated,
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confounding the tool and the aims. Although goal-directed therapy is still consid-
ered synonymous with a PAC, nowadays there are many alternatives.

Current monitoring techniques include Doppler technologies or arterial pres-
sure waveform analysis, measuring changes in stroke volume or cardiac output.
These can be used either to predict whether a patient is likely to respond to a vol-
ume challenge or to carefully monitor the response to a fluid bolus, thus provid-
ing a sophisticated and sensitive mechanism for titrating therapy to complex
patients. A meta-analysis of five RCTs of 420 patients undergoing major abdomi-
nal surgery showed fewer complications, less requirement for inotropes, faster
return of gastrointestinal function, fewer ICU admissions and shorter hospital
stay in patients who received esophageal Doppler monitoring for goal-directed
fluid administration (i.e., targeting stroke volume and corrected flow-time to
maximize cardiac output) [23]. Esophageal Doppler Monitoring is well tolerated,
can be used throughout the entire perioperative period and is characterized by
high clinical agreement with PAC for monitoring changes in cardiac output [24].
Esophageal Doppler Monitoring provides measurement of corrected flow time
that is inversely proportional to systemic vascular resistance (SVR), is sensitive to
changes in left ventricular preload and may be a more sensitive indicator of car-
diac filling than pulmonary artery occlusion pressure (PAOP) [25].

The LiDCOplus system (LiDCO Ltd, Cambridge, UK) is also well validated
and has been successfully used for goal-directed therapy [26]. Other studies
have shown that the PiCCO system (PULSION Medical Systems, Munich, Ger-
many) is also a reliable method of cardiac preload assessment and may actually
substitute for the PAC in goal-directed therapy [27]. In patients undergoing
elective coronary artery bypass grafting (CABG) surgery, Goepfert and col-
leagues [27] proposed a goal-directed therapy algorithm based on PiCCO and
targeting global end-diastolic volume index > 640 ml/m2 and CI > 2.5 l/min/m2.
Patients benefited from reduced vasopressor and inotrope requirements,
reduced duration of mechanical ventilation, and were ready for ICU discharge
earlier than the control group. Intraoperative goal-directed therapy using a pro-
tocol based on enhanced hemodynamic variables derived by the Flo-Trac/Vigi-
leo device reduced the length of stay in high-risk patients undergoing major
abdominal surgery [28].

Recently, central venous oxygen saturation (ScvO2) has been proposed as a
useful tool for goal-directed therapy in surgical patients. Donati et al. [29]
observed a reduced number of postoperative complications when using arterial
oxygen saturation and ScvO2 to titrate fluids and dobutamine to reach an oxygen
extraction ratio < 27 % (value shown to be a predictor of survival in high-risk
surgical patients) [8]. Other targets suggested to be useful include serum lactate,
mixed venous oxygen saturation (SvO2), and regional measures of DO2, such as
gastric intramucosal pH (pHi) [30]. Further, large, prospective RCTs are needed
to clarify whether these new monitoring tools for hemodynamic optimization will
provide advantages over PAC.

At the moment there is no ‘best tool or target’, and the choice of perioperative
hemodynamic monitoring for goal-directed therapy should depend on the sur-
gery-related and the patient-related risk. Basically, patients with cardiac morbid-
ity who are undergoing major surgical procedures associated with fluid shifts and
hemodynamic stress would benefit most from more invasive monitoring. There-
fore, thermodilution methods and/or continuous cardiac output/oxygen transport
monitoring should be chosen in major surgery and high-risk/unstable patients
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Fig. 1. Potential hemodynamic
changes in high-risk, unstable
patients undergoing major surgi-
cal procedures. Perioperative
hemodynamic monitoring for
goal-directed therapy should
depend on surgery-related and
patient-related risk. Patients with
cardiac morbidity who are
undergoing major surgical pro-
cedures associated with fluid
shifts and hemodynamic stress
may move from point 1 of the
Starling curve A either along
curve A to point 2 and 3, or
shift to point 4 on curve B, or

shift to curve B and move to points 5 and 6. Therefore, in major surgery in high-risk/unstable
patients, continuous cardiac output/oxygen transport and preload monitoring should be chosen.

(Fig. 1), while conventional monitoring or minimally invasive approaches should
be used for perioperative optimization of low- to moderate-risk patients [31].

The modular stepwise monitoring concept recently described by Hofer et al.
[32] provides an example of a clinical approach to stratification of monitoring
levels and targets for therapy. Level I implies that conventional invasive hemody-
namic monitoring may be appropriate when a patient presents with predefined
values of hemodynamics (heart rate 100 beats/min, mean arterial pressure [MAP]
> 65 mmHg, CVP 8–12 mmHg), organ function (lactate 1–2 mmol/l, urine out-
put 1 ml/kg/h) and oxygen transport, such as ScvO2 > 70 % and hemoglobin
8–10 g/dl. The shift to Level II is suggested when the patient fails to improve
their organ function following early fluid loading with diuresis < 1 ml/kg/h, lac-
tate > 2 mmol/l and ScvO2 < 70 %. Level II operates less invasive monitoring,
namely, transpulmonary thermodilution and continuous ScvO2 targeting CI to
more than 2.5 l/min/m2, global end-diastolic volume index (GEDVI) in the
600–800 ml/m2 range and extravascular lung water (EVLW) < 7 ml/kg, as well as
predictors of fluid responsiveness < 12 %. Level III is recommended in case of
left/right heart failure and/or pulmonary hypertension. At this level, a PAC is pro-
posed for CI monitoring in association with PAOP (12–15 mmHg), SvO2 (> 65 %)
and continuous right ventricular end-diastolic volume (110–130 ml/m2).

How to Achieve the Goals?

The aim of goal-directed therapy is to prevent tissue oxygen debt by maintaining
tissue perfusion. Since hypovolemia with consequent hypoperfusion and hypoxia
may often coexist with normal values of conventional hemodynamic variables
such as MAP, CVP and heart rate, the first and most common step in goal-
directed therapy is to ensure that the circulating volume is at an optimal level.
Often fluid boluses alone are sufficient to achieve goals of cardiac output and
DO2, and fluid-based goal-directed therapy has been associated with improved
outcomes [26, 30, 33, 34]. However, fluid therapy is a double-edge sword, and
studies showing benefits from fluid administration seem to conflict with studies
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in which patients receiving a perioperative restrictive fluid regimen had fewer
postoperative complications than patients receiving a liberal fluid approach [35].
Since the overall volume administered in some goal-directed studies is of a simi-
lar amount to the volume administered in both the restricted and the liberal com-
parative group of fixed-dose studies, the different strategies of fluid loading (goal-
directed versus fixed-dose) are hard to compare. Most goal-directed therapy stud-
ies with positive outcome had an average positive fluid balance in the goal-
directed therapy group of only 500–600 ml [33,34], much less than the difference
between restrictive and liberal strategies (almost 2650 ml in a study by Brand-
strup et al. [35]). Therefore, a goal-directed therapy group may receive more fluid
load than its own control, but less than patients receiving a ‘liberal’ regimen.

The real major controversy thus seems not to be how much, but how to titrate
fluid infusion. A restrictive strategy is based on prefixed volume infusion, regard-
less of any specific hemodynamic monitoring and target of oxygen debt, and does
not consider individual differences, complicating illness, preoperative hydration
and duration or severity of surgical insult, all critical factors in determining the
amount of fluid infusion. This standardized approach may not be ideal, since
some patients may receive too much and others too little fluid, and, interestingly,
more postoperative complications can occur even in the ‘so-called’ restrictive
group. A more suitable term than ‘restriction’ should be ‘avoidance of crystalloid
excess’, which is the key to improving outcomes. Goal-directed therapy and avoid-
ance of crystalloid excess can, therefore, be complementary when a judicious vol-
ume of crystalloid is administered (that is, ‘restrictive’ approach) combined with
a stroke volume-targeted amount of colloid (‘goal-directed’), depending on the
patient and type of surgery. In this context, an individualized, timely fluid
‘replacement’ therapy, by titration of volume to physiologic flow-related end-
points with appropriate monitoring [36], may be a rational choice during major
surgery. Careful crystalloid management, following the ‘avoidance of crystalloid
excess’ principles and accounting for crystalloid needs, is the first important step.
Early, simple stroke volume-targeted colloid administration is the second crucial
step, guiding both the administration and the pausing of intravenous fluids.

Sometimes, fluids may not be sufficient to achieve hemodynamic goals and, in
addition, a positive inotrope or vasodilator is necessary. Lobo and co-workers [37]
compared the use of fluids and dobutamine with fluids alone to achieve DO2
> 600 ml/min/m2 in high-risk surgical patients. The use of fluid and dobutamine
produced better postoperative outcomes with fewer cardiovascular complications
than the fluid group. Those patients given dobutamine were more likely to achieve
the goals. Dopexamine is a positive inotrope and peripheral vasodilator that
improves microcirculatory flow and splanchnic perfusion and oxygenation, and may
reduce inflammation secondary to tissue hypoxia and translocation of bacterial
products or endotoxin. A recent meta-analysis demonstrated that low-dose dopexa-
mine infusion (1 ` g/kg/min) was associated with survival benefit and reduction in
hospital stay, while a survival benefit was not seen with higher dosage [38]. There-
fore, evidence shows that use of dobutamine or dopexamine after fluid loading may
confer significant benefits. It is not possible to state whether the effects of fluid and
inotropes are synergistic or if the beneficial effect of one intervention counteracts
the adverse effect of the other. A likely explanation may be that in patients with a
reduced physiologic reserve, fluids alone may not be sufficient to optimize hemody-
namic status and that the additional administration of inotropic drugs is warranted
in order to increase DO2 and counteract systemic hypoperfusion.
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What is the Optimal Timing For Goal-directed Therapy?

The timing of commencement of optimization is another point of debate. Goal-
directed therapy before surgery has been shown to be effective, but difficult to
institute because of resource constraints. Shoemaker et al. [4] observed that if
flow and oxygen debts developing at the time of surgical stress are paid back
soon after, i.e., within 8 hours, the incidence of postoperative complications may
equally decrease, but if they are never paid back, cell dysfunction and death
occur. Since there is increasing evidence that both intra- and postoperative opti-
mization work well, these are alternative strategies when preoptimization is not
possible, allowing preoperative hemodynamic monitoring to be avoided, difficult
to pursue if resources are limited or if time prior to surgery is not sufficient.

Who Should Benefit from Goal-directed Therapy?

Three meta-analyses [19, 20, 22] observed a lower mortality when optimization
treatment was perioperatively performed in surgical patients. However, in one
meta-analysis [19] formal quality RCT analysis and heterogeneity tests were not
performed, while in the others [20, 22] significant statistical heterogeneity and
inconsistency were found. Among others, one explanation of this result may
derive from variability of study populations. Some RCTs have enrolled patients
defined as ‘high-risk’ [7, 9, 10, 14, 26, 29] on the basis of a perioperative scoring
system (POSSUM) or specific risk criteria including age, pre-operative morbidity,
ASA classification, extension and duration of surgery, blood loss, or need of
emergent surgery. Other studies have focused on elective or specific (e.g., cardiac,
abdominal) types of surgery, or have explicitly excluded high risk patients. There-
fore, the extreme variability in baseline mortality (ranging from 0 to 50 %) may
explain the high statistical heterogeneity of meta-analytic results.

Although high-risk patients represent a small percentage of the surgical popu-
lation, over 80 % of postoperative deaths occur in this subgroup of patients [1].
Clinical criteria for high-risk surgical patients, i.e., criteria identifying patients at
risk for organ failure rather than those who have already developed complica-
tions, are defined as patient-related (severe cardiac or respiratory illness resulting
in severe functional limitation, age over 70 years with moderate functional limita-
tion of one or more organ systems, expected blood loss > 2.5 l, severe sepsis,
shock or severe hypovolemia of any origin, respiratory failure, acute gastrointesti-
nal failure [e.g., intraabdominal compartment syndrome, pancreatitis, perforated
viscus, gastrointestinal bleeding], acute renal failure) and surgery-related (exten-
sive non-cardiac surgery [e.g., carcinoma involving bowel anastomosis, pneumo-
nectomy, complex trauma and orthopedic procedures], major/combined cardio-
vascular surgery [e.g., aortic aneurysm, combined valve repair, coronary surgery
and carotid endarterectomy], surgery prolonged > 2 hours, emergency surgery)
[31]. These patients are likely to be unable to spontaneously increase cardiac out-
put to the required level, are more prone to hypoperfusion-related complications,
and would benefit most from goal-directed therapy.

However, how much higher should the mortality risk be? A high-risk surgical
patient can be defined as a patient with an individual mortality risk greater than
5 % or undergoing a procedure carrying a 5 % mortality [39]. The largest RCT
comparing conventional and goal-directed therapy in explicitly defined high-risk
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Study

mortality <5%

Bender [46]

Bonazzi [47]

Buettner [34]

Conway [48]

Donati [29]

Malhotra [49]

Mc Kendry [50]

Mythen [30]

Noblett [51]

Polonen [52]

Valentine [13]

Wakeling [53]
Subtotal (95% CI)

Total events

Heterogeneity: Tau² = 0.00; Chi² = 4.76, df = 9 (p = 0.85); I² = 0%

Test for overall effect: Z = 0.79 (p = 0.43)

mortality 5-10%

Berlauk [54]

Mayer [28]

Sandham [14]

Venn [55]

Ziegler [12]

Subtotal (95% CI)

Total events

Heterogeneity: Tau² = 0.00; Chi² = 3.99, df = 4 (p = 0.41); I² = 0%

Test for overall effect: Z = 0.20 (p = 0.84)

mortality > 10%

Bishop [56]

Boyd [9]

Chytra [57]

Fleming [58]

Lobo [10]

Lopes [59]

Pearse [26]

Schultz [60]

Shoemaker [7]

Sinclair [11]

Ueno [61]

Velhamos [62]

Wilson [63]
Subtotal (95% CI)

Total events

Heterogeneity: Tau² = 0.10; Chi² = 14.54, df = 12 (p = 0.27); I² = 17%

Test for overall effect: Z = 4.62 (p < 0.00001)

Total (95% CI)

Total events

Heterogeneity: Tau² = 0.20; Chi² = 38.87, df = 27 (p = 0.07); I² = 31%

Test for overall effect: Z = 3.46 (p = 0.0005)

Events

1

0

0

0

2

0

4

0

0

3

3

0

13

1

2

78

9

3

93

9

3

13

8

3

2

7

1

1

1

0

6

3

57

163

Total

51

50

40

29

68

13

89

30

51

196

60

64
741

68

30

997

61

32

1188

50

53

80

33

19

17

62

35

28

20

16

40

92
545

2474

Events

1

0

1

1

2

0

2

1

1

7

1

1

18

2

2

77

2

2

85

24

12

18

15

9

5

9

10

17

2

2

4

8

135

238

Total

53

50

40

28

67

14

85

30

52

197

60

64
740

21

30

997

29

40

1117

65

54

82

34

18

16

60

35

60

20

18

35

46
543

2400

M-H, Random, 95% CI

1.04 [0.06, 17.08]

Not estimable

0.33 [0.01, 8.22]

0.31 [0.01, 7.95]

0.98 [0.13, 7.20]

Not estimable

1.95 [0.35, 10.95]

0.32 [0.01, 8.24]

0.33 [0.01, 8.37]

0.42 [0.11, 1.66]

3.11 [0.31, 30.73]

0.33 [0.01, 8.21]
0.75 [0.36, 1.54]

0.14 [0.01, 1.65]

1.00 [0.13, 7.60]

1.01 [0.73, 1.41]

2.34 [0.47, 11.59]

1.97 [0.31, 12.54]

1.03 [0.76, 1.41]

0.38 [0.16, 0.90]

0.21 [0.06, 0.79]

0.69 [0.31, 1.52]

0.41 [0.14, 1.15]

0.19 [0.04, 0.88]

0.29 [0.05, 1.80]

0.72 [0.25, 2.08]

0.07 [0.01, 0.61]

0.09 [0.01, 0.74]

0.47 [0.04, 5.69]

0.20 [0.01, 4.49]

1.37 [0.35, 5.30]

0.16 [0.04, 0.64]
0.38 [0.25, 0.57]

0.54 [0.38, 0.77]

GDT Control Odds Ratio Odds Ratio

M-H, Random, 95% CI

0.001 0.1 1 10 1000
Favors GDT Favors control

surgical patients with a control mortality of nearly 8 % [14] did not find any sig-
nificant improvement in mortality, whereas goal-directed therapy was shown to
be effective when perioperative optimization was performed in patients with a
control group mortality > 20 % [19]. The extent of patient risk evaluated as con-
trol group mortality may, therefore, be the key factor determining the effective-
ness of goal-directed therapy.

In Figure 2, a subgroup analysis, based on control mortality rates was applied
to all RCTs on perioperative goal-directed therapy. The overall statistical hetero-
geneity and inconsistency is confirmed, but when analyzing subgroups this result

Fig. 2. Rates of postoperative mortality for randomized controlled trials on perioperative goal-directed
therapy (GDT) with odds ratios (ORs) and 95 % confidence intervals (CIs). The studies were divided into
three subgroups defined on the basis of mortality of control group (< 5 %, 5–10 %, > 10 %). The
pooled OR and 95 % CI are shown as the total and subtotals. The size of the box at the point estimate
of the OR gives a visual representation of the ‘weighting’ of the study. The diamond represents the
point estimate of the pooled OR and the length of the diamond is proportional to the CI.
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vanishes, indicating adequate study grouping. Moreover, it is evident that goal-
directed therapy seems really effective only in studies with a control mortality
> 10 %. In the subgroups of lower risk (0–5 % and 5–10 %) patients no signifi-
cant difference in mortality is observed. Therefore, these patients may not be ill
enough to clearly benefit from hemodynamic improvement, and the risk to bene-
fit ratio of perioperative optimization in such patients should be taken into
account.

Goal-directed Therapy and Organ Function

Strategies to maintain DO2 and minimize splanchnic hypoperfusion have been
advocated to improve postoperative morbidity [40]. Gastrointestinal (GI) dys-
function, ranging from mild complications (e.g., postoperative ileus and inability
to tolerate enteral nutrition) to more severe surgical complications (ischemic
injury), is a very common complication after major surgery and is associated
with prolonged hospital stay, high mortality, and substantial costs and resource
consumption [41]. Since selective vasoconstriction of mesenteric arterioles, medi-
ated primarily by the renin–angiotensin system, contributes to the maintenance
of systemic arterial pressure and the perfusion of non-mesenteric organs, epi-
sodes of reduced splanchnic perfusion and oxygenation, related to intraoperative
hypotension or occult hypovolemia, are frequent during major surgery [6, 30].
This response often outlasts the period of the hypovolemic insult or low-flow
state, promoting abdominal organ damage. Strategies to maintain DO2 and mini-
mize splanchnic hypoperfusion have been advocated to improve postoperative
morbidity [40] and a recent meta-analysis of 16 RCTs (3410 patients) found that
both major and minor GI complications were significantly reduced by periopera-
tive goal-directed therapy [42].

Another meta-analysis focused on the protective effect of perioperative goal-
directed therapy on kidney function [22]. Postoperative acute kidney injury (AKI)
is one of the most serious complications in surgical patients, and markedly
increases perioperative morbidity and mortality both in cardiac [43] and non-car-
diac surgery [44]. Most cases of postoperative AKI are related to episodes of renal
hypoperfusion as a consequence of systemic hypotension, hypovolemia, decreased
circulating blood volume, prolonged cardiopulmonary bypass (CPB), and cardiac
dysfunction. The kidney normally receives 20–25 % of total cardiac output result-
ing in the highest tissue perfusion in the body and the medullary portion of the
nephrons is especially at risk of hypoperfusion, being physiologically characterized
by low blood flow, and high oxygen demand (due to tubular transport activity) and
extraction (approaching 90 %). Decreased cardiac output not only directly causes
renal hypoperfusion, but also activates neuro-humoral responses which cause renal
vasoconstriction. Maintenance of adequate cardiac output under hemodynamic
monitoring may reduce the risk of postoperative renal injury by assuring adequate
renal blood flow and reducing renal vasoconstriction. The results of this meta-anal-
ysis [22], including 20 studies (4220 patients), substantiate this concept, showing
that postoperative AKI was significantly reduced by goal-directed therapy. The
occurrence of renal dysfunction was reduced when treatment started preopera-
tively, intraoperatively or postoperatively, when performed in high-risk patients
and was obtained by fluids and inotropes. At the moment, perioperative goal-
directed therapy is the only evidence-based strategy shown to reduce kidney injury
in non-cardiac postoperative patients [45].
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Conclusion

Although all RCTs dealing with perioperative goal-directed therapy have the same
starting point, i.e., fluid loading, and the same end point, i.e., increasing DO2,
they vary in their approaches to the targets they aim to achieve, the monitoring
tools, the timing and the modalities of interventions, and the type of patients
enrolled. Notwithstanding this variability, goal-directed therapy has been shown
to protect organs particularly at risk of perioperative hypoperfusion, to decrease
the incidence of postoperative complications, and to improve survival after major
surgery. Since it is highly unlikely that ‘one goal fits all’, it seems prudent to indi-
vidualize each patient’s target based on his/her specific physiologic profile. Peri-
operative goal-directed therapy should be early, adequate and, above all, individ-
ualized for every patient; therefore, the key question to be addressed in future
studies is how to identify the correct hemodynamic monitoring and therapy on
the basis of patient- and surgery-related risk category. Despite unfavorable results
in patients with advanced sepsis, it is likely that high-risk patients will benefit
most from such approaches. A major and more realistic limitation to the adop-
tion of goal-directed therapy is that of limited critical care resources. Many units
are unable to admit high-risk patients pre-operatively to institute goal-directed
therapy and, similarly, many high-risk patients do not return to a critical care
environment following surgery. Improving the outcome of high-risk surgical pop-
ulations by relatively simple means would be highly desirable from a purely clini-
cal standpoint and also in terms of appropriate resource allocation. Therefore,
quality improvement efforts should be focused on prompt identification and
treatment of this often underestimated category of surgical patients.
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Introduction

When blood flow through the coronary circulation is interrupted, myocardial
ischemia and ultimately cell death will occur. Therefore, prompt restoration of
blood flow is necessary in order to prevent the development of irreversible myo-
cardial cell dysfunction. However, with restoration of the coronary blood flow to
the ischemic area, transient myocardial dysfunction may occur. This phenome-
non is known as reperfusion injury and may manifest as arrhythmias, reversible
contractile dysfunction (myocardial stunning), endothelial dysfunction, and ulti-
mately irreversible reperfusion injury with myocardial cell death. Therefore,
treatment of myocardial ischemia should not only include restoration of the coro-
nary circulation but also the application of measures that limit the extent of the
reperfusion injury.

Pathophysiology of Ischemia/reperfusion Injury

The mechanisms involved in the pathogenesis of reperfusion injury are still not
fully elucidated. Although the major metabolic abnormality in the stunned
myocardium is a reduction of the adenosine triphosphate (ATP) concentration
in the cells, ATP depletion as such may not play a major causal role in the
development of reperfusion injury. Instead, release of reactive oxygen species
(ROS) and the disruption of normal intracellular calcium homeostasis appear
to be the major mechanisms involved in the pathogenesis of reperfusion injury.
The key component in the development of ischemia/reperfusion injury seems
to be the opening of a non-specific pore in the inner mitochondrial membrane,
the mitochondrial permeability transition pore (MPTP). In normal conditions
this pore is closed, but in conditions of stress, such as reperfusion of the heart
after a period of ischemia, the MPTP will open. When this occurs, the mit-
ochondria loose their ATP generating capacity, resulting in loss of ionic
homeostasis and ultimately necrotic cell death. Transient opening and subse-
quent closure of the MPTP may also occur leading to the release of cytochrome
c and other pro-apoptotic molecules that initiate the apoptotic cascade [1–3]
(Fig. 1).
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Fig. 1. Schematic representation of the presumed role of the mitochondrial permeability transition pore
(MPTP) in the development of ischemia/reperfusion injury. During ischemia/reperfusion injury, cytosolic
Ca2+ concentration increases with accumulation of inorganic phosphate and reactive oxygen species.
This is accompanied by swelling of the intermembrane space, with subsequent shrinkage of the mito-
chondrial matrix. The MPTP opens and, depending on the extent of MPTP opening, this may ultimately
lead to cell death.

Treatment of Ischemia/reperfusion Injury

Based on the pathophysiology of ischemia/reperfusion injury, the application of
potential protective measures can be subdivided into three phases: Measures
taken before the period of myocardial ischemia, measures during the ischemic
period, and measures instituted after the ischemic period.

Traditionally, the maintenance of a favorable myocardial oxygen balance has
been the cornerstone of perioperative myocardial protective strategies. Although
this is still true, there is now increasing experimental and clinical evidence that
other protective mechanisms, such as preconditioning (protective measures before
the occurrence of myocardial ischemia) and postconditioning (protective measures
after the occurrence of myocardial ischemia), may play an important role [4].

Myocardial Oxygen Balance

The intimate relationship between the determinants of myocardial oxygen supply
and demand and the occurrence of myocardial ischemia has resulted in the iden-
tification of a number of therapeutic approaches that may help in the prevention
of perioperative myocardial ischemia. The ultimate goal of such treatment is to
reduce the oxygen demand of the myocardium at risk while simultaneously main-
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taining or increasing the oxygen supply to this tissue. Myocardial oxygen demand
is dependent on heart rate, myocardial contractility and ventricular loading con-
ditions. Myocardial oxygen supply depends on the adequacy with which the
blood is able to provide sufficient oxygen to the different regions of the ventricles.
To date, β-blocking therapy has been most extensively studied with regard to its
potential protective action against the occurrence of perioperative myocardial
ischemia. Proposed mechanisms for this protective action include a decrease in
myocardial oxygen demand secondary to lower heart rates and a decrease in
myocardial contractility, antiarrhythmic effects, coronary plaque-stabilizing
effects, anti-inflammatory effects, a shift in energy metabolism, and anti-renin-
angiotensin effects [5]. Although several clinical studies have suggested reduced
postoperative cardiac morbidity and mortality in the presence of perioperative β-
blocking therapy, others have failed to confirm these findings (reviewed in [6]).
Based on the recently available data, the ACC/AHA has re-evaluated the recom-
mendations and published an update on the perioperative use of β-blockers [7].
A class I recommendation for the use of perioperative β-blocking therapy is now
only given for those patients already receiving β-blockers and in patients under-
going vascular surgery who are at high cardiac risk because of cardiac ischemia
on stress testing.

Another type of drug that is receiving wide attention with regard to a potential
myocardial protective effect in the perioperative period is statins. Proposed
mechanisms for their action include anti-inflammatory and antithrombotic
effects, scavenging of ROS, and decreased endothelial cell apoptosis [8].

Protection before Ischemia: Preconditioning

Ischemic preconditioning is a rapid adaptive response to a brief ischemic insult,
which slows the rate of cell death and extent of cell dysfunction during a subse-
quent, prolonged period of ischemia. The protective effect offered by ischemic
preconditioning can be divided into two phases: The early phase occurs immedi-
ately and induces strong protection but has a limited duration of 1 to 2 hours,
whereas the late phase occurs about 24 hours after the initial stimulus, induces
less protection, but lasts for as long as 3 days. In addition, this protective action
may be present when the stimulus is applied early before the ischemic insult
(early preconditioning) but may also be active when the preconditioning stimulus
has been applied some hours before the actual ischemic insult (late precondition-
ing). Recent data indicate that an ischemic preconditioning stimulus at the level
of other organ systems may also have a protective effect at the level of the ische-
mic myocardium (remote preconditioning). A detailed discussion on the mecha-
nisms involved in the phenomenon of preconditioning is beyond the scope of this
article and the reader is referred to published reviews on the subject [9–12].

Although ischemic preconditioning has been applied as a therapeutic strategy
to limit the extent of ischemia/reperfusion injury in the setting of coronary
angioplasty and during coronary surgery, the fact that an additional ischemic
burden is applied to an already jeopardized heart has limited its widespread use
[13–16].

Ischemic preconditioning can be modulated with pharmacological agents that
block or stimulate certain steps in the intracellular cascade of events. The use of
such agents might help to mimic the beneficial effects of the ischemic precondi-
tion without the drawback of imposing an additional ischemic burden to the
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heart. However, the clinical application of this pharmacological preconditioning
is hampered by the side-effects of the compounds tested. During recent years,
experimental and clinical studies have shown that volatile anesthetics but also
opioids demonstrate such pharmacological preconditioning effects. The mecha-
nisms involved in anesthetic preconditioning closely resemble those involved in
ischemic preconditioning [10–12].

Protection during Ischemia

Perioperative cardioprotective strategies aim to limit the extent and the conse-
quences of myocardial ischemia/reperfusion injury. The mechanisms behind the
ischemia/reperfusion injury are numerous and may be linked. The three main
factors involved, however, are free radical formation, calcium overload, and
impairment of the coronary vasculature. Protective strategies aim to target one or
more of these underlying mechanisms. These include strategies to preserve or
replenish myocardial high energy phosphate stores, strategies to modulate elec-
trochemical intracellular gradients, free radical oxygen scavengers and/or antioxi-
dants, inhibitors of the complement systems and neutrophil activation, and many
others [17–19]. Whereas most of these approaches (adenosine modulators, cardi-
oplegia solution adjuvants, Na+/H+ exchange inhibitors, KATP channel openers,
anti-apopototic agents, and many other drugs with proven or anticipated effects
on the complement–inflammation pathways) have been shown to be effective in
some experimental and even observational clinical settings, none of them has
been unequivocally proven to demonstrate a clinically relevant protective action.
Of interest, anesthetic agents have also been claimed to have a direct protective
action when administered during ischemia [11, 12].

Protection after Ischemia – during Reperfusion: Postconditioning

After a transient decrease or interruption in blood flow, the subsequent injury
results from two components: The direct damage occurring during the ischemia
and the subsequent damage related to the reperfusion. Indeed, the restoration of
blood flow induces a second series of harmful events that produce additional
injury. The goal of protection at this stage is to reduce or prohibit the metabolic,
functional and structural changes that occur after restoration of coronary perfu-
sion, by modification of the reperfusion conditions [20].

Targeting the Mitochondrial Permeability Transition Pore

Opening of the MPTP has a pivotal role in the development of ischemia/reperfu-
sion injury. Consequently, targeting the MPTP may attenuate the extent of ische-
mia/reperfusion injury. In a pilot trial in patients, Piot et al. administered cyclo-
sporine, which inhibits the opening of the MPTP, at the time of percutaneous cor-
onary intervention for acute myocardial infarction. The release of creatine kinase,
but not of troponin I, was significantly reduced in the cyclosporine group as com-
pared with the control group. On day 5, the absolute mass of the area of infarcted
tissue was significantly reduced in the cyclosporine group compared with the
control group [21].
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Cardioprotective Strategies in Clinical Practice

The major obstacle to translating experimental observations to a clinical setting
is that myocardial ischemia has to be present in a predictable and reproducible
manner. This is possibly one of the reasons why promising therapeutic strategies
in experimental set-ups did not make it in clinical practice. This is also the rea-
son why studies on clinical applications of cardioprotective strategies are mainly
performed in the setting of coronary revascularization because this allows for a
more or less standardized ischemic insult.

Among the agents that have been most widely studied in recent years with
regard to their cardioprotective properties in the perioperative setting are the vol-
atile anesthetic agents. Experimental data have demonstrated that volatile anes-
thetic agents confer myocardial protection against ischemia/reperfusion injury by
a preconditioning and a postconditioning effect but also by a direct effect during
ischemia (for a review on the subject see references [11, 12, 22, 23]. The applica-
tion of this protective strategy in the clinical setting, however, was associated with
less straightforward effects. The first studies that were performed consisted of a
protocol where the anesthetic agent was administered before the ischemic epi-
sode, as a preconditioning protocol. Highly variable results were obtained with
regard to the extent of the cardioprotective effects. Part of the variability between
studies can be attributed to differences in protocols, such as choice of the anes-
thetic agent, duration of administration, inclusion of a washout period, etc. [24]
Taken together, it would appear that none of these preconditioning studies,
although suggesting some protective action on either a biochemical or a func-
tional variable, unequivocally demonstrated that the use of a volatile anesthetic
regimen resulted in a clinical benefit for the patients.

The absence of clinically straightforward data from anesthetic preconditioning
studies initiated the question whether the choice of the anesthetic regimen during
the surgical procedure would actually influence myocardial outcome. In a first clin-
ical study on the subject [25], the effects of sevoflurane and propofol on myocardial
function were compared during and after coronary artery surgery. Before cardio-
pulmonary bypass (CPB), all hemodynamic variables were comparable between the
two anesthetic treatment groups. However, after CPB, patients who received the
volatile anesthetic regimen for anesthesia had preserved cardiac performance,
which was evident from a preserved stroke volume and dP/dtmax, and the preserva-
tion of the length-dependent regulation of myocardial function. In addition, need
for inotropic support in the early postoperative period was significantly less with
the volatile anesthetic, and postoperative plasma concentrations of cardiac tropo-
nin I were consistently lower when compared with patients who received the total
intravenous anesthetic regimen [25]. These data, therefore, suggested that volatile
anesthetics provided a cardioprotective effect that was not observed with the intra-
venous anesthetic regimen. These cardioprotective effects of a volatile anesthetic
regimen during coronary surgery were subsequently confirmed in other reports
[26–30]. All these clinical studies clearly indicated that volatile anesthetics protect
the myocardium during coronary surgery. Only one study, in patients undergoing
off-pump coronary surgery, failed to observe such protective actions of a volatile
anesthetic regimen [31]. In this study, however, intra-operative remifentanil con-
centrations were consistently higher and bispectral index values lower in the pro-
pofol group compared to the sevoflurane-treated patients, indicating that there
were probably differences in anesthetic depth that may have influenced the results.
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These cardioprotective effects were also observed during aortic valve replacement
procedures [32] but not in patients undergoing isolated mitral valve replacement
[33] or coronary stenting procedures [34]. Data in non-cardiac surgery are lack-
ing. In a recent study in vascular surgery patients, it was observed that patients
anesthetized with sevoflurane experienced fewer postoperative cardiovascular
complications than patients receiving a total intravenous anesthetic regimen [35].

Perioperative Anesthetic Cardioprotection and Outcome

Despite the fact that most clinical observations clearly indicate a cardioprotective
effect of volatile anesthetics, the impact of this phenomenon on postoperative
morbidity and clinical recovery remains to be established, mainly related to the
fact that the sample sizes of the different studies were too small to address out-
come issues. In a study on 320 coronary surgery patients who were randomly
assigned to receive either a total intravenous anesthetic regimen or a volatile
anesthetic regimen, a significantly lower intensive care unit (ICU) and hospital
length of stay was observed in the patients who received a volatile anesthetic regi-
men [36]. Multiple regression analysis revealed that prolonged length of stay in
the ICU in this particular study was related to the following independent predic-
tors of outcome: Occurrence of atrial fibrillation, an increase in postoperative tro-
ponin I levels in excess of 4 ng/ml, and the need for prolonged postoperative ino-
tropic support for more than 12 hours. Although the differences in incidence of
atrial fibrillation between groups in this study did not reach statistical signifi-
cance, the number of patients with an increase in postoperative troponin I of
more than 4 ng/ml and the number of patients who needed prolonged postopera-
tive inotropic support was significantly lower in the volatile anesthetic groups.
This was associated with better myocardial function during the first postoperative
hours [36].

A Danish retrospective database analysis on 10,535 patients who had under-
gone cardiac surgery in 3 cardiac centers with either a volatile or an intravenous
anesthetic regimen revealed no difference in 30-day total mortality [37]. Correct
interpretation of these data remains difficult because of methodological issues
that are inherent to this type of analysis, such as the retrospective design includ-
ing patients over a period of 6 years, the lack of information on the different sur-
gical and anesthetic techniques, the differences in patient collection between
centers, etc. A recent meta-analysis focused on the data obtained with the newer
volatile anesthetics desflurane and sevoflurane. Twenty two trials with a total of
1922 patients were included from studies that compared a volatile with an intra-
venous anesthetic regimen. With the volatile anesthetic regimen, postoperative
troponin release was lower, cardiac index was better with less need for inotropic
support, the incidence of perioperative myocardial infarction was lower, and
mechanical ventilation time, ICU length of stay, and hospital length of stay were
shorter [38].

Data on long-term outcome are even scarcer. One study using a sevoflurane
preconditioning protocol observed a lower incidence of 1-year postoperative car-
diac events [39] whereas another multicenter study observed lower 1-year mortal-
ity in coronary surgery patients anesthetized with a volatile anesthetic regimen
compared to a total intravenous anesthetic regimen [40]. Both studies however,
were underpowered to address long-term outcome issues.
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Conclusion

Over the years, various cardioprotective strategies have been developed to help
reduce myocardial ischemia/reperfusion and the incidence of perioperative car-
diac events. The great majority of these strategies showed promising results in
experimental settings but mostly failed to provide a convincing significant clini-
cal effect. Anesthetic cardioprotection, however, seems to be an exception to this
with experimentally observed protective effects being shown to translate into
clinically measurable benefits. The impact of such effects on mortality, however,
remains to be established. Furthermore, the potentially beneficial effects on organ
protection of other compounds and drugs, such as levosimendan, need further
exploration.
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Introduction

Several new scoring systems have been developed over recent years to assess the
degree of organ failure (e.g., Acute Physiology and Chronic Health Evaluation
[APACHE] II, APACHE III, Sequential Organ Failure Assessment [SOFA], Simpli-
fied Acute Physiology Score [SAPS] II, and Multiple Organ Dysfunction Score
[MODS]). Most of these were models generated based on the concepts of sepsis,
severe sepsis and septic shock. In 2001, an International Sepsis Definition Confer-
ence updated these terms in order to facilitate standardized enrolment into clini-
cal trials, but due to their simplicity and easy use physicians rapidly adopted
them for daily clinical practice [1].

However, few of these scoring systems are focused on ventilator-associated
pneumonia (VAP), the leading cause of nosocomial infection in critically ill
patients requiring mechanical ventilation [2]. The approach to VAP severity has
been traditionally based on three clinical items: The underlying disease, the time
of onset, and the causative microorganism. The VAP-PIRO score (Table 1) [3],
based on the PIRO system (predisposition, insult, response, organ dysfunction),
has been recently developed by our group and endeavors to identify different risk
levels for VAP. This score stratifies patients with VAP into mortality risk groups
and correlates these with health-care resource use in VAP patients. The PIRO con-
cept, a conceptual framework for understanding sepsis [1], is a classification
scheme that could stratify patients based on their predisposing conditions, the
nature and extent of the insult, the nature and magnitude of the host response,
and the degree of the concomitant organ dysfunction. Conceptually, PIRO was

Table 1. Summary of the main components of the VAP-PIRO scoring system

P I R O

) COPD
) Immunocompromised

host
) Trauma patient
) Genetic factors

) Bacteremia
) Pathogens

– MRSA
– Pseudomonas spp.
– Aanetobacter spp.
) Candida spp.
) VAT
) Blood transfusions

) Clinical resolution
) Biomarkers
) Compartimentalization
) Shock
) Immunoparalysis,

macrolides

) Renal failure
) ARDS

VAT: ventilator-associated tracheobronchitis; ARDS: acute respiratory distress syndrome; COPD: chronic
obstructive pulmonary disease; MRSA: methicillin-resistant Staphylococcus aureus
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Fig. 1. Intensive care unit (ICU) mortality
according to the VAP-PIRO score classification.
(adapted from [3])

modeled on the TNM (tumor, nodes, metastases) classification [4] which has
been successfully used to define prognostic indicators in clinical oncology. PIRO
was introduced as a hypothesis-generating model for future research, but its prac-
tical applications were limited. The aim of this chapter is to describe a new
approach to the prognosis of VAP based on the PIRO concept focusing in its main
components and their relative impact on VAP severity and prognosis.

Figure 1 shows the mortality rate in ICU patients with VAP classified according
to the VAP-PIRO score.

Components of the VAP-PIRO Score: Predisposition

Genetic Factors

Despite considerable advances in our understanding of the biology of pneumonia,
improvements in clinical outcomes have been sporadic and, with few notable
exceptions, because of improvements in supportive care rather than specific ther-
apies. As a result, morbidity, mortality, and costs remain high.

Although it is clear that gene sequencing and manipulation of experimental
models have provided a better approach for insight into the biology of the inflam-
matory response to infection, these technologies and their application to the
study of naturally occurring human genetic variation have yet to provide the
same insight or clinical benefit. Variations in genes encoding important compo-
nents of the inflammatory response and the microbial recognition system are
likely to be involved in the development of pneumonia. In contrast to entities
such as community-acquired pneumonia (CAP) or meningitis where ‘the genetic
approach’ is being developed with some success, there are still scarce data that
link VAP to genetic variability [5–9].

In addition, genetics may explain the wide variation in the individual response
to infection that has puzzled clinicians for long. VAP phenotypes can range from
septic shock to a very well compartmentalized consolidation on x-ray accompa-
nied by low grade hypoxemia. Fortunately, novel therapeutic strategies are cur-
rently being developed in experimental models to modulate the inflammatory
response in the host and may be available at the bedside in the near future.
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Underlying Diseases

Chronic obstructive pulmonary disease
Chronic obstructive pulmonary disease (COPD) is a risk factor for nosocomial
lower respiratory tract infections. The incidence of VAP in intubated COPD
patients has been estimated to range between 6 and 33 % [10]. Tracheo-bronchial
colonization, local and systemic immunosuppression and frequent antibiotic
treatment are factors predisposing to VAP in these patients. However, the impact
of COPD on VAP mortality remains controversial. Our group [11] demonstrated
that COPD was associated with higher mortality rates in patients with VAP. How-
ever, after adjustment for confounding factors, COPD was not independently
associated with mortality in these patients. In contrast, Nseir et al. [12] reported
that VAP was associated with higher mortality rates and longer duration of
mechanical ventilation and intensive care unit (ICU) stay in COPD patients, and
was independently associated with ICU mortality.

Immunocompromised host
A huge number of immunocompromised patients are admitted to the ICU and
immunosuppression has been recognized as an independent risk factor for infec-
tious morbidity and mortality [13]. In addition, immunosuppression represents a
risk factor for multidrug-resistant pathogens in VAP and should be considered in
treatment decisions. As has been described by Nseir et al. [12], a significantly
greater proportion of immunosuppressed patients received antibiotic therapy
before and during ICU admission, being more likely to be colonized and/or
infected by multidrug resistant organisms. However, despite the evidence avail-
able, current guidelines for treatment of VAP and or hospital-acquired pneumo-
nia (HAP)/VAP do not consider patients who are known to be immunosup-
pressed because of human immunodeficiency virus (HIV) infection, hematologic
malignancy, chemotherapy-induced neutropenia or organ transplantation [14],
factors likely to determine prognosis.

Trauma patients
Trauma deaths have a classic trimodal distribution. Late death (3 days to 3 weeks
postinjury) occurs in more than 25 % of the patients, in whom infection is the
principal cause of death and is associated with high rates of extracranial compli-
cations, like pneumonia, that determine the final outcome. In fact, Bronchard et
al. [15], in trauma patients, described that for patients developing pneumonia
there was a higher risk of secondary cerebral injury, increased intra-cranial pres-
sure, hypotension, fever and hypoxemia that would worsen outcomes in such
patients. Therefore, in trauma patients, early identification of subjects at a high
risk of developing VAP reduces morbidity and costs.

Trauma patients exhibit greater incidences of early-onset VAP, which accounts
for 30–40 % of cases [15]. Most reports regarding microorganisms indicate that
methicillin-sensitive Staphylococcus aureus (MSSA) is the predominant pathogen
in multiple-trauma patients in coma, and nasal MSSA colonization at the time of
severe injury may increase the risk of MSSA pneumonia [16]. As length of stay
increases, causal pathogens are likely to switch to antibiotic-resistant bacteria.
Rangel et al. [17] reported that the presence of multi-drug resistance (Pseudomo-
nas aeruginosa, Acinetobacter baumannii, Stenotrophomonas maltophilia, and
methicillin-resistant S. aureus [MRSA]) in respiratory isolates increased from

A New Approach to Ventilator-associated Pneumonia Based on the PIRO System 483

XII



27 % to 52 % after 5 days of admission. Therefore, in comatose patients, coverage
with a beta-lactam active against MSSA is mandatory when early VAP is sus-
pected, however treatment of late onset VAP should be based on local bacterio-
logic patterns and antimicrobial susceptibility.

Components of the VAP-PIRO Score: Insult

Bacteremia

In HAP, bacteremia occurs in 8 to 20 % of the episodes [18] and is associated with
high mortality rates [19], but because many of these studies were not designed to
investigate attributable mortality, little is known regarding its real impact on VAP
patients. Agbaht et al. [20] found that bacteremic-VAP was independently associ-
ated with increased ICU mortality. Moreover bacteremic episodes occurred later
during the ICU stay and were more frequent in previously hospitalized patients.
MRSA was found to be an independent risk factor for bacteremia and Depuydt et
al. [21] reported a high mortality rate in MRSA bacteremia associated with noso-
comial pneumonia,

Pathogens

Consideration of the particularities of each ICU’s ecology should provide a more
rational basis for selecting initial therapy for VAP patients before culture results
are available. As we reported [22], the observed differences in pathogen etiology
across institutions reflected differences in antibiotic use and local patterns of
resistance, which prompted the development of a more patient specific antibiotic
management.

The impact of multidrug resistant pathogens, including P. aeruginosa and
MRSA, causing nosocomial infection is ever-increasing and is now recognized as
a major health problem. Multidrug resistant pathogens have been recognized as
contributing to unfavorable clinical outcome and increased resource utilization
[23]. The greater associated hospital mortality has been attributed to the viru-
lence of these bacteria and the increased occurrence of inadequate initial antibi-
otic treatment of VAP due to the presence of antibiotic resistance. However, the
impact of multidrug resistance is difficult to assess because of the presence of
multiple patient characteristics that may confound uniform analysis.

P. aeruginosa, MRSA and A. baumannii represent the three most important
microorganisms in VAP.

Pseudomonas aeruginosa
P. aeruginosa represents the most prevalent microorganism in VAP in different
series and is associated with high mortality rates [24]. Some surface factors, by
either injecting cytotoxin to damaged epithelial cells or by rupturing epithelial
integrity or by mechanisms like the type III secretion system, increase P. aerugi-
nosa’s virulence, particularly exoU. The type III secretion system induces the
translocation of toxins from the bacterial cytoplasm into the cytosol of host cells
directly. P. aeruginosa strains producing type III secreted proteins are linked with
worse outcome [25].

Zhuo et al. [26] reported that patients with large burdens of P. aeruginosa had
an increased risk of death and possessed more virulent strains. Therefore, a high
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burden of P. aeruginosa may be a marker of inadequate host defense and its pres-
ence may also further compromise target host immune cells, for example, macro-
phages and neutrophils, allowing organisms to evade the immune response and
often reducing the number of viable host defense cells.

Staphylococcus aureus
S. aureus is the most important Gram-positive pathogen in VAP. In the recent
European multicenter study [27], EUVAP, the most common isolate was S. aureus
in 32.3 % of cases; 16.3 % were MSSA and 16.0 % MRSA. Virulence and therapy-
related factors, such as inappropriate antibiotic prescription, have been consis-
tently associated with increased mortality. There are several factors linked with
MRSA isolation in VAP episodes: Administration of antibiotics before the devel-
opment of VAP [28] and length of hospital stay, rather than the period of
mechanical ventilation, were strongly associated with MRSA isolation [29].
Vidaur et al. [30] found that MRSA VAP treated with appropriate therapy
resolved more slowly than VAP due to Haemophilus influenzae, MSSA, and P.
aeruginosa treated with appropriate therapy. The risk of death in MRSA episodes
is 20 times higher than in episodes caused by MSSA strains treated with beta-lac-
tams [31] and a recent report showed that MRSA-VAP episodes were indepen-
dently associated with prolonged hospitalization and higher costs than MSSA
VAP episodes, even when therapy was appropriate [32].

Acinetobacter baumannii
Several studies have investigated the attributable mortality of A. baumannii and
found controversial results. Fagon et al. [33] reported higher mortality in cases
with VAP caused by A. baumannii and P. aeruginosa than in controls with bron-
chial colonization. In contrast, Garnacho-Montero et al. [34], found that VAP due
to A. baumannii was not associated with worse outcomes than other causes of
VAP in a matched case-control study. A. baumannii exhibits intrinsic resistance to
multiple antimicrobial agents and generates continuing controversy about
whether VAP caused by this microorganism increases morbidity and mortality
independently of the effects of other confounding factors in ICU setting.

Candida species
In immunocompetent mechanically ventilated patients, isolation of Candida spp.
from the respiratory tract is relatively common. Olaechea et al. [35] found an
association with Candida spp. isolation and longer ICU and hospital stays and
resource utilization. Azoulay et al. [36] reported that Candida spp. colonization
was associated with an increased risk of P. aeruginosa VAP. Candida spp. and P.
aeruginosa were among the most common microorganisms retrieved from endo-
tracheal tube biofilm and tracheal secretions in patients with VAP. This can be
explained because both microorganisms have identical functional enzymes, such
as 2’ phosphotransferase, acting in concert with ligase to splice transfer RNA
molecules. Preemptive treatment with local or systemic therapy has been pro-
posed in order to reduce the incidence of P. aeruginosa VAP [37].

Ventilator-associated Tracheobronchitis (VAT) as an Intermediate Insult for VAP

VAT might represent an intermediate process between colonization and VAP [38]
and probably is a continuum between bronchitis and pneumonia in mechanically
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ventilated patients. Host defenses can be overwhelmed by a large aspirated inocu-
lum or an inherently virulent organism and the main reason for developing infec-
tion in the upper airways is the imbalance between host defenses and excess of
mucus. Recent studies have shown that bronchial/tracheal epithelial cells are
functionally different and represent a first step of injury [39]. VAT represents an
interesting target for treatment since it may prevent the progression to VAP,
shorten the use of antibiotics that reduce cost and minimize the selective pressure
on ICU ecology [40].

Blood Transfusion

The majority of critically ill patients require a transfusion of packed red blood
cells (RBCs) at some point during their ICU stay. The incidence of blood transfu-
sion during the ICU stay has been reported to be as frequent as 37.0 % [42]. Nev-
ertheless, transfusion of packed RBCs is not without risk since it represents an
insult to the host’s immune system with enhancement of cytokine response. Anti-
inflamatory (interleukin [IL]-10) and pleiotropic (IL-6) cytokines are increased
during transfusion of packed RBCs. Blood transfusion has been associated with
nosocomial infection-like surgical site infections and potentiates the risk for cath-
eter-related blood stream infection but also increases the risk of developing VAP.

Shorr et al. [42] reported that transfusion was independently associated with
an increased risk for VAP, the effect of transfusion on late-onset VAP being more
pronounced and dose-response dependent. Therefore, blood transfusion needs to
be considered cautiously in critical care patients in order to evaluate potential
adverse events and to acknowledge that the burden of proof is shifting to suggest
that transfusion avoidance may be the safer paradigm [43].

Components of the VAP-PIRO Score: Response

Clinical Resolution

Early clinical recognition of therapeutic failure is of paramount importance if
corrective measures are to be taken. While this will intuitively make sense to cli-
nicians, data available on this issue are very limited. Several studies have sug-
gested that improvement in oxygenation is the most reliable criteria to distin-
guish patients who are responding to antibiotic treatment from those who are
not. Luna et al. [44] evaluated the performance of the Clinical Pulmonary Infec-
tion Score (CPIS) in identifying which patients with VAP respond to therapy.
These authors discovered that only the PaO2/FiO2 ratio could distinguish survi-
vors from non-survivors, as early as day 3 of therapy for VAP. Moreover they
reported that the PaO2/FiO2 ratio improved above 250 mmHg in survivors, and
this improvement happened before improvement in the other components of the
score (white blood cell count, fever, secretions, and radiographic abnormalities).
Thus, the PaO2/FiO2 ratio may represent a very accurate and rapid measure of the
patient’s response to therapy and can help tailor appropriate duration of therapy.
However, Vidaur et al. [45] reported that improvement in oxygenation was unreli-
able in patients with the acute respiratory distress syndrome (ARDS), and only
fever was delayed compared with non-ARDS patients. At days 7–8 of treatment,
when antibiotics for VAP are commonly discontinued [46], Chastre et al. reported
that more than 35 % of ARDS patients with VAP remain febrile.
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Clinical patterns, such as fever and hypoxemia, are clinical variables that can be
easily followed at the bedside of the patient simply by physical examination to
monitor clinical response and to individualize and shorten the duration of antibi-
otic therapy.

Use of Biomarkers to Quantify the Response to VAP

Several biomarkers have been proposed as the most promising candidates, such
as leukocyte count, C-reactive protein (CRP) and procalcitonin (PCT), for corre-
lating with the prognosis of VAP [47]. Seligman et al. [48] reported that decreases
in either serum PCT or CRP levels between onset and the fourth day of treatment
could predict survival of VAP patients. Similarly, Luyt et al. [49] reported differ-
ent procalcitonin levels as strong predictors of unfavorable outcome (death,
recurrent VAP or development of extrapulmonary infection) by a point-of-care
test at days 1, 3 and 7 in patients with VAP. However, neither PCT nor CRP
threshold values nor their kinetics could predict the development of septic shock
in VAP patients [50].

Recently, other biomarkers such us midregional pro-atrial natriuretic peptide
(MR-proANP) and copeptin have been suggested and tested as prognostic mark-
ers, but their function in VAP resolution is still unproven [51, 52].

Compartmentalization

The response to VAP may vary from compartmentalized forms that account for a
local response with minor systemic compromise to systemic spillover or escape of
inflammation leading to septic shock and uninfected multiorgan failure.

Cytokines are the key factors in the pathogenesis of pneumonia and add com-
plexity of signaling during VAP development. Millo et al. [53] reported that the
production of cytokines and cytokine inhibitors was compartmentalized within
the lungs in patients who developed VAP. They reported a significant increase in
concentration of tumor necrosis factor (TNF)-α, soluble TNF-α receptors
[sTNFaRI], IL-1α, and IL-1β in non-directed bronchoalveolar lavage (BAL) fluid.

Similarly, VAP is characterized by a shift in the local hemostatic balance to the
procoagulant side, which precedes the clinical diagnosis of VAP. Fibrin deposits
enhance inflammatory responses by increasing vascular permeability, activating
endothelial cells to produce pro-inflammatory mediators, and eliciting recruit-
ment and activation of neutrophils; eventually, these effects will disrupt normal
gas exchange by creating intrapulmonary shunts and ventilation-perfusion mis-
matches.

As has been reported by Schultz et al. [54], patients with VAP, before the clin-
ical manifestation, had a dramatic increase in procoagulant activity, increased
BAL levels of thrombin-antithrombin III complex (TAT), and decreased fibrino-
lysis, as reflected by a gradual fall in BAL levels of plasminogen activator activ-
ity.

Shock

The inflammatory response of the host to an infection is associated with
increased circulating levels of pro-inflammatory cytokines, such as IL-6 and IL-8.
The clinical presentation of VAP varies widely, from a relatively benign illness to
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a devastating illness resulting in septic shock. The incidence of septic shock
among VAP patients can be as high as 50 % in reported series [48]. Bonten et al.
[55] reported that high circulating levels of IL-6 and IL-8 were associated with
higher mortality rates and with a clinical presentation of severe sepsis or septic
shock. Moreover soluble triggering receptor expressed on myeloid cells (sTREM)-
1 is particularly increased on evolution from sepsis or severe sepsis to septic
shock in patients with VAP. Its sustained increase might be an indicator for poor
outcome [56].

Our group reported that septic shock was an independent variable associated
with ICU mortality (OR 4.40 CI 2.71–7.15) [3]. The early stages of VAP may be
accompanied by circulatory insufficiency resulting from hypovolemia, myocardial
depression, increased metabolic rate, and vasoregulatory perfusion abnormali-
ties. As a consequence, a variety of hemodynamic combinations create a systemic
imbalance between tissue oxygen supply and demand, leading to global tissue
hypoxia and shock. Early correction of septic shock is crucial for patient out-
comes, for which reason consensus guidelines now recommend early goal-
directed therapy [57] for the first six hours of sepsis resuscitation.

Immunoparalysis

In the past, immodulatory therapies in sepsis were driven by the assumption that
the adverse outcomes were related to an overly exuberant inflammatory response.
However, over the last few years, new evidence on cytokine production in
response to bacterial antigens, lymphocyte proliferation in response to recall
antigens, or new antigen presentation as a marker of immune function has been
released. For example, low HLA-DR expression has been correlated with the
development of nosocomial infections, and persistence of abnormally low levels
of HLA-DR in the late phase of septic shock (day 5–7) has been linked to death
[58]. New studies based on HLA-DR modulation in patients with VAP might
improve the understanding of the response to VAP.

Immunomodulatory Effects of Macrolides

Compelling evidence has shown that appropriate antibiotic therapy is the corner-
stone of success in the treatment of patients with VAP [59]. However, despite early
diagnosis and prompt initiation of antibiotics, mortality remains high in severe
sepsis [60]. Recent studies suggest that macrolides may have beneficial effects for
patients at risk of certain infections due to their immunomodulatory effects
rather than their antimicrobial properties [61]. Based on favorable results in
experimental models of sepsis caused by Gram-negative organisms, Giamarellos-
Bourboulis et al. [62] conducted a randomized controlled trial (RCT) in 200
patients with VAP who were randomly assigned to receive either placebo or cla-
rithromycin. They showed that despite no differences in 28-day mortality rates
between the two groups, clarithromycin accelerated the resolution of VAP and
weaning from mechanical ventilation in surviving patients and delayed death in
those who died of sepsis. The explanation can be based on the regulation of leu-
kocyte function and production of inflammatory mediators, control of mucus
hypersecretion, resolution of inflammation, and modulation of host defense
mechanisms or on bacterial quorum sensing in P. aeruginosa infections. More-
over, some evidence suggests that macrolides might facilitate the killing of micro-
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organisms in acute respiratory infections through the stimulation of neutrophil
activation, whereas blood monocytes release lower amounts of TNF-α without
any change in tissue bacterial load [63].

Components of the VAP-PIRO Score: Organ Dysfunction

Renal Failure

VAP is a risk factor for the development of acute renal failure. The incidence of
acute renal failure for the population at risk has been reported to be around 38 %
[64]. In this study, VAP caused by multidrug resistant pathogens and sepsis were
independent risk factors for the development of acute renal failure. However,
there is not yet enough evidence in the published data to explain the relationship
between multidrug resistant infections and the development of acute renal failure.

Acute Respiratory Distress Syndrome

Nosocomial pneumonia is a frequent complication of ARDS and vice versa. Epi-
demiologic studies have reported that VAP was present in 20–75 % of patients
dying of ARDS [65]. Fibrin deposition within the air space is one of the hallmarks
of ARDS. Alveolar fibrin deposits appear to contribute to the magnitude of the
inflammatory response by virtue of the ability of their cleavage and degradation
products to promote chemotaxis, to increase vascular permeability, and to exert
modulatory effects on various immune cells. In addition, fibrin may participate
in the resolution phase of ARDS, possibly contributing to lung fibrosis by provid-
ing a matrix for macrophage migration and by promoting angiogenesis and colla-
gen deposition [66].

Conclusion

Despite recent advances in VAP management, VAP cannot yet be prevented. Some
risk factors for developing VAP are not modifiable and the etiology of each epi-
sode varies markedly according to the time to pneumonia onset and underlying
diseases in the host. The VAP-PIRO approach takes into account these risk factors
and the consideration of predisposing conditions, the nature and extent of insult,
the nature and magnitude of the host response; in addition, the degree of con-
comitant organ dysfunction provides a useful and novel approach to VAP. The
VAP-PIRO approach may improve the understanding of the natural history and
the stratification of patients according to severity of each VAP episode. VAP-PIRO
could be useful both for benchmarking and for balancing sickness severity in
future randomized clinical trials.
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20. Agbaht K, Diaz E, Muñoz E, et al (2007) Bacteremia in patients with ventilator-associated
pneumonia is associated with increased mortality: a study comparing bacteremic vs non-
bacteremic ventilator associated pneumonia. Crit Care Med 35: 2064–2070

21. Depuydt P, Benoit D, Vogelaers D, et al (2006) Outcome in bacteremia associated with
nosocomial pneumonia and the impact of pathogen prediction by tracheal surveillance
cultures Intensive Care Med 32: 1773–1781

22. Rello J, Sa-Borges M, Correa H, Leal SR, Baraibar J (1999) Variations in etiology of venti-
lator-associated pneumonia across four treatment sites: implications for antimicrobial
prescribing practices. Am J Respir Crit Care Med 160: 608–613

23. Depuydt PO, Vandijck DM, Bekaert MA, et al (2008) Determinants and impact of multi-
drug antibiotic resistance in pathogens causing ventilator-associated-pneumonia. Crit
Care 12: R142

490 I. Martin-Loeches, M. Ulldemolins, and E. Diaz

XII



24. Rello J, Jubert P, Vallés J, Artigas A, Rué M, Niederman MS (1996) Evaluation of outcome
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Introduction: Infections in Intensive Care Unit Patients

Infections occur frequently during stays in intensive care units (ICUs) and con-
tribute to the high mortality in critically ill patients. Respiratory tract infections
in patients undergoing mechanical ventilation (ventilator-associated pneumonia
[VAP]) may develop in up to 67 % of ICU patients [1]. Some studies have esti-
mated that one-third to one-half of all VAP-associated deaths are a direct result of
infection [2] and attributable mortality by VAP may be up to 50 % [1, 3]. That
infections directly contribute to mortality in ICU patients is also supported by the
finding that early and appropriate treatment of infections is associated with
improved outcome [4].

ICU-acquired respiratory tract infections have a typical etiological distribution.
Most infections in ICU patients are endogenous; they are caused by bacteria that
have already colonized the patient’s digestive tract prior to infection. Silvestri and
co-authors reported that 60 % of infections in ICU patients were caused by bacte-
ria colonizing the patient on admission (primary endogenous), 23 % by bacteria
acquired during ICU-stay and leading to colonization before infection (secondary
endogenous), and 17 % by bacteria introduced from the ICU environment leading
to infection without prior colonization (exogenous) [5]. Oropharyngeal coloniza-
tion is much more important than gastric colonization in endogenous infections.
If the stomach is colonized prior to the development of VAP, then the bacteria
causing pneumonia are also found in the mouth in virtually all cases [6, 7].

Infections occurring within the first days of mechanical ventilation and hospital
stay are most frequently caused by commensal bacteria of the respiratory tract,
such as Streptococcus pneumoniae, Haemophilus influenzae, and methicillin-sus-
ceptible Staphylococcus aureus (MSSA). In most patients, colonization of the air-
ways with these commensal bacteria is replaced during the first week of stay in the
ICU by colonization with Gram-negative enteric bacteria, such as Escherichia coli
and Klebsiella pneumoniae, Pseudomonsa aeroginosa, Acinetobacter species and
methicillin-resistant Staphylococcus aureus (MRSA). Interestingly, this shift in col-
onizing bacteria also occurs in patients not treated with antibiotics [8].

Selective Decontamination of the Digestive Tract

The fact that most infections in ICU patients are caused by bacteria already pre-
sent in the oropharynx and stomach well before the onset of infection means that
eradicating the potentially pathogenic bacteria from the digestive tract may pre-
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vent infectious complications in critically ill patients. Selective decontamination
of the digestive tract (SDD) is an infection prevention measure, introduced for
ICU patients in 1983 by Chris Stoutenbeek and coworkers [9]. For SDD, non-
absorbable antibiotics are applied in the oropharynx and stomach to eradicate
potentially pathogenic microorganisms from the digestive tract, while relatively
preserving the indigenous anaerobic flora to prevent overgrowth with resistant
bacteria. For this, the antibiotics should fulfill the following criteria: (a) Their
spectrum should cover aerobic Gram-negative bacteria, including enterobacteria-
ceae and P. aeruginosa; (b) they should be non-absorbable to achieve high intra-
luminal levels; (c) they should have minimal inactivation by fecal material; and
(d) any acquired resistance to these antibiotics should be rare. The regimen most
often used consists of tobramycin, polymyxin E and amphotericin B. In addition,
a short course of intravenous antibiotics, most often cefotaxime, is used at the
start of SDD to treat early infections that may occur before the topical antibiotics
have eradicated pathogenic bacteria from the gut.

Currently, 15 randomized clinical trials have investigated the influence of SDD
with the combination of topical and systemic antibiotics on mortality of ICU
patients [10–24]. The three largest studies all showed improved survival in SDD
treated patients. In the study conducted by Krueger and coworkers [11], mortality
was reported to be lower in a subgroup of 237 surgical patients who had APACHE
II scores in the midrange stratum (APACHE II score of 20–29 at ICU admission).
Analysis of their entire study population yielded a non-significant reduction in
mortality by Cox proportional hazards modeling. Interestingly, had the data been
analyzed on a strict intention-to-treat basis, the reduction in mortality would
have been significant (relative risk of 0.69, 95 % confidence interval [CI]
0.51–0.95). In a single center study in 934 patients conducted in Amsterdam,
treatment with SDD was associated with lower hospital mortality (odds ratio 0.71,
95 % CI 0.53–0.94) and shorter length of stay in the ICU [10]. The improved sur-
vival was found in both medical and surgical patients. Recently a very large mul-
ticenter study in 5939 patients in the Netherlands showed that SDD resulted in a
13 % relative decrease in risk-adjusted 28-day mortality rate with a 3.5 % absolute
survival benefit [24]. Moreover, SDD treated patients had significantly fewer ICU-
acquired bacteremias.

Selective Oropharyngeal Decontamination

Almost all nosocomial pneumonias in ICU patients are preceded by orapharyn-
geal colonization with the same bacteria that cause the pneumonia [6, 7]. Selec-
tive oropharyngeal decontamination (SOD) consists of the same antibiotics as
used by SDD applied to the mouth, but without administration of antibiotics to
the stomach. Furthermore, systemic antibiotics are not prescribed routinely but
only on clinical indication. Until a few years ago, the influence of SOD on out-
come in ICU patients had been studied in small populations only and none of
these studies found increased survival in SOD-treated patients [25–28]. However,
in 2009 de Smet and co-workers published the results of their large multicenter
trial comparing SOD versus SDD versus no prophylaxis [24]. They found that not
only SDD but also SOD improved survival (absolute survival benefit 2.9 %, SOD
versus no prophylaxis).
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SDD/SOD and Antibiotic Resistance

Antibiotics that are part of the SDD and SOD regimens are mostly active against
aerobic Gram-negative bacteria. SDD leads to a shift in the microbial flora with
an overgrowth of microorganisms that are already intrinsically resistant to the
antibiotics used. Thus, SDD may select for colonization and infections with
Gram-positive bacteria, such as Enterococcus faecalis and Staphylococcus epider-
midis [29]. It is generally assumed that these bacteria have low virulence, but they
may lead to infections in critically ill patients. SOD does not include antibiotics
applied to the stomach and SOD, therefore, has fewer effects on the fecal flora
[30].

Until recently, it was generally assumed that the widespread use of prophylac-
tic antibiotics during SDD and SOD would lead to increased resistance. World-
wide, infections by highly resistant microorganisms are more and more common
and are associated with high costs and worse outcome [31]. Despite the numerous
randomized trials that reported increased survival of ICU patients treated with
SDD, the probable threat of increasing resistance was arguably the most impor-
tant reason not to introduce SDD in many ICUs. However, there is conflicting evi-
dence on the influence of SDD on resistance. Increasing methicillin resistance in
S. aureus after introduction of SDD has been reported, but in contrast to common
beliefs, SDD did not lead to increased but rather decreased resistance in aerobic
Gram-negative bacteria.

Enterobacteriaceae and P. aeruginosa

Three randomized trials studied the effects of SDD on resistance [10, 11, 24] and
one of these trials also studied the effects of SOD [24]. All three studies found a
decreased incidence of (multi)resistant Gram-negative bacteria in SDD-treated
patients. In Germany, Krueger and co-workers compared SDD, using gentamicin,
polymyxin B and a short intravenous treatment with ciprofloxacin, with standard
care. They observed an almost 50 % reduction in resistance to these antibiotics of
enterobacteriaceae, P. aeruginosa and Acinetobacter spp. [11]. Recently, the same
study group reported that long-term resistance remained stable over a 5-year
period with lower resistance in aerobic Gram-negative bacteria in ICUs that used
SDD compared with ICUs without SDD [32]. In a single-center study in Amster-
dam (Fig. 1), we showed that colonization of aerobic Gram-negative bacteria resis-

Fig. 1. Acquired colonization with
bacteria resistant against tobramy-
cin (tobra), polymyxin E (polymyx),
imipenem, ceftazidime (cefta) or
ciprofloxacin (cipro) during stan-
dard treatment (n = 468, light
blue bars) or selective decontami-
nation of the digestive tract (SDD,
n = 466, dark blue bars) reported
by de Jonge and co-workers [10].
Colonization was assessed from
rectal swabs and endotracheal
aspirates taken twice weekly.
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Fig. 2. Rectal colonization (percentage of patients studied) with bacteria resistant against ciprofloxacin
(cipro), gentamicin (genta) and ceftazidime (cefta) during standard treatment (light blue bars), selective
oropharyngeal decontamination (SOD, middle blue bars) and selective decontamination of digestive
tract (SDD, dark blue bars) in study by de Smet and co-workers [24]. Rectal colonization was assessed
in a monthly point-prevalence survey.

tant to imipenem, ceftazidime, ciprofloxacin, tobramycin or polymyxin E
occurred in 16 % of SDD-patients compared to 26 % of control patients [10]. In
the multicenter study by de Smet and co-workers, the proportion of patients with
Gram-negative bacteria in rectal swabs that were not susceptible to ciprofloxacin,
gentamicin or ceftazidime was lower with SDD than with standard care or SOD
(Fig. 2) [24]. Compared to standard care, resistance was not increased during
SOD; for some antibiotic-bacteria combinations it was actually decreased. Multi-
resistance was also less frequent during SDD.

In their analysis of the same data from the study by de Smet, Oostdijk and co-
workers suggested that a rebound effect was present with increasing ceftazidime-
resistance rates after discontinuation of SDD [33]. The prevalence of ceftazidime-
resistance in Gram-negative bacteria was higher after discontinuation of SDD
than before SDD was used. Although in normal situations, ICUs will not discon-
tinue SDD, this may still be an important observation, as it points to some
unwanted ecological effect of SDD. However, it must be recognized that the
design of this study did not allow a real comparison between ‘before SDD’ and
‘after SDD’. In fact, data presented as ‘before SDD’ were from different ICUs than
data presented as ‘after SDD’. Thus, ICU-related factors other than SDD itself,
may have contributed to the higher prevalence of resistance found after discon-
tinuation of SDD.

Randomized studies on the long-term effects of SDD or SOD on resistance
have never been performed. However, in a 5-year prospective observational
cohort study from Germany, aminoglycoside- and beta-lactam-resistant Gram-
negative rods did not increase during SDD use. Aminoglycoside resistance of P.
aeruginosa was 50 % below the mean value in ICUs not using SDD [32].

As reviewed above, controlled studies have repeatedly showed that resistance
of aerobic Gram-negative bacteria decreased during the use of SDD. However,
these observations were based on rectal cultures. It cannot be completely ruled
out that some resistant strains remain present and that antibiotics present in the
faeces in low quantities prevent their growth in cultures. If this were true, rapid
recolonization with resistant bacteria could occur after discontinuation of SDD.
Presently, there are no data that support this hypothesis. Controlled trials that
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study the effects of SDD and SOD on recolonization with resistant bacteria are
ongoing; results are expected to be reported within a few years.

Resistance in Gram-positive Bacteria

The antibiotics used for SDD and SOD are mostly inactive against Gram-positive
bacteria. MSSA is covered by tobramycin, but no protection is to be expected
against enterococci, vancomycin-resistant enterococcus (VRE), or MRSA. In areas
with low prevalence of MRSA, no increase in resistance of Gram-positive bacteria
with SDD has been found. Krueger et al. found unchanged resistance against gen-
tamicin, ciprofloxacin or oxacillin in S. aureus, coagulase-negative staphylococci
and Enterococcus spp. [11]. In the studies by de Jonge and coworkers [10] and by
de Smet at al. [24], the incidence of MRSA was 0 % in all groups; the incidence of
VRE was low (0.2 to 1.5 %) and similar in SDD and control patients.

The situation may be different if SDD is given in populations with high MRSA
prevalence. Seven controlled trials on the use of SDD have been conducted in
areas where MRSA was endemic [22, 34–39]. Important increases in MRSA dur-
ing SDD were reported in Belgium and Austria [22, 40]. Cerda and co-workers
studied the effects of adding vancomycin to the SDD-antibiotics to control MRSA
[41] in burn patients. They found that during a 4-year period with SDD (poly-
myxin E, tobramycin and amphotericin B) and additional vancomycin applied to
the nose, oropharynx and stomach, incidence densities of acquired colonization
with MRSA were reduced by approximately 75 % compared to a 5-year period
without prophylaxis. VRE was very rare and did not increase during SDD-vanco-
mycin. Earlier, the same authors reported the results of a similar study in a mixed
medical/surgical ICU. In this study, MRSA was also decreased by the use of SDD
with vancomycin. Notably, during this study, the use of vancomycin/SDD was
associated with one VRE-outbreak in 13 patients [42]. These data suggest that the
spread of MRSA may well be suppressed by the use of vancomycin-containing
SDD. An alternative for the use of vancomycin is the combination of SDD with
nasal mupirocin and chlorhexidine bodywashing. In a French study, Camus and
co-workers found an increase in MRSA infections in SDD treated patients that
could be completely prevented by adding mupirocin and chlorhexidine to this
regimen [43].

The effects of SDD on the spread of VRE are largely unknown. In VRE-naı̈ve-
settings, SDD had no effect on colonization with VRE [10, 24]. SDD has not been
studied in settings with endemic VRE.

Conclusion

Over the last 20 years of research, the use of SDD to treat patients in ICUs has
been a highly controversial issue. From many randomized trials, we now know
that SDD lowers mortality of ICU patients when given in settings with low preva-
lence of MRSA and VRE. SOD may be as effective as SDD, but its benefits have
been reported in one study only.

All available evidence points to a reduction in resistance of aerobic Gram-neg-
ative bacteria when SDD is used. This reduction may be caused by the very high
fecal concentrations of antibiotics killing all aerobic Gram-negative bacteria, even
when minimum inhibitory concentration (MIC) values are moderately increased.
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Monitoring of resistance remains necessary, but to date no signs of emerging
resistance after long-term use have been reported. One of the most important
remaining questions is the role of SOD, particularly with respect to effects on
resistance. The only study performed so far showed that resistance during SOD
was higher than during the use of SDD.

Resistance against methicillin in S. aureus may be increased during SDD and
probably also during use of SOD. This has only been shown in areas with a high
prevalence of MRSA. In studies in areas where MRSA is rare, the incidence did
not increase after introduction of SDD. In areas where MRSA is endemic, SDD
may have to be adapted, e.g., by adding vancomycin or mupirocin and chlorexi-
dine bodywashing. Research in these settings is urgently needed. Unfortunately,
despite all evidence that the concept of enteral administration of non-absorbable
antibiotics may substantially lower mortality in ICU patients, and that it may
lower resistance in Gram-negative bacteria, in most countries SDD is still an ‘ele-
phant in the room’, a controversial issue that is obvious, but which is being
ignored or unaddressed, generally because it causes embarrassment or is taboo
[44].
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Introduction

In recent years, infections caused by multi-drug resistant (MDR) pathogens have
become a serious problem, especially in the nosocomial setting. The World
Health Organization (WHO) has identified antimicrobial resistance as one of the
three most important problems for human health. Some authors have summa-
rized this phenomenon with the word ‘ESKAPE’, to include the most frequent
MDR microorganisms: Enterococcus faecium, Staphylococcus aureus, Klebsiella
pneumoniae, Acinetobacter baumannii, Pseudomonas aeruginosa and Enterobac-
ter spp. [1]. Resistance to the current library of antibacterial drugs is a serious
problem in all parts of the world including the Asia-Pacific region, Latin America,
Europe, and North America.

Numerous classes of antimicrobials are currently available for physicians to
use in the treatment of patient with infections; however, the pace of antibiotic
drug development has slowed during the last decade (Fig. 1). In particular, the
pharmaceutical pipeline of antibiotics active against MDR Gram-negative bacteria
is very limited. New antibiotics that have been discovered and introduced into
clinical practice in the last few years are active mostly against Gram-positive
organisms, whereas when targeting resistant Gram-negative bacteria, clinicians
are forced to rediscover old drugs, such as polymixins and fosfomycin. Among
new antibacterials active against Gram-negative microorganisms that are already
on the market, tigecycline, the first Food and Drug Administration (FDA)-
approved representative of the glycylcyclines, and doripenem, a new carbapenem,
seem the most promising.

Fig. 1. New antibacterial agents
approved in the United States,
1983–2009. From [3] with per-
mission
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Since 2001, different agencies and societies have tried to draw attention to the sig-
nificant lack of new antibiotics for Gram-negative pathogens. In fact, in 2004 the
Infectious Diseases Society of America (IDSA) issued their report, “Bad Bugs, No
Drugs: As Antibiotic Discovery Stagnates, A Public Health Crisis Brews,” which
proposed incentives to reinvigorate pharmaceutical investment in antibiotic
research and development [2]. In 2007, the IDSA and the FDA repeated their call
for an increase in new antibacterial research to develop next-generation drugs
[3]. Recently, the IDSA supported an initiative of developing 10 new systemic
antibacterial drugs through the discovery of new drug classes, as well as explor-
ing possible new molecules from existing classes of antibiotics (the “10 x ’20” ini-
tiative, endorsed by the American Academy of Pediatrics, American Gastroenter-
ological Association, Trust for America’s Health, Society for Healthcare Epidemi-
ology of America, Pediatric Infectious Disease Society, Michigan Antibiotic Resis-
tance Reduction Coalition, National Foundation for Infectious Diseases, and
European Society of Clinical Microbiology and Infectious Diseases) [4].

The profile of resistance to currently used antimicrobial agents and the devel-
opment of new anti-Gram-negative agents, with a particular attention to cephalo-
sporins, β-lactamase inhibitors and carbapenems will be discussed.

Mechanism of Resistance to Currently used Antimicrobial Agents
in Multi-Drug Resistant Gram-Negative Bacteria

β-lactamase-mediated resistance is the most important and efficient method of β-
lactam resistance for Gram-negative bacteria. The origin of β-lactamases is pre-
sumably ancient and their development evolved to combat natural β-lactams.
However, resistance has been heavily influenced over the years by the widespread
administration of these antibiotics in clinical practice. For example, the rapid
increase in resistance to the widely-used ampicillin in the early 1960s turned out
to be due to a plasmid-mediated β-lactamase, one of the first described in Gram-
negative bacteria, known as TEM (the TEM 1 enzyme was originally found in
Eschericihia coli isolated from a patient named Temoniera, hence named TEM).
The further selection of resistant mutants led to the appearance of extended-spec-
trum β-lactamases (ESBLs) that now compromise the use of even third-genera-
tion cephalosporins. In the 1990s, the pharmaceutical industry introduced carba-
penems, which are extremely stable to degradation by β-lactamases. However, a
variety of β-lactamases that are capable of hydrolyzing these antibiotics, includ-
ing imipenemase (IMP), Verona integron-encoded MBL (VIM), K. pneumoniae
carbapenemase (KPC) and oxacillinase (OXA) are being increasingly seen in
Gram-negative bacterial isolates.

Different classifications of β-lactamases have been proposed, but the Ambler
classification is the most widely used and divides β-lactamases into four classes
(A, B, C and D) based upon their amino acid sequences (Table 1) [5, 6]. Briefly,
class A enzymes are plasmid-mediated penicillinases, constitutively expressed
and susceptible to inhibition by β-lactamase inhibitors; representative enzymes
include TEM and sulfhydryl reagent variable (SHV) subclasses. Some evolved
class A β-lactamases accept extended-spectrum cephalosporins as substrates and
are known as ESBLs, even if there are ESBL enzymes belonging to other classes as
well. Class B enzymes are metallo-β-lactamases (MBL) with broad substrate spec-
ificity that includes not only penicillins and cephalosporins, but also carbape-
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Table 1. Classification schemes for bacterial β-lactamases.

Bush-
Jacoby
group
(2009)

Molecular
class
(subclass)

Distinctive sub-
strate(s)

Defining characteristic(s) Representative
enzyme(s)

1 C Cephalosporins Greater hydrolysis of cephalosporins than
benzylpenicillin; hydrolyzes cephamycins

E. coli AmpC, P99,
ACT-1, CMY-2,
FOX-1, MIR-1

1e C Cephalosporins Increased hydrolysis of ceftazidime and
often other oxyimino-β-lactams

GC1, CMY-37

2a A Penicillins Greater hydrolysis of benzylpenicillin than
cephalosporins

PC1

2b A Penicillins,
early cephalo-
sporins

Similar hydrolysis of benzylpenicillin and
cephalosporins

TEM-1, TEM-2,
SHV-1

2be A Extended-spec-
trum cephalo-
sporins, mono-
bactams

Increased hydrolysis of oxyimino-β-lactams
(cefotaxime, ceftazidime, ceftriaxone, cefe-
pime, aztreonam)

TEM-3, SHV-2,
CTX-M-15, PER-1,
VEB-1

2br A Penicillins Resistance to clavulanic acid, sulbactam,
and tazobactam

TEM-30, SHV-10

2ber A Extended-spec-
trum cephalo-
sporins, mono-
bactams

Increased hydrolysis of oxyimino-β-lactams
combined with resistance to clavulanic acid,
sulbactam, and tazobactam

TEM-50

2c A Carbenicillin Increased hydrolysis of carbenicillin PSE-1, CARB-3

2ce A Carbenicillin,
cefepime

Increased hydrolysis of carbenicillin, cefe-
pime, and cefpirome

RTG-4

2d D Cloxacillin Increased hydrolysis of cloxacillin or oxacillin OXA-1, OXA-10

2de D Extended-spec-
trum cephalo-
sporins

Hydrolyzes cloxacillin or oxacillin and oxy-
imino-β-lactams

OXA-11, OXA-15

2df D Carbapenems Hydrolyzes cloxacillin or oxacillin and carba-
penems

OXA-23, OXA-48

2e A Extended-spec-
trum cephalo-
sporins

Hydrolyzes cephalosporins. Inhibited by cla-
vulanic acid but not aztreonam

CepA

2f A Carbapenems Increased hydrolysis of carbapenems, oxy-
imino-β-lactams, cephamycins

KPC-2, IMI-1,
SME-1

3a B (B1) Carbapenems Broad-spectrum hydrolysis including carba-
penems but not monobactams

IMP-1, VIM-1,
CcrA, IND-1

B (B3) L1, CAU-1, GOB-1,
FEZ-1

3b B (B2) Carbapenems Preferential hydrolysis of carbapenems CphA, Sfh-1

NI Unknown

Adapted from [5].
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nems. Class C enzymes are primarily chromosomally encoded cephalosporinases
and are often referred to as AmpC β-lactamases resistant to inhibition by β-lacta-
mase inhibitors. Finally, class D β-lactamases have a substrate preference for oxa-
cillin and are therefore called oxacillinases. This class diversity is a crucial aspect
for antimicrobial therapy. Recently, a new plasmid MBL, the New Delhi MBL
(NDM-1) was identified in K. pneumoniae and E. coli recovered from a Swedish
patient who was admitted to hospital in New Delhi, India [7]. Of particular con-
cern is that NDM enzymes are present in E. coli, the most common cause of com-
munity-associated urinary tract infections. The NDM-producing bacteria are
resistant to many groups of antibiotics, including fluoroquinolones, aminoglyco-
sides, and β-lactams (especially carbapenems), and are susceptible only to colis-
tin and tigecycline [7]. Nevertheless, even these two agents might lose their activ-
ity.

The target of the antimicrobial action of colistin is the bacterial cell membrane
and studies on colistin-resistant P. aeruginosa strains have reported alterations at
the outer membrane of the cell, leading to resistance [8]. Thus, colistin might not
be a long-standing treatment option for MDR Gram-negative bacteria. As far as
resistance to tigecycline is concerned, low concentrations attained in the serum
are probably the driving force for the development of resistance while on treat-
ment, particularly when the minimum inhibitory concentrations (MICs) of the
targeted pathogen exceed the Cmax of the drug, which is almost the rule for all
targeted A. baumannii strains [9]. The genetic basis of development of resistance
has been investigated with molecular studies and efflux pumps seem to be the
most important mechanism of decreased susceptibility. Various efflux pumps
have been reported in E. coli, E. cloacae, K. pneumoniae and A. calcoaceticus-A.
baumannii [10].

Gram-negative Resistant Bacteria and Drug Development Needs

Given the continuous increase in antibiotic resistance, the IDSA’s Antimicrobial
Availability Task Force identified development needs for the ESKAPE pathogens,
including Gram-negatives such as E. coli, Klebsiella spp., Enterobacter spp., P.
aeruginosa and Acinetobacter spp. [1, 11].

In Enterobacteriaceae, the main resistance problems stem from production of
ESBL, inducible chromosomal cephalosporinases and carbapenemases, including
K. pneumoniae carbapenemase (KPC)-hydrolyzing β-lactamases [12]. Infections
due to ESBL-producing E. coli and Klebsiella spp. continue to increase in fre-
quency and severity. In an interesting meta-analysis of 16 studies, bacteremias
caused by ESBL-producing pathogens were significantly associated with delayed
initiation of effective therapy and increased crude mortality [13]. Additionally,
Enterobacter causes an increasing number of health care-associated infections
and is increasingly resistant to multiple antibacterials [12]. Enterobacter infec-
tions, especially bloodstream infections, are associated with significant morbidity
and mortality [14]. Unfortunately, drugs in late stage development, as well as the
recently approved doripenem, offer little advantage over already existing carbape-
nems for treating infections due to ESBL-producing bacteria. Moreover, carbape-
nem-resistant Enterobacteriaceae are increasingly recognized as the cause of spo-
radic infections and outbreaks worldwide [15, 16]. Thus, tigecycline and the poly-
myxins, including colistin, have been used with variable success rates and there
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are currently no antibacterials in advanced development for these highly resistant
pathogens [17]. Aggressive infection-control practices are required to abort epi-
demic outbreaks.

Rates of infection by resistant P. aeruginosa continue to increase in the United
States and globally, as does resistance to β-lactams, quinolones, aminoglycosides,
and carbapenems [18]. Resistance of P. aeruginosa to polymyxins has also been
reported. Patients at risk include those in the intensive care unit (ICU), particu-
larly if they are ventilator dependent, and individuals with cystic fibrosis. To date,
no drug in clinical development addresses the issue of MDR or offers a less toxic
alternative to the polymyxins for treating P. aeruginosa.

Last but not least, the incidence of infections due to MDR Acinetobacter spp.
continues to increase globally [19]. Unfortunately, no agents against Acinetobacter
spp. are under development and infections caused by this pathogen are emblem-
atic of the mismatch between unmet medical needs and the current antimicrobial
research and development pipeline.

New �-lactamase Inhibitors

In β-lactam agent/β-lactamase inhibitor combinations, the latter agent potentates
the action of the former by protecting it from enzymatic hydrolysis. Currently used
β-lactam/β-lactamase inhibitor compounds are highly active against class A and
various ESBLs, whereas activity against class C and class D enzymes is poor [20, 21].

Several compounds are now under investigation as potential β-lactamase
inhibitors, in different stages of pre-clinical and clinical studies. They can be clas-
sified as β-lactams and non-β-lactams according to their molecular structure.
Their main advantage over the older β-lactamase inhibitors is conferred by their
ability to inhibit class C and D enzymes. Thus, the MICs of various currently used
β-lactams, such as piperacillin or ceftazidime, is decreased when administered
together with a novel β-lactam inhibitor, and these antibiotics become active

Table 2. Old and new β-lactamase inhibitors and specific activity against different classes of β-lacta-
mases

Inhibitor Class A Class B Class C Class D FDA Status

Inhibitors with �-lactam structure
Clavulanic acid ++ – + + Approved
Tazobactam ++ – + + Approved
Sulbactam ++ – + + Approved
BLI-489 ++ UA ++ ++ Pre-clinical
Ro 48–1220 +++ UA ++ UA Pre-clinical
4-phenyl cyclic phosphate +++ UA ++ UA Pre-clinical
C3-methylene-modified group penicillin sulfone UA UA ++ UA Pre-clinical
BAL 30376 UA + ++ UA Pre-clinical
LK-157 ++ UA UA UA Pre-clinical
Oxapenems ++ UA ++ ++ Pre-clinical

Inhibitors without �-lactam structure
NXL104 +++ + ++ ++ Phase II
ME1071 UA ++ UA UA Pre-clinical

UA, unknown activity; FDA: Food and Drug Administration
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against ESBL-producing strains. Moreover, their combined use with carbape-
nems, makes the latter active against MBL-producing strains.

Although the results of studies on the clinical usefulness of new β-lactam
inhibitors are not yet available, they seem particularly promising as therapeutic
agents. Details of new β-lactam inhibitors are outlined in Table 2.

Inhibitors with a �-lactam Structure

Imidazole-substituted 6-methylidene-penem molecules
The unique structure of these compounds (they contain byciclic or triciclic sub-
stituents connected by a methydilene linkage to the 6 position of the β-lactam
ring) imparts potent activity against class A and C β-lactamases, such as the
AmpC enzyme, which is not observed with the currently used inhibitors. Several
novel compounds demonstrated excellent in vitro inhibition of the TEM-1
enzyme (class A β-lactamases) and AmpC enzyme with significantly higher activ-
ity compared with tazobactam [22]. In vitro tests showed synergistic activity of
these compounds when combined with piperacillin with susceptibility of 90 % of
the tested organisms; animal models confirmed the synergistic effect with pipera-
cillin [22, 23]. Among these agents, BLI-489 is the compound with the most
promising clinical data. It has shown activity against molecular class A, C and D
enzymes, including ESBL as well as class C β-lactamases; some strains that were
class C or ESBL producers, classified as non-susceptible to piperacillin/tazobac-
tam, were found to be susceptible to piperacillin/BLI-489 [24].

2�-alkenyl penam sulfones
2β-alkenyl penam sulfones, another group of inhibitors with β-lactam structure,
inhibit most of the common types of β-lactamases, with a level of activity
depending strongly on the nature of the substituent in the 2β-alkenyl group.
Richter et al. demonstrated that Ro 48-1220, the most active inhibitor from this
class of compounds, enhanced the action of ceftriaxone against a broad selection
of organism producing β-lactamases, including strains of cephalosporinase-pro-
ducing Enterobacteriaceae [25]. In a different study, Ro 48-1220 was at least 15
times more effective than tazobactam against the class C enzymes and reduced
the MIC values of ceftriaxone and ceftazidime against the class A plasmid-medi-
ated β-lactamases; less potency was exerted towards SHV-type β-lactamases [26].

4-phenyl cyclic phosphate
4-phenyl cyclic phosphate is a monocyclic acyl phosphonate. It has an irreversible
reaction with E. Cloacae P99 β-lactamase (Class C). This compound also bound
TEM-2 and P99 β-lactamases non-covalently. Similar to other novel inhibitors, it
is effective against class A and class C enzymes [27].

C3-modified penicillin sulfones
Buynak et al. reported that C3-methylene-group penicillin sulfones were 10-fold
more active against class C β-lactamases compared to sulbactam [28].

Monobactam-based structure compounds
BAL 30376 is a β-lactamase inhibitor and is a combination of BAL 0019764 (a
siderophore monobactam), BAL 0029880 (a bridged monobactam which is a class
C inhibitor), and clavulanic acid [24]. Page et al. [29] demonstrated the in vitro
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activity of BAL 30376 against various Gram-negative bacteria. MICs were
observed in a range of e 0.06–4 mg/l, including most carbapenem-resistant
strains. Higher MICs were observed for a few strains of Acinetobacter spp., Ent-
erobacter spp. and P. aeruginosa.

Tricyclic carbapenem inhibitors
LK-157 is a tricyclic carbapenem inhibitor of serine β-lactamases [24]. LK-157
decreased the MICs of aztreonam, ceftazidime, and cefuroxime for B. fragilis and
a wide range of β-lactamases-producing Enterobacteriaceae members. However,
LK-157 did not affect the MICs of aztreonam, ceftazidime or cefuroxime against
CTX-M producing members of Enterobacteriaceae [24].

Oxapenems
Four β-lactamase inhibitors, members of the oxapenems, are being developed
(AM-112 – AM-115) and express activity against class A, C, and D enzymes [30].
AM-114 and AM-115 displayed the most potent activity against class A enzymes,
comparable to that of clavulanic acid. Activity against class C and class D
enzymes was similar to that of AM-112 and AM-113 and was superior to that of
clavulanic acid. A synergistic activity of ceftazidime with the oxapenems was
demonstrated against SHV- and TEM-producing E. coli. Enhanced activity of
oxapenems in combination with ceftazidime was also noted against Pseudomonas
strains and MRSA [31].

Inhibitors with no �-lactam Structure

NXL104
NXL104 is a non-β-lactam compound which inhibits β-lactamases through the
formation of a stable covalent carbamoyl linkage. In combination with ceftazi-
dime and cefotaxime against Enetrobacteriaceae producing CTX-M ESBLs, it
showed a 4 to 8000-fold potentiation of the cephalosporins, with MIC values e 1
for all organisms irrespective of CTX-M type [24]. Against P99, NXL104 showed
a stronger inhibition than tazobactam, whereas clavulanic acid was inactive.
Another study showed that combination with NXL104 restored the activity of cef-
tazidime and cefotaxime against isolates producing class A carbapenemases [24].
NXL104/ceftazidime combination is currently undergoing Phase II clinical trials
in patients admitted for complicated intra-abdominal and complicated urinary
tract infections [32].

Maleic acid derivates
ME1071, previously known as CP3242, is a metallo β-lactamase inhibitor that
competitively inhibits IMP-1 and VIM-2. It significantly lowered the MICs of bia-
penem in a concentration-dependent manner against MBL-producing P. aerugi-
nosa. MIC lowering by ME1071 was also shown for IMP- or VIM-producing E.
coli, S. marcescens, A. baumanii and K. pneumoniae [24].

New Cephalosporins

New cephalosporins are very resistant to penicillinases and two of them have
demonstrated anti-methicillin resistant S. aureus (MRSA) activity in animal mod-
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els of infections. Some of these compounds also showed potent anti-Gram-nega-
tive activity. However, there is no evidence of better activity against MDR Gram-
negative bacteria compared to older cephalosporins.

Ceftobiprole

Ceftobiprole (formerly BAL-9141) is the active component of the prodrug ceftobi-
prole medocaril (formerly BAL-5788), and represents a novel cephalosporin with
expanded activity against Gram-positive bacteria. It has been engineered to bind
highly to penicillin binding protein 2a (PBP2a). Ceftobiprole is stable against
some enzymes (non-ESBL class A), but is hydrolyzed by ESBLs and carbapenema-
ses [33]. A study published in 2008 reported that ceftobiprole monotherapy was
as effective as vancomycin combined with ceftazidime for treating patients with
a broad range of complicated skin and skin-structure infections and infections
due to Gram-positive and Gram-negative bacteria [32]. Ceftobiprole is an effec-
tive anti-MRSA agent that also has activity against important Gram-negative bac-
teria, but there is no evidence that ceftobiprole has better activity against class A
and class C β-lactamase-producing Gram-negative bacteria compared to ceftazi-
dime.

Ceftaroline

Ceftaroline is a novel semisynthetic anti-MRSA cephalosporin with broad-spec-
trum activity, which is currently undergoing Phase III clinical trials [35]. Ceftaro-
line maintains good activity against Gram-negative pathogens: MIC values were
0.06–0.5 for E. coli, Klebsiella spp., M. morganii and Proteus, and 0.12–1 mg/l for
Enterobacter, Serratia and Citrobacter spp. MIC value rose to 1–2 mg/l for many
Enterobacteriaceae with classical TEM β-lactamases and were much higher for
those with ESBL, hyperproduced AmpC or K1 enzymes. Ceftaroline selected
AmpC-derepressed Enterobacter mutants. Similar to cefotaxime in single-step
experiments, in multistep procedures it selected ESBL variants of TEM [36].
Another study showed that ceftaroline was synergistic with the β-lactamase
inhibitor, tazobactam, (up to 500-fold) against MDR Gram-negative pathogens
such as ESBL-producing E. coli and K. pneumoniae [37].

Despite being active against resistant Gram-positive bacteria, ceftaroline was
less active than currently used antimicrobial agents against Gram-negatives. A
combination of vancomycin plus aztreonam demonstrated higher favorable
microbiological response rates than did ceftaroline monotherapy against Gram-
negative infections. The efficacy of ceftaroline against non-ESBL-producing E. coli
and K. pneumoniae was comparable to that of aztreonam; however, the efficacy of
aztreonam against P. aeruginosa and Proteus mirabilis infection was better than
that of ceftaroline [38].

New Carbapenems

Carbapenems are a class of broad-spectrum β-lactams identified in the late 1970s.
The main advantage of this class of antibiotics is their stability to hydrolysis by
many ESBLs. At present, meropenem and imipenem/cilastatin are widely used
and are recommended for treatment of several nosocomial infections such as
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Table 3. FDA status and pharmacokinetic characteristics of new carbapenems.

Drug FDA status Dose Admin-
istration

Half-life
(h)

Active against

P. aeru-
ginosa

MRSA VRE PRP

Ertapenem Approved 1 g qd i.v. 4 – – – –

Doripenem Approved 500 mg
tid

i.v. 1 + – – +

Biapenem Phase II 300 mg
bid

i.v. 1.03 + – – +

Panipenem Approved in
Japan, China
and Korea

0,5/0,5 g
bid

i.v. 1.10–0.7 – – – +

Tebipenem Phase II 4 or
6 mg/kg
bid

oral U – – U +

Tomopenem Phase II 700 mg i.v. 1.7 + +

Razupenem Phase II U i.v. U + + +

Trinems U U U – U +/– –

i.v.: intravenous; MRSA: methicillin-resistant S. aureus; PRP: penicillin-resistant pneumococci; U: unknown;
VRE: vancomycin-resistant enterococci; +: active; –: non active; +/–: data only on small number of strains

pneumonia (if MRSA is excluded), complicated urinary tract infections, compli-
cated intra-abdominal infections, febrile neutropenia, septicemia, complicated
skin and skin-structure infections and meningitis. Imipenem is hydrolyzed by
renal dehydropeptidase I (DHP-I) and this process produces a nephrotoxic com-
pound; consequently cilastatin, the DHP-I inhibitor without antibacterial activity,
is always co-administered with imipenem in a 1:1 ratio. Other carbapenems do
not require DHP-1 inhibitors.

Three mechanisms of acquired resistance to carbapenems are known: 1) struc-
tural changes in PBPs; 2) carbapenemases; and 3) changes in membrane perme-
ability through the loss of specific porins [39].

Over ten novel compounds are reported in different phases of clinical develop-
ment; two of them are currently marketed and available (ertapenem and doripe-
nem), others are in phase II clinical trials while several are still being investigated
in pre-clinical studies (Table 3). Of note, two of the novel carbapenems are devel-
oped to be administered orally.

Ertapenem

Ertapenem was licensed in the US in 2001 and in Europe in 2002. Its main indica-
tions include: Intra-abdominal infections, complicated skin and skin-structure
infections, complicated urinary tract infections, acute pelvic infections and com-
munity acquired pneumonia. The most important pharmacokinetic feature of this
drug is due to its net negative charge that increases its binding to plasma proteins
(95 %), which results in a long half-life permitting once-daily administration [40].
The main limitation of ertapenem is its limited activity against non-fermenting
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Gram-negative bacteria, such as P. aeruginosa, Acinetobacter spp. and B. cepacia
[40]. Even though its activity against Gram-negative ESBL-producers seems to be
lower than other carbapenems, ertapenem is approved for the treatment of infec-
tions caused by these bacteria. All three above-mentioned mechanisms of
acquired resistance to carbapenems have been reported for ertapenem [40]. The
role of ertapenem in the treatment of ventilator-associated pneumonia (VAP) was
investigated in a pilot study, which reported that ertapenem was useful for treat-
ing early-onset VAP due to ESBL-producers, with clinical success achieved in
80 % of patients and microbiological success in 75 % of cases [41].

Doripenem

Doripenem is a new broad-spectrum, parenteral carbapenem with a chemical struc-
ture that confers β-lactamase stability and resistance to inactivation by renal DHP-I.
It is as active as imipenem or ertapenem against Gram-positive cocci (methicillin-
susceptible S. aureus [MSSA] and coagulase negative staphylococci), but anti-Gram-
negative activity is similar to that of meropenem, and two to three fold superior to
imipenem [42]. However, doripenem has no activity against MRSA, E. fecium, some
strains of Burkholderia spp. and Stenotrophomonas maltophilia [42]. In an extensive
study, in which the activity of 24 antibiotics was tested against 394 strains, doripe-
nem was fully active against AmpC and other ESBL-producing Enterobacteriaceae
[43]. Additionally, doripenem was found to be more active against Acinetobacter spp.
and P. aeruginosa when the same susceptible and intermediate concentrations were
used for imipenem and meropenem. Other strains that remained inhibited by dori-
penem concentrations e 4 microg/ml were penicillin-resistant streptococci, H. inf-
luenzae with all resistance patterns tested, and many Enterobactericeae resistant to
other carbapenems because of outer membrane protein alterations, hyperexpres-
sion of AmpC or acquisition of a Bush group 2f carbapenemase [43]. At a dose of
500 mg every 8 h, doripenem is effective against strains with a MIC < 2 mg/l and
dose adjustment is required only when creatinine clearance is < 30 ml/min. In vivo
animal studies demonstrated that the incidence of seizures with doripenem was
lower than with other carbapenems and at the recommended dosage the most fre-
quent adverse events are nausea (3.7 %) and diarrhea (2.5 %).

Biapenem

Biapenem is a new parenteral agent that was approved in Japan in 2002 and it is
currently undergoing phase II clinical studies in the USA. The prominent feature
of this new carbapenem is related to its high concentration in respiratory tissue
and other body fluids. Biapenem has a broad spectrum of activity including
against Gram-positive bacteria such as S. pneumoniae (also penicillin-resistant
strains), MSSA and Gram-negatives including A. baumannii, ESBL-producing
Enterobacteriaceae, E. cloacae, S. marcescens and Citrobacter freundii. Moderate
activity with median MIC of 8 mg/l was found against P. aeruginosa [44]. Biape-
nem has a mean plasma half-life of one hour and it is recommended at a dosage
of 300 mg twice daily. It requires an adjustment in case of reduced glomerular fil-
tration rate. Biapenem is generally well tolerated and clinical trials reported the
incidence of adverse events ranging from 1.9 % to 3.4 % with nausea, skin erup-
tion, vomiting and diarrhea as the most common side effects [45].
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Panipenem/betamipron

The combination of panipenem with betamipron, like imipenem/cilastatin, is
necessary because betamipron inhibits the renal uptake of panipenem. This com-
bination is approved in Japan, China and Korea for the treatment of lower respi-
ratory tract infections, urinary tract infections, obstetric/gynecological infec-
tions, and surgical infections at a dosage of 0.5/0.5 g twice daily as an intravenous
infusion over 30–60 mins. The clinical efficacy of panipenem/betamipron was
demonstrated in three large, randomized, phase III clinical trials comparing this
drug with imipenem/cilastatin in adults with respiratory and urinary tract infec-
tions [46–48]. Panipenem’s spectrum of activity includes Enterobacteriaceae and
common respiratory tract pathogens, although meropenem remains the most
active carbapenem against H. influenzae [49]. Panipenem is not active against E.
faecium and S. maltophilia, and P. aeruginosa seems to be resistant, showing
MIC90 values of 12.5–25 mg/l [49].

Tebipenem

Tebipenem pivoxil is a prodrug of an oral carbapenem with a high degree of sta-
bility to DHP-I and absorption of the active metabolite into the blood from the
intestine. While tebipenem is inactive against MBL-producing pathogens and
MRSA, good activity against penicillin-susceptible and penicillin-resistant S.
pneumoniae, S. pyogenes, H. influenzae, K. pneumoniae, M. catarrhalis and E. coli
has been reported. It is likely to become a specific antibiotic for the treatment of
persistent otitis media, upper respiratory infection and bacterial pneumonia in
pediatric patients [50]. Phase II clinical studies are being conducted in Japan.

Tomopenem

Tomopenem is a novel 1-methyl carbapenem which inhibits the activity of PBP
and disrupts bacterial cell wall peptidoglycan biosynthesis. Tomopenem seems to
have a very low rate of spontaneous emergence of resistance. In vitro activity
against β-lactam susceptible and resistant strains, including MRSA, ceftazidime-
resistant P. aeruginosa and ESBL-producing Enterobacteriaceae has been demon-
strated [51].

Other New Carbapenems

Several novel compounds, still in pre-clinical phases of evaluation, are mentioned
below, highlighting the results of in vitro studies aimed to define the activity
spectrum of these new molecules.

1. The group of 2-(thyazol-2-ylthio)-1β-methyl carbapenems includes SM-197436,
SM-232721 and SM-232724. These molecules are characterized by a unique 4-
substituted thiazol-2-ylthio moiety at the side chain. They exhibit potent anti-
MRSA activity but they have insufficient activity against E. faecium. As far as
Gram-negative bacteria are concerned, these three carbapenems are highly
active against H. influenzae (including ampicillin-resistant strains), M. catarr-
halis, and B. fragilis, and show antibacterial activity equivalent to that of imi-
penem for E. coli, K. pneumoniae and Proteus spp. [52]. Similar to other new
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carbapenems, these agents may be indicated for nosocomial bacterial infec-
tions due to Gram-positive and Gram-negative bacteria, especially multiresi-
stant Gram-positive cocci, including MRSA and vancomycin-resistant entero-
cocci (VRE) [52].

2. Another new compound is CS-023 (RO 4908463). It is more stable to hydrolysis
by human DHP-I than meropenem or imipenem and has a broad spectrum of
activity against Gram-positive and Gram-negative organisms. CS-023 seems
more effective than imipenem and meropenem against MRSA, with an MIC of
4 mg/l. CS-023 is characterized by a low protein binding ratio, a feature which
can be useful because the plasma active fraction achieves rapid equilibrium
with intracellular fluid [24].

3. ME 1036, previously named CP5609, is a novel parenteral carbapenem. In a
recent study, the activity of ME1036 and comparators was evaluated against
clinical blood culture isolates from patients with bacteremic community-
acquired pneumonia (CAP) requiring hospitalization. The results showed that
ME1036 had excellent activity against CAP isolates causing serious invasive
infections, including MRSA [53].

4. Razupenem (SMP-601) is a novel compound in phase II of evaluation. In a
recent in vitro study, razupenem was found to be active against ESBL-produc-
ers, but its activity was significantly reduced by AmpC enzymes and carbape-
nemases [54]. Razupenem’s activity can be improved by combining it with
other antimicrobial agents: In vitro studies have shown a synergistic activity
with amikacin or ciprofloxacin against B. cepacia and S. marcescens [24].

5. Trinems, previously called tribactams, have a carbapenem-related structure with
a cyclohexane ring attached across carbon 1 and 2. One of these, sanfetrinem, is
administered orally as a hexatil ester. Activity of sanfetrinem against P. vulgaris
and K. oxytoca, which produce a potent class A β-lactamase, was reported in a
study from 1998, but no recent studies of trinems have been published [55].

Conclusion

Infections due to MDR Gram-negative bacteria, such as ESBL or carbapenemase-
producing Enterobacteriaceae and A. baumannii or P. aeruginosa remain a seri-
ous problem in the hospital setting. Although some promising novel molecules
are in the late stages of development, few new antibiotics have been advanced for
the treatment of most of the ESKAPE pathogens. Among agents potentially active
against Gram-negatives are novel cephalosporins, carbapenems and β-lactamase
inhibitors.

Fifth generation cephalosporins have acquired activity against MRSA, but they
offer no advantage against Gram-negatives. They are inactive against MDR bacte-
ria, and efficacy of ceftaroline was less than that of aztreonam against P. aerugi-
nosa. Some of the novel carbapenems are active against resistant Gram-positives,
but when difficult Gram-negatives are involved, their activity is similar to that of
meropenem. Finally, β-lactamase inhibitors seem the most promising as they
might restore the activity of already known β-lactams against β-lactamase-pro-
ducing strains. However, their real clinical utility will be known only after results
of large clinical trials are available.

Treating patients with infections due to resistant Gram-negative bacteria
remains a serious challenge.
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Introduction

The incidence of invasive fungal infections has increased steadily, namely due to
the increasing number of immunocompromised and critically ill patients. Can-
dida spp. is by far the most frequent fungal pathogen isolated in critically ill
patients, accounting for more than 85 % of fungal infections. Intensive care can-
didiasis represents 25–50 % of all invasive candidiasis. The incidence of candide-
mia, although rather variable from unit to unit, ranging from 2.8 to 22 per 10 000
patient days, is tenfold higher in the intensive care unit (ICU) than in the wards
and Candida species are responsible for around 10 % of all ICU-acquired infec-
tions worldwide. In the recent Sepsis Occurrence in Acutely ill Patients (SOAP)
study, Candida spp. accounted for 17 % of all cases of sepsis in the ICU and for
20 % of all ICU-acquired sepsis [1]. In the large, multicenter Extended Prevalence
of Infection in the ICU (EPIC II) study, fungi were responsible for 20 % of all
microbiologically documented infections and Candida spp. was the main fungal
pathogen (17 %) [2]. However, previously uncommon or even new fungal patho-
gens are increasing in the ICU, namely Aspergillus spp. (mainly Aspergillus fumi-
gatus), Zygomycetes (mainly Mucor and Rhizopus) and Fusarium. In recent years,
several reports have described an increasing incidence of invasive pulmonary
aspergillosis in critically ill patients admitted to the ICU, even in the absence of
an apparent predisposing immunodeficiency, such as neutropenia or hematologic
malignancy. Factors like the use of steroids, chronic obstructive pulmonary dis-
ease (COPD) and chronic liver failure seem to be associated with the development
of invasive pulmonary aspergillosis in the ICU, whose incidence ranges from
0.3 % to as much as 5.8 % [3–5].

Despite antifungal therapy, mortality is high, ranging from 30 to 80 %. Inva-
sive fungal infections are also associated with high morbidity, namely prolonged
ICU length of stay, and considerable excess costs. Given its high mortality and
high morbidity, early and adequate antifungal therapy is vital.

‘Old’ (fluconazole and polyenes) and ‘new’ (second generation azoles – vorico-
nazole and posaconazole – and echinocandins – caspofungin, anidulafungin and
micafungin) antifungals are now available for the management of severe fungal
infections in the critically ill patient. The choice of antifungal therapy in the ICU
should take into account the ‘bug’ (the fungus), the drug (pharmacokinetics/
pharmacodynamics) and the ‘mug’ (patient).
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The ‘Bug’

In order to ensure our antifungal therapy is adequate, it is fundamental to know
the spectrum of activity of different classes of antifungals (Table 1).

Table 1. Antifungal spectrums of activity

Organism Ampho-
tericin B

Fluco-
nazole

Vorico-
nazole

Posaco-
nazole

Anidula-
fungin

Caspo-
fungin

Mica-
fungin

Aspergillus species
A. flavus ± – + + + + +
A. fumigatus + – + + + + +
A. niger + – + + + + +
A. terreus – – + + + + +

Candida species
C. albicans + + + + + + +
C. glabrata + ± + + + + +
C. krusei + – + + + + +
C. lusitaniae – + + + + + +
C. parapsilosis + + + + ± ± ±
C. tropicalis + + + + + + +

Cryptococcus neoformans + + + + – – –
Coccidioides species + + + + ± ± ±
Blastomyces + + + + ± ± ±
Histoplasma species + + + + ± ± ±
Fusarium species ± – + + – – –
Scedosporium apiospermium ± – + + – – –
Scedosporium prolificans – – ± ± – – –
Zygomycetes ± – – + – – –

+ signs indicate that the antifungal agent has activity against the organism specified. – signs indicate
that the antifungal agent does not have activity against the organism specified. ± signs indicate that
the antifungal agent has variably activity against the organism specified. Amphotericin B includes lipid
formulations.

Fluconazole is a fungistatic agent that is active against most Candida species,
Cryptococcus neoformans, Coccidioides immitis, Histoplasma capsulatum, Para-
coccidioidis brasiliensis, Sporothrix shenckii and Blastomyces dermatiditis [6, 7]. It
is ineffective against Aspergillus and Mucor species. Candida glabrata is fre-
quently resistant to fluconazole and fluconazole has virtually no activity against
Candida krusei, which has intrinsic resistance to the drug [8–10]. The wide-
spread use of fluconazole in repeated low-dose courses, as prophylaxis or therapy,
has resulted in acquired fungal resistance. Fluconazole-resistant strains of Can-
dida albicans have become more and more common among patients with
acquired immunodeficiency syndrome (AIDS) [11, 12] and more recently in non-
human immunodeficiency virus (HIV) patients [13–15]. The SCOPE program
showed that the level of resistance of C. albicans to fluconazole was 9.6 %, varying
between 2.9 % and 15.5 % with geographical location [9].

Itraconazole is a fungistatic agent active against Aspergillus species [16]; Euro-
pean studies report response rates of 63–70 % for aspergillosis and the response
is better in pulmonary than in disseminated aspergillosis. Itraconazole is also
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active against many Candida species, and isolates that are resistant to fluconazole
are not necessarily cross-resistant to itraconazole [17], such as is the case of some
C. krusei and C. glabrata. However, strains of Candida spp. which are highly
resistant to fluconazole often have reduced susceptibility to itraconazole and even
to the newer azoles, as the SCOPE program has shown [9, 18, 19].

Voriconazole has demonstrated broad-spectrum in vitro activity. It is fungi-
static against Candida spp. including fluconazole-resistant C. krusei. Depending
on the resistance phenotype, C. albicans and C. glabrata isolates show varying
degrees of cross-resistance to voriconazole. Specifically, voriconazole is signifi-
cantly less active against strains that are resistant to both fluconazole and itraco-
nazole (RR phenotype) than against those that are resistant only to fluconazole
(RS phenotype). C. krusei is susceptible to voriconazole regardless of resistance
phenotype [20]. It is fungicidal against Aspergillus spp., including amphotericin
B-resistant clinical isolates, as well as against C. neoformans, Scedosporium spp.,
and some Fusarium isolates. Voriconazole exhibits good activity against Tricho-
sporon spp., B. dermatitidis, C. immitis and H. capsulatum. It is inactive against
Mucor and Rhizopus. Ravuconazole has a broad spectrum of activity against
pathogenic fungi including Aspergillus spp., Candida spp., C. neoformans and Tri-
chosporon spp. [21–26]. The activity of ravuconazole against Candida spp. was
comparable to that of voriconazole, with the exception of C. glabrata where ravu-
conazole is even less active [26]. In vitro studies demonstrate that posaconazole
has a broad spectrum activity against Aspergillus spp., Candida spp., including
strains resistant to fluconazole, C. neoformans, Trichosporon spp., Zygomycetes
and dermatophytes [26–29]. It seems to be ten times more potent than itracona-
zole against Aspergillus spp.

Amphotericin B may be fungistatic or fungicidal, depending on the concentra-
tion obtained and the susceptibility of the fungus, but it has the widest spectrum
of activity amongst all the antifungals, with fungicidal effect against Candida spe-
cies, Aspergillus species, B. dermatidis, C. immitis, C. neoformans, H. capsulatum,
P. brasiliensis and S. schenckii. It is effective in certain forms of mucormycosis,
hyalophomycosis and phaeophyphomycosis, but often ineffective in pseudalle-
scheriosis and trichosporonosis and some fusariosis. Treatment failure attribut-
able to the development of amphotericin resistance is rare. Candida lusitanae is
resistant to amphotericin B [30] and resistant strains of Candida guillermondii,
Candida tropicalis and C. krusei, with alterations in the cell membrane, including
reduced amounts of ergosterol, have been isolated during treatment. Susceptibil-
ity to amphotericin B varies among Aspergillus species, being less in Aspergillus
terreus than in other Aspergillus species [31]. However, overall emergence of
resistance during treatment is rare [32, 33]. Amphotericin B has been the drug of
choice for severe invasive fungal infections in the last thirty years because of its
broad fungicidal activity against Candida spp. and Aspergillus spp. [34, 35]. In
clinical studies, response rates were 55 % for Aspergillus spp., 55–65 % for Can-
dida spp. and 75 % for Cryptococcus neoformans [36, 37]. Candida with higher
minimum inhibitory concentrations (MICs) to amphotericin B are difficult to
treat and one should aim for serum levels of 1–2.5 mcg/ml [33].

The echinocandin antifungal spectrum is restricted to Candida spp. and Asper-
gillus spp., with few exceptions, and Pneumocystis jiroveci. These drugs are not
active at clinically relevant concentrations against Zygomycetes, C. neoformans,
Fusarium spp. or Trichosporon spp, and have only modest activity against C.
immitis, B. dermatididis, Scedosporium spp., Paecilomyces variotii and H. capsula-
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tum [38]. All three compounds are fungicidal in vitro and in vivo against most
isolates of Candida spp., including C. glabrata and C. krusei, and fungistatic
against Aspergillus spp. [38]. MICs of all three echinocandin antifungals are much
lower than for amphotericin B and fluconazole against all common Candida spp.
except C. parapsilosis and C. guillermondii, for which they are similar. The
reduced in vitro activity of echinocandins against C. parapsilosis seems to be
related to amino acid polymorphisms in the major subunit of glucan synthase
(Fks1), the echinocandin target [39]. However, an association between MIC and
treatment outcome is inconsistent since many isolates with raised MICs appear to
respond to standard doses of echinocandins [40]. Very rarely, clinical failures
have been associated with echinocandins and the mechanism of such failures
appears to be related to amino acid substitutions in two ‘hot spot’ regions of Fks1
[39]. These mutations confer cross-resistance to all echinocandins agents. Inter-
estingly, echinocandins have a postantifungal effect [36].

In invasive candidiasis, all current antifungals have been shown to be either
equivalent or non-inferior to each other in several studies that included critically
ill patients [40, 41]. In these clinical trials, success of therapy ranged from 60 %
to 83 %. Only one recent randomized study suggested that an echinocandin may
be superior to fluconazole as primary therapy for candidemia [42]. According to
these results, several international recommendations considered fluconazole and
echinocandins as first-line therapy for invasive candidiasis, leaving polyenes as a
valid alternative due to their high potential for toxicity (see below). Candins
should be preferred for the treatment of C. glabrata and C. krusei infections and
fluconazole for C. parapsilosis infections [41, 43].

For invasive pulmonary aspergillosis, the best therapeutic option is voricona-
zole. This recommendation, supported by international society guidelines, is
based on the results of the largest prospective, randomized trial for the treatment
of invasive pulmonary aspergillosis [44]. In this study, voriconazole significantly
improved not only survival but also overall response rate at 12 weeks and at the
end of therapy. In addition, voriconazole was associated with fewer side effects
than amphotericin B deoxycholate. A formulation of amphotericin B should be
considered as an appropriate alternative for patients who are intolerant or refrac-
tory to the first line therapy. Polyenes, posaconazole, itraconazole and echinocan-
dins (caspofungin and micafungin) can be used for salvage therapy [45].

The Drug

The selection of an appropriate antifungal agent depends on multiple factors in
addition to the spectrum of activity, namely its pharmacokinetic and pharmaco-
dynamic properties (Table 2).

Absorption

Until the early 1990s, intravenous therapy was the only option for the treatment
of invasive fungal infections. Several antifungal agents, namely polyenes and echi-
nocandins, do not have appreciable oral bioavailability, so they can only be
administered parenterally. Currently, azoles can be administered orally with some
differences between members of this class. Oral absorption of fluconazole is
good, with more than 80 % of the ingested drug being found in the circulation
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and, unlike itraconazole, it is not affected by the presence of food, gastric pH or
disease state. Therefore, identical serum concentrations are attained after enteral
and parenteral administration [46]. Voriconazole is available in intravenous and
oral formulations. The oral formulation has excellent bioavailability (approxi-
mately 96 %), which is reduced with high-fat meals. Like fluconazole, the absorp-
tion of voriconazole in not dependent upon gastric pH. Posaconazole is currently
available only as an oral suspension with high oral bioavailability, especially when
given with fatty foods [41].

Distribution and Penetration

The body distribution of antifungals is another important factor to take into
account in the treatment of invasive fungal infections. As demonstrated by rela-
tively large volumes of distribution, the available antifungal agents are widely dis-
tributed throughout the body with a few significant exceptions. The main factors
affecting drug distribution are molecular size, charge, degree of protein binding
and route of elimination.

Many antifungals have large molecular weight, so their ability to penetrate into
the central nervous system (CNS) and achieve therapeutic concentrations is lim-
ited. Currently, flucytosine, fluconazole and voriconazole have the best cerebro-
spinal fluid (CSF) penetration, resulting in concentrations of at least 50 % of
those seen in serum [47–49]. Interestingly, amphotericin B, which is undetectable
in the CSF, has been the mainstay of treatment for cryptococcal meningitis.
Hence, the relationship between antifungal CSF concentrations and clinical effi-
cacy is a bit misleading. Echinocandins show negligible CSF and vitreal penetra-
tion. Thus, azoles and polyenes seem to be the best options for the treatment of
severe ocular fungal infections.

Few antifungals are renally eliminated as unchanged drug or active metabolite.
Currently, fluconazole and flucytosine are the only drugs that achieve reliable
urine concentrations (> 50 % of serum exposure) when given systemically. Vor-
iconazole is excreted in the urine (approximately 80 %), however almost
completely (more than 98 %) as metabolites without clinically significant activity
[50].

The degree of protein binding is another important issue that influences sys-
temic exposure to the drug, since a protein bound-drug is not available for
microbiologic activity. In fact, low serum proteins result in higher concentrations
of available or active drug. The polyene agents and many azole antifungals, with
the exception of voriconazole (estimated as 58 %) [51] and fluconazole (about
12 %), are highly protein bound (> 90 %) [52]. Protein binding with the echino-
candin class varies from 85 % to 99 % for anidulafungin, caspofungin and mica-
fungin [52].

Metabolism and Elimination

All azole antifungals undergo some degree of hepatic metabolism. For flucon-
azole, the role of metabolism in drug elimination is minimal, but this is not the
case with itraconazole, voriconazole and posaconazole, which are highly depen-
dent on metabolism for drug elimination [52].

The routes of metabolism and elimination of amphotericin B are complex [53].
Plasma initial half-life is 24 hours but elimination half-life reaches 15 days. After
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12 hours, less than 10 % remains in the blood. Amphotericin B is slowly degraded
and plasma levels remain detectable 7 to 8 weeks after treatment is stopped; the
drug has been detected for longer than one year in liver, kidney and spleen.

Caspofungin is metabolized by both hepatic hydrolysis and N-acetylation and
inactive metabolites are then eliminated in the urine. Micafungin is metabolized
by non-oxidative metabolism within the liver. Unlike other echinocandins, anidu-
lafungin is not hepatically metabolized and undergoes unique non-enzymatic
degradation in the bloodstream [54].

Drug-drug Interactions

Azoles interfere with the elimination of drugs metabolized by the hepatic cyto-
chrome, P450. The sedative effect of midazolam, the anticoagulant effect of warfa-
rin, the hypoglycemic effect of sulfonylureas, the anticonvulsant effects of phenyt-
oin and carbamazepine, and the effects of theophylline, cisapride and cyclospor-
ine may be increased by fluconazole; on the other hand rifampicin accelerates
clearance of fluconazole resulting in reduced serum levels [55–58].

As a cytochrome P450 inhibitor, voriconazole is subject to many drug interac-
tions. Concomitant use of rifampin, carbamazepine, long acting barbiturates,
cisapride, rifabutin, terfenadine and astemizole is contraindicated [59]. Voricona-
zole increases plasma concentrations of cyclosporine, tacrolimus, warfarin, sta-
tins, benzodiazepines, calcium channel blockers, sulfonylureas. Omeprazole and
non-nucleotide reverse transcriptase inhibitors may inhibit voriconazole metabo-
lism and consequently increase serum levels.

Since echinocandins are poor substrates for the cytochrome P450 enzymes and
are not substrates for intestinal or tissue P-glycoprotein, fewer drug interactions are
described. Slight increases in caspofungin clearance have been seen with powerful
inducers of inhibitors of hepatic metabolism, such as efavirenz, phenytoin, nevirap-
ine, nelfinavir, carbamazepine and dexamethasone, so a slight increase in the daily
dose of caspofungin (70 mg/day) is appropriate [38]. A slightly reduced exposure to
tacrolimus (20 %) was seen with co-administration of caspofungin and monitoring
of tacrolimus concentrations is recommended [60]. Cyclosporine and caspofungin
seem to interact, resulting in raised caspofungin concentrations, but no change in
cyclosporine serum levels [38]. Micafungin may increase levels of sirolimus, nifedi-
pine and cyclosporine. No significant drug-drug interactions have been described
for anidulafungin. Results of a combination study of anidulafungin and cyclosporine
in healthy volunteers showed a slight increase in exposure to anidulafungin [38].

No interactions were noted with other antifungals, such as itraconazole or
amphotericin B [61].

Adverse Effects

Fluconazole is generally well tolerated. Nausea and vomiting are the most com-
mon adverse effects, but they seldom cause discontinuation of treatment [62, 63].
Elevation of hepatic enzymes occurs in a small percentage of individuals, but
treatment should only be discontinued if there is symptomatic hepatitis or labo-
ratory signs of persistent hepatic dysfunction, which are rare [6, 62, 64–66]. Ste-
vens-Johnson syndrome has been described in AIDS and cancer patients,
although a causal relationship has not been clearly established. The drug should
be discontinued if bullous lesions or erythema multiforme develop [55, 56].
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Visual disturbances, including blurring and photophobia, occurred in at least
20 % of subjects in clinical studies of voriconazole. These reactions were transient
and typically resolved in spite of continued voriconazole. Patients should be cau-
tioned to avoid driving at night and, as photosensitivity has occurred, advised to
stay out of strong, direct sunlight while on voriconazole. The other most common
adverse events in clinical trials were fever, nausea, vomiting, chills and abnormal
liver function tests. Rare reactions included flushing, fever, diaphoresis, tachycar-
dia, dyspnea, dizziness, nausea, pruritus and rash [50]. Serum levels should be
below 5.5 mcg/ml at day 3 to avoid serious side effects [67].

Adverse effects of amphotericin B deoxycholate are significant and may be
divided into infusion-related or acute and dose-related or late. The peak fre-
quency of fever, rigors and other infusion-related reactions, caused by production
of tumor necrosis factor (TNF) and prostaglandin E by macrophages [68], occurs
on the first to third day of therapy and subsequently declines, generally subsiding
after one week of therapy even without treatment [69, 70]. Longer infusion times
were associated with a reduction in the incidence of infusion-related toxicities.
Normochromic, normocytic anemia accompanies most 2–3 week courses of
amphotericin B, with a decrease in hematocrit by as much as 35 %, occurring sec-
ondary to decreased production of erythropoietin rather than to diminished bone
marrow production; this effect is reversible when the drug is discontinued [71].
Nephrotoxicity is the most significant toxic effect and about 80 % of patients
receiving amphotericin B show some degree of renal impairment, especially those
submitted to a cumulative dose higher than 0.5–1 g, with sodium depletion, older
than 30 years old, with abnormal baseline renal function or receiving other neph-
rotoxic drugs [72]. Nephrotoxicity manifests as azotemia, decreased urinary con-
centration ability, renal tubular acidosis, symptomatic hypokalemia or renal mag-
nesium wasting [73]. Signs of nephrotoxicity usually occur within the first four
days of treatment. Preventive measures consist of avoiding salt depletion, use of
concomitants antibiotics with sodium salts, loading with 0.9 % saline prior to
infusion of amphotericin B [73] and use of pentoxifylline [74]. Daily monitoring
for increased serum creatinine, hypokalemia and hypomagnesemia during the
first weeks of therapy is advisable. Nephrotoxicity is usually reversible by increas-
ing sodium loading, reducing dose, increasing dosing interval with total dose
reduction or temporarily suspending the treatment when serum creatinine
reaches approximately 3 mg/dl.

In addition to nephrotoxicity and infusion-related reactions, a unique pulmo-
nary reaction can be seen, particularly with certain lipid preparations. With lipo-
somal preparation of amphotericin B, a triad of infusional toxicity has been
described consisting of a combination of pulmonary toxicity (chest pain, dyspnea
and hypoxia); abdominal, flank or leg pain or flushing; and urticaria. Similarly,
severe hypoxia has been described with amphotericin B colloidal dispersion and
lipid-complex formulation use. Lipid formulations, namely liposomal amphoteri-
cin B, seem to be as effective as the conventional compound with less toxicity.

Adverse events and toxic effects of the echinocandins are few, making them
safe agents to administer. The most frequent adverse effects are headache (3 %
with micafungin and about 15 % with caspofungin), fever (around 35 % for
caspofungin [75–77]), hepatotoxicity, phlebitis, histamine release and hemolysis
(rare).
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Dosage

For invasive candidiasis, a loading dose of fluconazole (12 mg/kg) followed by a
daily dose & 6 mg/kg should be administered, since higher doses seem to be asso-
ciated with a better outcome [41].

In adults weighing more than 40 kg, the recommended oral dosing regimen for
voriconazole includes a loading dose of 400 mg twice daily on day one followed
by 200 mg twice daily. If it is administered intravenously, after a loading dose of
6 mg/kg twice daily, a maintenance dose of 3–4 mg/kg i.v. every 12 hours is rec-
ommended [41].

The dosage of posaconazole for salvage treatment in invasive aspergillosis is
800 mg administered in 2 or 4 divided doses. The dosage of the oral suspension
for prophylaxis is 200 mg 3 times per day.

For most cases of invasive candidiasis, the usual dosage of Amb-d is 0.5–0.7
mg/kg/day, but dosages as high as 1 mg/kg/day should be considered for infec-
tions caused by less susceptible species, such as C. glabrata or C. krusei. The typi-
cal dosage for lipid formulations of amphotericin B is 3–5 mg/kg/day [41]. For
invasive aspergillosis, amphotericin B lipid complex (ABLC) and amphotericin B
coloidal dispersion (ABCD) are approved at dosages of 5 mg/kg/day and 3–4 mg/
kg/day, respectively, and liposomal amphotericin B (L-AMB) is approved at a dos-
age of 3–5 mg/kg/day.

For the echinocandins, a loading dosage for caspofungin (70 mg/day) and ani-
dulafungin (200 mg/day) is necessary. The maintenance dosage for caspofungin,
micafungin and anidulafungin is 50 mg/day, 100 mg/day and 100 mg/day, respec-
tively [41].

Taking into account their excellent pharmacokinetic properties, low toxicity
and low drug-drug interactions, echinocandins are attractive antifungal com-
pounds for the ICU physician.

The ‘Mug’

The host, namely the presence of organ dysfunction (Table 3), must be taken into
account when selecting antifungal therapy.

Table 3. Dose adjustment and organ dysfunction

Organ
dysfunction

AMB
deo

L-AMB ABLC ABCD Fluco-
nazole

Vorico-
nazole

Posaco-
nazole

Anidula-
fungin

Caspo-
fungin

Mica-
fungin

Moderate to
severe liver
dysfunction

No No No No No Yes No No Yes No

Renal
dysfunction

No No No No Yes No * No No No No

* i.v. voriconazole is contraindicated in patients with creatinine clearance < 50 ml/min; AMB deo:
amphotericin B deoxycholate; L-AMB: liposomal amphotericin B; ABLC: amphotericin B lipid complex ;
ABCD: amphotericin B colloidal dispersion
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Renal Dysfunction

As 80 % of fluconazole is excreted by the kidney in its unchanged active form,
dosages must be adjusted in renal failure and monitoring of serum levels is rec-
ommended, trying to maintain them at 6–20 mcg/ml [78]. The normal recom-
mended dose should be given on day one, followed by a daily dose that should be
reduced by 50 % if the creatinine clearance is between 11 and 50 ml/min. Dialysis
removes 50 % of the drug and a dose must be administered after each dyalisis
[79]. Empirical fluconazole should be administered at a daily dose of 800 mg for
critically ill patients receiving continuous veno-venous hemodialysis (CVVHD) or
continuous veno-venous hemodiafiltration (CVVHDF) with a combined ultrafil-
tration and dialysate flow rate of 2 l/h and at a daily dose of 400 mg for patients
receiving continuous veno-venous hemofiltration (CVVHF). The dose may be
decreased to 400 mg/day (CVVHD or CVVHDF) or to 200 mg/day (CVVHF) if the
species is not C. glabrata and the fluconazole MIC is e 8 mg/l [80]. In patients
with a creatinine clearance lower than 50 ml/min, i.v. voriconazole should not be
used as the risk of accumulation of cyclodextrine, to which the drug is com-
plexed, exists. On the other hand, oral voriconazole does not require dosage
adjustment for renal failure.

No dose adjustment is necessary for patients with decreased renal function,
but amphotericin B compounds should be avoided in patients with impending
renal failure or reversible renal dysfunction.

There is no need to adjust echinocandin dose in patients with renal dysfunc-
tion.

Hepatic Dysfunction

Hepatic disease can also affect the metabolism of several antifungals. Voricona-
zole is the only azole that needs dose reduction in patients with mild to moderate
disease. In this group of patients, a single oral dose of voriconazole resulted in
increases in the area under the curve (AUC) approximately 3.2 times higher than
in normal subjects. Therefore, after the standard loading dose, only half of the
recommended maintenance dose should be used in these patients. There are no
data available in patients with severe hepatic impairment [51]. No dose adjust-
ment is needed for polyenes and echinocandins other than caspofungin. Caspo-
fungin maintenance dose should be reduced to 35 mg/day in patients with mod-
erate to severe hepatic dysfunction.

Clinical/Hemodynamic State

The analysis of retrospective data in invasive candidiasis, suggests that hemody-
namically stability should be taken into account for antifungal choices [41, 43]. As
such, echinocandins, due to their safety profile, should be preferred as first line
therapy for the treatment of invasive candidiasis in patients with severe sepsis or
septic shock (hemodynamically unstable). Alternatively, lipid formulations of
amphotericin B may be used in these patients. In hemodynamically stable
patients without organ dysfunction, fluconazole is a reasonable choice for empiric
therapy or microbiologically documented infection, based on its highly favorable
safety profile. Alternative drugs to be considered are echinocandins, voriconazole
or amphotericin B [41, 43].
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Other Specific Populations

Patients with body weight less than 75 kg and albumin levels above 23.6 g/l usu-
ally have higher caspofungin serum levels than predicted. There is a higher clear-
ance of caspofungin and of micafungin in children between 2 and 16 years and
younger than 9 years old, respectively. There is no effect of age on anidulafungin
clearance [81, 82].

Conclusion

Intensivists have access to several options for the treatment of invasive fungal
infections. However, it is of paramount importance to know the properties of
each antifungal in order to make the right choice. The epidemiology of fungal
infections in the ICU is changing, so clinicians must always keep in mind the
spectrum of activity of the different classes of antifungals. Antifungal spectra dif-
fer between the three major antifungal classes, and even between agents within
the classes, and impact on the choice of antifungal drug. Pharmacokinetic/phar-
macodynamic attributes, drug-drug interactions and toxicity profiles are also of
paramount importance, as they allow antifungal choice to be adapted to the host’s
characteristics.

Therefore, to make the right choice do not forget “the bug, the drug, and the
mug”. Currently, echinocandins should be considered as first line therapy in
patients with suspected invasive candidiasis, mainly in hemodynamically unsta-
ble patients or with prior use of azoles. For C. glabrata infections, an echinocan-
din is the preferred agent. In the management of infection due to C. parapsilosis,
fluconazole is recommended. However, if the patient initially received an echino-
candin, is clinically improving and follow-up cultures are negative, continuing the
use of an echinocandin is a reasonable option. Voriconazole can be used as step-
down therapy in infections due to C. krusei or voriconazole-susceptible C. gla-
brata, but close monitoring of side effects is needed. As long as the patient is not
in severe sepsis or septic shock, invasive candidiasis by C. albicans or C. tropicalis
may be treated with fluconazole [41, 43].

Weight, organ function, and concomitant medications are host characteristics
that impact on antifungal selection. Namely i.v. voriconazole and amphotericin B
should ideally be avoided when impending or potentially reversible renal dys-
function exists and the concomitant use of cytochrome P metabolized drugs may
lead one to choose anidulafungin among the echinocandins.

The site of infection is also paramount. In deep organ candidiasis, namely
endocarditis, meningitis, osteomyelitis and endophthalmitis, a polyene, mainly
liposomal amphotericin B, with or without 5-flucytosine is the preferred treat-
ment in unstable patients. Fluconazole may be used in stable patients or for step-
down therapy in these situations [41, 83].

For primary treatment of invasive pulmonary aspergillosis, i.v. voriconazole is
recommended as first line therapy for most critically ill patients. For patients who
are intolerant or refractory to voriconazole, liposomal amphotericin B may be
considered as an alternative primary therapy. For salvage therapy, several options
are available including other lipid formulations of amphotericin B (ABCD or
ABLC), posaconazole, itraconazole, caspofungin or micafungin or an association
of voriconazole with an echinocandin [45].
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For fusariosis, voriconazole, posaconazole and amphotericin B are the options
and for zygomycosis, amphotericin B and posaconazole are the only available
agents.
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“Man is a creature composed of countless millions of cells:
a microbe is composed of only one, yet throughout the ages

the two have been in ceaseless conflict.”
A.B. Christie

Introduction

Tuberculosis (TB) is a global disease with high prevalence in developing coun-
tries. According to the World Health Organization (WHO) fact sheet 2009, more
than 2 billion (equal to one third of world’s population) people are infected with
TB bacilli. Of the cases detected, 5 % were cases of multi-drug resistant TB.
Admission to a critical care unit is not required in the majority of cases. However,
TB sepsis is a rapidly fatal disease that requires intensive care unit (ICU) admis-
sion and management and represents a big diagnostic and therapeutic challenge.

Mycobacterial sepsis was described first by Landouzy in the late 19th century
and has been occasionally referred to as “sepsis tuberculosa gravissima” or “sep-
sis tuberculosa acutissima”. As a disease, TB sepsis is not due to a virulent patho-
gen, but is due to host issues like depressed cell-mediated immunity resulting in
lympho-hematogenous dissemination of tubercle bacilli. Only a few cases of TB
sepsis have been described in the literature and it is generally considered a rare
disease [1].

Pathogenesis

The outcome from sepsis due to serious infection has a number of determinants.
The most important of these factors are host defense mechanisms, the environ-
ment, and the specific bacteria involved. TB sepsis has the same basic pathogene-
sis with a few additional factors.

Predisposing Conditions

Age is one of the most significant risk factors for development of TB sepsis. In the
post-antibiotic era, the growing population of elderly adults, with a relative wan-
ing of cellular immunity, has become the most common group to develop TB sep-
sis [2, 3]. However, the increase in human immunodeficiency virus (HIV) and the
increasing proportion of other adults with conditions associated with natural or
iatrogenic impairment in cellular immunity has led to an additional peak of TB
sepsis among young adults. The percentage of patients with TB sepsis and some
other identifiable medical condition ranges from 38 to 70 % in large studies. Pre-
disposing medical conditions include HIV, depressed immunity, alcohol abuse,
malignancy, corticosteroids, connective tissue disease, renal failure, diabetes mel-
litus and pregnancy.
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Bacterial Factors

Catalase-peroxidase, which can resist oxidative stress, and lipoarabinomannan
(LAM), which can induce cytokines and resist host oxidative stress, have been
strongly implicated in the pathogenesis of TB sepsis [4]. Tumor necrosis factor
(TNF)-α plays an important role in pathogenesis of tuberculosis. Increasing
use of anti-TNF agents has led to an increase in reports of patient suffering
from TB.

Immunology

Mycobacterium invasion triggers a cell-mediated immune response. Activated
macrophages present the antigens to CD4+ T-helper cells and CD8+ T suppressor
cells, which in turn release cytokines and lead ultimately to granuloma forma-
tion. Occasionally, dominance of Th-2 cytokines (interleukin [IL]-4, IL-5, IL-10)
increases the risk of dissemination by inhibiting protective responses such as
granuloma formation.

Clinical Features

TB sepsis occurs as a progressive primary infection, reactivation of latent infec-
tion and subsequent spread, or rarely as iatrogenic infection. The clinical mani-
festations are highly variable and non-specific. This can delay the diagnosis and
account for the fact that diagnosis is missed, even in this era of rapid diagnostics.
TB sepsis has been reported after extracorporeal shock wave lithotripsy [5],
homograft valve replacement, and urethral catheterization [6]. In cases with vari-
ous predisposing factors, the disease tends to have a more acute course and may
lead to fulminant disease in the form of shock and potentially multiorgan system
failure.

Pulmonary Involvement

Clinically significant pulmonary disease is noted in over 50 % of patients in most
series. Patients report dyspnea or cough and have râles or rhonchi on physical
examination. Hypoxemia, when looked for, is common.

Gastrointestinal Involvement

Signs or symptoms referable to the gastrointestinal tract included diffuse abdom-
inal pain or pain localizing to the right upper quadrant, nausea, vomiting and
diarrhea [7]. Hepatomegaly may be appreciated on physical examination more
frequently than splenomegaly. Liver function test abnormalities are common.
Cholestatic jaundice and ascites may be detected in occasional patients.

Central Nervous System (CNS) Involvement

Meningitis or tuberculoma is suggested clinically in 15 to 20 % of patients.
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Other Systems

Seeding of every organ system has been documented including bone, joints and
eyes. Involvement of the adrenals was found in as many as 42 % of autopsies of
fatal cases. Overt adrenal insufficiency is rare, occurring in less than 1 % of
reported cases of disseminated TB [8].

Diagnosis

The biggest challenge in the diagnosis of TB as a cause of sepsis is thinking about
it as a possibility. Previous reports of diagnosis of TB sepsis have been based only
on autopsy findings. With the advent of newer diagnostic modalities, it is possible
to identify such patients faster and hence start effective treatment to decrease
mortality.

Laboratory Evaluation

There is no specific hematological pattern found in TB [8]. Patients may have var-
ious degrees of normochromic normocytic anemia. Total white cell count may be
normal or may show leukopenia. In some cases, thrombocytopenia may also be
observed. Patients may present with pancytopenia, which may suggest bone mar-
row infiltration by granulomas or may suggest triggering of hemophagocytic
reaction [10]. These findings are neither sensitive, nor specific for TB. However,
in appropriate epidemiological and clinical conditions it should alert us to the
possibility. The erythrocyte sedimentation rate (ESR) is elevated in the majority
of patients with disseminated TB along with other acute phase reactants. Isolated
hyponatremia is a frequent biochemical finding in patients with TB. No other
biochemical marker is available for diagnosis of TB [8].

Testing for Latent TB

Newer in vitro assays are now available that can detect latent TB infection based
on measurement of interferon gamma (IFN-γ), which is released by T cells in
response to specific mycobacterial antigens. The QuantiFERON-TB Gold In-Tube
(QFT-GIT) assay (Cellestis, Carnegie, Australia) and the T-SPOT.TB assay (Oxford
Immunotec, Marlborough, USA) are the IFN-γ release assays that are approved by
the US Food and Drug Administration (FDA). However, it is still not clear how
these tests would perform in detecting latent infections in cases of TB sepsis [11].

Imaging

Imaging is useful for evaluating symptomatic patients with appropriate epidemio-
logic risk factors for TB. Presence of cavitation, upper lobe infiltrates or fibrosis,
intra-thoracic lymphadenopathy, pleural effusion, pneumothorax may all suggest
tuberculosis. The classic miliary pattern described with disseminated TB (as seen
in Fig. 1) may not be apparent on presentation or until after a few weeks as the
immune system is overwhelmingly suppressed. Computed tomography (CT) scan
especially high resolution CT is more sensitive then chest radiography for detect-
ing subtle parenchymal and nodular changes. However, its specificity for TB is
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Fig. 1. Classic miliary shadows
in lung fields in a case of tuber-
culosis with multiorgan dysfunc-
tion syndrome.

still not established. When any lesion amenable to CT-guided biopsy is present, it
may help in establishing diagnosis. But there are no data on whether these can be
helpful.

Microbiological Evaluation

Acid-fast bacillus smear
AFB smears of expectorated or induced sputum, bronchoalveolar lavage (BAL)
fluid, gastric lavage, stool, pleural, pericardial and peritoneal fluid, cerebrospinal
fluid (CSF), urine, blood, bone marrow aspirate, lymph node biopsy, liver biopsy
and transbronchial biopsy have shown various degrees of sensitivity ranging
from 30 % to 80 %. The probability of a positive smear increases with the number
of sites sampled. CSF should only be examined in cases where neurological symp-
toms or signs are present. If the chest radiograph does not suggest pulmonary
involvement, bronchoscopy may be less useful. Bronchoscopy with BAL did not
add significantly to the diagnostic yield, if all the other sites were also sampled
[12]. Further concentration of samples prior to processing for smear may help to
increase sensitivity. Fluorochrome dye-based stains are more sensitive than the
routine Ziehl-Neelsen stain [13]. However, neither of these staining methods
helps differentiate between tuberculous and non-tuberculous mycobacteria; fur-
ther testing with nucleic acid amplification is required to achieve this [14].

Cultures
Cultures are the gold standard for definitive diagnosis of TB. Mycobacterial blood
cultures, preferably using lysis centrifugation techniques, are a rapid and non-
invasive method of diagnosis. The conventional Lowenstein-Jensen medium used
takes 4–6 weeks to detect growth. With evolution of diagnostic microbiology,
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newer mediums are now available which can detect growth within 2–4 weeks. All
specimens should be inoculated in a commercial automated radiometric detec-
tion system, which is more rapid and more sensitive than standard techniques.

Rapid Diagnostic Tests

Adenosine deaminase levels
Adenosine deaminase (ADA) levels represent a faster and cheaper way to estab-
lish diagnosis especially in resource-limited areas with a high prevalence of TB.
Elevated concentrations of pleural fluid or peritoneal fluid ADA has been
described in the setting of TB. Peritoneal and pleural fluid ADA values greater
then 40 IU had a very high sensitivity and specificity for TB peritonitis and TB
pleural effusions, respectively [15, 16]. The utility of ADA levels for diagnosis in
areas of low prevalence and peritoneal fluid levels in cases of cirrhosis is still
debatable. In pleural effusions, ADA was also found to be raised in empyema and
rheumatoid disease. However, further studies have revealed that the increased
ADA in TB effusion was mainly due to an increase in ADA2 levels, which was not
the case with empyema and rheumatoid disease; measurement of ADA2 may thus
improve sensitivity [17]. The sensitivity of ADA for TB is higher then a polymer-
ase chain-reaction (PCR) based test, which has greater specificity in a high preva-
lence setting [18]. The role of ADA in the diagnosis of TB meningitis is still not
well established [19].

Interferon gamma assay
Determination of IFN-γ levels in pleural fluid has good sensitivity (90 %) and
specificity (97 %), and may be useful to differentiate tuberculous from non-tuber-
culous effusions [20].

Nucleic acid amplification test
Nucleic acid amplification testing is useful for rapid identification of Mycobacte-
rium tuberculosis in respiratory samples; results can be available within two to
seven hours. Currently two tests, enhanced MTD (enhanced M. tuberculosis direct
test) and enhanced amplicor M. tuberculosis test 2 (AMTD2), are approved for
nucleic acid amplification testing in smear-positive and smear-negative respira-
tory specimens. According to FDA data, the sensitivity of the tests for tuberculo-
sis (compared with culture) is approximately 95 % in patients with a positive AFB
smear, but only about 50 % in smear-negative cases. Specificity is greater than
95 % in smear-negative and smear-positive samples. Although the FDA has not
yet approved the use of nucleic acid amplification testing on non-respiratory
samples, research has shown that nucleic acid amplification testing can be very
useful in these samples, especially gastric fluid, lymph node biopsies, and skin
biopsies [21]. However, nucleic acid amplification tests do not perform well with
pleural fluid samples because pleural fluid has many inhibitors which affect the
test, resulting in poor sensitivity. When TB meningitis is suspected without extra-
meningeal disease, nucleic acid amplification tests give a better yield than any
other test, but experience with these specimens is minimal and they require spe-
cial handling [22]. Nucleic acid amplification tests have poor sensitivity in smear-
negative cases. A negative result does not rule out a diagnosis of TB. Most pub-
lished data regarding the performance of nucleic acid amplification tests are
based upon laboratory trials. These studies do not completely address their clini-
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cal applicability. It remains to be seen whether the routine use of nucleic acid
amplification tests in non-research settings by less experienced and less trained
technicians will result in a deterioration in performance.

Histopathology of tissue specimens
Histopathology continues to play an important role in the rapid diagnosis of TB.
Liver biopsies have the highest yield. In case of disseminated disease? granulomas
were demonstrable in nearly 100 % of liver biopsies (Fig. 2), 82 % of bone marrow
biopsies and 72 % of transbronchial biopsies [8]. If biopsies are targeted based on
involvement of specific organ systems, then the diagnostic yield is increased.

Fig. 2. Photomicrograph showing classic hepatic tubercular granuloma.

Drug susceptibility testing
Drug susceptibility testing for isoniazid, rifampin and ethambutol should be per-
formed on initial isolates from each site of disease. The agar proportion and liq-
uid radiometric methods are used mainly to detect mycobacterial drug resistance.
The agar proportion method requires around 1 month for susceptibility testing
after visible growth appears. This translates into presumptive treatment until sus-
ceptibility reports are available. Liquid radiometric methods reduce this time to
15–20 days. However, with the increasing number of cases of drug-resistant
tuberculosis, it is imperative to reduce this time to as short as possible. Several
rapid molecular or genotypic tests for tuberculosis drug susceptibility testing
have emerged:

A) The microscopic-observation drug-susceptibility assay: This test combines
organism detection and susceptibility testing using a single technique, by
comparing mycobacterial growth in 24-well plates with liquid culture
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medium in the presence and absence of antimycobacterial drugs [23]. The
sensitivity of this assay compared to automated mycobacterial culture and
Lowenstein-Jensen culture was 98 %. Median time to culture positivity was 7
days.

B) Phage-based assays: Despite good agreement of phage-based assays for
detecting rifampin resistance compared to conventional testing, significant
concerns have been raised regarding rates of contamination. Furthermore,
with development of line probe assays, the exact scope and role of phage-
based assays needs to be determined.

C) Line probe assays: These are automated molecular tests for diagnosis of M.
tuberculosis and resistance to rifampin. They use real time PCR to amplify
the specific M. tuberculosis sequence of the rpoB gene, which is then
probed for mutations in the rifampin resistance determining region. Line
probe assays provide sensitive detection of M. tuberculosis (97 %) and
rifampin resistance (98 %) directly from untreated sputum in less then 2
hours [24].

D) Molecular beacons: These are labeled oligonucleotides that fluoresce when
hybridized to a target sequence encoding genes for drug resistance. About
95 % of rifampin-resistant strains contain mutations within a single locus
(rpoB), and rifampin resistance may be considered a surrogate marker for
multidrug-resistant TB (MDR-TB); approximately 90 % of rifampin-resistant
strains are also resistant to isoniazid [25].

Drug susceptibility testing is less reproducible when testing susceptibilities of sec-
ond-line drugs, which are integral to the treatment of any patient with XDR-TB
(extensively drug resistant TB). Furthermore, all marketed rapid technologies
(i.e., PCR-based techniques) and the Microscopic Observation and Drug Suscepti-
bility assay detect resistance only to first-line medications [23–25].

Treatment

Tuberculosis sepsis is uniformly fatal if not diagnosed and treated in time. Even
with treatment, mortality is as high as 40–50 %. Delay in diagnosis and initiation
of treatment is responsible for this high mortality. Currently there are no ran-
domized trials that have evaluated the efficacy of different regimens in the treat-
ment of TB sepsis and multi-organ dysfunction syndrome.

Anti-tuberculous Therapy

The American Thoracic Society (ATS), Centers for Disease Control and Preven-
tion (CDC) and Infectious Diseases Society of America (IDSA) have issued joint
guidelines for the treatment of TB [26]. The initial regimen is for two months fol-
lowed by a continuation phase of either 4 or 7 months. The choice of treatment
in the initial phase is empiric and is based on likely susceptibility. Four drugs are
used in the initial phase: isoniazid, rifampin, pyrazinamide, and ethambutol. In
drug susceptible cases, rifampin and isoniazid are used in the continuation phase
for 4 or 7 months. Directly observed therapy is the best way to ensure completion
[26]. The recommendations for disseminated disease are the same as for pulmo-
nary disease. A longer duration of therapy is required for miliary TB, bone dis-
ease, and in the immunocompromised. In the presence of TB meningitis, the
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duration needs to be extended to at least 12 month. Patients who show slow
microbiologic or clinical response have high relapse rates and may benefit from
extended therapy. The biggest challenge in patients with TB sepsis and multi-
organ dysfunction is which drugs to give.

Isoniazid, rifampin, and pyrazinamide have significant hepato-toxicity. In
patients with no pre-existing liver disease and normal liver function, standard
four drug therapy may be started safely. Anti-tuberculous therapy should be dis-
continued if the patient’s transaminase level increases three times above normal
with symptoms or five times above normal without symptoms [26]. The optimal
approach to resumption of anti-tuberculous therapy is uncertain. Three new
drugs (e.g., an aminoglycoside and two oral agents, such as ethambutol and a flu-
oroquinolone) could be started until the transaminase concentration returns to
less than twice the upper limit of normal (or to near baseline levels) [27]. For
patients with severe unstable liver disease who require a regimen with no hepato-
toxic agents, streptomycin, ethambutol, a fluoroquinolone and another second
line oral drug may be used for a duration of 18 to 24 months. Alteration in dosing
of antitubercular therapy, particularly of ethambutol and pyrazinamide, is neces-
sary in patients with renal insufficiency. Lengthening the dosing interval is pref-
erable to reducing the dose in order to optimize peak serum concentrations.
Administration of all anti-TB drugs immediately after hemodialysis facilitates
directly observed therapy (three times weekly) and minimizes premature removal
of the drugs. In critical care, it is important to administer pyridoxine with isonia-
zid in order to avoid isoniazid-induced neuropathy. Isoniazid can also cause cyto-
penias, which may be synergistic with other toxicities or co-morbidities in the
critically ill. Rifampin is a potential cytochrome P450 inducer. It is essential to
review the entire drug chart in patients receiving rifampin to anticipate potential
serious drug-drug interactions. Ethambutol may cause irreversible optic neuritis.

Drug-resistant TB
Certain demographic and historical features may raise suspicion of drug-resistant
TB, including previous treatment for TB. The availability of rapid molecular drug
sensitivity testing has made this diagnosis faster and easier. Modifications of con-
ventional treatment are essential. Moxifloxacin may be a suitable alternative for
patients who are intolerant of isoniazid or are infected with isoniazid-resistant M.
tuberculosis [28]. Because rifampin is the cornerstone of all six-month regimens,
resistance to this drug requires prolongation of treatment [26]. Treatment of
MDR-TB (resistance to isoniazid and rifampin) should be guided by drug suscep-
tibility testing whenever possible (Table 1). In many parts of the world, however,
drug susceptibility testing is not available (at least initially), and empiric therapy
must be used. The initial empiric therapy of TB in areas with a known high prev-
alence of MDR-TB or in patients who contract TB after contact with a patient
with known MDR-TB, should include the standard recommendations plus what-
ever additional drugs are necessary to assure that at least four drugs effective
against the most prevalent drug-resistant strains are included in the regimen [26].

XDR-TB is defined as resistance to both isoniazid and rifampin with additional
resistance to at least one fluoroquinolone and one injectable agent (amikacin,
kanamycin, or capreomycin). There are no randomized controlled trials on which
to base strong recommendations for the pharmacotherapy of XDR-TB. In this
scenario, the existing four-drug regimen should be strengthened, while waiting
for results of drug susceptibility testing. An injectable agent (e.g., capreomycin),
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Table 1. Suggested treatment regimens for the management of patients with drug-resistant pulmonary
tuberculosis

Drug resistance Suggested regimen Duration
(months)

Comments

INH RIF, PZA, EMB (an
FQN may strengthen
regimen)

6 6-month regimens have yielded 95 % suc-
cess rates despite resistance to INH [29].
Result was best if PZA was also used
throughout the 6 months [30].

RIF INH, PZA, EMB (a
FQN may strengthen
the regimen)

9–12 An injectable agent may be added in the
initial 2 months of therapy.

INH and RIF (± SM) FQN, PZA, EMB, IA,
± alternative agent

18–24 Resection surgery may be considered

INH, RIF (± SM),
and EMB or PZA

FQN , IA, and two
alternative agents

24 Resection surgery should be considered.

EMB: ethambutol; FQN: fluoroquinolone (most experience with ofloxacin, levofloxacin,or ciprofloxacin);
INH: isoniazid; PZA: pyrazinamide; RIF: rifampin; SM: streptomycin; IA: injectable agent (streptomycin,
amikacin, kanamycin or capreomycin). Alternative agents: ethionamide, cycloserine, p-aminosaliclyic
acid, clarithromycin, amoxicillin/clavulanate, linezolid.

if the patient is not already on an injectable medication, one or two oral second-
line medications (e.g., ethionamide and cycloserine or terizidone) and a third-
line agent (e.g., amoxicillin-clavulanate, clarithromycin, linezolid or clofazamine)
should be added. This may require that seven or more drugs be given until drug
susceptibility results are obtained. Therapy should then be tailored according to
drug susceptibility testing when available. The duration of therapy often extends
for an average of 18 months after sputum conversion [31, 32].

Newer Anti-tubercular Therapy

Research has now accelerated for search of new therapies for TB. Moxifloxacin
and gatifloxacin are currently being investigated in phase 3 trials to shorten the
duration of treatment in drug-susceptible tuberculosis. The diarylquinoline,
TMC207, offers a new mechanism of anti-TB action by inhibiting mycobacterial
synthase. Preliminary phase 2 trial results for this agent in the setting of MDR-TB
appear promising [33]. Nitroimidazoles (PA824 and OPD67683) have demon-
strated good anti-mycobacterial activity in a mouse model and in vitro for drug
sensitive and resistant strains of TB [34, 35].

Adjunctive Therapy

Corticosteroids

Current recommendations on steroids in the treatment of TB are based on limited
evidence. The presence of associated adrenal insufficiency is an absolute indica-
tion for steroid therapy. Corticosteroid therapy may be beneficial in TB sepsis
with TB meningitis, large pleural or pericardial effusion, acute respiratory dis-
tress syndrome (ARDS), immune complex nephritis and histiocytic phagocytosis.
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Drotrecogin alfa

Only one report of the use of drotrecogin alfa (activated) in TB sepsis is available
in the literature [36]. Further use in TB sepsis should be based on generally
approved guidelines for the use of this product.

Immunotherapy

Uncontrolled trials and anecdotal reports suggest that adjunctive immunotherapy
with IFN-γ may be useful in the management of MDR-TB [37].

Surgery

Surgical debulking of areas of pulmonary cavitation and localized disease has
been advocated as an adjunct to medical therapy. In a carefully selected popula-
tion of HIV-negative patients, resective surgery (lobectomy, wedge resection, or
pneumonectomy) can help achieve relatively rapid sputum culture conversion
and provide durable cure in patients with MDR- and XDR-TB [26, 38, 39]. Fur-
ther research is needed regarding the selection of surgical candidates, timing of
surgery, optimal medication regimens, and duration of therapy following surgery.

Micronutrient supplementation

The few trials available have demonstrated conflicting results regarding any
potential benefits of this approach [40–42]. Further studies are needed before
any recommendations can be made.

Conclusion

With the increasing populations of patients with HIV or diabetes and the wide-
spread use of immunosuppressive medication, we may see increasing proportions
of patients presenting with TB sepsis in the years to come. With the various diag-
nostic and therapeutic dilemmas surrounding TB, this may represent another
menace in infectious disease management in the critical care setting. Many meth-
ods for fast diagnosis and newer drugs have emerged. But these methods have
not gained widespread acceptance in health programs of countries with high dis-
ease prevalence. One of the biggest hurdles is the cost. With the greatest preva-
lence of TB in developing countries and among poorer populations, the focus
should be on the development of cost-effective strategies and practical strategies
of management. Ultimately, the major purpose of research is to develop solutions
that can benefit the populations who need them most. The last decade has seen
aggressive research in this field to address these larger issues also and it seems
that we are just on the right track.
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Introduction

Inflammation is a cornerstone of the pathophysiology of nearly all diseases
treated in the intensive care unit (ICU) [1]. More than 90 % [2] of critically ill
patients present clinical signs of systemic inflammatory response syndrome
(SIRS): Fever, tachycardia, tachypnea and elevated white blood cell count. In par-
ticular, sepsis and acute lung injury/acute respiratory distress syndrome (ALI/
ARDS), the two most important diseases, accounting for more than 50 % of
deaths in ICU patients [3, 4], are characterized by a sudden activation of innate
immunity and other inflammatory mechanisms [5]. Several pro- and anti-inflam-
matory mediators are involved, particularly in the early phase of these syndromes
[6]. Studies conducted so far have shown that interleukin 1β (IL-1β) and tumor
necrosis factor-α (TNF-α) [7, 8] play a key role, together with IL-6 and many oth-
ers (e.g., procalcitonin, soluble triggering receptor expressed on myeloid cells
[sTREM]-1, von-Willebrand factor, etc.). However, the pathophysiological role of
most of the molecules suggested so far as markers of clinical severity and out-
come in sepsis and ALI/ARDS is still largely obscure [9].

The long pentraxin PTX3, a distant relative of the acute phase C-reactive pro-
tein (CRP), was identified in the 1990s as an early induced gene in endothelial
cells and macrophages. PTX3 is a key inflammatory mediator characterized by
complex regulatory functions [10] and represents a novel candidate marker for
inflammatory, infectious, and cardiovascular pathology [11]. In the present chap-
ter, we will describe and discuss the role of PTX3 in critical care diseases.

PTX3: Role in Innate Immunity

Innate immunity is the first line of defense against pathogens and plays a key role
in the initiation and activation of adaptive immunity. Innate immunity receptors,
also called pattern-recognition molecules (PRMs), recognize a few highly con-
served pathogen-associated molecular patterns (PAMPs) expressed by microor-
ganisms [12]. Based on their localization, PRMs are divided into cell-associated
receptors, either intracellular or cell surface bound, and soluble PRMs [13]. Solu-
ble PRMs include collectins, ficolins, complement components and pentraxins,
and represent the functional ancestor of antibodies [13].

Pentraxins are highly conserved proteins characterized by a cyclic multimeric
structure [10]. CRP and serum amyloid P component (SAP) are the prototypical
short pentraxins. CRP and SAP are produced in the liver in response to inflam-
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matory mediators, mostly IL-6 [14]. CRP levels in normal plasma are very low ( e
0.3 mg/dl) but they can increase dramatically during the acute phase response.
CRP’s role as a marker of systemic inflammatory activation is widely recognized
[15], even though its pathophysiological role is not entirely elucidated. Indeed,
recent studies indicate that CRP gene polymorphisms associated with a marked
increase in CRP levels are not associated with a higher risk of ischemic vascular
disease [16, 17].

Long pentraxins are characterized by an N-terminal domain coupled to the C-
terminal pentraxin domain [10]. At variance with CRP and SAP, the prototypic
long pentraxin PTX3 is rapidly produced and released by various cell types, in
particular macrophages, myeloid dendritic cells, endothelial and epithelial cells,
in response to primary inflammatory signals like TNF-α and IL-1β [10]. In addi-
tion, PTX3 is stored in specific granules of neutrophils in a ready-to-use form
which is promptly released upon microbial recognition [18],

PTX3 has antibody-like functions, binding pathogens, activating and regulat-
ing complement, and opsonizing particles [10, 13, 19, 20]. In addition, PTX3 per-
forms complex peculiar regulatory functions in the inflammation process. Two
scenarios can be depicted: On the one hand, ptx3-transgenic mice showed
increased resistance to lipopolysaccharide (LPS) toxicity and to cecal ligation and
puncture, whereas ptx3-deficient mice developed more myocardial damage in a
model of cardiac ischemia and reperfusion injury [21, 22]. On the other hand,
after intestinal ischemia and reperfusion injury, PTX3 overexpressing mice
showed exacerbated inflammatory response and reduced survival rate, because of
enhanced production of pro-inflammatory mediators (TNF-α in particular), thus
suggesting a detrimental role of the protein [23, 24]. Recently, we observed that
PTX3 binds P-selectin [19]. Using three in vivo models of P-selectin-dependent
inflammation (pleurisy, acid-induced ALI and intra-vital microscopy analysis of
mesenteric inflammation), we found that exogenously administered PTX3 and
endogenous PTX3 released from hematopoietic cells acted as a negative feedback
loop, preventing excessive P-selectin-dependent recruitment of neutrophils. It is
likely that this pathway represents one of the molecular mechanisms involved in
the regulatory role exerted by PTX3 on inflammation [19].

In conclusion, laboratory studies so far have shown that PTX3 plays a key role
not only in innate immunity but also as a tuner of inflammation, and that its
presence can be protective or deleterious for the host, depending on the type of
injury and on PTX3 expression levels.

PTX3 in Human Pathology

Circulating PTX3 levels in humans are normally low (< 2 ng/ml) and they can
increase dramatically under inflammatory conditions [11]. To date, many clinical
studies have been conducted on a variety of human inflammatory/infectious dis-
eases. The most preeminent results on PTX3 role have been disclosed in patients
affected by the following disorders:

1. Autoimmune diseases: PTX3 is increased and correlates with severity in many
autoimmune disorders, like inflammatory rheumatic disease, systemic sclero-
sis, systemic vasculitis and systemic lupus erythematosus (SLE) [25–28]. Inter-
estingly, a recent study by Bassi and colleagues has shown that, in SLE
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patients, anti-PTX3 antibodies are significantly prevalent and they might pro-
vide protection from renal involvement [29].

2. Pathologies of pregnancy: PTX3 plays a key role in human reproductive pro-
cesses [30] and a recent clinical study observed a strong genetic association
between PTX3 production and fertility [31]. Moreover, higher PTX3 levels are
associated with preeclampsia development and severity [32, 33].

3. Cardiovascular disorders: Higher PTX3 levels are associated with unstable
angina pectoris, coronary artery disease, hypertension and stiffness of large
arteries [34–37]. Moreover, PTX3 seems to be an early marker of irreversible
myocardial damage and the only independent predictor of mortality, among
various mediators, within 24 hours from acute myocardial infarction (AMI)
[38]. Thus PTX3 is a new candidate prognostic marker in ischemic heart disor-
ders, including AMI [38, 39].

4. Febrile patients: A recent study by de Kruif et al. studied PTX3 plasma levels
in 211 febrile patients admitted to the emergency department. PTX3 was asso-
ciated with referral to ICUs, with development of congestive heart failure, and
with longer hospital stay [40].

5. Localized infections: Increased levels of PTX3 have been observed in diverse
infectious disorders including Aspergillus fumigatus infection, tuberculosis,
leptospirosis, dengue and meningitis [41–43]. In all these conditions, PTX3
levels correlated with disease severity and had a prognostic value.

Interestingly, a very loose correlation has been observed between circulating lev-
els of PTX3 and CRP in all the studies reported thus far, and plasma PTX3 seems
to increase more rapidly than plasma CRP during inflammation and infection.

Given the abovementioned role of PTX3 in innate immunity and in various
inflammatory/infectious diseases, researchers have started to explore the signifi-
cance of PTX3 as a marker of severity and outcome predictor in ALI/ARDS and
sepsis.

PTX3 in ALI/ARDS patients

We recently performed a prospective, controlled, observational study [44] in
which we measured circulating PTX3 levels in 21 ALI/ARDS patients within 24
hours from intubation (day 1), 24 hours after the first sample, then every three
days for the first month and then once a week, until discharge from the ICU.
PTX3 was also measured in fluid obtained from bronchoalveolar lavage (BAL),
which was performed when clinically indicated. In these ALI/ARDS patients, out
of several day 1 parameters, PTX3 was the only one to be significantly different in
survivors and non-survivors. Moreover, PTX3 plasma levels peaked on the first
day, declining thereafter. Finally, PTX3 levels were positively correlated with lung
injury score values (Fig. 1 a) and number of organ failures (Fig. 1 b). PTX3 was
present in BAL fluid and BAL fluid samples that were positive on bacterial culture
were associated with significantly higher PTX3 values [44].

Our results, supported by growing experimental evidence, seem to suggest a
central role for PTX3 in ALI/ARDS [45]. PTX3, promptly released by neutrophils,
may recognize the injurious noxae, promote phagocytosis of bacteria by migrated
neutrophils, and enhance nitric oxide (NO) production and tissue factor expres-
sion [19]. Although results thus far seem very promising, PTX3’s role in ALI/
ARDS as an inflammatory mediator and as a marker of severity and outcome
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Fig. 1. Pentraxin 3 (PTX3) in
acute lung injury/acute respira-
tory distress syndrome (ALI/
ARDS) patients. In a study con-
ducted on 21 patients with ALI/
ARDS, plasma PTX3 was signifi-
cantly associated with severity
of lung injury (*p< 0.001, panel
a) and number of organ failures
(p< 0.001 by ANOVA, panel b).
Boxes represent the median,
25th and 75th percentiles. The
10th and 90th percentiles are sig-
nified by whisker caps. From
[44] with permission

needs to be studied more both in animal models (e.g., ptx3-deficient mice) and in
the clinical setting.

PTX3 in Septic Patients

To date, three clinical studies have investigated the significance of PTX3 during
sepsis. In an explorative study by Muller and colleagues, baseline PTX3 plasma
levels were measured in 101 patients admitted to a single ICU, with a diagnosis of
SIRS, sepsis or septic shock. In this study, PTX3 was elevated in all patients in
comparison to healthy controls, with a gradient from SIRS to septic shock [41]. A
more recent study by Sprong et al., investigated PTX3 levels in 26 patients
affected by severe meningococcal disease and admitted to a single ICU and found
higher baseline levels in patients with hemodynamic shock in comparison with
those without shock [42]. Finally, we recently performed an observational study
on 90 patients with severe sepsis or septic shock admitted to three general ICUs.
We measured plasma PTX3 levels every day for the first week, then every other
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day until day 13 and then every fifth day until the end of the study or until ICU
discharge or death. We also recorded sepsis signs, disease severity and organ dys-
function. Mortality was assessed at day 90 from study entry. We found that PTX3
levels remained significantly higher in non-survivors in comparison to survivors
over the first five days (Fig. 2). Moreover, on day 1, patients with septic shock had
higher PTX3 levels than patients with severe sepsis. Finally, PTX3 was signifi-
cantly correlated with signs of sepsis severity (i.e., heart rate, serum creatinine,
platelet count), and with global clinical severity scores, like Simplified Acute
Physiology Score (SAPS) II score and Sequential Organ Failure Assessment
(SOFA) score, and number of organ failures [46].

Similarly to ALI/ARDS, clinical and laboratory studies seem to indicate a key
role for PTX3 in sepsis. Interestingly, our study in septic patients also showed a
correlation between circulating PTX3 increase and coagulation/fibrinolysis sys-
tem dysfunction [46]. This observation corroborates experimental evidence con-
necting the coagulation/fibrinolysis system with inflammation activation and
sepsis severity and deserves further scrutiny.

Conclusion

PTX3 is a recently discovered molecule involved in the acute phase of inflamma-
tion which exerts complex and delicate regulatory functions. Evidence is growing
of a possible central role for PTX3 in a variety of human diseases. In particular,
our research group has contributed to exploring the significance of PTX3 in the
two most relevant diseases of critical care medicine: ALI/ARDS and sepsis. Early
elevated PTX3 levels are associated with more severe forms of sepsis and ALI/
ARDS and with outcome. However, it remains to be elucidated whether PTX3
plays a direct role or is just a marker of an established injury in these deadly syn-
dromes. Hopefully, future studies aimed towards a clearer description of the role
of PTX3 in critical care medicine will lead us to a deeper understanding of the
pathophysiological mechanisms involved and, eventually, to the development of
specific and effective therapies.
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Introduction

Intravenous immunoglobulins (IVIG) are currently used to treat several diseases
including toxic shock syndrome, different vasculitis, toxic epidermolysis syn-
drome, Kawasaki syndrome, myasthenia gravis, etc. Primarily, IVIG are used with
the aim of tampering with the immune system, taking advantage of their pleiotro-
pic effects. The rationale behind the use of IVIGs includes their interaction with
soluble molecules and surface membrane receptors ultimately influencing the
global immune response and its inflammatory and anti-inflammatory paths.
Moreover, IVIGs play a complex role, binding exogenous molecules, influencing
the path of presentation of antigens, and interacting with mediators of the spe-
cific immune response, mostly depending on lymphocytes.

Several mechanisms have been described to explain the efficacy of IVIGs,
including: (a) Amplification of the immune response through an increase in opso-
nization and phagocytosis and activation of the complement system; (b) decrease
in the inflammatory response, by the reduced production of tumor necrosis fac-
tor (TNF)-α and other inflammatory mediators; and (c) increased release of solu-
ble receptors for a number of cytokines [1, 2]. Interestingly, IVIGs play their role
by interacting with the active phase of sepsis and with the counter-regulatory
mechanisms or compensatory anti-inflammatory response syndrome [3, 4].
Although the pathophysiological basis for their use is well established, the results
of several randomized controlled trials (RCTs) aimed at investigating the clinical
effects of IVIGs have been controversial [5], probably due to the relatively small
numbers of patients included and the heterogeneity of their underlying condi-
tions [6].

Structure and Function of Immunoglobulins

It is well known that non-self antigens are initially recognized by innate immu-
nity, which consists of antigen presenting cells. These monocyte cell lines are
entrusted with the task of processing antigens and presenting the resulting epi-
topes to the cells of specific immunity, mostly belonging to lymphocyte cell lines.
Surface membrane receptors of the antigen presenting cells recognize common
non-specific antigenic determinants and cannot match the wide variability of
microbial antigenic epitopes.

Specific immunity, also known as adaptive immunity because of its ability to
cope with continuously changing antigens, involves antibodies encoded by genes
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Fig. 1. Schematic two-dimensional structure
of an immunoglobulin G (IgG) molecule. VH
and VL indicate the variable regions of the
heavy and light chains, respectively. CDR:
complementary determining region; COOH:
carboxyl; Fab: fragment antigen binding; Fc:
fragment crystallizable region; NH2: amino

that undergo somatic recombinations and hypermutations. The distinction
between innate and specific immunity appears rather simplistic, as the two sys-
tems converge at multiple points [7, 8]. For example, opsonization by antibodies
promotes internalization and presentation of epitopes by cells of the innate
immunity, which in turn boost the activation of T helper lymphocytes, thus pro-
moting the activation of specific immunity and production of antibodies.

Antibodies are secreted by plasma cells, which are derived from activated B
lymphocytes. Antibodies belong to five different classes of immunoglobulins
(IgG, IgA, IgM, IgE, and IgD). The IgG class has a prototypical structure and
consists of a Y-shaped molecule made of two identical heavy (H) and light (L)
peptide chains (Fig. 1). H and L chains are both divided into a variable (V)
domain that binds antigens, and a constant (C) region that activates the various
components of the immune system, triggering specific responses (for example,
phagocytosis, antibody- and cell-mediated cytotoxicity, and complement-medi-
ated lysis). The region connecting the two functional parts can undergo confor-
mational changes in order to re-shape the molecule according to the antigen var-
iability.

In conclusion, immunoglobulins can be considered as biochemical transducers
that are able to:

) neutralize bacterial toxins;
) opsonize bacteria, promoting their destruction and amplifying the mecha-

nism of antigen presentation by innate immunity;
) regulate inflammatory and anti-inflammatory activity as soluble receptors

binding circulating cytokines;
) modulate the complement cascade [1, 8].

Rationale for the use of Intravenous Immunoglobulins in Sepsis

On the basis of their specificity, IVIG preparations can be grouped into monoclo-
nal – containing a single class of immunoglobulin directed against a single epi-
tope (e.g., TNF-α soluble receptors, etc) – or polycloclonal – containing antibodies
directed against multiple epitopes. The additional immunomodulatory effects
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attributed to the latter class are due to naturally occurring autoantibodies and
some non-immune proteins present in the preparations [1].

Both types of immunoglobulin have been used in septic patients, with different
results [2, 9, 10]. Monoclonal antibodies are currently used to treat some diseases
which, unlike sepsis, are characterized by local instead of diffuse inflammatory
activity. For example, monoclonal antibodies are used for the treatment of
Crohn’s disease and rheumatoid arthritis [11]. However, monoclonal antibodies
are not free of adverse effects. Administration of an anti-TNF-α antibody (inflixi-
mab), for example, was associated with pulmonary and skin infections caused by
intracellular species and with the reactivation of tuberculosis [12].

In recent years, several RCTs have been conducted in order to test the efficacy
of monoclonal antibodies against endotoxin, sepsis mediators and surface recep-
tors. However, results are conflicting and some trials seem to show an advantage
in the control arm [13]. Moreover, only post hoc analyses could identify small sub-
sets of patients who received benefit from this approach [5]. Different biases have
been suggested to explain these results, including the different endpoints consid-
ered by the investigators (e.g., 28-day vs 56-day survival), the appropriateness of
other treatments of sepsis, and the presence of other concomitant diseases [13].

Polyclonal preparations contain variable amounts of IVIG directed against a
variety of Gram-negative and Gram-positive epitopes and bacteria-derived sub-
stances, including endotoxin. Several preparations contain predominantly IgG
with only traces of other immunoglobulins (Polyglobin®, Bayer, Germany),
whereas only one product contains elevated concentrations of IgM (in addition to
IgG) and minor amounts of IgA (Pentaglobin®, Biotest, Germany) (eIg). Aside
from the immunoglobulin concentrations, the various preparations also differ
with regard to the stabilizers used [1]. Unlike monoclonal IVIGs, polyclonal
IVIGs are widely used in septic patients despite the lack of very large, positive
RCTs fully satisfying the evidence-based medicine (EBM) criteria.

With regard to the type of preparation of IVIG, different meta-analyses have
shown an increased survival in patients treated with eIg compared with prepara-
tions containing only IgG [17, 18]. As the endotoxin molecule represents a target
for IgM [14], this effect is particularly evident in patients affected by Gram-nega-
tive infections [19].

Clinical Indications for IVIG in Sepsis

As recommended by the Surviving Sepsis Campaign Executive Committee, the
administration of IVIG should be limited to pediatric sepsis [20]. However, this
position does not take in account a meta-analysis showing that the risk of death
was lower in septic patients who received polyclonal IVIGs than in controls (RR=
0.64, 95 % CI = 0.51–0.80) [21], with this beneficial effect being significant in
adults (RR = 0.62 95 % CI: 0.49–0.79) but not in pediatric patients (RR = 0.70;
95 % CI: 0.42–1.18). These results have been confirmed by a more recent meta-
analysis including a larger number of subjects, in which a better survival was
shown in adult septic patients given polyclonal IVIG compared with controls
(n = 2621; RR 0.74, 95 % CI 0.62–0.89) [22]. The difficulties encountered in defin-
ing the exact role of IVIGs can be imagined if one considers that only 20 studies
out of > 4000 were considered eligible by Turgeon et al. for their systematic
review [22].
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IVIGs have been used both as a prophylactic measure in patients with a high risk
of infection and as a biological therapy of sepsis. They have been used for reduc-
ing the risk of early neonatal sepsis or postoperative infections in open heart sur-
gery. However, any clinical advantage in newborns with low weight at birth
should still be considered speculative as it has not been definitely proved [23, 24]

Patients undergoing heart surgery are at a high risk of sepsis for different rea-
sosn, including the underlying conditions, the presence of multiple invasive
devices and prolonged ICU length of stay. Moreover, the use of cardiopulmonary
bypass (CPB) can trigger a systemic inflammatory reaction primarily ascribed to
the interaction between the blood and the extracorporeal circuit and/or the
absorption of endotoxin through the gut mucosa [25]. There is evidence that
IVIGs may reduce morbidity in postoperative heart surgery patients with an
Acute Physiology and Chronic Health Evaluation (APACHE) score & 24 on the
first postoperative day after CPB [26–28]. These results have been confirmed in
a more recent trial where the beneficial effect of IVIG, however, appeared to be
confined to more severely ill patients [29].

A beneficial effect of polyclonal IVIG has also been shown in critically ill
patients affected by toxic shock syndrome secondary to severe streptococcal
group A infections [30, 31]. Obviously, IVIG cannot replace conventional surgi-
cal drainage and antibiotic therapy. Yet promptness in surgical drainage of sep-
tic foci might account for the conflicting results existing in recent literature. A
number of RCTs have showed a more favorable outcome in surgical patients at
risk of or with established sepsis who were given IVIG when compared with
controls [25–27, 32–35]. Conversely, in medical patients, including those with
malignancies and neutropenia, the role of IVIG appears to be less definite [36,
37].

Along with the encouraging results in surgical patients, more recent reviews
have confirmed a significant effect of IVIG on overall mortality in mixed popula-
tions of septic patients. Notably, updated results from the Cochrane Collaboration
corroborate previous evidence, although the sensitivity analysis of trials with a
low risk of bias persistently fails to show a reduction in mortality both in adult
and newborn septic patients [21]. These ambiguous results may be ascribed to a
number of factors, such as the different time intervals elapsing between diagnosis
and treatment, the exclusion of elderly patients, the overall effect of other under-
lying diseases, and others. Indeed, the timing of administration appears to play a
pivotal role, as suggested by Berlot and Dimastromatteo, who observed that
patients given eIg early in the course of severe sepsis had a significantly better
survival rate than patients treated in a more advanced phase [38].

Conclusion

The treatment of sepsis is multifaced and requires different competencies.
Administration of IVIG cannot replace conventional surgical drainage and antibi-
otic therapy, and represents only an adjunctive therapy of sepsis. In recent years,
the immunological therapeutic approach has been extensively studied but the
results of both experimental and clinical investigations have been puzzling as the
administration of monoclonal antibodies directed against specific sepsis media-
tors produced conflicting results whereas the administration of the less specific
IVIG was associated with better outcomes.
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On the basis of the published literature, it is possible to conclude that:

a) Some patients, e.g., those undergoing heart surgery and premature newborns
with low birth weight may benefit from IVIGs when they are administered as
a prophylactic measure.

b) Surgical patients treated with IVIG seem to have better outcomes than do con-
trols.

c) The effects of IVIG on medical patients are less clear, probably as other con-
comitant disorders can influence the outcome independently of sepsis.

d) IgM-enriched IVIG preparations (eIg) exhibited a larger effect in reducing the
risk of death in severe sepsis and septic shock than those containing only IgG.

e) The efficacy of IVIGs is probably time-dependent, being maximal in the early
phases of severe sepsis and/or septic shock.

However, administration of IVIG is still not recommended in the Surviving Sepsis
Campaign guidelines and further studies are needed to dismiss any remaining
doubt on their efficacy.
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Introduction: Definition and Epidemiology

Spontaneous bacterial peritonitis (SBP) is a bacterial infection of ascitic fluid
developed in patient without any intra-abdominal, surgically treatable source of
infection [1]. In our experience, SBP is the second most common bacterial infec-
tion in patients with cirrhosis and ascites, coming after urinary tract infection
[1–4]. In unselected patients with ascites, the prevalence of SBP is 1.5–3.5 % in
outpatients [5, 6] and 10 % in inpatients [6]. Approximately half of the episodes
of SBP are present at the time of hospital admission and the rest are acquired dur-
ing hospitalization [1].

Pathogenesis of Spontaneous Bacterial Peritonitis

Bacterial translocation is the conditio sine qua non for the development of SBP
[6]. Bacterial translocation is defined as the migration of bacteria or bacterial
products from the intestinal lumen to the mesenteric lymph nodes [6]. In recent
years, studies have shown increased bacterial translocation in cirrhotic rats [6].
This ‘pathological bacterial translocation’ in cirrhosis is related to several factors,
including bacterial overgrowth, increased intestinal permeability and systemic
and local defects in host immunity [6].

Bacterial Overgrowth

Intestinal bacterial overgrowth plays a key role in bacterial translocation in cir-
rhosis and is the result, at least partly, of a decrease in small-bowel motility and
the delayed intestinal transit present in these patients [7]. It seems that auto-
nomic dysfunction, increased nitric oxide (NO) synthesis and the oxidative stress
of the mucosa are the main causes for decreased intestinal motility [7].

Intestinal Permeability

The intestinal mucosal barrier represents a physical and biological hurdle to bac-
terial translocation. Mucins, secretory mucosal immunoglobulin A antibodies,
alfa-defensins, lysozymes and the tight junctions protect the epithelium against
local and systemic bacterial invasion [8]. Cirrhotic patients were found to have
increased intestinal permeability compared to healthy controls [9]. Furthermore,
there was a significant correlation between the increased intestinal permeability,
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the severity of the liver disease and history of SBP [9]. Several factors increase
intestinal permeability in cirrhosis, including ultrastructural changes in the intes-
tinal mucosa, such as widening of intracellular spaces, vascular congestion,
edema of the lamina propria, fibromuscular proliferation, a decreased villous/
crypt ratio, wall thickening and tight junctions disruption [10]. Oxidative stress
of the intestinal mucosa increases lipid peroxidation and glycosylation of the
brush border membranes and mucins [11]. These changes are accompanied by
changes in bacterial flora in the gut, which have increased hydrophobicity and
adherence to the mucosa that may facilitate translocation across the mucosa. The
inflammatory pathway also appears to affect intestinal permeability. In experi-
mental cirrhosis, overproduction of tumor necrosis factor (TNF)-α and NO have
been described [6], altering the structure of the intestinal mucosa, decreasing
expression of tight junctions (zona occludens 1; ZO-1) and increasing intestinal
permeability [12].

Host Immunity in Cirrhosis

The intestinal tract is also an active immune organ. Gut-associated lymphoid tis-
sue (GALT) comprises four compartments: Peyer’s patches, lamina propria lym-
phocytes (including dendritic cells), intraepithelial lymphocytes, and mesenteric
lymph nodes. The interaction between intestinal bacteria and gut epithelium
stimulates GALT, triggering innate and acquired immune responses. Physiologic
bacterial translocation to mesenteric lymph nodes is part of the immune
response, allowing local immune stimulation without inducing systemic and local
inflammation [6]. In cirrhosis, because of local and systemic immune deficien-
cies, mesenteric lymph nodes are unable to contain bacterial infection. This
‘pathological’ bacterial translocation process is followed by bacteremia, ascitic
fluid inoculation and inflammatory response [6]. In recent years, several lines of
evidence have confirmed that a pathological bacterial translocation can occur as
a ‘continuum event’ in up to 32–42 % of patients with cirrhosis and ascites [13].

Innate Immunity in cirrhosis
Peripheral mononuclear cells are increased markedly in number and present an
over expression of Toll-like receptors (TLRs) [14] and an overproduction of TNF-
α [15]. Neutrophils showed reduced phagocytic activity, probably due to low
serum and ascitic complement levels as well as defects in Fc gamma-receptor
expression or tuftsin deficiency [16, 17].

Acquired immunity in cirrhosis
The absolute number of circulating T lymphocytes is reduced in cirrhotic
patients [18]. On the other hand, percentages of T lymphocytes, senescent CD8+
or pre-apoptotic CD4+ and CD8+ T cells are increased in cirrhotic patients com-
pared with healthy controls [18]. This is probably because prolonged antigenic
stimulation of T lymphocytes, with a significant number of effector cells impli-
cated in the antigenic response, leads to a higher probability of activation-
induced death (activation induced cell death describes the induction of cell death
in already activated T cells by restimulation of their T cell receptors) [18]. It is
possible to speculate that immunosuppression, associated classically with liver
cirrhosis, may be in part secondary to an exhausted state of the acquired immu-
nity. Recently, in experimental cirrhosis, it has been established that hyperactivity
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of the splanchnic sympathetic nervous system impairs host defense, playing a
role in the translocation of Gram-negative bacteria [19].

Risk Factors

We will consider below three classes of predisposing factors for SBP: Genetic fac-
tors, disease-related factors, and environmental factors.

Genetic Factors

Some genes that predispose to development of SBP have been identified recently.
Presence of the nucleotide-binding oligomerization domain containing 2 (NOD2)
variants, p.R702W, p.G908R, and c.3020insC, has been shown to increase the
development of SBP 3-fold, probably by increasing intestinal permeability [20].
Monocyte chemotactic protein-1 (MCP-1) polymorphism 2518 genotype AA has
been reported to be a risk factor for development of SBP in alcoholic cirrhosis
[21]. Further studies are needed to identify additional genetic factors predispo-
sing to the development of SBP.

Severity of Liver Disease

The Model of End-stage Liver Disease (MELD) score and Child-Pugh score corre-
late directly with the onset of SBP [22]. Serum bilirubin level > 2.5 mg/dl, low
level of serum albumin, creatinine level > 1.2 mg/dl, serum sodium level
e 130 mmol/L, hepatic venous pressure gradient > 12 mmHg reflect the severity

of liver disease and represent a risk factor for the development of SBP [23, 24].
Protein ascitic levels < 1.5 g/dl and low concentrations of C3 correlate with SBP;
they probably reduce opsonization of bacteria [16, 24]. Gastrointestinal bleeding
increase the risk of SBP 4-fold [1]; a possible explanation for this finding is that
the hemorrhagic shock increases bacterial translocation and intestinal permeabil-
ity. In patients who survive an episode of SBP, the 1-year cumulative recurrence
rate is 70 % [1].

Environmental Factors

Proton pump inhibitor therapy increases bacterial colonization of the upper gas-
trointestinal tract, predisposes to bacterial overgrowth and translocation and has
been recently associated with SBP [25].

Clinical Presentations and Complications of SBP

In up to 3 % of outpatients, SBP was diagnosed by a paracentesis which was per-
formed to control ascites [5]. In hospitalized cirrhotic patients with ascites, SBP
can also be asymptomatic [5]. More frequently, patients with SBP may have one
or more of the signs or symptoms reported in Box 1 [1].

In the general population, high serum levels of C-reactive protein (CRP) sug-
gest the presence of a bacterial infection [26]. Since CRP is an ‘acute-phase
response protein’ produced by hepatocytes, the diagnostic value of CRP measure-
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Box 1. Clinical presentation of sponta-
neous bacterial peritonitis

Signs and/or symptoms of systemic inflammation:
) hyper- hypothermia
) chills
) altered white blood cell count
) tachycardia
) tachypnea

Septic shock

Symptoms and/or signs of peritonitis:
) abdominal pain
) abdominal tenderness
) vomiting
) diarrhea
) ileus

Worsening of liver function (e.g., development of
hepatic encephalopathy):

Renal failure:
) hepatorenal syndrome
) acute tubular necrosis
) pre-renal failure

Gastrointestinal bleeding

ment may be limited in ‘infected’ patients with cirrhosis and liver failure. How-
ever, studies performed in patients with cirrhosis found significantly higher
serum CRP levels in patients with bacterial infection (including SBP) than in
those without [26]. Interestingly, increased serum procalcitonin concentrations,
another biomarker of infection, were found in patients with cirrhosis and bacte-
rial infection [26].

SBP leads frequently to a broad spectrum of complications, such as hepatore-
nal syndrome (HRS), hepatic encephalopathy, gastrointestinal bleeding and septic
shock [4]. In addition, these patients may have sepsis-induced hyperglycemia,
defective arginine-vasopressin secretion, adrenal insufficiency, or compartmental
syndrome. Development of complications contributes to the high rate mortality
of SBP [1, 4]. The most frequent complication is renal failure, which occurs in
33 % of these patients [27]. The development of renal dysfunction and type 1
HRS suggests a poor prognosis with an in-hospital mortality rate ranging from
40 %-78 % and a median survival rate from the moment of onset of 2 weeks [4,
28]. Septic shock also affects the prognosis, with a mortality rate exceeding 70 %
[4].

Diagnosis

Neutrophil Count in Ascitic Fluid

Peritoneal infection causes an inflammatory reaction resulting in an increased
number of neutrophils in ascitic fluid. The greatest sensitivity for the diagnosis of
SBP is reached with a cut-off neutrophil count of 250/mm3, although the greatest
specificity is reached with a cut-off of 500 neutrophils/mm3 [1, 3]. In patients with
hemorrhagic ascites with a fluid red blood cell (RBC) count > 10 000/mm3 (due to
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concomitant malignancy or traumatic tap), a correction factor of 1 neutrophil per
250 RBCs has been proposed, since this is the maximum expected ratio of neutro-
phils to RBCs normally present in peripheral blood [1]. Manual counts are rec-
ommended, because they are more than the automated counts [1]. Nevertheless,
one recent study found excellent correlation between these two techniques, even
at low counts, suggesting that automated counting may replace manual counts
[29]. In contrast, the use of reagent strips cannot be recommended for the rapid
diagnosis of SBP because of their inadequate diagnostic accuracy [29].

Ascitic Fluid Culture

Ascitic fluid should be inoculated at the bedside using blood culture bottles that
include aerobic and anaerobic media [1]. The minimum amount of ascitic fluid
inoculated in each bottle is 10 ml [1]. Despite the use of sensitive methods, ascites
culture is negative in 60 % of patients with clinical manifestations suggestive of
SBP and increased ascites neutrophils [1, 2]. Gram-negative bacteria used to be
responsible for nearly 80 % of SBP cases, with Escherichia coli and Klebsiella
pneumonia accounting for most. Aerobic Gram-positive bacteria, mostly Strepto-
coccus viridians, Staphylococcus aureus and Enterococcus spp, were isolated in
approximately 20 % of cases [1, 2]. Recent epidemiological data, however, suggest
a similar proportion between Gram-negative and Gram-positive bacteria, proba-
bly because of use of norfloxacin prophylaxis and more invasive procedures [2].

A recent study has shown that 30 % of isolated Gram-negative bacteria are
resistant to quinolones and 30 % are resistant to trimethoprim-sulfamethoxazole.
Furthermore, seventy percent of quinolone-resistant Gram-negative bacteria are
also resistant to trimethoprim-sulfamethoxazole [2]. The incidence of SBP due to
quinolone-resistant Gram-negative bacteria is higher in patients on norfloxacin
therapy than in patients ‘naı̈ve’ for this treatment. In contrast, the rate of cepha-
losporin-resistant Gram-negative bacteria was low in patients with SBP whether
or not they were receiving norfloxacin prophylaxis [2]. Finally, the epidemiology
of SBP in patients with cirrhosis is changing quickly in nosocomial SBP. Currently
there is already a strong difference between community-acquired SBP, in which
Gram-negative bacteria are still predominant, and nosocomial SBP, in which
Gram-positives are now predominant [2]. Likewise, the rate of cephalosporin-
resistant Gram-negative bacteria as well as cephalosporin-resistant Gram-positive
bacteria, is higher in nosocomial SBP when compared to community-acquired
SBP [30, 31].

Types of Diagnosis

Patients with an ascitic fluid neutrophil count & 250 cells/mm3 and positive cul-
tures are defined as patients with culture positive SBP. Patients with an ascitic
fluid neutrophil count & 250 cells/mm3 and negative culture have ‘culture negative
neutrocytic ascites’ [1], but their clinical presentation is similar to that of patients
with culture positive SBP [1]. Moreover, as both groups of patients have signifi-
cant morbidity and mortality, they should be treated in a similar way.

Some patients have ‘bacterascites’ in which cultures are positive but there is a
normal ascitic neutrophil count (< 250/mm3) [1]. In some of these patients, bac-
terascites is the result of secondary bacterial colonization of ascites from a con-
comitant extraperitoneal infection (e.g., pneumonia or urinary tract infection).
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Table 1. Management of bacterascites

PMN count Treatment

< 250/mm3 and a second
ascitic fluid culture positive

Antibiotic treatment appears to be the most judicious option
(further investigation necessary for this recommendation)

< 250/mm3 and symptoms/signs
of an extraperitoneal infection
(pulmonary, urinary tract infection)

Antibiotic treatment according to the in vitro susceptibility of
bacteria isolated in ascites (it is likely that this bacterium is
also responsible for the extraperitoneal infection)

< 250/mm3 and second
ascitic fluid culture negative

No further action is required

These patients usually have general and extra-peritoneal symptoms and signs of
infection. In other patients, ‘bacterascites’ is due to the spontaneous colonization
of ascites, and they can either be clinically asymptomatic or have abdominal pain
and/or fever. Whereas in some patients, particularly in those who are asymptom-
atic, bacterascites represents a transient and spontaneously reversible coloniza-
tion of ascites, in other patients, especially if symptomatic, bacterascites is the
first step in the development of SBP [1]. In patients with bacterascites who have
symptoms or signs of infection, antibiotic therapy should be administered imme-
diately according to the antibiogram [1]. In other cases, a repeat paracentesis for
neutrophil count and culture is recommended first. The subsequent management
of bacterascites is reported in Table 1.

Differential Diagnosis

The vast majority of cirrhotic patients with ascites and peritoneal infection have
SBP. However, a small group of patients have bacterial peritonitis secondary to
perforation or acute inflammation of intra-abdominal organs, abdominal wall
infections or previous abdominal surgical procedures [32]. With the exception of
peritonitis secondary to the two latter conditions, in which the precise nature of
peritoneal infection is obvious, the differential diagnosis between spontaneous
(primary) and secondary peritonitis can be difficult [32]. The differentiation is
important because secondary peritonitis usually does not resolve unless patients
are treated surgically. Conversely, surgical therapy may be accompanied by signif-
icant deterioration in the clinical status of cirrhotic patients with SBP [32].

Secondary peritonitis should be suspected when at least one of the following
features is present [33]:

) reduction in ascitic fluid neutrophil count of less than 25 % (or even an
increase) of the pretreatment value after two days of antibiotic treatment in
follow-up paracenteses performed during therapy.
) More than one organism isolated from ascites, strongly suggestive of perfo-

rated bowel (particularly when the growth of anaerobic bacteria or fungi is
observed).
) Runyon’s criteria, represented by neutrocytic ascites with at least two of three

criteria: ascitic fluid total protein > 1 g/dl (in contrast to SBP which selectively
occurs in low-protein ascites), glucose < 50 mg/dl (due to bacterial glucose
utilization), or lactate dehydrogenase (LDH) > 225 mU/ml (most likely due to
more rapid metabolic rate and disintegration of ascitic neutophils) [33].
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These criteria seem to be very sensitive in the detection of secondary peritonitis
but their specificity is low [33].

In clinical practice, to distinguish ‘secondary peritonitis’ from SBP, patients
should undergo appropriate radiological investigation like chest x-ray and
abdominal computed tomography (CT) scan [32]. As reported in the recent study
by Soriano et al., Runyon’s criteria and/or polymicrobial ascitic fluid culture were
present in 95.6 % of the cases of secondary bacterial peritonitis, and abdominal
CT was diagnostic in 85 % of patients in whom diagnosis was confirmed by sur-
gery or autopsy [32]. It seems advisable that the diagnosis of secondary bacterial
peritonitis should be based on Runyon’s criteria and microbiological data,
together with an aggressive approach that includes prompt abdominal CT and an
early surgical evaluation.

Treatment and Prognosis

Empirical Antibiotic Treatment (Box 2)

Empirical antibiotic therapy must be initiated immediately after the diagnosis of
SBP. Several antibiotics can be used for the initial therapy of SBP: Cefotaxime or
other third-generation cephalosporins, or amoxicillin-clavulanic acid or quinolo-
nes (Table 2) [1, 28, 34–39].

) Third generation cephalosporins: In the 1980s, cefotaxime and other third
generation cephalosporins were investigated extensively for the treatment of
SBP because Gram-negative aerobic bacteria from the enterobacteriaceae and
non-enterococcal streptococcous species were the most common causative
microorganisms, and for the favorable pharmacokinetic properties of these
antibiotics (i.e., antibiotic concentration in the ascitic fluid > MIC90 of caus-
ative microrganisms) [1].
The optimal cost-effective dosage has only been investigated for cefotaxime.
In the first randomized, comparative study cefotaxime was more effective in
achieving resolution of SBP and other infections than ampicillin plus tobra-
mycin [34]. Furthermore, 10 % of patients treated with ampicillin plus tobra-
mycin developed nephrotoxicity and superinfections, whereas no patients
treated with cefotaxime showed this complication. Two other randomized,
controlled trials showed that 5-day therapy was as effective as 10-day treat-
ment and a dose of 4 g/day was comparable to a dose of 8 g/day in terms of
rate of resolution of the infection, recurrence of SBP during hospitalization,

Box 2. Empirical antibiotic treatment of spontaneous bacterial peritonitis (SBP): General rules

) Start antibiotic therapy as soon as possible
) Third generation cephalosporins or penicillin plus penicillinase inhibitor still represent the antibi-

otics of choice in community-acquired SBP.
) Consider a broader spectrum therapy in nosocomial SBP (carbapenems plus lipopeptides or gly-

cylcycline)
) Quinolones can be used in patients with community-acquired SBP if they were not receiving

prophylaxis with oral quinolones and only in countries without a high incidence of quinolone-
resistant bacterial infections
) Avoid aminoglycosides and/or other known nephrotoxic drugs
) Repeat paracentesis after 48 h to assess response to therapy
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Table 2. Main studies on antibiotic therapy for spontaneous bacterial peritonitis in cirrhosis

First Author,
year [ref]

Treatments N° of
patients

Infection
resolution (%)

In-hospital
survival (%)

Félisart, 1985
[34]

Tobramycin (1.75 mg/kg/8 h i.v.)
plus ampicillin (2 g/4 h i.v.)
vs cefotaxime (2 g/4 h i.v.)

36

37

56

85§

61

73

Runyon, 1991
[40]

Cefotaxime 5 days (2 g/8 h i.v.)
vs cefotaxime 10 days (2 g/8 h i.v.)

43
47

93
91

77
67

Gomez-Jimenez,
1993 [41]

Cefonicid (2 g/12 h i.v.)
vs ceftriaxone (2 g/24 h i.v.)

30
30

94
100

67
70

Rimola, 1995
[35]

Cefotaxime (2 g/6 h i.v.)
vs cefotaxime (2 g/12 h i.v.)

71
72

77
79

69
79

Navasa, 1996
[36]

Ofloxacin (400 mg/12 h PO)
vs cefotaxime (2 g/6 h i.v.)

64
59

84
85

81
81

Sort, 1999 [37] Cefotaxime (2 g/6 h i.v.)
vs cefotaxime (2 g/6 h i.v.) plus i.v.
albumin

63
63

94
98

71
90**

Ricart, 2000 [38] Amoxycillin/clavulanic acid (1/0.2 g/
8 h)
i.v. followed by 0.5/0.125 g/8 h PO
vs cefotaxime 1 g/6 h i.v.)

24

24

87

83

87

79

Terg, 2000 [39] Ciprofloxacin (200 mg/12 h i.v. for
7 days)
vs ciprofloxacin (200 mg/12 h i.v. for
2 days, followed by 500 mg/12 h PO
for 5 days)

40
40

76
78

77
77

Tuncer, 2003 [62] Ciprofloxacin (500 mg/12 h)
vs cefotaxime (2 g/8 h)
or ceftriaxone (2 g/24 h)

15
17
17

80
76
83

NA

Chen, 2005 [63] Cefotaxime (1 g/6 h)
vs amikacin (500 g/24 h)

19
18

79
61

79
72

Angeli, 2006 [28] Ceftazidime (2 g b.d./24 h i.v.),
vs “switch therapy” with ciprofloxacin
(200 mg b.d./24 h i.v., for 8 days
followed by 500 mg PO/24 h, for
8 days)

61
55

84
80

77
86

* Studies appear in chronological order; § p< 0.02 vs tobramycin plus ampicillin; ** p< 0.01 vs Cefota-
xime alone; NA=not available

and hospital mortality [35, 40]. These results suggest that the high efficacy of
cefotaxime in SBP can be maintained with short-course therapy and with doses
lower than those formerly used, with a significant cost reduction (a minimum
dose of 2 g/12 h i.v. should be administered in patients with normal renal func-
tion, with a recommended minimum duration of therapy of 5 days). There were
no significant differences in rates of SBP resolution or in hospital survival using
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other cephalosporins, including cefonicid, ceftriaxone and ceftazidime, com-
pared to cefotaxime [28, 41].

) Penicillin plus penicillinase-inhibitors: In one clinical randomized controlled
trial, amoxicillin-clavulanic acid was reported to be as effective as cefotaxime
in the treatment of SBP, and was not associated with relevant adverse effects
[38]. Considering also the low cost of this therapy, amoxicillin plus clavula-
nic acid can be consider a valid alternative to cephalosporins.

) Quinolones: Ciprofloxacin, moxifloxacin and ofloxacin administered intrave-
nously and/or per os have been compared to cephalosporins and amoxycillin
plus clavulanic acid in clinical randomized controlled trials: the effectiveness
was comparable in terms of mortality and SBP resolution [28, 36, 39, 42]. In
one randomized controlled study, switching therapy to ciprofloxacin (intrave-
nous ciprofloxacin followed by oral ciprofloxacin) was more cost-effective
than intravenous ceftazidime in cirrhotic patients who were not on prophy-
laxis with quinolones [28]. Quinolones are a valid alternative to third genera-
tion cephalosporins or penicillin plus penicillinase inhibitor in the treatment
of SBP in patients who are not receiving prophylaxis with quinolones.

) Aminoglycosides: Aminoglycosides have only moderate efficacy, and are
associated with nephrotoxicity [34]. Because cirrhotic patients present an
increased risk of developing nephrotoxicity, potential nephrotoxic antibiotic
therapy (such as aminoglycosides) should be avoided as empirical therapy
for SBP.

Unfortunately, recent changes in the epidemiology of bacterial infections and par-
ticularly of SBP in cirrhosis have decreased the efficacy of the third generation
cephalosporins as well as that of alternative therapies such as amoxycillin-clavula-
nic acid or quinolones [30, 31]. Hospitalization before the development of SBP
seems to be associated with a high probability that the infection is sustained by
multiresistant bacteria [31]. Nosocomial SBP due to extended-spectrum beta-lac-
tamase-producing enterobacteriaceae (E. coli and Klebsiella species) or to multire-
sistant Gram-positive bacteria (Enterococcus faecium, methicillin-resistant Staphy-
lococcus aureus [MRSA]) is often associated with a failure of the first-line empiri-
cal antibiotic treatment [30, 31, 43]. In fact it has been observed recently that the
resolution of SBP in patients treated with third generation cephalosporins or
amoxycillin/clavulanic acid was significantly reduced to 30–40 % in patients with
cirrhosis and nosocomial SBP [43]. Hospital mortality and 30-day mortality have
been shown to be higher in SBP due to multiresistant bacteria than in SBP due to
common bacteria (66.7 % vs 30 %, p < 0.0025) [31]. Most patients with SBP due to
multiresistant bacteria die within the first 5 days after the diagnosis of SBP [31].
In addition, the change in antibiotic therapy after the failure of the first-line treat-
ment was associated with a poor survival [31]. These observations suggest that a
more effective first-line empirical antibiotic therapy should be planned in patients
with cirrhosis and nosocomial SBP including antibiotics with a broader spectrum,
such as carbapenems and glycopeptides or glycylcyclines. In order to establish the
best empirical antibiotic treatment of nosocomial SBP in patients with cirrhosis
further large controlled clinical studies are needed.

As far as community acquired-SBP is concerned, multiresistant bacteria were
isolated only in 3 % of patients. Thus, cefotaxime or other third-generation ceph-
alosporins, or amoxycillin-clavulanic acid can still be used for initial therapy of
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SBP in these patients. Quinolones should be used only in patients with commu-
nity-acquired SBP who are not on prophylaxis with norfloxacin at the time of
diagnosis of SBP and only in countries without a high rate of E. coli resistant to
quinolones.

Resolution of infection in SBP is associated with an improvement in symptoms
and signs [1]. For those patients who do not improve, treatment failure should be
recognized early by performing a paracentesis after 48 h of antibiotic treatment;
a reduction in ascitic fluid neutrophil count of less than 25 % of the pretreatment
value suggests failure to respond to therapy [1, 35]. This should indicate further
evaluation or modification of antibiotic treatment according to in vitro sensitivity
or on an empiric basis as previously discusses.

Intravenous Albumin in Patients with SBP

SBP and other bacterial infections may precipitate a further deterioration in cir-
culatory function, hepatic dysfunction, and can induce an impairment in renal
function [3, 4, 27, 28]. The impairment in renal function in patients with cirrho-
sis and ascites as a result of SBP, biliary tract infections or urinary tract infections
often meets the diagnostic criteria for type 1 HRS. Development of type 1 HRS is
one of the strongest predictors of mortality in SBP and is associated with 30 %
hospital mortality despite infection resolution if this complication is not pre-
vented or treated [27, 37]. In the only study assessing the effect of albumin infu-
sion on renal function and survival in SBP, 126 patients without shock were ran-
domized to receive either cefotaxime or cefotaxime with intravenous albumin
[37]. Albumin was given at a dose of 1.5 g/kg body weight within six hours of SBP
diagnosis, followed by 1 g/kg on day 3. Albumin infusion significantly decreased
the incidence of type 1 HRS (from 33 % to 10 %), and improved in-hospital mor-
tality (10 % vs 29 %) and three month mortality (22 % vs 41 %) compared with
cefotaxime alone. Patients who did not receive albumin did not receive any other
fluid support. The rationale for use of albumin is to improve the blood effective
circulating volume, which is usually reduced in SBP. Because of the reduction in
effective circulating volume, these patients developed frequently renal failure, that
represents a principal cause of death in SBP. Albumin can also bind endotoxins,
reducing pro-inflammatory cytokines and NO [44]. It is unclear whether fluid
support with crystalloids or other colloids would have produced the same results.
There is only one hemodynamic study performed in patients with SBP showing
that treatment with albumin is associated with significant improvement in circu-
latory function compared with equivalent doses of hydroxyethyl starch [45]. How-
ever, recently a pilot study reporting rates of renal impairment and mortality in
high risk patients with SBP suggested that gelanfundin 4 % given with ceftriaxone
may be a less expensive therapeutic alternative to albumin [46]. Interestingly,
albumin significantly decreased the incidence of type 1 HRS in patients with
baseline serum bilirubin & 4 mg/dl and in those with baseline serum creatinine
& 1 mg/dl [37]. More recently, Terg et al. in a retrospective review of patients with

SBP confirmed that serum bilirubin levels > 4 mg/dl and serum creatinine levels
> 1 mg/dl at the time of diagnosis represented significant risk factors for the clin-
ical outcomes of patients with SBP [47]. Finally it has been observed that treat-
ment of SBP-induced type 1 HRS with terlipressin and albumin reduced the mor-
tality rate due to the infection by almost 20 % [28].
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Prognosis

When SBP was initially described in medical literature, in the 1960s, prognosis
was really poor, with an in-hospital mortality of 100 % [48]. Outcome has been
considerably improved because of early diagnosis and use of effective antibiotic
therapy; however, SBP still has a high rate of mortality. Recently, a meta-analysis
of 101 studies (7062 patients) reported a median mortality of 43.7 %: 31.5 % at 1
month and 66.2 % at 12 months [49]. The median overall mortality was 49 % for
1978–1999 and 31.5 % for 2000–2009, solely due to reduced mortality at 30 days,
because no significant differences were documented at 3 months or at 1 year after
the episode of SBP [49].

Prophylaxis of SBP

Since SBP is thought to result from the translocation of enteric Gram-negative
bacteria, the ideal therapeutic agent should be safe, affordable and effective at
eliminating Gram-negative bacteria from the gut while preserving the protective
anaerobic flora (selective intestinal decontamination). Given the high cost and
inevitable risk of developing resistant organisms, the use of prophylactic antibiot-
ics must be strictly restricted to those at highest risk of SBP. In addition, alterna-
tive approaches to prophylaxis of SBP should be developed in patients who are at
risk of developing SBP. Three types of patient with cirrhosis should be considered
at high risk of developing SPB and, therefore, as candidates for a prophylactic
strategy: 1) patients with or even without ascites admitted with acute gastrointes-
tinal hemorrhage; 2) patients with ascites and low total protein content in ascitic
fluid and no prior history of SBP (primary prophylaxis); and 3) patients with
ascites and a prior history of SBP (secondary prophylaxis).

Patients Admitted with Acute Gastrointestinal Hemorrhage

The incidence of infections is particularly high (ranging from 25 % to 65 % in
patients with advanced cirrhosis and/or severe hemorrhage [5]. In addition, bac-
terial infection in patients with variceal bleeding is associated with increased
rates of failure to control bleeding, rebleeding, and hospital mortality [50, 51]. In
this context, antibiotic prophylaxis was not only shown to prevent infection in the
setting of gastrointestinal bleeding, but was also shown to help prevent rebleeding
and to improve survival [3]. A meta-analysis of five studies performed in patients
with gastrointestinal bleeding has shown that antibiotic prophylaxis significantly
decreased both the incidence of severe infections (SBP and/or septicemia) and
mortality [51, 52]. Moreover, in a study that reported a reduction in mortality in
variceal hemorrhage from 43 % to 15 % over a 20-year period, antibiotic prophy-
laxis was independently associated with improved survival [53]. The most com-
mon approach in the prophylaxis of bacterial infections in cirrhotic patients with
gastrointestinal hemorrhage is selective intestinal decontamination with oral
norfloxacin (400 mg/12 h for 7 days) [3, 52]. Nevertheless, this approach has led
to a rapid emergence of quinolone resistance in cirrhotic patients treated with
norfloxacin to prevent SBP [54]. In 2006, Fernandez et al. showed that ceftriaxone
(1 g/day) for 7 days was more effective than oral norfloxacin (400 mg twice daily)
in the prevention of bacterial infections in patients with advanced cirrhosis and
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at least 2 of the following inclusion criteria: Ascites, severe malnutrition, enceph-
alopathy, bilirubin > 3 mg/dl, and gastrointestinal hemorrhage [55]. In particular,
the probability of developing proved or possible infections, proved infections, and
spontaneous bacteremia or spontaneous bacterial peritonitis was significantly
lower in patients receiving ceftriaxone (11 % versus 33 %, p = 0.003; 11 % versus
26 %, p = 0.03; and 2 % versus 12 %, p = 0.03, respectively) [55].

Patients with Low Total Protein Content in Ascitic Fluid and no Prior History of SBP

Cirrhotic patients with low ascitic fluid protein concentration (< 10 g/l) and/or
high serum bilirubin levels are at risk of developing a first episode of SBP [24,
56]. In a prospective study, patients with total ascitic protein < 10 g/l developed
SBP at a rate of 20 % over a one-year follow up period, while patients with total
ascites protein > 10 g/l did not develop SBP in a two-year period [24]. One open-
label randomized trial was performed comparing primary continuous prophy-
laxis with norfloxacin to inpatient-only prophylaxis in patients with cirrhosis and
ascitic fluid total protein level e 1.5 g/dl or serum bilirubin level > 2.5 mg/dl [57].
The study demonstrated a reduction in SBP in the continuous treatment group, at
the expense of development of a gut flora more resistant to norfloxacin in the
same group [57] (Table 3). In a second trial which was a randomized, placebo-
controlled study of norfloxacin (400 mg/day) for primary prophylaxis of SBP in
patients with low ascitic fluid protein levels (< 15 g/l), norfloxacin significantly
decreased the incidence of infections due to Gram-negative bacteria but had no

Table 3. Main studies on antibiotic prophylaxis of spontaneous bacterial peritonitis (SBP) in cirrhosis*

First author,
year [ref]

Type of patients Treatments N° of
patients

Incidence
of SBP
n (%)

p value

Ginès, 1990 [59] Patients with prior SBP Norfloxacin
vs placebo

40
40

5 (12)
14 (35)

0.02

Soriano, 1991
[56]

Patients with and with-
out prior SBP

Norfloxacin
vs no treatment

32
31

0 (0)
7 (22.5)

< 0.02

Singh, 1995 [61] Patients with and with-
out prior SBP

Trimethoprim-sulfa-
methoxazone
vs no treatment

30
30

1 (3)
7 (23)

–

Rolachon, 1995
[60]

Patients with and with-
out prior SBP

Ciprofloxacin
vs placebo

28
32

1 (4)
7 (22)

< 0.05

Novella, 1997
[57]

Patients without prior
SBP

Continuous norfloxacin
vs norfloxacin only
during hospitalization

56
53

1 (1.8) < 0.01

Grangé, 1998
[42]

Patients with prior SBP Norfloxacin
vs placebo

53
54

0 (0)
5 (9)

NA

Fernandez, 2007
[23]

Patients with prior SBP Norfloxacin
vs placebo

35
33

2
10

0.02

Terg, 2008 [58] Patients with prior SBP Ciprofloxacin
vs placebo

50
50

2 (4)
7 (14)

0.076

* Studies appear in chronological order; NA: not available
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significant effect on the probability of developing SBP or survival [29, 42]. More
recently, two trials provided evidence of beneficial effects of long-term quinolone
therapy in patients at risk of SBP [23, 58]. In the first, Fernandez et al. performed
a randomized double-blind, placebo-controlled trial of norfloxacin (400 mg/day)
in patients with cirrhosis and low protein ascitic levels (< 15 g/l) with advanced
liver failure, classified as a Child-Pugh score & 9 points with serum bilirubin level
& 3 mg/dl or impaired renal function (serum creatinine level & 1.2 mg/dl, blood

urea nitrogen level & 25 mg/dl), or serum sodium level e 130 mEq/l [23]. Norflo-
xacin administration significantly reduced the 1-year probability of developing
SBP (7 % versus 61 %) and HRS (28 % versus 41 %). Norfloxacin also significantly
improved the 3-month probability of survival (94 % versus 62 %; p = 0.03 at 3
months and 60 % versus 48 %; p = 0.05 at one year). In the second, Terg et al. per-
formed a randomized, double-blind, placebo-controlled trial of ciprofloxacin
(500 mg/day) in patients with < 15 g/l of ascitic fluid proteins [58]. In the ciprof-
loxacin group, SBP occurred almost four times less frequently than in the placebo
group but the difference was not statistically significant. Nevertheless, the proba-
bility of remaining free of bacterial infections was higher in patients receiving
ciprofloxacin (80 % versus 55 %; p = 0.05), and the probability of survival at 1
year was higher in patients receiving ciprofloxacin (86 % versus 66 %; p< 0.04).

Patients with Prior SBP

In patients who survive an episode of SBP, the cumulative recurrence rate at one
year is approximately 70 % [59]. Probability of survival at one year after an epi-
sode of SBP is 30–50 % and falls to 25–30 % at two years. There is only one ran-
domized, double-blind, placebo-controlled trial of oral norfloxacin (400 mg/day)
in patients who had had one episode of SBP [59]. Norfloxacin was found to
reduce the probability of recurrence of SBP from 68 % to 20 % and the probabil-
ity of SBP due to Gram-negative bacteria from 60 % to 3 % [59]. Survival benefits
could not be determined by the study as prophylactic therapy was discontinued at
6 months. Three other randomized prophylactic studies are available but they
included heterogeneous groups of patients with and without previous episodes of
SBP [56, 60, 61]. Patients with low ascites fluid protein concentrations (< 15 g/l)
were included in two of these studies, one evaluating norfloxacin and the other
ciprofloxacin [56, 60]. In the third trial, trimethoprim-sulfamethoxazole was used
[61]. The three studies showed a significant decrease in the incidence of SBP with
antibiotic prophylaxis.

Conclusion

SBP is a frequent and severe complication in patients with cirrhosis and ascites
admitted to hospital. A diagnostic paracentesis, with a polymorphonuclear leuko-
cyte count in ascites, must be performed in all patients with cirrhosis admitted to
hospital as well as in cirrhotic patients with any systemic or abdmominal evi-
dence of infection and/or a worsening of their general condition, hepatic function
or renal function. Empirical antibiotic treatment should be immediately started at
diagnosis of SBP. Third generation cephalosporins, penicillin plus penicillinase
inhibitors and quinolones are indicated in empirical therapy, taking into account
that nosocomial SBP can be frequently sustained by bacteria resistant to first line
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therapy. Administration of albumin (at a dose of 1.5 g/kg at diagnosis of SBP, and
1 g/kg on the third day) could prevent renal damage due to severe hypovolemia in
high risk patients.

Antibiotic prophylaxis is indicated in three groups of patients with a high risk
of developing SBP. Long-term administration of norfloxacin 400 mg once a day is
recommended in patients with previous SBP and in high risk patients presenting
an ascitic fluid total protein level e 1.5 g/dl associated with advanced liver failure
(Child-Pugh score & 9 points with serum bilirubin level & 3 mg/dl and/or serum
creatinine level & 1.2 mg/dl, blood urea nitrogen level & 25 mg/dl, and/or serum
sodium level e 130 mEq/l). In patients with cirrhosis who are bleeding from the
upper gastrointestinal tract, i.v. ceftriaxone (1 g/day) for 7 days should be pre-
ferred. As a result of the optimization of their management of SBP, the short term
prognosis for patients with SBP has significantly improved. New prevention strat-
egies, focusing on intestinal permeability and bacterial overgrowth should be
performed. In future, the identification of new genes associated with the onset of
SBP could allow early identification of high risk patients. In nosocomial SBP, ran-
domized controlled trials using more broad spectrum antibiotics (such as car-
bapenems, lypopeptides or glycylcyclines) should be performed. Unfortunately,
patients who survive a SBP episode have a poor long term prognosis because of
the associated severe impairment of liver function. In these patients, the selection
program for liver transplantation must be as fast as possible.
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Liver Failure Associated With Cirrhosis: Magnitude of the Problem

The development of liver failure in a patient with cirrhosis represents a decisive
time point in terms of medical management and of prognosis since this condi-
tion is frequently associated with rapidly evolving multi-organ dysfunction [1,
2]. The lack of liver detoxification, metabolic and regulatory functions, and an
altered immune response leads to life-threatening complications, such as renal
failure, increased susceptibility to infection, hepatic coma, and systemic hemo-
dynamic dysfunction [1, 2]. Not surprisingly, the combined impact of these com-
plications leads to mortality rates as high as 50 to 90 %. In addition to the
impressive (and disappointing) mortality rates, this situation is unlikely be
altered in the next decade since recent World Health Organization projections
predict that cirrhosis will become the ninth most common cause of death in the
Western world by 2015 [3]. Currently in the USA, liver disease is the tenth most
common cause of death and accounts for an associated economic burden of
approximately 1 % of the total national health care expenditure ($1.2 trillion)
[4]. The problem is, therefore, of relevance to the general public and warrants
further efforts in terms of awareness, prevention, fine-tuning, and renewal of the
therapeutic armamentarium targeting the earliest stages of viral hepatitis, non-
alcoholic fatty liver disease, and alcohol-related liver disease, which represent the
most prevalent liver disorders.

(Re-)Defining Liver Failure Associated with Cirrhosis: Towards the
Construct of a Treatment-directed Classification?

Cirrhosis is a critical last phase in a relentless evolution of progressive parenchy-
mal cell damage and death, nodular parenchymal regeneration and progressive
fibrosis [5]. However, only upon appearance of complete fibrous vascularized
septa, which serve as intrahepatic shunt-vessels, is the ‘true cirrhotic state’
achieved [5]. Liver insufficiency in this context is considered when the threshold
of a critical functional liver cell mass (“the critical mass hypothesis” of Tygstrup)
is surpassed (Fig. 1) [1, 6].

In recent years, the recognition of clinically different patterns of liver fail-
ure associated with cirrhosis, has led to the demarcation of two different enti-
ties: ‘end-stage’ and ‘acute-on-chronic’ liver failure [1, 2]. Although substantial
overlap exists between these two entities in clinical presentation (jaundice,
hepatic encephalopathy, hyperdynamic circulatory state and/or hepatorenal
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Fig. 1. The ‘critical mass’ concept

Fig. 2a. End-stage liver failure. b Acute-on-chronic liver failure
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syndrome), the main difference between them is the potential to regenerate/
recompensate and the presence/absence of a precipitating event (Fig. 2). More
specifically, while acute-on-chronic liver failure refers to an acute deterioration
of liver function and other end-organs over a period of weeks following a pre-
cipitating event (such as variceal hemorrhage, sepsis or an hepatotoxic factor)
in a patient with previously well or fairly well compensated chronic liver dis-
ease, ‘end-stage liver disease’ refers to a chronically decompensated patient due
to relentless progressive deterioration of the underlying chronic liver disorder
(Figs. 2a and b).

The reason for the emergence of this conceptual dissection lies in striving for
an improved armamentarium for liver failure. From a therapeutic perspective, it
is clear that in the case of end-stage liver disease only liver transplantation will
rescue the patient, whereas for acute-on-chronic liver failure, any attempt to move
the decompensation back to above the critical threshold of functional liver mass
is of interest. These attempts are strongly motivated by the growing disparity
between the increasing number of patients qualifying for liver transplantation
and the relatively static number of available donor organs. Moreover, even if a
transplant is ‘reasonably’ to be expected based on the Model for End-stage Liver
Disease (MELD)-allocation system, this ‘reasonable’ time frame varies consider-
ably among cases and therapeutic strategies are needed to ‘bridge’ patients since
multi-organ dysfunction continues to evolve and imperils the per-operative and
post-transplantation outcome.

Potential Mechanisms Involved in Acute-on-chronic Liver Failure:
SIRS, Bacterial Infections and Organ Failure

At present, the exact mechanisms that lead from a compensated cirrhotic state to
acute-on-chronic liver failure remain poorly understood although major deter-
mining factors are considered to be a dynamic and reciprocal interplay between
enhanced intestinal permeability (leading to translocaton of bacteria and their
products), an imbalanced immune reaction, and an aggravated intrahepatic
microcirculatory dysfunction and subsequent worsened hyperdynamic state [1, 2,
7–14].

Bacterial translocation is a frequent phenomenon in cirrhotic patients. Infec-
tion is the cause in 30–50 % of cirrhosis cases admitted to the hospital [9]. The
increased bacterial translocation and increased levels of circulating lipopolysac-
charide (LPS) or bacterial products is presumed a prerequisite for the develop-
ment of acute-on-chronic liver failure but is insufficient to explain the whole pic-
ture. More specifically, it needs to be accompanied by an inadequate immune
response and subsequent aggravated vascular hypo/hyperreactivitity (depending
on the vascular territory).

The former component, immune dysfunction, is a complex, highly-interac-
tive and multifactorial matter in cirrhotic patients [9]. On the one hand, there
is decreased opsonization capacity (related to the decreased synthetic capacity
of the cirrhotic liver), which is crucial in bacterial phagocytosis, and bacteri-
cidal activity of these same phagocytic cells. Additionally, the function of Kupf-
fer cells, which represent major effectors of the reticuloendothelial system, is
seriously impaired because of portosystemic shunting that leads to the evasion
of portal and systemic bacteria from the action of the reticuloendothelial sys-
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tem. Moreover, this latter effect also explains why other bacterial products such as
endotoxins and cytokines fail to clear. Although the persistence of microbes, their
toxins or injury are important triggers to an inflammatory reaction, the constella-
tion of sepsis, or a syndrome resembling it, is primarily caused by the host’s
imbalanced reaction to these initiating injuring factors [11–13, 15–17]. More
specifically, on presence of microbes or any form of tissue damage (hypoxia,
ischemia, toxic agent, ....), local pro-inflammatory and anti-inflammatory reac-
tions are simultaneously initiated in an attempt to confine and control invading
microbes locally, destroy damaged tissue and repair damage. If the initiating
infectious or non-infectious factors overwhelm the local response or the local
response becomes exaggerated, spilling of pro-inflammatory mediators into the
systemic circulation results in recruitment of a systemic response which we rec-
ognize clinically as the systemic inflammatory response syndrome (SIRS)
[15–17]. The severity of the disease syndrome resulting from this cascade of sys-
temic mediators depends on the balance of SIRS and the compensatory anti-
inflammatory syndrome (CARS) [15–17]. In the context of acute-on-chronic liver
failure, SIRS and CARS have been shown to be present in a disproportional man-
ner: Exaggerated SIRS by means of increased levels of pro-inflammatory cyto-
kines (interleukin [IL]-1, IL-6 and tumor necrosis factor [TNF]-α) that activate
white blood cells [11, 18], and defective CARS, as demonstrated by decreased
HLA-DR expression on monocytes, leading to overwhelming infections [12, 13].
This latter aspect is also called ‘immune paralysis’. When the equilibrium
between pro-inflammatory and anti-inflammatory forces is seriously compro-
mised, by overwhelming SIRS, defective CARS or an oscillation between severe
inflammation and immunosuppression, a condition called ‘immunologic disso-
nance’ arises as a result of these two forces ultimately reinforcing each other
instead of maintaining balance. This ultimately leads to a multiorgan dysfunction
syndrome, septic shock or anergy.

In parallel, and partially because of the unbalanced immune dysfunction, the
hyperdynamic state typical of advanced cirrhosis, is further aggravated, ulti-
mately leading to inability to maintain adequate perfusion pressure. This constel-
lation leads to progressive ischemia and dysfunction of several end-organs such
as the kidney (hepatorenal syndrome), the brain (hepatic encephalopathy), ...
finally leading to multiorgan failure and death.

Precise Diagnostic and Prognostic Criteria for Acute-on-chronic Liver
Failure: An Ongoing Search towards the Truth

Although in concept, the currently used working definition of acute-on-chronic
liver failure, as mentioned above, seems straight forward to use, medical practice
is hampered by an often complex clinical picture, the lack of identification of a
clear precipitant, differentiation from a patient with end-stage liver disease and
problems in determining the ideal moment and/or necessity or usefulness of cer-
tain therapeutic intervention [1, 2]. The additional lack of elucidation of the path-
ophysiological pathways also adds weight in this matter as does the fact that the
natural history of patients with acute-on-chronic liver failure remains poorly doc-
umented since there are only a handful of prospective studies available [19, 20].
Not surprisingly, there is a growing demand from the hepatological community
for improvement in the definition, diagnostic criteria and characterization of the
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acute-on-chronic liver failure syndrome. Moreover, this should be done in a mul-
tidisciplinary fashion together with intensivists, histopathologists, infectiologists,
etc.

With regard to prognosis or assessment of severity, it is clear that our current
liver orientated scores (like Child-Pugh and MELD) have limited value [1, 2, 20].
This follows from the observation that once extra-hepatic organ failure is initi-
ated, mortality is determined by the degree of this end-organ dysfunction and not
the severity of the liver disease (short-term mortality range 46–89 %) [20–23].
Organ failure scores, such as Acute Physiology and Chronic Health Evaluation
(APACHE) II and Sequential Organ Failure Assessment (SOFA) scores, might
therefore be more relevant [20–23]. Additionally, the quest for other risk factors,
markers of early diagnosis (at a time when therapeutic intervention might still be
effective), or assessment of severity of disease is ongoing.

In a recently published own cohort of patients with acute-on-chronic liver fail-
ure compared to chronic decompensated end-stage patients with underlying alco-
holic cirrhosis (n = 250 in total), we confirmed, in a prospective comparative
manner, the clinical usefulness of positive SIRS-criteria [20]. Moreover, we docu-
mented infection as the major precipitating factor for SIRS. Although the high
incidence of SIRS at admission (69 %) did not initially reflect the number of
overtly documented bacterial infections (28 %), later on during admission the
number of patients with documented infections (58 %) paralleled the number of
SIRS positive patients (67 %). This finding favors the premise that a number of
patients had an occult infection at admission and developed overt infection very
soon after admission. This finding was further substantiated by the histopatho-
logical finding of ductular bilirubinostasis, which is the descriptive term for the
presence of bile plugs in dilated ductules at the interface between the portal tract
and parenchyma and is highly sensitive for sepsis.

In an attempt to solve and validate the aforementioned issues, a European,
multicenter, observational prospective case-only study is currently recruiting: the
CANONIC-core study (CLIF Acute-oN-ChrONic LIver Failure in Cirrhosis) which
is conducted under the aegis of the CLIF (Chronic LIver Failure) Consortium.
This study aims to better define the natural history of acute-on-chronic liver fail-
ure and to evaluate its prevalence, precipitating mechanisms, risk factors for
development, short-term and mid-term survival, and risk factors for mortality.
For this purpose, this study aims to study a cohort of about 1200 consecutive
patients admitted to the hospital for more than 24 hours for a complication of cir-
rhosis.

Therapeutic Options for Acute-on-chronic Liver Failure

In acute-on-chronic liver failure, as in other forms of liver failure, the lack of liver
detoxification, metabolic and regulatory functions of the liver leads to life-threat-
ening complications, such as renal failure, hepatic coma and systemic hemody-
namic dysfunction, and culminates rapidly into multiorgan failure. Current medi-
cal therapy involves management of the precipitating event and treatment of
complications until the liver eventually recovers, leaving us with no other treat-
ment options than transplantation if these attempts fail. However, the shortage of
cadaveric organs and other transplant-related problems have prompted the need
for alternative methods to provide liver support. Since liver failure in acute-on-
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chronic liver failure – by definition – is potentially reversible, considerable effort
has been invested in the development of liver support systems. Currently, most of
the experience is available for non-biological support systems. For more exhaus-
tive reading, we refer the readers to available in-depth reviews [1, 2, 7, 24]. In the
following paragraphs, we aim to give a brief summary of the principle, types and
current available data.

Rational Basis for Non-biological Liver Support

The rational basis for the development of liver support in liver failure was the
observation that, although severity and rapidity of development varied between
the different entities of liver failure, clinical manifestations were always similar
with the presence of encephalopathy, worsening jaundice, aggravating hyperdy-
namic circulation, hepatorenal syndrome and increased susceptibility to infec-
tions, eventually culminating in multiorgan failure [1, 2, 7, 24]. This led several
groups to the assumption that these manifestations originated in an accumulation
of toxins as a lack of detoxification by the failing liver [25–27]. The ‘toxin-
hypothesis’ was further supported by the observation that the serum level of bili-
rubin, a surrogate marker for toxins, was correlated with mortality in both acute-
on-chronic liver failure and acute liver failure [27]. At present, in acute-on-
chronic liver failure most of the data available are for non-biologic liver support
systems.

Currently Available Devices

The Molecular Adsorbent Recirculating System: MARS (Gambro)
The device was developed by Stange and Mitzner in 1993 and applied for the first
time in humans in 1996 [28, 29]. The MARS system is currently the most exten-
sively used non-biological liver support system. The system is based on the prin-
ciples of dialysis, filtration, and adsorption (Fig. 3). It requires no plasma separa-
tion step or direct plasma perfusion over sorbents since it combines the efficacy
of sorbents to remove albumin-bound molecules with the biocompatibility of the
modern dialysis membrane. In practice, blood from the patient passes through a
hollow-fiber dialysis module where it is dialyzed across an albumin impregnated
polysulfone membrane (MARS Flux dialyzer, membrane thickness 100 nm, pore
size 50 kDa, surface area 2.1 m2), which enables the exchange of water-soluble
and protein bound toxins by an albumin-coated membrane against a dialysate
containing ‘recycled’ protein. The membrane transiently absorbs and holds the
toxins. The toxins are released upon contact with the membrane according to the
concentration gradient and are carried to the other side of the membrane where
dialysis against the albumin-rich dialysate (600 mL of 20 % human albumin)
removes the toxins from the membrane. The toxin-enriched albumin solution is
then first passed through another dialyzer countercurrent to a standard buffered
dialysis solution where clearance of water-soluble substances occurs by diffusion.
The solution is then further purified on-line from albumin bound toxins by
incorporation of non-specific adsorbents (an anion exchanger column and an
uncoated charcoal column), resulting in regeneration (‘recycling’) of the dialysate
allowing re-uptake of new toxins from the blood.
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Fig. 3. Representative scheme of the MARS device. TBG: thyroid-binding globulin

Prometheus or FPSA (fractionated plasma separation and adsorption)
(Fresenius)
The Prometheus system combines FPSA with high-flux hemodialysis for the
removal of both albumin-bound and water-soluble toxins (Fig. 4) [30]. The clear-
ance of toxins is achieved in several steps. First, albumin is separated from blood
by a novel capillary albumin dialyzer (AlbuFlow, Fresenius Medical Care AG, Bad
Homburg, Germany). The AlbuFlow is made of polysulfone hollow fibers and is
permeable to albumin (sieving coefficient 0.6), and hence to albumin-bound sub-
stances. Blood flow rate is 150–200 ml/min. Subsequently, the albumin filtrate in
the FPSA circuit is perfused through a column with neutral resin (prometh01)
and a second column with an anion exchanger resin adsorber (prometh02),
whereby the bound toxins are captured by direct contact with the high-affinity
adsorbing material. The ‘native’ albumin is then returned to the patient. The
FPSA recirculation circuit is driven by a roller pump at 300 ml/min. Finally, after
passage through the AlbuFlow, the patient’s blood is dialyzed through a high-flux
dialyzer (FX50), whereby water-soluble toxins are eliminated. Maintenance and
monitoring of the extracorporeal circuit is performed by a modified 4008 hemo-
dialysis unit.
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Fig. 4. Representative scheme of the Prometheus device

HepaWash®
The HepaWash system is somewhat comparable to the MARS-device but differs
from this latter by the fact that it regenerates (‘cleans’) the exogenous albumin in
the secondary circuit to at much larger extent based on additional specific pH
and temperature changes at the level of the filters (Fig. 5). Due to the technical
approach described above and additional inventions, the treatment is expected to
be several times more effective than currently available therapies. The proof of
concept has been recently demonstrated in a preclinical study in animals with
acute liver failure. Human studies are currently on the way.
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Fig. 5. Representative scheme of the HepaWash device

Clinical Impact of Liver Support on Survival

Human data are available only for MARS and Prometheus. The available studies,
albeit often small and uncontrolled, clearly suggest biochemical and neurological
improvement after MARS and Prometheus therapy with an additional positive
hemodynamic effect only with MARS (Table 1) [30–40]. The survival benefit that
is supposed to come forth out of these beneficial effects is however less obvious.

Table 1. MARS and Prometheus in acute on chronic liver failure

Improvement in
Study Number Controlled Biochemical CVS CNS Survival

MARS

Stange et al [31] 13 No Yes N/A Yes 69 %
Schmidt et al [32] 8 No Yes Yes No 50 %
Jalan et al [33] 8 No Yes Yes Yes 50 %
Di Campli et al [34] 13 No Yes N/A Yes 38 %
Mitzner et al [35] 13 Yes Yes Yes No 38 %
Heemann et al [36] 23 Yes Yes Yes Yes 37.5 % vs 0 %
Sen et al [37] 18 Yes Yes No Yes 90 % vs 55 %
Hassanein et al [38] 70 Yes N/A N/A Yes N/A
Laleman et al [39] 18 Yes Yes No N/A 66 vs 33 vs 33 %

PROMETHEUS

Rifai et al [30] 11 No Yes No No 28 %
Skwarek et [40] 13 No Yes N/A N/A 23 % at 6 months
Laleman et al [39] 18 Yes Yes No N/A 66 vs 33 vs 33 %
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Survival benefit with MARS in patients with acute-on-chronic liver failure was
observed in a small study [36]. In the absence of supportive large-sample ran-
domized controlled data, the scientific community turned towards meta-analysis
of the available data. Unfortunately, contrasting results were obtained in the two
available meta-analyses regarding the effect on survival of non-biological liver
support in acute-on-chronic liver failure. The first meta-analysis [41] of four ran-
domized and two selected non-randomized trials in patients with acute-on-
chronic liver failure by Khuroo and Farahat showed no effect on mortality. On the
other hand, explorative analysis (14 studies, 588 patients) by the Cochrane data-
base-group revealed a significant reduction of mortality in the MARS group as
compared with the standard medical treatment group [42]. However, it is ques-
tionable whether a meta-analysis really helps answer the question of whether liver
support improves survival at the present time, since the total number of patients
enrolled in the individual studies was too small and with too many differences in
primary indication, primary end-point, and treatment protocols for intervention
and standard treatment. The attempt to use a meta-analysis before there are suffi-
cient data can, therefore, lead to wrong conclusions in a negative or in a positive
sense.

Due to the aforementioned controversies, hope was placed in two multicenter
randomized controlled trials with MARS (MARS-RELIEF: MARS-therapy up to 10
sessions of 6–8 hours versus standard medical therapy, n = 189 patients, average
MELD 28) [43] or Prometheus (HELIOS: Prometheus-therapy up to 8–11 treat-
ments of minimal 4 hours versus standard medical therapy, n = 145, average
MELD 27) [44]. Both studies have now ended and a primary analysis of both tri-
als was presented in abstract form at the last European Association for the Study
of the Liver (EASL)-meeting in Vienna 2010. In the MARS-RELIEF trial, there was
no effect on 28-day survival compared to standard medical therapy (59.2 vs
60 %). No data were available with regard to later time-points or subgroup-analy-
ses. In the HELIOS-trial, 28 day-survival was comparable to that in MARS-
RELIEF and also non-significant (66 vs 63 %). Reported predefined subgroup
analyses here showed a benefit of Prometheus in patients with hepatorenal syn-
drome type 1 (p = 0.004) and MELD > 30 (p = 0.02). The full papers are awaited.

Conclusion

The appearance of liver failure in a patient with cirrhosis represents a decisive
time point in terms of both medical management and prognosis since this condi-
tion is frequently associated with rapidly evolving multi-organ dysfunction. In
recent years, the recognition of clinically different patterns of liver failure associ-
ated with cirrhosis, has led to the demarcation of two different entities: ‘end-
stage’ and ‘acute-on-chronic’ liver failure.

This latter condition refers to an acute deterioration of liver function and
other end-organs over a period of weeks following a precipitating event such as
variceal hemorrhage, sepsis or an hepatotoxic factor, in a patient with previously
well or fairly well compensated chronic liver disease. The syndrome is accompa-
nied by a 30-day mortality varying on average from 40–60 %, supporting the
overall demand for increased knowledge in regard to characterization, patho-
physiology, prognostic determinants and early markers of the disease to allow
intervention at a time when it may still be effective. In an attempt to meet these
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requests a European, multicenter, observational prospective study, the CANONIC-
core study, is currently being conducted.

In terms of treatment, advanced and high-quality medical intensive care
remains of utmost importance to either tide these patients over the acute decom-
pensation or to bridge them to transplantation. The concept of liver support sys-
tems remains appealing and, in experimental ways, challenging. However, with a
lack of clear survival benefit at present, these devices are not (yet) ready for
implementation for general use and should be further examined in large-sample
randomized controlled trials.
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Introduction

Medical complications temporally associated with cocaine use may occur in many
different organ systems. The most severe cocaine-related toxicity and deaths fol-
low intense sympathetic stimulation (e.g., tachycardia, hypertension, dilated
pupils, and increased psychomotor activity) and lead to increased psychomotor
activity that generates heat production, which can lead to severe hyperthermia
and rhabdomyolysis [1]. Difficult to manage hyperthermia is often associated
with cocaine-related deaths [1, 2].

Cardiovascular effects from cocaine are common and include myocardial
ischemia, dysrhythmias, and depressed left ventricular (LV) function (sometimes
reversible) [3]. Myocardial infarction due to cocaine occurs in approximately 6 %
of patients presenting with cocaine-associated chest pain and is increased 24-fold
in the hour after cocaine use [3–5]. In patients aged 18 to 45 years, 25 % of myo-
cardial infarctions are attributed to cocaine use and they are most common in
patients without large cocaine exposures [6]. Cardiac conduction disturbances
(e.g., prolonged QRS and QTc) and cardiac dysrhythmias (e.g., sinus tachycardia,
atrial fibrillation/flutter, supraventricular tachycardias, idioventricular rhythms,
ventricular tachycardia, and ventricular fibrillation) may occur after cocaine use
[7].

The neurologic effects of cocaine are varied. Altered mental status and seizures
are typically short lived and without serious sequelae but serious conditions, such
as cerebral infarction, intracerebral bleeding, subarachnoid hemorrhage, tran-
sient ischemic attacks, and spinal infarction, also occur [8, 9]. Cocaine use is
associated with a sevenfold increased risk of stroke in women [10].

Pulmonary complications of cocaine include asthma exacerbation, pneumo-
thorax, pneumomediastinum, noncardiogenic pulmonary edema, alveolar hemor-
rhage, pulmonary infarction, pulmonary artery hypertrophy and acute respira-
tory failure [8, 11–14]. Inhalation of cocaine is typically associated with deep Val-
salva maneuvers to maximize drug delivery and can cause pneumothorax, pneu-
momediastinum, and non-cardiogenic pulmonary edema [12].

The intestinal vascular system is particularly sensitive to the effects of cocaine
because the intestinal walls have a wide distribution of alpha-adrenergic recep-
tors, with resulting acute intestinal infarction [1, 8].

Patients who present after ingesting packets filled with cocaine are body pack-
ers or body stuffers [15, 16]. Body packers swallow carefully prepared condoms
or latex packets filled with large quantities of highly purified cocaine to smuggle
it into the country [15]. Body stuffers are typically smaller time drug dealers who
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swallow packets of cocaine while avoiding police [16]. Toxicity occurs when
cocaine leaks from the ingested packets. The most severe manifestations of
cocaine toxicity are seen in body packers carrying large quantities of cocaine and
who have dehiscence of a package [15].

Chronic cocaine use can predispose patients to other medical conditions.
Chronic users develop LV hypertrophy that can lead eventually to dilated cardiomy-
opathy and heart failure [3, 4, 17]. This is in contrast to the acute cardiomyopathy
from cocaine that appears to have a reversible component after cessation of cocaine
use [3, 17]. Chronic cocaine users who use a large amount of cocaine can present
with lethargy and a depressed mental status and may have the cocaine washout
syndrome, which is a diagnosis of exclusion [1, 18]. This self-limiting syndrome
usually abates within 24 hours but can last for several days and is thought to result
from excessive cocaine usage that depletes essential neurotransmitters.

Diagnostic Evaluation

Patients manifesting cocaine toxicity should have a complete evaluation focusing
on the history of cocaine use, signs and symptoms of sympathetic nervous sys-
tem excess, and evaluation of specific organ system complaints. It is important to
determine whether signs and symptoms are due to cocaine itself, underlying
structural abnormalities, or cocaine-induced structural abnormalities.

Friends or family of patients with altered mental status should be questioned
about a history of cocaine usage and the events before presentation.

Laboratory Tests

Since some patients may deny cocaine use, urine testing may be helpful. If the
patient manifests moderate or severe toxicity, laboratory evaluation may include
a complete blood cell count, serum electrolytes, glucose, blood urea nitrogen, cre-
atinine, creatine kinase (CK), cardiac marker determinations, arterial blood gas
analysis, and urinalysis. Hyperglycemia and hypokalemia may results from sym-
pathetic excess. Rhabdomyolysis can be diagnosed by an elevation in CK. Cardiac
troponin I or T should be used to identify acute myocardial infarction in symp-
tomatic patients with cocaine use [19].

Imaging and Other Tests

Chest radiography and electrocardiography should be obtained in patients with
potential cardiopulmonary complaints. Computed tomography (CT) of the head
can be used to evaluate seizure or stroke. Patients with concurrent headache, sus-
pected subarachnoid hemorrhage, or other neurologic manifestations may require
lumbar puncture after head CT to rule out other CNS pathology [1, 18, 20].

Treatment

The initial management of cocaine-toxic patients should focus on airway, breath-
ing, and circulation. Treatments are directed at a specific sign, symptom, or organ
system affected and are summarized in Table 1.
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Table 1. Treatment summary for cocaine-related medical conditions

Medical Condition Treatments

Cardiovascular
Dysrhythmias

Sinus tachycardia Observation
Oxygen
Diazepam or lorazepam

Supraventricular tachycardia Oxygen
Diazepam or lorazepam
Consider diltiazem, verapamil or adenosine
If hemodynamically unstable: cardioversion

Ventricular dysrhythmias Oxygen
Diazepam or lorazepam
Consider sodium bicarbonate and/or lidocaine
If hemodynamically unstable: defibrillation

Acute coronary syndrome Oxygen
Aspirin
Diazepam or lorazepam
Nitroglycerin
Heparin
For ST segment elevation (STEMI): Percutaneous intervention

(angioplasty and stent placement) preferred. Consider fibrino-
lytic therapy.

Consider morphine sulfate, phentolamine, verapamil or glyco-
protein IIb/IIIa inhibitors

Hypertension Observation
Diazepam or lorazepam
Consider nitroglycerin, phentolamine and nitroprusside

Pulmonary edema Furosemide
Nitroglycerin
Consider morphine sulfate or phentolamine

Hyperthermia Diazepam or lorazepam
Cooling methods
If agitated, consider paralysis and intubation

Neuropsychiatric
Anxiety and agitation Diazepam or lorazepam

Seizures Diazepam or lorazepam
Consider Phenobarbital

Intracranial hemorrhage Surgical consultation

Rhabdomyolysis i.v. hydration
Consider sodium bicarbonate or mannitol
If in acute renal failure: hemodialysis

Cocaine washout syndrome Supportive care

Body packers Activated charcoal
Whole-bowel irrigation
Laparotomy or endoscopic retrieval
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Sympathomimetic Toxidrome/agitation

Patients with sympathetic excess and psychomotor agitation are at risk of hyper-
thermia and rhabdomyolysis [1, 2, 18]. Management focuses on lowering body
temperature, halting further muscle damage and heat production, and ensuring
good urinary output. The primary agents used for muscle relaxation and control
of agitation are benzodiazepines [1, 18]. Doses beyond those typically used for
patients without cocaine intoxication may be required. Antipsychotic agents are
useful in mild cases, but their safety in severe cocaine-induced agitation is not
clear. Elevations in core body temperature should be treated aggressively with
iced water baths or cool water mist with fans. Some cases of severe muscle over-
activity may require general anesthesia with non-depolarizing neuromuscular
blockade. Non-depolarizing agents are preferred over succinylcholine, because
succinylcholine may increase the risk of hyperkalemia in patients with cocaine-
induced rhabdomyolysis [1, 18]. Plasma cholinesterase metabolizes both succinyl-
choline and cocaine; therefore, prolonged clinical effects of either or both agents
may occur when both are used.

Hypertension

Patients with severe hypertension can usually be safely treated with benzodiaze-
pines. When benzodiazepines alone are not effective, nitroglycerin, nitroprusside,
or phentolamine can be used [21]. Beta-blockers are contraindicated because, in
the setting of cocaine intoxication, they cause unopposed alpha adrenergic stimu-
lation with subsequent exacerbation of hypertension [4].

Myocardial Ischemia or Infarction

Patients with cocaine-associated myocardial ischemia or infarction should be
treated with aspirin, benzodiazepines, and nitroglycerin as first-line agents. Ben-
zodiazepines decrease the central stimulatory effects of cocaine, thereby indi-
rectly reducing its cardiovascular toxicity [22–24]. Benzodiazepines have a com-
parable and possibly an additive effect to nitroglycerin with respect to chest pain
resolution and hemodynamic parameters for patients with chest pain. Weight-
based unfractionated heparin or enoxaparin, as well as clopidogrel are reason-
able to use in patients with documented ischemia [4]. Patients who do not
respond to these initial therapies can be treated with phentolamine or calcium
channel-blocking agents. In the acute setting, beta-blockers are contraindicated,
as they can exacerbate cocaine-induced coronary artery vasoconstriction [1, 3, 4,
18].

When patients have ST segment elevation and require reperfusion, primary
percutaneous coronary intervention (PCI) is preferred over fibrinolytic therapy
due to a high rate of false-positive ST-segment elevations in patients with
cocaine-associated chest pain, even in the absence of acute myocardial infarction,
as well as the possibility of an increased rate of cerebral complications in patients
with repetitive cocaine use [1, 3, 4, 18].

In the absence of electrocardiogram (EKG) changes or elevated cardiac mark-
ers, low and intermediate risk patients can be safely managed in a chest pain
observation unit for 9 to 12 hours. The likelihood of underlying coronary artery
disease or adverse cardiac events in patients in whom myocardial infarction is
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ruled out is low [4, 25, 26]. In a study by Weber et al. [25], there were no differ-
ences in 30-day outcomes among patients managed with or without stress testing
before discharge [25]. The American Heart Association (AHA) recommends
stress testing performed at the time of observation or on an outpatient basis [4].
Recent data confirm that coronary CT angiography can also be used during the
initial evaluation [27]. Patients with a brief period of observation in the emer-
gency department (ED) found to have normal coronary arteries are at a very low
risk of complications and will not require further provocative testing [4, 25].

Dysrhythmias

Supraventricular dysrhythmias may be difficult to treat. Initially, benzodiazepines
should be administered. Adenosine can be given, but its effects may be temporary
[7]. Use of calcium-channel blockers in association with benzodiazepines appears
to be most beneficial [7]. Beta-blockers should be avoided.

Ventricular dysrhythmias can be managed with benzodiazepines, lidocaine or
sodium bicarbonate [1]. Bicarbonate is preferred in patients with QRS widening
and ventricular dysrhythmias that occur soon after cocaine use, since these dys-
rhythmias are presumably related to sodium channel-blocking effects of cocaine
[3, 7]. Lidocaine can be used when dysrhythmias appear to be related to cocaine-
induced ischemia [3, 7].

Seizures

Benzodiazepines and phenobarbital are the first- and second-line drugs, respec-
tively, for seizure management [20]. Phenytoin is not recommended in cases asso-
ciated with cocaine. Although no studies have compared barbiturates to phenyt-
oin for control of cocaine-induced seizures, barbiturates are theoretically prefera-
ble because they also produce central nervous system (CNS) sedation and are
generally more effective for toxin-induced convulsions [1, 20]. Newer agents have
not been well studied in the setting of cocaine intoxication.

Cerebrovascular Infarction

A recent study at a tertiary stroke center identified 96 patients with cocaine use;
almost half were given a diagnosis of ischemic stroke or transient ischemic attack,
a quarter with intracerebral hemorrhage (ICH), and another quarter with sub-
arachnoid hemorrhage. Stroke type differed significantly between active and
prior users with active users more likely to have ICH compared with previous
users (37.7 % v 8.6 %) and less likely to have ischemic stroke or transient ische-
mic attack (36.1 % v 65.7 %) [9]. An epidemiologic study from Texas indicated
that cocaine abuse was associated with both hemorrhagic (OR, 2.33; 95 % CI,
1.74–3.11) and ischemic (OR, 2.03; 95 % CI, 1.48–2.79) stroke [9].

Some patients with neurological complaints have predisposing cerebrovascular
disease (for example, aneurysms or arteriovenous malformations), most have not.
Multiple hypotheses exist regarding the mechanism of cocaine-related ischemic
stroke including vasospasm, enhanced platelet aggregation, cerebral vasculitis,
and cardioembolism from cocaine-induced myocardial infarction and cardiomy-
opathy. Hypertensive surges causing a disturbance of cerebral autoregulation and
blood flow may play a part in cocaine-induced hemorrhagic stroke [18].
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Cocaine can lead to both ischemic and hemorrhagic strokes. Most of these
patients should be managed similarly to patients with non-cocaine-associated
cerebrovascular infarctions with two exceptions: The utility of tissue plasminogen
activator (t-PA) in patients with recent cocaine-associated cerebrovascular events
is unknown; blood pressure management should follow the recommendations
above.

Aortic Dissection

Cocaine use can lead to aortic dissection. Stanford types A and B aortic dissec-
tion have both been reported with cocaine use. Although aortic dissection occurs
in only 2.6–3.5 per 100,000 patient years, cocaine may be a causative factor in up
to 37 % of cases [28, 29]. Untreated, the mortality rate climbs to 33 % within 24
hours and 90 % at 1 year [30–32]. Treatment is similar to other patients with aor-
tic dissection but medical management should be adjusted to try and avoid beta-
blockade.

Abdominal Ischemia

In the abdomen, cocaine has been reported to induce gastric and intestinal perfo-
rations, mesenteric ischemia, and ischemic colitis [8]. In a review by Linder et al,
the average age of patients with cocaine-induced ischemic colitis was 32.6 years
with a mortality of 28.5 % [33]. Patients had about one day of symptoms prior to
presentation. As in other acute abdominal processes, CT is useful to make the
diagnosis [33].

Body Stuffers and Packers

Body stuffers who manifest clinical signs of toxicity should be treated similarly to
other cocaine-intoxicated patients. Gastrointestinal decontamination with acti-
vated charcoal should be performed [1, 15]. Assessment for unruptured cocaine
packages should be considered. In some cases, whole-bowel irrigation may be
necessary [15].

Body packers are typically asymptomatic at the time of detention when pass-
ing immigration. In patients who present with symptoms or develop symptoms of
cocaine toxicity or rapidly deteriorate because of exposure to huge doses of
cocaine, immediate surgical removal of the ruptured packages may be necessary
[15].

Prognosis

Patient prognosis is dependent on the type of complication the patient has related
to the cocaine use. Continued cocaine usage, however, is associated with an
increased likelihood of recurrent symptoms and, therefore, aggressive drug reha-
bilitation may be useful. Cessation of cocaine use is the hallmark of secondary
prevention. Recurrent chest pain is less common and myocardial infarction and
death are rare in patients who discontinue cocaine [3, 25, 34]. Aggressive risk fac-
tor modification is indicated in patients with myocardial infarction or with evi-
dence of premature atherosclerosis, coronary artery aneurysm or ectasia. This
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includes smoking cessation, hypertension control, diabetes control and aggressive
lipid lowering therapy. While these strategies have not been tested specifically for
patients with cocaine, they are standard of care for patients with underlying coro-
nary artery disease [4].

Patients with evidence of atherosclerosis may be candidates for long-term anti-
platelet therapy with aspirin with or without clopidogrel for patients who receive
stent placement [4]. The role of nitrates and calcium channel blockers remains
speculative and should be used for symptomatic relief. The use of beta-adrenergic
antagonists, although useful in patients with previous myocardial infarction and
cardiomyopathy, needs special consideration in the setting of cocaine abuse. Since
recidivism is high in patients with cocaine associated chest pain (60 % admit to
cocaine use in the subsequent year) [35], beta-blocker therapy should probably be
avoided in many of these patients [4].

Conclusion

Cocaine use continues worldwide. Emergency physicians and intensivists will
treat cocaine intoxicated patients and should understand the differences in man-
agement of patients with various diseases when they present in temporal proxim-
ity to cocaine use compared to when cocaine has not been used. The mainstays of
treatment of the cocaine intoxicated patient are benzodiazepines and supportive
care, with other complaint-driven treatments as detailed above.
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Introduction

Airway control and ensuring adequate respiratory function are priorities in man-
aging any seriously-injured patient. Failure to maintain a patent airway remains
a significant cause of preventable death and disability. In these circumstances,
emergency tracheal intubation is a potentially life-saving procedure to optimize
oxygenation, maintain ventilation and reduce the risk of aspiration. Early tracheal
intubation has been promoted and adopted increasingly in many trauma systems.
However, much controversy surrounds this practice, particularly in the pre-hospi-
tal setting where high complication rates have been reported, and current evi-
dence suggests that tracheal intubation may not be universally beneficial [1]. Air-
way management of patients with major injuries is challenging, even within hos-
pital. This chapter will review four controversial topics relating to airway manage-
ment in severely injured patients: Pre-hospital intubation, protection of the cervi-
cal spine, the use of cricoid pressure, and the choice of induction drug.

Pre-hospital Intubation

Despite being promoted as a standard of care, the timing, benefit, and relation-
ship of intubation to outcome from major trauma remain undetermined. Few
studies have shown improved outcome from pre-hospital intubation, whereas
many others have reported no benefit or an association with increased mortality
[1, 2]. Existing evidence comes largely from uncontrolled retrospective studies
that often included heterogeneous patient populations (blunt and penetrating
trauma) and multiple confounding factors, which makes reliable risk adjustment
and meaningful interpretation extremely difficult. A recent systematic review of
emergency intubation in acutely ill and injured patients identified just three eligi-
ble randomized controlled trials from the 452 studies reviewed [3]. Heterogeneity
and methodological limitations prevented any of the studies of adult trauma
patients from meeting the inclusion criteria and the authors concluded that there
was insufficient high-quality evidence to comment on the efficacy of emergency
intubation.

Given the procedural complexity of intubation in the seriously injured patient
and the uncontrolled nature of the pre-hospital environment it is plausible that,
in inexperienced hands, adverse events may contribute to the worse outcome
observed with pre-hospital intubation. Many of the available data about intuba-
tion complications relate to paramedic-based emergency medical services (EMS)
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systems in the United States. Success rates ranging from 60–90 % have been
described widely but are as low as 50 % in rescuers who perform the procedure
only rarely [1, 4]. Many of these data relate to intubation without the use of neu-
romuscular blocking drugs or sedatives and higher rates of success have been
associated with drug-assisted intubation. There remains considerable concern
about the high number of complications, the most serious being unrecognized
esophageal intubation, rates of which range from 0.4 % to 12 % [2, 4]. Given that
most of these data are self-reported, this is likely to represent the best-case sce-
nario. When emergency physicians evaluated, on admission to hospital, 108 para-
medic intubations (non-drug-assisted), the unrecognized esophageal intubation
rate was 16.7 %, with trauma patients being significantly more likely than medical
patients to have misplaced tubes (37 % versus 14 %) [5]. Other serious complica-
tions have been reported commonly. In a study from San Diego, hypoxemia (SaO2
< 90 %) occurred in 31 of 54 (57 %) patients undergoing paramedic rapid
sequence induction (RSI) and intubation. Over half of these events lasted more
than 3 minutes; despite this, the paramedic documented the intubation as ‘easy’
in 84 % of cases [6].

In Europe, pre-hospital intubation is undertaken more commonly by physi-
cians. When attempted by an experienced anesthesiologist or emergency physi-
cian, success rates approaching 100 % have been reported in several studies from
France, Germany and the UK [7]. Reduced complication rates and improved sur-
vival have also been demonstrated [8, 9]. This lends weight to the argument that
experience and skill are key factors in ensuring safe and effective pre-hospital
advanced airway management. Although there is no clear consensus on acquisi-
tion and maintenance of intubation skill, current paramedic training in many
parts of the world would be considered inadequate by most in-hospital standards.
Training programs consist variably of didactic teaching modules, simulation
using manikins and cadavers, and limited operating room experience, with para-
medic students in the US attempting a median of seven intubations during their
entire training [2, 10]. Notably, amongst anesthetic trainees in Switzerland, a
mean of 57 intubation attempts was required to reach a success rate of 90 % [11].
Beyond baseline competence, maintaining skills requires regular clinical experi-
ence. A figure of one intubation a month or 10 per year has been proposed but
few pre-hospital practitioners attain this level of clinical exposure without access
to additional training opportunities.

When interpreting all of these results it must be remembered that intubation
is just one aspect of pre-hospital care and other clinical interventions are often
taking place concurrently. It is inevitable that these interventions will interact,
affecting physiological processes adversely and influencing overall patient out-
come [1]. For example, unintended hyperventilation occurs frequently after pre-
hospital RSI for traumatic brain injury, and has been associated with increased
mortality [12]. Other aspects of care may have similar unquantifiable effects.
Examples include fluid administration, ventilation strategies and the use of seda-
tive drugs. Studies, such as the Ontario Pre-hospital Advanced Life Support
(OPALS) Major Trauma Study, have evaluated the overall effect of implementing
paramedic advanced life support programs and found no difference in survival.
Indeed, a subgroup of patients with Glasgow Coma Scale scores (GCS) < 9 had a
worse outcome [13].

It seems unrealistic to expect paramedics to achieve high success rates given
their current level of training. Some paramedic-based aero medical systems have
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demonstrated good results. This may reflect strong medical leadership, the use of
small, targeted paramedic groups to improved training and clinical exposure,
strict RSI protocols, use of waveform capnography for verification of intubation,
and optimization of post-intubation care. As no protocol can compensate for
good clinical judgment, some authorities have suggested that only experienced
hospital practitioners have the ability to provide safe pre-hospital anesthesia [7].
The Association of Anaesthetists of Great Britain and Ireland (www.aagbi.org) has
produced guidance stating that healthcare personnel providing pre-hospital anes-
thesia should have the same level of training and competence that would allow
them to provide unsupervised RSI and intubation in the hospital environment –
currently a minimum of 2 years training in emergency specialities and 1 year of
anesthesia.

These ideals will remain an impossible target for many EMS systems world-
wide and, in the absence of convincing evidence of benefit for pre-hospital intu-
bation, and the indisputable potential for harm, alternative approaches must be
considered. Basic airway maneuvers may be sufficient for those involved rarely in
airway management. However, supraglottic airway devices have been proposed as
an appropriate first line for personnel not highly skilled in tracheal intubation
[14]. While offering advantages of improved ventilation and oxygenation and
reduced risk of gastric inflation and regurgitation, these devices are simpler to
use, require less training and have the advantage of being generally fail safe in
inexperienced hands [14].

In-hospital Airway Management

Even in the relatively controlled environment of the hospital, many factors con-
tribute to the challenge of airway management in severely injured patients.
Screening tests are of limited value to predict difficult airways in emergencies
[15]. Time restraints, uncooperative patients, hemodynamic instability, risk of
aspiration, the need for cervical spine protection, and facial and neck injuries, all
add to potential difficulties. Recognizing the importance of airway management
and identifying a substantial variation in practice occurring from center to cen-
ter, the Eastern Association for the Surgery of Trauma (EAST) undertook an evi-
dence-based literature review in 2002 [16]. It published a list of indications for
early intubation. These included airway obstruction, hypoventilation, severe hyp-
oxemia (despite supplemental oxygen), severe cognitive impairment (GCS < 8),
severe hemorrhagic shock and cardiac arrest.

A recent retrospective review of 1000 consecutive intubations at a level 1
trauma center in San Diego found that 9.9 % of trauma patients required intuba-
tion within 2 hours of arrival [17]. The range of intubation rates reported previ-
ously was between 8.7–27 %, with a suggestion that lower rates may reflect more
widespread use of pre-hospital intubation. The San Diego group reported that the
EAST indications did not identify adequately all patients who benefited from
early intubation. Altered mental state (GCS > 8), combativeness and preoperative
pain management were among the most common additional discretionary indica-
tions [17].

RSI and intubation using direct laryngoscopy has become the standard
approach to securing the airway in major trauma and has been associated consis-
tently with high levels of success in emergency intubation [18]. Success rates of
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97–99 % (within 3 attempts) have been reported widely by both emergency phy-
sicians and anesthesiologists [19]. The largest series published to date reviewed
10 years of experience at a major trauma referral center in Baltimore [20]. Of
57,529 admissions, 6,088 (10.6 %) required intubation within the first hour, and
the success rate was 99.7 %. A rescue surgical airway was performed in 21
patients (0.3 %). The commonest reasons for failed intubation and need for crico-
thyroidotomy were pre-morbid anatomical variations and direct trauma to the
face and neck. The authors cite the use of a simple RSI-based protocol with a
small selection of familiar rescue devices (bougie and laryngeal mask airway
[LMA]), and the presence of an experienced anesthesiologist at each admission,
as the basis for their success. Complication rates and number of attempts at intu-
bation were not reported in this study. In another study, success at first attempt
was lower amongst less experienced operators (residents) and the complication
rate was significantly higher when more junior staff were involved in the intuba-
tion (14.2 % vs. 9.7 %; p< 0.05) [17]. The association of complications with num-
ber of intubation attempts has been well documented previously [21].

Although experiences at busy trauma centers may not be universally represen-
tative, several aspects of care have emerged as key factors in ensuring timely, safe
and effective airway management. These include adherence to a simple RSI proto-
col and failed intubation drill [22], the application of monitoring standards in the
operating room, particularly the use of end-tidal CO2 (ETCO2) [23], and the avail-
ability of experienced personnel at all emergency intubations [17].

Cervical Spine Protection

Estimated rates of secondary neurological damage occurring after cervical spine
injury have decreased significantly since the introduction of spinal immobiliza-
tion in the 1970s [24]. Concerns that cervical movement during airway manage-
ment was a significant contributing factor to this damage, resulted in manual in-
line stabilization (MILS) during direct laryngoscopy becoming a standard of care
for acute trauma patients. Although intuitively appealing, the evidence base for
this practice is extremely limited with data originating from studies on uninjured
volunteers, cadaveric models and small, uncontrolled case series. Appreciation of
the potential detrimental effect of MILS has been emerging gradually and many
commentators have called for reappraisal of the practice [25, 26].

Early data in healthy anesthetized volunteers showed that MILS reduced cervi-
cal spine movement by as much as 50 % [27]. However, the evidence that exter-
nally limiting head and neck movement minimizes the pathological motion of the
cervical spine at unstable segments is weak. Cadaveric studies modeling varieties
of cervical instability have reported conflicting results ranging from reduced, to
unchanged or even increased subluxation with the application of MILS [26]. The
suggested explanation for increased displacement of the cervical spine with
immobilization is the greater force that must be applied by the operator to obtain
an acceptable view [28]. This theory has been borne out in a small case series of
volunteers in which a doubling of laryngoscopic force was observed with applica-
tion of MILS [29]. As the biomechanics of laryngoscopy are poorly understood, it
is unclear which aspects of applied pressure, if any, are clinically relevant.

More concerning is the adverse effect of MILS on glottic view: Several investi-
gators have reported significant worsening of laryngoscopic view, increased time
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to intubation and increased likelihood of failed intubation [26]. The resultant
hypoxemia observed is particularly worrying given the high incidence of trau-
matic brain injury in this population.

As only 4 % of trauma patients have cervical spine injuries, and unstable inju-
ries with recoverable cord function occur in only a minority of these, neurologi-
cal deterioration during airway manipulation is likely to be extremely rare. Ani-
mal data indicate that compression in excess of 50 % of the cord diameter for
greater than one hour is required for permanent injury to occur [30]. This may

Table 1. Techniques for reducing cervical spine movement and improving ease of intubation.

Study Subjects Airway
management

Design Findings

Takahasi
et al. [31]

33 residents
using mani-
kin in semi-
rigid collar

AWS
Macintosh

Clinical
observation

AWS fewer attempts and 100 % success
(2 esophageal tubes with Mac).
No difference in speed.

Aoi et al.
[32]

36 elective
patients in
semi-rigid
collar

AWS
Macintosh

Clinical
observation
Random-
ized

AWS improved ease and grade of intuba-
tion.
No difference in speed.

Takenaka
et al. [33]

30 elective
patients

AWS +/–
bougie

Fluoroscopy
Random-
ized

AWS in combination with bougie reduced
extension of cervical spine between occi-
put and the fourth cervical vertebra (6.5 vs
16.0 degrees, p< 0.01)

Turkstra
et al. [34]

24 elective
patients
with MILS

Airtraq
Macintosh

Fluoroscopy
Crossover

Airtraq reduced cervical spine motion by
66 % (p< 0.01).
No difference in speed.

Maharaj
et al. [35]

40 elective
patients
with MILS

Airtraq
Macintosh

Clinical
observation
Randomi-
zed

Airtraq reduced duration of intubation and
need for additional maneuvers. Fewer
blood pressure and heart rate changes with
Airtraq.

Robitaille
et al. [36]

20 elective
patients

Glidescope
Macintosh

Fluoroscopy
Crossover

Glidescope improved view.
No difference in cervical spine motion.

Gercek et
al. [37]

48 elective
patients
with MILS

Macintosh,
ILMA and
fibreoptic (oral
and nasal)

Ultrasound
Crossover

ILMA and fiberoptic techniques reduced
cervical spine movement (17.57 vs 4.6
degrees). Significantly prolonged intubation
times with fiberoptic.

Maruyama
et al. [38]

45 elective
patients

AWS
Macintosh
McCoy

Fluoroscopy
Random-
ized

AWS reduced cervical spine movement
compared with both Mac and McCoy
(22.3 vs 32.3 vs 36.5 degrees respectively).
AWS intubation time longer.

Wahlen
et al. [39]

48 elective
patients

Macintosh,
Bullard, Bon-
fils and ILMA

Fluoroscopy
Crossover

Bullard, Bonfils and ILMA all reduced cervi-
cal spine movement (3.4, 5.5, 4.9 degrees
respectively; Mac 22.5 degrees)
Longer intubation times with Bonfil and
ILMA.

AWS: Airway Scope; MILS: manual in-line stabilization; ILMA: intubating laryngeal mask airway
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explain why, in 25 years of practice, there have been few, if any, reliable reports of
intubation causing a secondary spinal cord injury [26]. It may be that mainte-
nance of spinal cord perfusion pressure and tissue oxygenation are more impor-
tant factors in preventing secondary injury than minor degrees of cervical spine
movement. In any case, ethical and logistical barriers preclude the possibility of
a large-scale controlled trial ever taking place. Research has, therefore, focused
more recently on alternative approaches to improving safety in trauma airway
management.

Several strategies have been evaluated to reduce cervical spine movement and
improve ease of intubation (Table 1) [31–39]. Some of these strategies, including
nasotracheal intubation and flexible fiberoptic laryngoscopy, have limited appli-
cation in the acute trauma setting. However, intubating supraglottic airways,
video laryngoscopes and optical stylets have produced more promising results.
The latter do not require a direct line of sight for glottic visualization and several
of the available devices have been found to reduce cervical spine movement when
compared to standard laryngoscopy. The Airtraq, Airway Scope (AWS) – particu-
larly when used in combination with a bougie – Trachlight and intubating LMA,
have all been found to have significant beneficial effects on cervical spine motion
and in some cases to improve laryngeal visualization and ease of intubation [31,
32, 35]. All of these studies have again been conducted on healthy volunteers and
what remains to be assessed is the effect of airway soiling on the performance of
these devices.

Given the lack of high-quality evidence, clinicians must weigh up the issues in
any given circumstance, balancing any beneficial effect of MILS against the risks
of suboptimal laryngoscopic views. It seems pragmatic to apply MILS, providing
it does not compromise rapid intubation. If the view is poor, some degree of flex-
ion or extension should be permitted and early consideration given to the use of
an alternative supraglottic device.

The Cricoid Pressure Controversy

Cricoid pressure was described originally by Sellick (1961) as a method of
reducing the risk of regurgitation and aspiration of gastric contents during the
induction of anesthesia. Initially tested on cadavers, Sellick subsequently tried
out the maneuver on 26 human subjects at high risk of aspiration. None of the
patients regurgitated with cricoid pressure applied and three patients had
immediate reflux upon release. Sellick’s maneuver subsequently gained wide-
spread acceptance and cricoid pressure has since become an essential element
of RSI.

Subsequent reports of regurgitation and aspiration despite application of cri-
coid pressure prompted criticism of this practice and raised questions about its
efficacy and safety [40]. All of the available supporting evidence again comes
from small, uncontrolled studies and cadaveric models, the clinical relevance of
which is poorly defined [41]. Whether failure of the maneuver clinically is attrib-
utable to the technique itself or improper application is impossible to determine.
The optimal method, timing and force applied remain unclear and are often
quoted as technical barriers to the success of cricoid pressure [41]. In fact, the
only consistent data relating to cricoid pressure indicate that the majority of per-
sonnel apply it incorrectly. This incorrect application of force is of vital impor-
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tance as it can result in either incomplete occlusion or airway compression and
limited laryngeal visualization. The ability of individuals to apply cricoid pressure
correctly has been tested using models and these indicate that it is applied with
a very variable force (0–120 N) [42].

Variable head position and anatomy also impact the efficacy of cricoid pres-
sure. Studies using computed tomography (CT) have demonstrated lateral dis-
placement of the esophagus in 49 % of individuals. This was found to increase to
90.5 % with cricoid pressure [43]. More recent magnetic resonance imaging
(MRI) indicates that cricoid pressure occludes the hypophayrnx, which makes the
position of the esophagus irrelevant for the success of cricoid pressure in prevent-
ing regurgitation [44]. Even with cricoid pressure applied correctly, airway com-
pression was observed in 81 % of subjects [43].

Several studies have shown that cricoid pressure reduces gastric inflation dur-
ing mask ventilation. This may be particularly relevant in pediatric practice
where it has been found to prevent inflation effectively up to airway pressures of
40 cmH2O. However, this finding must be interpreted in the light of further data
that indicate that cricoid pressure increases difficulty with mask ventilation,
reduces tidal volumes, increases peak inspiratory pressures, and may even pre-
vent ventilation by obstructing the airway [41].

Evidence on the effect of cricoid pressure on laryngeal view is contradictory
[40]. However, combining cricoid pressure with MILS, as commonly occurs in the
setting of major trauma, has been demonstrated to cause a significant deteriora-
tion in grade of view at laryngoscopy [2]. Cricoid pressure also impedes effective
placement of an LMA reducing the success of insertion from 94 % to 67 % and
hindering tracheal intubation via the LMA. The current Difficult Airway Society
guidelines (www.das.uk.com) indicate that in an emergency the cricoid pressure
should be released to aid the passage of an LMA.

Other serious complications reported with cricoid pressure include esophageal
rupture and cricoid fracture with displacement of laryngeal fragments. Several
studies have considered directly the effect of cricoid pressure on the cervical
spine; two have suggested significant movement associated with cricoid pressure
[41]. A retrospective review of intubation in 73 cervical spine injured patients
undergoing RSI did not demonstrate any adverse neurological sequelae from cri-
coid pressure [45]. This calls into question the clinical relevance of minor degrees
of movement.

The risk of aspiration with anesthesia has been decreasing over time, but the
contribution of cricoid pressure to this improvement is uncertain. Significant
advances in anesthesia and airway management are likely to be responsible for
the current very low aspiration rate amongst elective patients. In the emergency
setting, the picture is less clear because aspiration often occurs before attempted
tracheal intubation and widely varying rates have been reported that range from
0 % to 22 % [41]. It is likely that higher rates of aspiration are associated with
repetitive attempts at laryngoscopy. In a review of 2,833 emergency airways, an
incidence of 1.9 % was reported, increasing to 22 % with three or more attempts
[21]; the frequently poor application of cricoid pressure may well contribute to
these multiple attempts.

A risk-benefit analysis has to be considered in any given clinical situation. The
effect of cricoid pressure on view and its effectiveness in preventing regurgitation
is likely to vary from patient to patient. Many of the reported problems with cri-
coid pressure probably relate to incorrect application and unless reliability in its
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performance can be improved, consideration of efficacy is of secondary impor-
tance. The risk of aspiration versus the risk of hypoxemia should be considered
case-by-case and if there is difficulty with intubation or ventilation, consider
removing the cricoid pressure.

Induction Drugs in the Hemodynamically Compromised Trauma
Patient

The ideal induction drug does not exist and individual practice is determined
often by operator experience. Etomidate has long been considered safe and reli-
able for emergency intubation and has become one of the most widely used drugs
for RSI in trauma patients worldwide. Emergency physicians readily adopted eto-
midate because of its favorable hemodynamic profile, easy dosing and rapid
onset. Debate about the effect of etomidate on adrenal function and the clinical
significance of this effect in critically ill patients has brought its use into question.

It has been known for many years that etomidate suppresses adrenal function
transiently by reversible inhibition of 11b hydroxylase, the enzyme involved in the
final pathway of cortisol production. The clinical significance of this effect was first
recognized in the early 1980s when an excess mortality was observed in intubated
trauma patients sedated with etomidate infusions on the intensive care unit (ICU).
Numerous reports have linked etomidate to adrenal insufficiency, reduced cortisol
levels and inadequate responses to corticotropin in the critically ill [46]. Although
continuous infusions for sedation have long been abandoned, it is the direct effect
of a single bolus dose that has become the focus of attention more recently.

It is well know that adrenal insufficiency, which is common in the critically ill,
is associated with poorer prognosis, particularly in patients with septic shock.
Recent data now indicate that etomidate, even when injected as a single bolus
dose, may be associated with more sustained adrenal suppression in the critically
ill, lasting at least 24 hours and possibly up to 72 hours [47]. Although the
adverse effect of etomidate on adrenal dysfunction in the critically ill is in little
doubt, the clinical significance of this is less clear. The CORTICUS study group
reconfirmed the association between etomidate and a reduced response to corti-
cotropin (60.4 % versus 43.4 %, p = 0.004). There was a higher 28-day mortality
in the etomidate group (40 % versus 29.6 %, p = 0.03), a difference that was inter-
estingly unaffected by the addition of supplemental hydrocortisone [48]. Unsup-
ported conclusions were appropriately avoided on the basis of the non-random-
ized, retrospective analysis. All other studies claiming to show an increased mor-
tality have been based also on retrospective analyses often involving very small
numbers. No study specifically designed to compare mortality has yet demon-
strated any difference [46].

A recent randomized controlled trial compared the use of etomidate and keta-
mine for RSI in 655 acutely ill patients [49]. There were no differences between
groups in the mean maximum sequential organ failure assessment (SOFA) score,
in intubating conditions, or in early or late (28 day) mortality. The effect of eto-
midate on adrenal function was demonstrated, with adrenal insufficiency in 86 %
of the etomidate group compared with 48 % of the ketamine group (OR 6.7,
3.5–12.7). The authors concluded that ketamine is a safe and valuable alternative
to etomidate and should be considered, particularly in patients with severe sepsis
who are most at risk from adrenal insufficiency.
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Although no causal link to increased morbidity or mortality has ever been estab-
lished, the weight of observational and biochemical data indicating potential
harm has resulted in numerous investigators calling for etomidate to be with-
drawn. As alternative induction drugs are available, it is increasingly difficult to
justify the use of etomidate in the critically ill. Unfortunately none of the alterna-
tive drugs are devoid of side effects and few high-quality studies comparing
safety profiles have been conducted.

Ketamine has been emerging as the most favorable alternative to etomidate in
the treatment of the hemodynamically compromised patient because its sympa-
thomimetic action maintains cardiovascular stability. Initial concerns about the
use of ketamine in traumatic brain injury have been re-evaluated [50]. During
spontaneous ventilation, ketamine increases cerebral blood flow and intracranial
pressure because of cerebral vasodilation but this can be obviated by controlled
ventilation and adequate sedation. Any potential increase in intracranial pressure
will be offset by an increase in mean arterial pressure and decrease in cerebral
oxygen consumption (CMRO2). An increasing body of experimental evidence
indicates a possible protective anti-inflammatory effect in sepsis and a neuropro-
tective effect in ischemia; this may strengthen the argument in favor of ketamine
in the future.

Conclusion

Tracheal intubation of the seriously injured, critically ill patient is a high-risk
procedure in any setting. The increased incidence of difficult intubation and poor
physiological reserve are associated with numerous complications, even in expe-
rienced hands. In the particularly challenging pre-hospital environment, stan-
dards of care should reflect best hospital practice and it should be undertaken
only by personnel highly trained in drug-assisted intubation, who maintain their
skills with regular practice. Less skilled practitioners may cause considerable
harm by repeated attempts at larynoscopy and there is a risk of unrecognized
esophageal intubation. Supraglottic airway devices such as the LMA, are often
familiar as rescue devices, but may be taught more appropriately as a first line
airway management technique for those less experienced in tracheal intubation.

RSI with cricoid pressure, MILS of the cervical spine and direct laryngoscopy
remain the procedures of choice for airway control in major trauma. Careful use
of a cardiostable induction drug minimizes the hemodynamic complications of
induction. Ketamine appears to have the most favorable profile of the currently
available drugs. Awareness of the limited evidence for use of cricoid pressure and
MILS and an appreciation of the potential harmful effects on glottic view and
management should ensure the best chance of successful and safe tracheal intu-
bation.
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Introduction

Severe tissue trauma is frequently associated with hemorrhagic shock and subse-
quent pronounced coagulopathy [1]. Uncontrolled bleeding is the second most
common cause of death, and hemorrhage is directly responsible for 40 % of all
trauma-related deaths [2]. Coagulopathy can be detected with standard coagula-
tion tests immediately after arrival in the emergency room (ER) in approximately
25–35 % of all trauma patients [1, 2]. Moreover, early trauma-induced coagulopa-
thy is associated with a 4-fold increase in mortality [1]. Blood coagulation moni-
toring is essential in order to assess the underlying coagulation disorder and to
tailor hemostatic treatment. Thromboelastometry (TEM) and thrombelastogra-
phy (TEG) are promising point-of-care technologies providing rapid information
on the initiation process of clot formation, clot quality, and stability of the
clot [3].

The primary aims in the treatment of hemorrhagic shock patients are control
of ongoing bleeding, restoration of intravascular volume, and early, aggressive
therapy of underlying coagulopathy. Experiences mainly derived from military
trauma care (Table 1) suggest a high fresh frozen plasma (FFP) to red blood cell
(RBC) ratio as treatment strategy in major bleeding patients. Such a strategy can
be employed in combination with the administration of coagulation factor con-
centrates if these products are available to physicians. This combined coagulation
therapy can be guided by TEM and TEG test results, allowing the optimization of
hemostasis in trauma cases on an individualized basis [4]. These strategies focus
on the same therapeutic goal: A quick and substantial increase in coagulation fac-
tors to fight coagulopathy, to reduce blood loss, and to improve survival.

Table 1. Studies describing the administered ratios of fresh frozen plasma: red blood cell (FFP:RBC) in
trauma-related bleeding. This list is not intended to be exhaustive.

Author, year [ref] Type of study Country Patient numbers

Borgman, 2007 [73] Retrospective chart review USA (Military) 246
Gunter, 2008 [74] Retrospective USA (Civilian) 259
Maegele, 2008 [75] Retrospective trauma registry Germany (Civilian) 713
Spinella, 2008 [76] Retrospective USA (Military) 708
Teixeira, 2009 [77] Retrospective trauma registry USA (Civilian) 383
Zink, 2009 [78] Retrospective USA (Civilian) 466
Kashuk, 2008 [79] Retrospective USA (Civilian) 133
Sperry, 2008 [80] Prospective cohort study USA (Civilian) 415
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Pathophysiology of Coagulopathy in Trauma

In hemorrhagic shock caused by tissue trauma and vascular injury, an “endoge-
nous” anticoagulant pathway is activated [5]. In shock, high amounts of tissue
plasminogen activator (tPA) are released from endothelial cells and thrombomo-
dulin is expressed on their surface. Thrombomodulin binds thrombin and subse-
quently activates the protein C pathway. Protein C together with its cofactor, pro-
tein S, slows down the accelerators of the coagulation process by inactivating
FVIIIa and FVa. Furthermore, high amounts of protein C consume plasminogen
activator inhibitor 1 (PAI-1), the major antagonist of t-PA. As a consequence,
overwhelming amounts of t-PA are available, creating a profibrinolytic state [5].
The overall incidence of hyperfibrinolysis is still unclear. Fibrinolysis, according
to TEM/TEG test results in two small studies, was observed in 2.5 % and 8.7 %,
respectively, of all trauma patients [6, 7]. However, in major trauma the incidence
seems to be higher. This is especially true in patients with severe shock who
require catecholamines or vasopressin for blood pressure stabilization and are
prone to hyperfibrinolysis. In summary, hyperfibrinolysis is more common than
previously assumed and associated with a poor outcome [8].

Volume therapy plays an essential role in restoring intravascular fluid deficit.
It is undisputed that dilution of the remaining coagulation factors is an inevitable
consequence when intravascular volume is restored. Data from the German
trauma registry revealed that 34 % of trauma patients suffer from severe coagulo-
pathy on arrival in the emergency room [9]. This is in part related to aggressive
pre-hospital volume replacement. Patients from this study received a mean of
2200 ml of fluid, but 50 % of patients received more than 3000 ml [9]. Whereas
volume resuscitation using crystalloids may result in dilutional coagulopathy, in
vitro studies revealed that colloids impair the fibrin polymerization process to an
extent which is greater than the dilutional effect alone [10, 11].

Major trauma results in substantial tissue factor (TF) exposure with subse-
quent early fibrin formation. Consequently, consumption of coagulation factors
primarily affects fibrinogen. Fibrinogen is not only the precursor of fibrin but
also an important ligand between activated platelets and of paramount impor-
tance for the whole coagulation process [12]. In elective surgery, it was demon-
strated that fibrinogen was the first coagulation factor reaching critical lev-
els [13]. In severe trauma patients with a mean injury severity score (ISS) of 35,
fibrinogen concentration decreased from 1.6 g in the field to 0.95 g on admission
to the emergency room [14]. In an observational study (n = 161), Carroll and col-
leagues reported that 11 % of patients had a fibrinogen concentration of less than
1.0 g on admission to the ER, but contributed 31 % of all fatalities [6]. Since
fibrinogen plays a central role in hemostasis it is obvious that a decrease in
fibrinogen concentrations results in decreased clot stability and increased bleed-
ing [15].

Hypothermia

Hypothermia is a common problem in trauma victims and correlates with a poor
outcome. Wang and collaborators reported data from more than 38,000 trauma
patients and found that admission hypothermia was independently associated
with an increased odds of death in patients admitted with low core temperature
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(odds ratio [OR] 3.03; 95 % confidence interval [CI] 2.62–3.51) [16]. An explana-
tion for this finding could be that body temperature of less than 34 °C is associ-
ated with increased bleeding. Jurkovic et al. found that mortality of hypothermic
patients was significantly higher than those who remained warm. In patients,
who arrived in the ER with a core temperature of less than 32 °C 100 % mortality
was observed [17]. Hypothermia compromises primary as well as secondary
hemostasis and enhances clot lysis. However, these effects are of clinical relevance
only at temperatures of less than 34 °C. At temperatures of 33 °C thrombin gener-
ation is markedly affected and platelet adhesion is diminished in the range of
33 % of normal [18].

Acidosis

Hypoperfusion and shock are further associated with increased base deficit, lac-
tate concentration and acidosis. Several reports independently revealed that aci-
dosis was related to poor outcome in trauma patients [19]. One reason for this
finding is that acidosis affects the activity of coagulation factors, impairs throm-
bin generation and alters platelet function. Meng et al. showed in an in vitro
model that the activity of the prothrombinase complex was reduced by approxi-
mately 70 % at pH 7.0 compared with pH 7.4 (p < 0.05) [20]. Martini reported
that acidosis, induced by infusion of 0.2 M HCL accelerated fibrinogen degrada-
tion [21]. Platelet aggregation is also enhanced by acidosis [18].

Diagnosis

Due to the complex nature of acute trauma-induced coagulopathy, real time and
reliable laboratory testing should be available in order to support a targeted ther-
apeutic approach based on test results. The availability of such a ‘theranostic’
regime means that rapid diagnostic testing and drug therapy can be combined,
with a real time feedback loop improving drug efficiency and minimizing side-
effects. Theranostics will reach its full potential when drug discovery and devel-
opment can be done on an individual basis, providing a truly personalized
approach to treatment. The key questions that testing procedures should address
when treating trauma victims with severe bleeding are: Why is the patient bleed-
ing? and Is it due to surgical or coagulopathic bleeding?

When trying to answer these questions, the main hindrance is the time taken
to receive test results from the clinical laboratories (29–295 minutes) [22, 23].
Although no single coagulation test can mirror the whole picture of coagulopathy,
the standard coagulation tests, like prothrombin time (PT), activated partial
thromboplastin time (aPTT) and fibrinogen plasma concentration, are widely
used in the perioperative setting. However, these tests were not developed to
assess coagulation in acute bleeding situations [24] and the time needed to con-
duct these assays is incompatible with the prompt correction of coagulopathy
which is required in the trauma setting [22]. Currently, point-of-care devices
which are capable of monitoring PT and aPTT (CoaguChek® S and XS) have been
employed in the emergency room and operating room (OR) [25]. However, mea-
surements taken using these instruments have been shown to deviate from labo-
ratory testing. The degree to which this variation has tangible clinical impact has
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yet to be established [26]. However, irrespective of the need for faster testing
procedures, these tests may have limited value for the assessment of coagulopa-
thy and for guidance of hemostatic therapy. In vivo coagulation occurs primar-
ily on the surface of platelets and TF-bearing cells [27]. Fibrinogen and platelets
are tightly interwoven and RBCs also play a significant role in hemostasis [28].
However, these cells are removed by the centrifugation process. In addition,
conventional tests stop with the formation of the first fibrin strands, when only
approximately 5 % of thrombin has been generated [29]. These assays only pro-
vide information about the beginning of clotting and do not assess the quality
and strength of the clot. Furthermore, the influence of (hyper)fibrinolysis on
clot stability cannot be evaluated by routine coagulation tests [30]. Preoperative
PT and aPTT testing has little predictive value for bleeding, while tests per-
formed intraoperatively and postoperatively are of little value for identifying the
cause of bleeding [24]. Obtaining test results, including fibrinogen concentra-
tion, is time consuming and of little use for the guidance of emergency hemo-
static therapy. Furthermore, Fenger-Eriksen et al. demonstrated that different
automated coagulation analyzers revealed significantly different levels of fibrin-
ogen [31]. The presence of colloid plasma expander gave rise to erroneously
high levels of fibrinogen recorded by some coagulation analyzers employing the
Clauss method, overestimating levels by 80 % and 110 % in cases of 30 % and
50 % dilution, respectively (though in the absence of such confounders this
method is reliable) [31, 32].

Taken together, standard coagulation tests do not offer useful information
about the nature of the coagulopathy; their prognostic value for a potential bleed-
ing tendency and transfusion of allogeneic blood products is poor. These limita-
tions apply not only to preoperative testing, but also lead to limited usefulness of
standard laboratory methods for the intraoperative and intensive care unit (ICU)
periods in situations that are complicated by acute bleeding.

In recent years, attention has focused upon viscoelastic methods as point-of-
care tests for coagulation in massive blood loss [22, 33]. TEM measures the visco-
elastic changes of clot formation in whole blood under low shear conditions. In
contrast to standard coagulation tests, TEM/TEG provides information on the
rapidity of coagulation initiation, kinetics of clot growth, clot strength and break-
down. ROTEM® (TEM International® GmbH, Munich, Germany) utilizes a newer
and improved technique, using a plastic pin supported by a ball bearing, which
rotates slowly backwards and forwards through an angle of 4.75°. This method is
more stable and less sensitive to shock and vibration. The pin is vertically
immersed into a cup containing the blood sample. In contrast, TEG® uses a tor-
sion wire and the cup is rotating.

After re-calcification of the blood sample and addition of an activator, the
coagulation process in the test cup starts. Following generation of the first fibrin
filaments between the pin and the wall of the test cup, the rotation range of the
pin is reduced. The movement of the pin is converted into an optical signal and
transferred to a graphical display, which plots the changes in the viscoelastic
properties of the clot over time. A set of standard reagents is used to discriminate
between several potential causes of bleeding. Two basic tests that use intrinsic
activation (INTEM) and extrinsic activation (EXTEM) provide information on the
general coagulation status (impaired, normal, and hypercoagulable) through the
following parameters: Clotting time (CT), clot formation time (CFT), alpha angle,
maximum clot firmness (MCF) and clot lysis (CL) (Fig. 1).
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In the FIBTEM test (Fig. 1), platelets are inhibited by cytochalasin D, therefore this
test provides information on the fibrin component of the clot separately. In the
APTEM assay, an antifibrinolytic (aprotinin) is added to the EXTEM assay. If this
yields an improvement in all parameters (CT, CFT, α-angle, MCF) then this indi-
cates hyperfibrinolysis, before there is any indicative breakdown in EXTEM (Fig. 2).

TEM and TEG can be carried out at the patient’s bedside. The measurements
are performed in whole blood, not in plasma. Also, without the need for centrifu-

Fig. 1. Normal profiles obtained by ROTEM®
analyses. A) EXTEM: extrinsic activated;
B) INTEM: intrinsic activated; C) FIBTEM:
EXTEM plus cytochalasin D (antifibrinolytic). The
clotting time (CT [seconds]) represents the time
from the start of the test until a clot firmness
of 2 mm is detected; maximum clot firmness
(MCF [mm]) represents the total amplitude of
the clot. CFT: clot formation time

Fig. 2. Hyperfibrinolysis in ROTEM®. Clot breakdown is seen using INTEM and EXTEM, no clot formation
is observed in FIBTEM, stable clots are seen in APTEM.
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gation, the time taken to receive test results is much shorter (approximately 10
minutes) compared with conventional laboratory testing (mean 88 minutes,
29–295 minutes) [23]. Recent data suggest that viscoelastic devices are superior
to routine coagulation tests in detecting trauma-induced coagulopathy [3, 33].
Kashuk et al. showed that FFP would have been administered to significantly
more patients based on conventional transfusion triggers compared to TEG® test
results (61.5 % by international normalized ratio [INR] versus 26.9 % by TEG
p = 0.003), suggesting that TEG® might be useful in guiding transfusion therapy
and reducing FFP transfusion [3].

In a study that included 69 trauma patients, Kaufmann et al. showed that only
the ISS and TEG® results were predictive of early transfusion requirements [34].
Plotkin et al. reported that only the maximum amplitude and not standard coag-
ulation tests, like PT and aPTT, was predictive for blood product transfu-
sions [35]. In addition, hyperfibrinolysis may influence the coagulation process
in major trauma and is associated with high mortality [8]. The ROTEM remains
the only tool for detecting hyperfibrinolysis in acutely bleeding patients, since all
laboratory based techniques used to detect hyperfibrinolysis (e.g., euglobulin
lysis time [ELT], plasmin-antiplasmin, PAI-1) are complex and too time-consum-
ing [7].

Treatment of Coagulation Disorders

Hypothermia is a common problem in trauma victims and correlates with a sig-
nificantly worse prognosis [19]. Thus, no efforts should be spared to maintain
adequate body temperature. During the initial evaluation phase in the ER the
patient should be kept dry and covered. Consequent warming of fluids and
blood components prior to infusion is mandatory. Intraoperative use of patient
warming devices is strongly recommended [36]. In bleeding patients it is impor-
tant to fight against the vicious cycle of hypothermia, acidosis and coagulopa-
thy.

The concept of ‘damage-control surgery’ is an accepted and well proven strat-
egy in the treatment of exsanguinating trauma patients and is adopted world-
wide. Abdominal packing as well as external fixation of extremity fractures short-
ens operation time and minimizes exposure of the patient to a cold environment.
It has been demonstrated that the concept of ‘damage-control surgery’ reduces
the total amount of blood loss and improves survival in major trauma
patients [37].

In pre-hospital care, identification of bleeding trauma patients and rapid
transport to a definitive care facility is of paramount importance. In the pre-hos-
pital phase, fluid resuscitation should be minimized to what is necessary to main-
tain adequate vital signs and avoid hypovolemic cardiac arrest. The concept of
deliberated hypotension is well accepted although the scientific basis is poor and
only very limited data are available in the literature. Fluid resuscitation should
preserve vital functions without increasing the risk of further rebleeding. Experi-
mental studies employing an uncontrolled bleeding model revealed improved
survival in animals that were fluid resuscitated to low blood pressure thresh-
olds [38]. In a pig study of uncontrolled bleeding, an aortotomy of 2 mm was per-
formed in the infrarenal aorta. With a drop in blood pressure, initial hemorrhage
stopped spontaneously. Fluid resuscitation resulted in rebleeding with an increase
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in blood pressure (average systolic pressure of 94 „ 3 mmHg) [39]. In one pre-
hospital study, restrictive fluid replacement in patients with penetrating trauma
resulted in improved outcome [40]. Dutton et al. reported that an intra-operative
targeted systolic blood pressure as low as 70 mmHg reduced the time of active
bleeding compared with a systolic blood pressure around 100 mmHg (2.4 h vs. 2.9
h, respectively) in severely injured patients. However, mortality rates were com-
parable in both groups [41]. In summary, the lowest acceptable blood pressure
level and how long such a targeted low blood pressure can be tolerated are still
unknown. This level is also influenced by pre-existing conditions, like coronary
artery disease or stroke, which have to be taken into account.

Coagulation Therapy

Ratio driven ‘damage-control resuscitation’
In current clinical practice, FFP is most frequently used to replace lost coagula-
tion factors. However, the appropriate use of FFP continues to be a controversial
topic [42]. The ‘damage-control resuscitation’ concept proposes early and aggres-
sive strategies with a predetermined fixed ratio of blood components for treat-
ment of trauma-induced coagulopathy [43]. Recent studies suggest that use of a
ratio driven concept of FFP:RBC in a 1:1 ratio improves survival in severe bleed-
ing in military and civilian trauma (Table 1). The results of these studies are con-
flicting and most of the trials are retrospective.

Recently, Murad et al. published a meta-analysis of 10 observational studies
in order to assess the effects of high volume plasma transfusion on outcome
and adverse effects in trauma and surgical patients (Table 2) [44]. The majority
of bleeding patients suffered from penetrating trauma. All except two studies
demonstrated improved survival. Five studies demonstrated that a higher ratio
of FFP:RBC was associated with increased survival. A dose-response relation-
ship was observed, although the relationship was not linear. A significant
reduction in morality was revealed in patients receiving FFP:RBC in ratios
greater than 1:3. (OR 0.38; 95 % CI 0.24–0.60; I2 = 85 %; p value for Q
test = 0.01). However, a dose dependent relationship could not be observed in
other studies.

Table 2. Mortality in patients undergoing massive transfusion. (Adapted from [44])

Author, year [ref] Odds ratio Lower limit Upper limit Plasma
(events/total)

Control
(events/total)

Borgman, 2007 [73] 0.29 0.16 0.51 31/162 38/84
Cotton, 2009 [81] 0.46 0.28 0.75 54/125 88/141
Holcomb, 2008 [82] 0.58 0.40 0.84 87/252 102/214
Kashuk, 2008 [79] 0.44 0.22 0.88 23/59 44/74
Maegele, 2008 [75] 0.59 0.42 0.81 76/229 222/484
Teixeira, 2009 [77] 0.18 0.12 0.28 58/226 103/157
Scalea, 2006 [48] 1.49 0.63 3.53
Snyder, 2009 [49] 0.84 0.47 1.50
Duchesne, 2008 [83] 0.05 0.02 0.13 19/71 56/64
Dente, 2009 [84] 0.12 0.02 0.67 7/50 4/7

0.38 0.24 0.60

Heterogeneity: p = 0.01; I2 = 85 %
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Limitations of the ratio driven concept
It has been shown that large amounts of FFP are needed in order to sufficiently
increase coagulation factor activity [45]. This strategy requires immediate access
to large volumes of thawed universal donor FFP. Prior to infusion, FFP has to be
thawed, which takes at least 30 minutes. To negate this time delay, pre-thawing of
FFP could be carried out. However, this is unfeasible anywhere other than busy
trauma centers because of the likely waste and potential overuse that would
occur [46]. In the future, lyophilized plasma, immediately available in the ER
could solve these logistic problems [47].

Most of the studies addressing an early formula-driven hemostatic resuscita-
tion with different FFP:RBC ratios are retrospective (Table 1).

Survivor bias
The evidence for a beneficial effect of ratio driven plasma transfusion on the sur-
vival of trauma patients undergoing massive transfusion is of very low quality
and at high risk of bias as patients with the highest survival chance were treated
with the maximum of resources. Additionally a survivor bias must be considered.
Patients with massive, uncontrollable bleeding died before large amounts of FFP
could be infused. Therefore, non-survivors received a lower FFP:RBC. In the only
prospective study, Scalea et al, reported no survival benefit for higher FFP:RBC
ratios when early deaths were excluded [48]. In another study, Snyder et al. [49]
calculated regression models to correct survivorship bias. Mortality in the group
with high FFP:RBC ratios (> 1:2) was compared with that in the group with low
ratios (< 1:2). The high ratio resulted in better survival at 24 hours when a fixed
FFP:RBC ratio was given. This survival advantage disappeared when the ratio was
treated as a time-dependent variable (relative risk = 0.84, 95 % CI = 0.47 to 1.5)
(Table 2). These studies highlight a problem regarding how the length of time
taken to administer RBC or FFP affects the real ratios of transfused products. It
is incumbent upon the scientific community to define a period of time in which
it is acceptable to assume a ratio of 1:1 RBC:FFP administration. The authors
believe that for units of these products to be considered equal they must be trans-
fused within 30 minutes of each other.

Potential harms
Although the incidences of transfusion-related acute lung injury (TRALI) are typ-
ically reported, of more clinical significance is acute lung injury (ALI), which
occurs more often in those patients receiving allogeneic products. There is grow-
ing evidence that large amounts of FFP transfusion are associated with an
increased risk of ALI and acute respiratory distress syndrome (ARDS) [50, 51]. In
the meta-analysis by Murad and collaborators, there was a threefold increase in
ALI in patients receiving high volume FFP therapy (OR 2.92; 95 % CI 1.99–4.29)
(Table 3) [44]. Chaiwat et al. also reported a dose dependent increase in ARDS fol-
lowing FFP transfusion [50]. Transfusion of more than 5 units of FFP was identi-
fied as an independent predictor of ARDS. In critically ill patients, a multivariate
analysis revealed that transfusion of FFP was associated with an increase in infec-
tious complications or of infection per unit of FFP transfused (OR 1.039, CI
1.013–1.067) [51].
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Table 3. Incidence of ALI in patients receiving high volumes of fresh frozen plasma (FFP). Adapted
from [44]

Author name, year [ref] Odds ratio Lower limit Upper limit Plasma
(events/total)

Control
(events/total)

Leese,1987 [85] 0.78 0.30 2.07 8/99 10/99
Leese, 1991 [86] 0.97 0.22 4.23 4/35 4/34
van der Werff, 1997 [87] 4.30 1.29 14.30
Martin, 2003 [88] 4.10 1.55 10.85 12/83 7/177
Gajic, 2004 [89] 2.28 1.15 4.54
Dara, 2005 [90] 5.04 1.26 20.16 8/44 3/71
Khan, 2007 [91] 2.48 1.29 4.75

2.32 1.46 3.71

Heterogeneity: p = 0.14; I2 = 38 %

Timing of Coagulation Therapy

A key element in the sufficient treatment of trauma-induced coagulopathy is the
early administration of coagulation factors. Snyder et al. reported that the first
unit of FFP was administered in trauma patients a mean of 93 min after admis-
sion, while the first unit of RBCs was administered after 18 min (mean) [49]. A
massive time delay in FFP transfusion was also reported by Riskin and col-
leagues [53]. These authors reviewed data on trauma patients requiring 10 or
more RBC units during the first 24 hours of admission for a period of two years
before and after the establishment of a massive transfusion protocol. The
FFP:RBC ratios were identical in the two phases (1:1.8 and 1:1.8, p = 0.97).
Despite the similar FFP:RBC ratios and overall mean numbers of transfusions,
mortality decreased from 45 % to 19 % (p = 0.02). A significant finding in this
study was that the mean time to the administration of the first FFP was decreased
from 254 to 169 minutes (p = 0.04) in the second part of the study. This study
highlighted a significant reduction in mortality despite unchanged FFP:RBC
ratios and equivalent overall mean numbers of transfusions, which underscores
the importance of timely substitution of coagulation factors. The low volume of
clotting factor concentrates offers the benefit of significant time savings when
supplementing clotting factors. For example, fibrinogen concentrates are able to
provide up to 6 g of fibrinogen in 1–2 minutes [54], which would be impossible
to achieve using FFP.

Individualized Goal-directed Coagulation Therapy

During the past few years, new insights into the pathophysiology of trauma-
induced coagulopathy and the widespread use of viscoelastic coagulation moni-
toring has boosted the development of alternative treatment strategies. The basic
concept of individualized goal-directed coagulation therapy is based on a quick
and reliable diagnostic tool for assessment of the patient’s current coagulation
status. For this approach, point-of-care diagnostic tools like TEM or TEG are
essential. Coagulation therapy can be tailored to the actual patients needs accord-
ing to the test results [55].

The concept of goal-directed coagulation therapy primarily focuses on
improvement of clot strength. Data from combat trauma revealed that a low max-
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imum amplitude in TEG was predictive for blood product requirements, suggest-
ing that clot quality is an important determinate of bleeding tendency [35].
Fibrinogen, platelets and FXIII are the major components of clot firmness. Thus,
fibrinogen concentration appears to be a determining factor to guarantee the
quality of blood clots in normal individuals and in trauma patients [56, 57]. Eval-
uation of fibrinogen should be a cornerstone in all transfusion algorithms, espe-
cially if used in patients with excessive bleeding. Regular monitoring of fibrino-
gen levels is strongly recommended.

The optimal level of fibrinogen that should be administered to trauma patients
with life-threatening bleeding is still unknown. Plasma fibrinogen concentrations
of less than 1 g/l, which are proposed in older guidelines are considered insuffi-
cient to prevent significant blood loss. Current recommendations suggest the crit-
ical fibrinogen concentration in the range of 1.5–2 g/l [36]. The total amount of
fibrinogen administered seems to correlate with outcome. Stinger et al. reported
in combat trauma patients receiving massive transfusions, that the amount of
fibrinogen (calculated from all blood products) infused correlated with survival.
Patients receiving a RBC:fibrinogen ratio > 0.2 g were more likely to survive when
compared with the lower ratio groups [58].

Improvement in clot quality
The first step in goal-directed coagulation therapy is to improve clot quality by
increasing the fibrinogen concentration. This can be achieved by either adminis-
tering large volumes of FFP [45] or via the infusion of cryoprecipitate or fibrino-
gen concentrate. Cryoprecipitate is used as a therapeutic option in congenital
fibrinogen deficiency; however, it was withdrawn from most European countries
some years ago on the basis of safety concerns, though it remains available in the
UK and the USA [57]. Fibrinogen concentrate (trade name: RiaSTAP®) is licensed
in all European countries and the USA, but only for congenital fibrinogen defi-
ciency. For acquired bleeding, a pasteurized fibrinogen concentrate (trade name:
Haemocomplettan P/HS®) is licensed in Austria, Brazil, Bulgaria, Germany, the
Czech Republic, Hungary, Kuwait, the Netherlands, Portugal, Romania, Switzer-
land, Taiwan and Turkey [56]. Recently a triple virus-inactivated fibrinogen con-
centrate (trade name: Clottafact®) received a national license in France for use in
acquired bleeding.

Fibrinogen concentrates are immediately available, contain a defined amount
of fibrinogen, and enjoy a favorable safety profile with respect to transmission of
infectious diseases or TRALI [59]. In order to increase the fibrinogen concentra-
tion by approximately 1 g/l in a patient with a body weight of 70 kg, the adminis-
tration of approximately 3 g of fibrinogen concentrate is necessary. It is possible
to utilize both EXTEM and FIBTEM to monitor improvements in clot quality after
fibrinogen concentrate administration (Fig. 3), and thus guide dosing. Fibrinogen
concentrates have been used with success as standard replacement therapy in
major surgery and trauma patients [4, 60, 61]. However, more trials of this kind
need to be undertaken to firmly establish treatment protocols in which fibrinogen
concentrate is used as primary hemostatic therapy in cases of bleeding trauma
patients.

As platelets are important determinates of clot quality and serve as a matrix
for coagulation factors, the platelet count in trauma patients should be kept
above 50,000/ ` l [36]. Notably, the platelet count provides no information about
possible platelet dysfunction. In trauma patients, recent intake of aspirin and to
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Fig. 3. Increase in maximum clot firmness can be observed using EXTEM and FIBTEM. Measurements
recorded before and after the administration of 8 g fibrinogen concentrate are shown.

a greater extent adenosine diphosphate (ADP) receptor antagonists can create
severe bleeding tendency. The potential compensatory role of high dose fibrino-
gen in thrombocytopenia and platelet dysfunction requires further investiga-
tion [28, 62, 63].

Improvement of thrombin generation
Measurement of endogenous thrombin potential showed that thrombin genera-
tion was markedly increased following trauma, even in patients with prolonged
standard coagulation tests [64]. Accordingly thrombin generation per se is not an
initial problem at the early stage of injury but later on in the course of trauma
management [65]. An improvement in thrombin generation can be achieved by
administration of FFP, rFVIIa and prothrombin complex concentrates (PCCs).
PCC is a virally-inactivated plasma product containing the vitamin K-dependent
coagulation factors (II, VII, IX, X), the inhibitor proteins, C, S and Z, and small
amounts of antithrombin. To prevent activation of the coagulation factors, most
PCCs contain heparin as well. PCCs may be beneficial in patients with massive
bleeding who require immediate therapy of the coagulation defect. In situations
where prothrombin complex factors are deficient, such as patients receiving vita-
min K antagonist therapy, PCCs should be administered in line with current
guidelines [66, 67]. The products are well standardized and are licensed in Europe
for use in the reversal of vitamin K antagonist therapy, the treatment of acquired
bleeding and as prophylactic therapy for perioperative bleeding. Although this
broad range of indications can be treated with PCCs, only a small number of

Goal-directed Coagulation Management in Major Trauma 621

XIV



studies have been carried out to establish their efficacy outside of anticoagulation
reversal [4, 68, 69]. To date there is no PCC in the USA licensed for vitamin K
antagonist reversal; all available PCCs are only 3-factor concentrates and are only
indicated for treatment of hemophilia B.

Schöchl et al reported recently that TEM-guided goal-directed coagulation
therapy using coagulation factor concentrate (PCC and fibrinogen concentrate)
was associated with increased survival rates compared to those predicted by the
trauma injury severity score (TRISS 32.4 %) and by the revised injury severity
classification (RISC) score of the German trauma registry [4].

Recombinant activated factor VII (rFVIIa) is an analog to the naturally occur-
ring serine protease factor VIIa, which reflects approximately 1 % of the total cir-
culating factor VII usually present in plasma [27]. rFVIIa exerts its function by
binding to exposed tissue factor at the site of injury, thus causing a massive
increase in thrombin generation. Thrombin production can be further accelerated
on the surface of activated platelets by rFVIIa. However, in cases of depleted lev-
els of factor II (FII), such as dilutional coagulopathy, the substrate required for
thrombin generation is lacking and a beneficial effect of rFVIIa administration is
mitigated. rFVIIa initially requires available FII and subsequently fibrinogen and
platelets to stimulate coagulation. rFVIIa is currently licensed for the manage-
ment of patients with hemophilia A and B who develop inhibitors to exogenously
administered factor concentrates, and in some countries for deficiencies of FVII
and Glanzmanns thrombasthenia. The results of two randomized controlled trials
in bleeding trauma patients treated with rFVIIa are available. In the first study a
reduction of 2.6 RBC transfusions was observed when rFVIIa had been adminis-
tered [70]. In penetrating trauma patients, rFVIIa resulted only in a reduction of
1 RBC transfusion [70]. The second study was terminated after inclusion of 573 of
1502 planned patients because of unexpected low mortality in the placebo group
and difficulties in the enrolment of patients [71]. The data collected to this point
showed a mortality of 11.0 % (rFVIIa group) versus 10.7 % (placebo group)
(p = 0.93) in blunt trauma and 18.2 % (rFVIIa group) versus 13.2 % (placebo
group) (p = 0.40) after penetrating injuries. rFVIIa patients with blunt trauma
received a mean of 7.8 ± 10.6 RBC units and 19.0 ± 27.1 total allogeneic units
through 48 hours, whereas placebo patients received 9.1 ± 11.3 RBC units
(p = 0.04) and 23.5 ± 28.0 total allogeneic units (p = 0.04). Thrombotic adverse
events were similar across study cohorts [71]. In both studies, the cumulative
dosage of rFVIIa was high (400 ` g/kg)

Improvement in clot stability
Hyperfibrinolysis contributes to coagulopathy to an unknown degree. According
to the studies of Brohi and co-workers, a profibrinolytic state can be triggered by
severe tissue trauma and hypovolemic shock [1]. When clot stability is impaired
by premature breakdown, antifibrinolytics may be indicated [8]. Data from the
recently published Crash-2 trial, where early use of tranexamic acid (1g over 10
min followed by an infusion of 1 g over 8 h) was tested against placebo, a survival
benefit of 1.5 % was shown (relative risk 0.91, 95 % CI 0.85–0.97, p = 0.0035) in
the tranexamic acid group. Thromboembolic side effects were similar in both
groups. Surprisingly, blood product transfusion was not different between the
groups (p = 0.21) [72].
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Conclusion

Coagulopathy following severe trauma is a common problem and associated with
high mortality. TEM/TEG are promising diagnostic tools in the management of
severely bleeding patients. The main therapeutic options in the treatment of coa-
gulopathic patients are damage-control-surgery, permissive hypotension in
uncontrolled bleeding and consequent maintenance of normal body temperature.
Ratio driven resuscitation protocols with a high ratio of FFP:RBC revealed
improved survival in military and civilian trauma care. In contrast, goal-directed
coagulation therapy focuses on the actual demand of the patient and individual-
izes coagulation therapy. A modern monitoring device delivering prompt and
reliable data about the actual coagulation status of the patient is essential for this
approach. Hence, it follows that the most modern therapeutics available, coagula-
tion factor concentrates, would be used predominantly. Fibrinogen is the most
vulnerable coagulation factor and should be replaced early in the course of bleed-
ing. An improvement in thrombin generation can be achieved by PCC, FFP and
rFVIIa.

In the case of tranexamic acid, a large randomly controlled trial revealed
improved survival rates and this drug should be considered as a therapeutic
option. No data from large prospective randomized studies are currently available
regarding ratio driven standard therapy using FFP and platelet concentrates.
Growing evidence suggests that early aggressive supplementation of coagulation
factors is crucial. If this is confirmed in future randomly controlled trials, coagu-
lation factor concentrates would be faster and more effective than allogeneic
products to increase the coagulation potential and could become the standard for
point-of-care-guided, targeted treatment for trauma-induced coagulopathy.
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Introduction

Posterior reversible encephalopathy syndrome (PRES) [1, 2] is a clinicoradiological
entity that was well described by Hinchey et al. [3] in 1996 based on 15 cases,
shortly after two other small case-series were published [4, 5]. This condition has
been designated by a variety of names (reversible posterior leukoencephalopathy
syndrome, reversible posterior cerebral edema syndrome, and reversible occipital
parietal encephalopathy). PRES is now the accepted term [1, 2, 6] but has been
challenged recently based on the risk of neurological impairment and up to 15 %
mortality rate [7, 8]. PRES is characterized by variable associations of seizure activ-
ity, consciousness impairment, headaches, visual abnormalities, nausea/vomiting,
and focal neurological signs. The cerebral imaging abnormalities are often sym-
metric and predominate in the posterior white matter (Fig. 1). Recognition of PRES
has evolved with increasing availability of magnetic resonance imaging (MRI).

PRES can develop in association with a vast array of conditions. However,
regardless of the underlying cause, the main abnormality is cerebral vasogenic
edema, the pathogenesis of which is still under debate [1, 2]. PRES is typically
reversible once the cause is removed. However, patients with severe manifesta-
tions of PRES, such as coma and/or status epilepticus, may require admission to
the intensive care unit (ICU) [9, 10]. Moreover, permanent neurological impair-
ment or death occurs in a minority of patients [5, 7, 8].

The objective of this chapter is to provide clinicians with guidance for diag-
nosing and treating patients with PRES. The diagnostic criteria are described in
detail and management recommendations are given with an algorithm.

Epidemiology

The global incidence of PRES is unknown. The only epidemiological data come
from retrospective studies of patients seen between 1988 and 2008 [3, 6–8,
10–13]. PRES has been reported in patients aged 4 to 90 years, although most
cases occur in young to middle-aged adults, the mean age ranging across case-
series from 39 to 47 years. There is a marked female predominance that may
reflect some of the causes. Many patients with PRES have comorbidities, which
may be severe conditions, such as bone marrow or solid organ transplantation,
chronic renal failure, and chronic hypertension.

Mechanical ventilation is required in 35 % to 40 % of patients with PRES, for
3 to 7 days [7, 8]. Status epilepticus may require ICU admission [10]. No epidemi-

631

XV



Fig. 1. Cerebral magnetic resonance imaging in a patient with posterior reversible encephalopathy syn-
drome (PRES). Fluid-attenuated inversion recovery (FLAIR) sequence showing bilateral high-signal foci
in the cerebellum, basal ganglia, and occipital, parietal, frontal, and temporal lobes

ological data are available on the subgroup of patients with PRES requiring ICU
admission. Mean hospital length of stay was 20 days [7, 8].
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Diagnosis

PRES is a clinicoradiological entity. The intensity and severity of clinical manifesta-
tions vary and may require ICU admission. Imaging findings also vary in severity.
Thorough familiarity with the imaging criteria is crucial to the diagnosis. The com-
bination of suggestive clinical manifestations and radiological criteria establishes
the diagnosis of PRES. In doubtful cases, the clinical and radiological improvement
that occurs once appropriate treatment is given confirms the diagnosis. Neverthe-
less, there are no consensual guidelines to validate diagnosis of PRES.

Clinical Manifestations of PRES

Typical presenting manifestations
The typical features of PRES consist of consciousness impairment, seizure activ-
ity, headaches, visual abnormalities, nausea/vomiting, and focal neurological
signs (Table 1). Consciousness impairment may range in severity from confusion,
somnolence, and lethargy to encephalopathy or coma. Consciousness impairment
has been reported in 13 % [14] to 90 % [8] of cases. Seizure activity occurs in up
to 92 % of cases [7]. The seizures are rarely isolated (23 %-28 %) [7, 8]. Secondary
generalized seizures are common (53–62 %) [3, 8]. Status epilepticus, defined as

Table 1. Topographic distribution of clinical and radiological features in cohort studies of posterior
reversible encephalopathy syndrome (PRES)

Hinchey
1996 [3]
n = 15

Casey
2000 [6]
n = 16

Bartynski
2007 [11]
n = 136

McKinney
2007[14]
n = 76

Lee
2008 [7]
n = 36

Burnett
2010 [8]
n = 79

Clinical Features of PRES
Consciousness
impairment

10 (67 %) NR 39 (26 %) 10 (13 %) 34 (94 %) 76 (90 %)

Seizure activity 11 (73 %) NR 97 (71 %) 58 (76 %) 33 (92 %) 56 (70 %)
Headaches 8 (53 %) NR 39 (26 %) 3 (4 %) 19 (53 %) 26 (31 %)
Visual abnormalities 10 (67 %) NR 39 (26 %) 3 (4 %) 13 (36 %) 24 (29 %)
Nausea/vomiting 8 (53 %) NR 39 (26 %) NR NR NR
Focal neurological signs NR NR NR 2 (3 %) 1 (3 %) 14 (17 %)
Acute hypertension 12 (80 %) NR 91 (67 %) NR NR 62 (78 %)

Radiological Features of PRES
Bilateral 15 (100 %) 11 (69 %) > 98 (> 72 %) NR 36

(100 %)
NR

Asymmetric 10 (67 %) NR 21 (15 %) 2 (3 %) NR NR
Confluent NR 2 (13 %) 31 (23 %) 44 (58 %) 2 (13 %) 12 (16 %)
Gray matter 4 (27 %) NR NR 22 (29 %) 16 (44 %) NR
Posterior > anterior 14 (93 %) 15 (94 %) 30 (22 %) NR NR NR
Occipital 14 (93 %) NR 134 (99 %) 75 (99 %) NR NR
Parietal 13 (87 %) 8 (50 %) 134 (99 %) 75 (99 %) NR 50 (67 %)
Frontal 7 (47 %) 14 (88 %) 93 (68 %) 60 (89 %) 22 (61 %) 61 (81 %)
Temporal 9 (60 %) 16 (100 %) 55 (40 %) 52 (68 %) NR 62 (83 %)
Brainstem 2 (13 %) NR 17 (13 %) 14 (18 %) 21 (58 %) NR
Cerebellum 1 (7 %) NR 41 (30 %) 26 (34 %) 21 (58 %) NR
Basal ganglia 1 (7 %) 3 (19 %) 19 (14 %) 9 (12 %) NR NR

NR: None reported
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ongoing continuous seizure activity for at least 5 minutes (continuous) or as more
than two motor seizures without full recovery of consciousness in the interval
(intermittent), has been described in 3 % [7] to 13 % [10] of patients. Visual
abnormalities were found in 26 % [11] to 67 % [3] of patients and consisted of
blurred vision (7 % [3]-18 % [8]), visual neglect (4 % [8]-27 % [3]), homonymous
hemianopsia (4 % [8]-20 % [3]), visual hallucinations (3 % [7]-5 % [8]), and cor-
tical blindness (8 % [8]-33 % [3]). Headaches and nausea/vomiting were reported
in 26 % [11] to 53 % [3] of patients. Focal neurological signs were either not men-
tioned at all or reported in only 3 % [7, 14] to 17 % [8] of cases.

A frequently associated sign: Acute hypertension
Acute hypertension is not usually described among the main signs of PRES. How-
ever, hypertension has been reported in most studies [3–5, 7, 8, 11, 12], in 67 %
[11] to 80 % [3] of patients. In one study, mean systolic blood pressure reached
187 (80–240) mm Hg [7]. It is worth noting that mean blood pressure defined as
[systolic blood pressure +2(diastolic blood pressure)/3] reflects cerebral autoreg-
ulation of blood flow. Acute hypertensive emergency was not significantly associ-
ated with the intensity of the clinical or radiological manifestations of PRES [11].
Therefore, high mean blood pressure is often observed in PRES but its level is not
correlated to the severity of PRES.

Radiological Characteristics of PRES

The topographic distribution of radiological features reported in cohort studies is
given in Table 1 [3, 6–8, 11, 14].

The four radiological patterns of PRES [11]
Until recently, PRES was believed to consistently produce bilateral and symmetric
regions of edema typically located in the white matter and predominating in the
posterior parietal and occipital lobes. Occasionally, edema has been described in
the frontal lobes, temporal, basal ganglia or cerebellum and brainstem in the pos-
terior fossa, and cortical gray matter.

In a study of 136 patients, however, this pattern was found in only 26 % of
cases [11]: Three radiological patterns were found in 99 patients, and incomplete
forms of these three patterns in the remaining 37 patients (Fig. 2):

a. Holohemispheric watershed pattern (23 %) (Fig. 2a)
A swath of confluent vasogenic edema extends through the frontal, parietal, and
occipital lobes. Involvement of the temporal lobes is less marked. This topogra-
phy matches the watershed zone between the anterior and posterior cerebral
arteries, on the one hand, and the middle cerebral artery, on the other.

b. Superior frontal sulcus pattern (27 %) (Figure 2b)
Patchy edema predominates in the frontal lobes along the superior frontal sulci.
The parietal and occipital lobes are variably involved.

c. Dominant parietal-occipital pattern (22 %) (Fig. 2c)
In this pattern previously thought to be typical of PRES, the posterior part of the
parietal and occipital lobes is predominantly involved. The edema varies in sever-
ity from mild to extensive.
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Fig. 2. Four main magnetic resonance imaging patterns of posterior reversible encephalopathy syn-
drome (PRES).
2a. Holohemispheric watershed pattern. Fluid-attenuated inversion recovery (FLAIR) sequences show-
ing bilateral vasogenic edema in a linear pattern involving the white matter of the cerebellum, brainstem,
and occipital, parietal, frontal, and temporal lobes. This pattern was found in 23 % of patients.
2b. Superior frontal sulcus pattern. Fluid-attenuated inversion recovery (FLAIR) sequences showing
bilateral vasogenic edema in a non-confluent pattern involving the frontal sulcus area and, to a lesser
degree, the white matter of the parietal, occipital, and temporal lobes. This pattern was found in 27 %
of patients.
2c. Dominant parietal-occipital pattern. Fluid-attenuated inversion recovery (FLAIR) sequences show-
ing bilateral vasogenic edema in the white matter of the occipital and parietal lobes. This so-called ‘clas-
sic’ pattern was found in 22 % of patients.
2d. Partial expression of the three primary patterns. Fluid-attenuated inversion recovery (FLAIR)
sequences showing bilateral vasogenic edema in the white matter of the parietal and frontal lobes but
not in the occipital lobes. This pattern can also be asymmetric. Partial and/or asymmetric forms of the
three primary patterns were found in 28 % of patients.
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d. Partial or asymmetric expression of the primary patterns (28 %) (Fig. 2d)
The partial form is defined as bilateral absence of edema in either the parietal or
the occipital lobes. The frontal lobes are often involved. The asymmetric form is
characterized by unilateral absence of edema in either a parietal or an occipital
lobe. Finally, in the partial and asymmetric form, there is both absence of
involvement of either the parietal or the occipital lobes and asymmetric abnor-
malities in the affected parietal or occipital lobes.

Roles for computed tomography and magnetic resonance imaging in the
diagnosis of PRES

) Computed tomography (CT): In retrospective reviews, CT scans were avail-
able for review in 65 % [11] to 100 % [7] of cases. CT findings are often nor-
mal or nonspecific [11]. Hypodensities in a suggestive topographic distribu-
tion suggest PRES (Fig. 3).
) MRI: Cerebral MRI is the key investigation for the diagnosis of PRES.

Proton-density and T2-weighted images show regions of high signal indicat-
ing edema. Fluid-attenuated inversion recovery (FLAIR) sequences also visu-
alize the lesions. The use of FLAIR has been shown to improve the diagnosis
of PRES and the detection of subcortical and cortical lesions in PRES [6].
T1-weighted images show low-intensity foci. Diffusion-weighted imaging
(DWI) is normal but the apparent diffusion coefficient is increased [13].
Finally, enhancement is seen in about half the cases [11].

MRI is superior to CT for the diagnosis of PRES. Of 67 patients who had both CT
and MRI at least 2 days after the clinical onset of PRES [11], 22 had both investi-
gations on the same day and of these, only 7 (32 %) had contributive CT findings.
Interestingly, the proportion of patients with contributive CT findings was 74 %
on day 2, suggesting that repeated CT scanning may be helpful when MRI is
unavailable. MRI has been performed in 84 % [11] to 100 % [7] of patients with
PRES and both MRI and CT in 49 % [11] to 87 % [6].

Complications diagnosed radiologically at presentation of PRES

) Cerebral ischemia: Cerebral infarction is seen as high DWI signal intensity
with a decrease in the apparent diffusion coefficient below 20 %. Cerebral
infarction is among the early signs of non-reversible damage associated with
adverse outcomes [13]. This complication was present at the acute phase of
PRES in 9 (10 %) of the 82 patients with available DWI in one study [11]
and in 5 (23 %) of 22 patients in another [13]. In this setting, every effort
must be taken to exclude a reversible cerebral vasoconstriction syndrome
defined as at least two narrowings per artery on two different cerebral arter-
ies at brain magnetic resonance angiography (MRA) or at conventional angi-
ography [15]. Ducros et al. reported a 9 % incidence of PRES in reversible
cerebral vasoconstriction syndrome [15].
) Cerebral hemorrhage: Cerebral hemorrhage is uncommon in PRES (5 % [7]

to 17 % [14] of patients). Reported cases were about evenly distributed in
three categories, parenchymal hematoma, subarachnoid hemorrhage, and
focal intraparenchymal hemorrhage measuring less than 5 mm in diameter
[14, 16]. Cerebral hemorrhage may be more common among patients with
allogeneic bone marrow transplantation or anticoagulant treatment, whereas
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Fig. 3. Cerebral computed tomography in a patient with occipital, parietal, frontal, and temporal abnor-
malities suggesting posterior reversible encephalopathy syndrome (PRES). Several low-density areas are
visible in the occipital, parietal, frontal and temporal lobes (white arrows).

blood pressure levels may have no influence on the bleeding risk [16]. A statis-
tically significant association has been reported between edema severity on
FLAIR sequences and bleeding risk [14].
In the presence of cerebral or subarachnoid hemorrhage, vascular imaging
must rule out cerebral aneurysm and reversible cerebral vasoconstriction syn-
drome.
) Cerebral herniation: Posterior edema, particularly when located in the cere-

bellum and brainstem, may cause transtentorial cerebral herniation [17].
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Retrospective Diagnosis of PRES after Regression of the Initial Clinical and

Radiological Abnormalities

In some cases, the diagnosis of PRES remains in doubt. In this situation, regres-
sion of the clinical and radiological abnormalities with appropriate treatment
supports the diagnosis. Thus, repeated brain imaging is helpful.

Differential Diagnosis

The non-specific clinical manifestations and multiplicity of radiological patterns
raise diagnostic challenges. Many conditions may resemble PRES, including ictal
or post-ictal state (with or without status epilepticus), progressive multifocal leu-
koencephalopathy (PML), severe leukoaraiosis, cerebral autosomal dominant
arteriopathy with subcortical infarcts and leukoencephalopathy (CADASIL),
infectious encephalitis, acute disseminated encephalomyelitis, mitochondrial
myopathy encephalopathy lactacidosis and stroke-like episodes syndrome
(MELAS), vasculitis, Creutzfeld-Jakob disease, cerebral venous sinus thrombosis,
and ischemic stroke (watershed or posterior cerebral artery territory) [18, 19].
The MRI characteristics of these conditions are reported in Table 2.

Pathophysiology

The pathophysiology of PRES remains controversial. The two main hypotheses
contradict each other. One involves impaired cerebral autoregulation responsible
for an increase in cerebral blood flow (CBF), whereas the other involves endothe-
lial dysfunction with cerebral hypoperfusion. This hypoperfusion hypothesis may
be most relevant to cases of PRES associated with cytotoxic therapy. Under both
hypotheses, the result of the cerebral blood perfusion abnormalities is blood-
brain barrier dysfunction with cerebral vasogenic edema [2] (Fig. 4).

Cerebral Hyperperfusion Results in Vasogenic Edema by Exceeding the Capacity for

Autoregulation of Perfusion Pressure

When mean arterial blood pressure (MAP) is within the 60–120 mmHg range,
cerebral autoregulation via variations in vasoconstriction and vasodilatation
keeps the CBF at about 50 ml/100 g/min in healthy individuals. To overcome this
autoregulation mechanism, MAP must exceed 170 mmHg (systolic/diastolic blood
pressure of 220/110 mmHg). However, a smaller MAP increase of only 50 mm Hg
(systolic/diastolic blood pressure of 160/100 mmHg) in a patient with de novo
hypertension is sufficient to trigger severe vasoconstriction [31].

Cerebral hyperperfusion leads to the release of the vasodilators nitric oxide
(NO) and prostacyclin under the influence of endothelial agonists such as acetyl-
choline, norepinephrine, and substance P. Concomitantly, there is overproduction
of catecholamines, vasopressin, thromboxane, and endothelin 1. These substances
increase vasoreactivity and activate the renin-angiotensin-aldosterone system.
Angiotensin II activates the gene expression of pro-inflammatory cytokines such
as interleukin (IL)-6 and the transcription of nuclear factor-kappa B (NF-κB),
leading to direct cytotoxic effects on the blood vessel wall. This damage to the
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Fig. 4. This figure shows the two main hypotheses of posterior reversible encephalopathy syndrome
(PRES) pathophysiology. One involves impaired cerebral autoregulation responsible for cerebral hyper-
perfusion and blood brain barrier dysfunction. The other is related to cytotoxicity and involves endothe-
lial dysfunction, blood brain barrier alteration and cerebral hypoperfusion. Under both hypotheses, the
result of the cerebral blood perfusion abnormalities is cerebral vasogenic edema.

vascular endothelium causes blood-brain barrier dysfunction and cerebral vaso-
genic edema [31].

Data supporting the hyperperfusion hypothesis have been reported. Thus, irre-
spective of the cause of PRES, hypertension is a feature in 67 % [11] to 80 % [3]
of cases. In addition, a study involving single photon emission CT (SPECT)
99mTc-HMPAO imaging showed regional hyperperfusion in the occipital lobe
and cerebellum [4].

Cerebral Hypoperfusion Related to Disruption of the Blood-brain Barrier Results

in Vasogenic Edema

Not all patients with PRES have hypertension. In patients with PRES and normal
blood pressure, cytotoxicity has been hypothesized to be the mechanism underly-
ing the brain edema [2]. Causes of PRES without hypertension include eclampsia/
preeclampsia, cyclosporine toxicity, and infection/sepsis/septic shock. The poten-
tial mechanisms vary with the cause. Immune system (T-cell) activation leads to
endothelial cell activation with the release of various mediators such as hista-
mine, free radicals, NO, bradykynin, and arachidonic acid [32]. These mediators
activate the production of pro-inflammatory cytokines (e.g., tumor necrosis fac-
tor [TNF]-α, IL-1, IL-6, and interferon [IFN]-γ) [33–37]. Leukocyte trafficking
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increases via the release of adhesion molecules (e.g., intercellular adhesion mole-
cule [ICAM]-1, P-selectin, E-selectin, and cell adhesion molecule [CAM]-1) [2,
38]. Upregulation of endothelial surface antigens and the release of endothelin
affect the local vascular tone [39]. All these changes result in vascular instability
with vasoconstriction and downstream hypoperfusion. Blood-brain barrier dys-
function occurs, leading to vasogenic cerebral edema [2, 40].

This hypothesis is supported by studies involving catheter angiography, MRA,
and MR perfusion imaging, which show cerebral hypoperfusion [41–43].

Pathophysiology of Complications of PRES: Cerebral Ischemia and Cerebral

Hemorrhage

Ischemia following vasogenic edema may involve conversion to cytotoxic edema and
may result from longer exposure to the initial source of toxicity [40]. However, the
distinction between vasogenic and cytotoxic edema may be somewhat artificial, as
both forms of edema probably co-exist in many conditions. Cytotoxic edema is
defined as a pre-morbid cellular process characterized by induction of swelling of all
cellular elements of the brain (neurons, glia, astrocytes, and endothelial cells) [44].
The swelling is indirectly related to ATP depletion with failure of the ATP-dependent
Na+/K+ channel and diffusion of extracellular water according to the osmotic gradi-
ent into the intracellular sector. Cells in both the white and the gray matter are
affected, and swelling is more severe in the astrocytes than in the neurons [44]. Com-
pensatory mechanisms induce calcium overload and activation of proteases (cathep-
sin B, calpain, serine proteases), nucleases, and phospholipases (cytosolic Ca2+-
dependent phospholipase A2), leading to necrosis and apoptosis [45]. These phe-
nomena are potentiated by mitochondrial damage related to ATP depletion [45].

Bleeding related to reperfusion injury is another potential complication of
blood-brain-barrier dysfunction and cerebral edema. Oxidative stress with over-
production of reactive oxygen species (ROS) and oxidative damage to lipid mem-
branes in the blood-brain-barrier causes vessels within ischemic foci to leak or
rupture [44]. Leukocyte trafficking with endothelial cell adhesion and activation
leads to proteolysis of catenin, a component of the endothelial cell-cell junction
[46]. The resulting damage to microvascular endothelial cells causes edema and
bleeding [44]. Proteolysis by matrix metalloproteinases and proteases secreted by
activated leukocytes may cause bleeding after reperfusion injury [44].

Conditions Most Commonly Associated With PRES

The list of conditions associated with PRES is increasing steadily.

Toxic Agents

Exposure to toxic agents is the most common condition associated with PRES, in
11 % [7] to 61 % [14] of cases. Box 1 shows an exhaustive list of toxic agents
known to be associated with PRES. This etiology has been the focus of specific
studies. In a study of cyclosporine neurotoxicity in 16 patients, exposure duration
at symptom onset ranged from 6 days to 5 years and the plasma cyclosporine lev-
els were within the therapeutic range at diagnosis [5]. All patients had hyperten-
sion. Symptomatic treatment and cyclosporine withdrawal was followed by a full
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Box 1. List of toxic agents known to be associated with posterior reversible encephalopathy syndrome
(PRES)

Cancer chemotherapy agents (in combination) [8, 12, 14]
Cytotoxic agents

Alkylating agents
Cisplatin [48]
Oxaliplatin [49]
Carboplatin [50]

Anti-metabolites
Gemcitabine [48]
Cytarabine [51]
Methotrexate [52]

Mitotic inhibitors
Vincristine [53]
Irinotecan hydrochloride [54]

Others
L-asparaginase [14]

Anti-angiogenic agents
Bevacizumab [54]
Sunitinib [55]
RAF kinase inhibitor BAY 43–9006 [56]

Immunomodulatory cytokines
Interferon-alpha [3, 57]
Interleukin-2 [58]

Monoclonal antibodies
Rituximab (anti-CD20) [59]
Infliximab (anti-TNF-α) [60]

Intravenous immunoglobulins [61]
Anti-TNF-α protein

Etanercept [62]
Anti-lymphocyte globulin [63]
Immunosuppressive agents

Anticalcineurin agents [8]
Cyclosporine A [3, 5, 10, 12, 14]
Tacrolimus (FK 506) [3, 12, 14]

Sirolimus [64]
High-dose corticosteroid therapy (e.g., dexamethasone and methylprednisolone) [14]

Blood transfusion [65]
Other agents

Granulocyte-stimulating factor [66]
Antiretroviral agents [67]
Linezolid [68]
Erythropoeitin [69]
Cocaine [14]
Ephedra sinica (traditional Chinese remedy) [70]
Intravenous contrast agents [14]
Lysergic acid amide [19]
Carbamazepine [71]
Intravenous caffeine [72]

TNF: tumor necrosis factor
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recovery in 14 patients. One patient with an occipital lobe hemorrhage had per-
manent visual field impairment and another had severe bleeding with transtento-
rial herniation and died shortly after diagnosis.

Transplantation patients are at risk for PRES, as they are exposed to cancer
chemotherapy and/or immunosuppressive therapy. PRES has been reported after
bone marrow or stem cell transplantation and after solid organ transplantation.
In a study of 27 patients with PRES after liver or kidney transplantation, the time
from transplantation to PRES diagnosis was 2 months in liver transplant recipi-
ents and 1 year in kidney transplant recipients [47]. Common concomitants of
PRES were cytomegalovirus or bacterial infection and moderately severe trans-
plant rejection. Hypertension was a feature and was more severe in the kidney
transplant group than in the liver transplant group.

Hypertension

Hypertension is the second most common condition associated with PRES, being
present in 6 % [12] to 72 % [7] of cases. The first case-series, published in 1992,
had 14 patients, all of whom recovered fully within 2 weeks after blood pressure
control was achieved [4]. The main cause of hypertension was acute or chronic
kidney failure. Cases associated with hypertension due to autoimmune disease or
toxic exposures have been reported [19].

Infection/Sepsis/Septic Shock

Infections have been reported in 8 % [14] to 24 % of cases [12]. The most com-
mon situation was PRES onset within 2 weeks after a Gram-positive bloodstream
infection, often with hypertension at diagnosis [12]. PRES has also been reported
in patients with Escherichia coli bloodstream infection [73].

Preeclampsia/Eclampsia

Pre-eclampsia/eclampsia [3, 7, 8, 12, 14, 74] was present in 7 % [14] to 20 % [3]
of patients with PRES. The outcome was usually favorable. Hypertension was a
prominent feature at presentation. PRES onset occurred from 28 weeks’ gesta-
tional age [74] to day 13 postpartum [3].

Autoimmune Disease

Autoimmune disease has been encountered in 8 % [14] to 10 % [12] of cases.
PRES has been reported in patients with systemic lupus erythematosus [75, 76],
systemic sclerosis [76], polyarteritis nodosa [77], Wegener’s granulomatosis [78],
thrombotic microangiopathy [79], polyangiitis [80], Takayasu arteritis [81], Has-
himoto encephalopathy [82], and Crohn’s disease [83].

Other Conditions

There are myriad conditions associated with PRES, sometimes only anecdotally.
They include sickle cell disease [12], Guillain-Barré syndrome [84], hypomagne-
semia [3], hypercalcemia [85], tumor lysis syndrome [86], porphyria [87], pheo-
chromocytoma [88], and Cushing syndrome [89].
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Outcomes

As indicated by the name of this syndrome, appropriate treatment is expected to
ensure a full recovery. However, permanent complications and fatal cases have
been reported, leading some authors to suggest that a better name may be
“potentially reversible encephalopathy syndrome” [90]. Clinical findings returned
to baseline in 35 % [8] to 100 % [3] of patients. Radiological recovery is more dif-
ficult to document, as all published studies were retrospective and repeated brain
imaging was performed in only 44 % [8] to 87 % [11] of cases. Among patients
with follow-up imaging studies, 49 % [6] to 75 % [3] had resolution of the initial
abnormalities within 5 days [7] to 17 months [3]. Permanent neurological abnor-
malities are related to ischemia and/or bleeding. Recurrences have been reported
in 6 % of cases [8].

Limited data are available on functional outcomes. In one study, the median
modified Rankin Scale score was 2.5 at discharge, indicating mild-to-moderate
disability [8]. Mild disability is defined as being capable of handling one’s own
affairs without help but not of carrying out all previous activities; and moderate
disability is defined as requiring help for some activities but being able to walk
unassisted.

Death has been reported in up to 15 % [7, 8] of patients. However, the relative
contributions of PRES and of associated factors to the fatal outcomes are unclear.

Management of PRES

PRES must be diagnosed early and investigations must be performed to identify
the causative factors. Symptomatic treatment should be given immediately and
the causative factors corrected without delay. ICU admission and life-supporting
treatments may be required [9, 10].

Diagnostic Strategy

The diagnostic strategy for PRES is fairly well standardized (Fig. 5). After a careful
history and thorough physical examination, investigations should be performed as
appropriate, starting with the simplest and moving to the more sophisticated.

CT may be easier to obtain first. However, MRI must be performed, either as
the first or as the second imaging study. MRI is considerably better than CT for
the diagnosis of PRES and can provide information regarding many of the causes
of PRES [1–3, 6, 7, 11, 13]. MRA must be added to MRI to identify an associated
cerebral reversible vasoconstriction syndrome.

Electroencephalography (EEG) should be performed routinely to look for non-
convulsive status epilepticus. Patients most likely to have non-convulsive status
epilepticus are those in a deep coma or prolonged post-ictal state [10]. Lumbar
puncture findings are not specific in PRES [7]. However, the cerebrospinal fluid
(CSF) must be examined in patients with a fever or clinical suspicion of meningi-
tis and when deemed appropriate by the attending physicians. Laboratory tests
should be obtained routinely. Plasma anticonvulsant drug assays (including mag-
nesemia dosage) and qualitative tests for toxic agents or medications associated
with seizures and other symptoms of PRES should be performed at the discretion
of the attending physicians.
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Variable combination of suggestive clinical manifestations:

seizure activity, consciousness impairment, headaches,
visual abnormalities, nausea/vomiting and focal neurological signs

CT

with contrast

MRI

+/- MRA

White matter
hypodensities
of topography

suggestive
of PRES

Normal

FLAIR and T2-weighted sequences reveal high-signal
foci in the white matter,

which may or not be bilateral/symmetric.
Variable involvement of the parietal, occipital,

frontal and temporal lobes,
cerebellum and brainstem. The cortical gray matter

may be affected.

Normal

MRI

+/- MRA

DEFINITE DIAGNOSIS

OF PRES

Negative

diagnosis of

PRES

PRES ruled out:
Per/post-ictal state (seizure or status epilepticus)

Progressive Multifocal Leukoencephalopathy (PML)
Severe Leukoaraiosis

Cerebral Autosomal Dominant Arteriopathy with Subcortical Infarcts and Leukoencephalopathy (CADASIL)
Infectious encephalitis, Acute Disseminated EncephaloMyelitis (ADEM)

Mitochondrial myopathy Encephalopathy Lactacidosis and Stroke-like episodes syndrome (MELAS)
CNS vasculitis

Creutzfeld-Jakob disease
Cerebral venous sinus thrombosis

Ischemic stroke

Repeat
if < Day 3

from onset
of clinical

manifestations

Fig. 5. Diagnostic strategy for posterior reversible encephalopathy syndrome (PRES). MRI: magnetic res-
onance imagery; MRA: magnetic resonance angiography; CT: computed tomography

A neurosurgical biopsy should be performed in patients who fail to respond to appro-
priate treatment and whose cerebral imaging studies show focal lesions of unknown
or doubtful nature. Brain biopsy may show non-specific white matter changes consis-
tent with vasogenic edema (activated astrocytes, scattered macrophages, and rare
lymphocytes). Findings at a later stage include demyelination and anoxic neuronal
alterations, sometimes with bleeding in the white and gray matter [91].
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DEFINITE DIAGNOSIS

OF PRES

Evaluation
of associated
organ failures

Look for
PRES-associated

conditions

Early correction of
underlying cause of PRES

Intravenous
antihypertensive therapy

Anticonvulsant

Variable combination of

suggestive clinical manifestations

CT

with contrast
MRI +/- MRA

Electroencephalogram (EEG)
Consider lumbar puncture

Laboratory tests (Magnesemia +++)
Consider toxicologic investigationsConsider Oro-

Tracheal Intubation

Symptomatic management

Labetolol
Nicardipine

Fenoldopam if avalaible
Urapidil

Benzodiazepines

Phenobarbital
(fos)phenytoin

Midazolam
Propol

Thiopental

If indicated:

Blood pressure control
Toxic agent withdrawal

Cesarean section
Dialysis

Nimodipine
Metabolic disturbances

...

Correction of hypomagnesemia if indicated

Treatment

The treatment strategy associates general measures with correction of the under-
lying cause of PRES (Fig. 6).

Fig. 6. Treatment of posterior reversible encephalopathy syndrome (PRES). MRI: magnetic resonance
imaging; MRA: magnetic resonance angiography; CT: computed tomography
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General measures
Patients with PRES require the symptomatic measures usually taken in the ICU.
Although most patients have stable hemodynamics, catecholamines are required
occasionally. The need for upper airway protection should be evaluated continu-
ously in patients with marked consciousness impairment or seizure activity. If
endotracheal intubation is performed, rapid-sequence induction with etomidate
and succinylcholine can be used, provided there is no evidence of hyperkalemia.
Propofol or thiopental are also good choices, since they have anticonvulsant
effects. Neuromuscular blocking agents may transiently mask seizures.

Hypoglycemia should be looked for routinely and corrected. If glucose is
given, 100 mg of thiamine should be administered concomitantly, most notably
when there is evidence of vitamin B1 deficiency. Patients should be routinely
evaluated for hyperthermia and metabolic disturbances, in particular hypomag-
nesemia, which require prompt correction. Aspiration pneumonia may compli-
cate the initial consciousness disorders.

Antiepileptic treatment, appropriate for the electrical and clinical pattern in
the patient, should be initiated on an emergency basis and according to current
guidelines. Patients with persistent seizure activity at ICU admission should be
given intravenous benzodiazepines (clonazepam 1 mg or diazepam 10 mg) either
before ICU admission or in the ICU. The dose can be repeated up to three times
if necessary. Patients with continuing seizure activity despite intravenous benzo-
diazepines should receive standard complementary intravenous anticonvulsant
drugs (phenobarbital 10 to 15 mg/kg, phenytoin 18 mg/kg, or equivalent dose of
fosphenytoin). Patients with refractory status epilepticus need midazolam, propo-
fol, or thiopental in titrated doses until remission of the clinical seizure activity.
When the EEG reveals electrical status epilepticus, these anesthetic drugs are
given in titrated doses to induce EEG burst suppression then as a continuous
infusion for at least 12 hours [92].

Control of hypertensive emergency, if present, is an important part of the
symptomatic management. The aim is not to normalize the blood pressure but
rather to decrease the MAP by 20–25 % within the first 2 hours and to bring the
blood pressure down to 160/100 mmHg within the first 6 hours [31, 93]. More
rapid blood pressure reduction is not recommended since it can aggravate the
cerebral perfusion pressure alterations and promote ischemia [94]. Intravenous
antihypertensive drugs are necessary. Appropriate choices include labetolol,
nicardipine, or fenoldopam if available [31, 94]. Urapidil has been suggested as a
second-line agent, perhaps in combination with another agent [95].

Correction of the underlying cause of PRES
An early etiologic diagnosis allows prompt correction of the cause of PRES.
Patients may require blood pressure control, withdrawal of cancer chemotherapy
or immunosuppressive agents, Cesarean section, dialysis, or other interventions.
Prompt correction of the cause is crucial to decrease the risk of ischemia or
bleeding and therefore to avoid permanent disability or death [3].

Conclusion

This review highlights recent advances in the diagnosis, pathophysiological
understanding, and management of PRES. Although the clinical presentation is
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non-specific, most patients have a suggestive combination of symptoms. MRI is
crucial for diagnosing PRES, monitoring the course, and assessing treatment
effectiveness. MRA performed during MRI can be useful to identify associated
cerebral vasoconstriction. Repeated cerebral imaging helps to support the diag-
nosis and identifies complications potentially responsible for permanent impair-
ments. The pathophysiology of PRES remains controversial. However, the list of
conditions known to be associated with PRES is increasing steadily. Early recog-
nition and resolution of the underlying cause is the keystone of management.
Persistence of the cause carries a risk of ischemia, bleeding, and death. Finally,
studies are needed to identify factors of adverse prognostic significance and to
develop neuroprotective strategies.
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Introduction

The introduction of cardiopulmonary resuscitation (CPR) into clinical practice
more than 50 years ago [1] has allowed many patients in cardiac arrest to achieve
a recovery of spontaneous circulation (ROSC) and to be admitted to hospital
alive. Unfortunately, most resuscitated patients die in the first day after cardiac
arrest and in about one fourth of those who survive to hospital discharge, the
postanoxic insult results in severe neurological impairment [2]. Accurate prog-
nostication of poor neurological outcome, made as early as possible, is of para-
mount importance to avoid futile treatments for unrecoverable patients and
unreasonable hopes of recovery in their relatives.

Definition of Neurological Outcome

Good neurological outcome after cardiac arrest is generally interpreted as recov-
ery of consciousness, which implies an awake state, self-awareness and the ability
to interact with the environment. However, even those patients who recover con-
sciousness after cardiac arrest may still show a variable degree of neurological
impairment ranging from mild memory deficits to severe loss of motor and
upper mental functions, leading to complete dependence. To avoid inconsistency
in outcome description, the use of standardized outcome scales is recommended.
The Cerebral Performance Categories (CPC) (Box 1) [3], partly derived from the
Glasgow Outcome Scale (GOS), [4] are currently recommended as a core compo-
nent of cardiac arrest reports [5] and are widely used, although their correlation
with long-term measures of disability and quality of life (QOL) is only moderate
[6].

In general, in order to assess the accuracy of predictors of neurological out-
come after cardiac arrest, clinical investigators dichotomize the outcome as good
or poor. Unfortunately, while there is no doubt that persistent vegetative state or
death (CPC 4-5) represent an undesirable outcome, there is no universal consen-
sus on how to classify severe neurological disability (CPC 3). This category
encompasses a wide range of cerebral abnormalities, from important memory
loss to dementia and minimally conscious states which generally preclude an
independent existence outside specialized institutions. The majority of clinical
studies describing neurological outcome after CPR includes CPC 3 among good
outcomes, so the outcome is dichotomized as CPC 1–3 vs. 4–5, but others [7–9]
do not, so the outcome is dichotomized as CPC 1–2 vs. 3–5. The reader should
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Box 1. Cerebral Performance Categories (from [2, 3])

1. Good Cerebral Performance
Conscious. Alert, able to work and lead a normal life. May have minor psychological or neurologi-
cal deficits (mild dysphasia, non-incapacitating hemiparesis, or minor cranial nerve abnormalities).

2. Moderate Cerebral Disability
Conscious. Sufficient cerebral function for part-time work in sheltered environment or independent
activities of daily life (dressing, traveling by public transportation, and preparing food). May have
hemiplegia, seizures, ataxia, dsysarthria, dysphasia, or permanent memory or mental changes.

3. Severe Cerebral Disability
Conscious. Dependent on others for daily support because of impaired brain function (in an insti-
tution or at home with exceptional family effort). At least limited cognition. Includes a wide range
of cerebral abnormalities from ambulatory with severe memory disturbance or dementia precluding
independent existence to paralytic and able to communicate only with eyes, as in the locked-in
syndrome.

4. Coma, Vegetative State
Not conscious. Unaware of surroundings, no cognition. No verbal or psychological interactions with
environment.

5. Death
Certified brain dead or dead by traditional criteria.

keep this in mind in order to correctly interpret the results reported in the litera-
ture.

In some cases, death due to non-neurological causes, such as cardiac arrhyth-
mia, may occur during the clinical course of cardiac arrest survivors, so that even
patients who had showed a variable degree of recovery are assigned to a CPC cat-
egory of 5. To avoid confusion, the updated guidelines for reviewing, reporting,
and conducting research on post-resuscitation care [10] recommend document-
ing both the best CPC achieved during the patient’s hospital stay and the CPC at
hospital discharge. The cause of death – cardiac, neurological or other – should
be reported separately.

The perceived need to limit high-intensity care for patients with an invariably
poor long-term prognosis has focused research on predictors of poor neurological
outcome. Ideally, such a predictor should have a 0 % false positive rate, or 100 %
specificity (i.e., no patient who will recover should be mistakenly predicted as hav-
ing a poor prognosis), with the narrowest possible confidence intervals (CIs). We
will describe here indexes with these characteristics, whenever available.

Prognostication in Normothermic Patients

In 2003, the International Liaison Committee on Resuscitation (ILCOR) guide-
lines recommended the use of therapeutic hypothermia for comatose survivors of
cardiac arrest [11]. However, only very recently has therapeutic hypothermia
achieved widespread implementation in clinical practice; as an example, in 2010
a national survey [12] showed that the majority of intensive care units (ICUs) in
the United Kingdom started to use therapeutic hypothermia only in 2007 or 2008.
For this reason, most of the evidence available on prognostication after cardiac
arrest presently regards normothermic patients.
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Clinical Examination

Clinical examination represents an immediate and inexpensive way to obtain use-
ful information for prognostication in comatose patients. Prognostic indexes
obtained from clinical examination include absence of brainstem reflexes (such as
pupillary response to light, corneal and oculocephalic reflexes); presence of
myoclonus status, defined as spontaneous, repetitive, unrelenting, generalized
multifocal twitching involving the face, limbs, and axial musculature [13], and the
score from combined neurological scales, such as the Glasgow Coma Scale (GCS).

Presence of myoclonus is one of the earliest predictors of poor neurological
outcome after CPR. An observational study by Wijdicks et al. [14] reported the
occurrence of myoclonus status on admission in 40/107 (37 %) comatose cardiac
arrest survivors. All of them died (false positive rate 0 %; 95 % CI: 0–17). In two
other observational studies [15, 16] including a total of 521 patients, the occur-
rence of myoclonus status within 24 and 36 hours, respectively, after cardiac arrest
was associated with death or vegetative state in 100 % of cases (false positive rate
0 %; 95 %CI: 0–7 and 0–16). Finally, in a series of 50 comatose patients presenting
myoclonus status within 24 hours after cardiac arrest, 45 died and 5 were in per-
sistent vegetative state 48 months later [17]. In 42 of those patients (84 %), the
electroencephalogram (EEG) documented burst-suppression, a pattern typically
associated with poor outcome. In all good-quality cohort studies made on normo-
thermic patients, presence of myoclonus has been consistently associated with
poor prognosis; however, isolated case reports of good recovery have been docu-
mented, mainly in patients whose cardiac arrest was due to respiratory failure
[18–20]. At least some of these cases have been later reinterpreted as a misdiag-
nosed form of benign action myoclonus (Lance-Adams syndrome) [13, 17].

With regards the GCS, in a study from Bassetti et al. [21], a GCS < 5 recorded at
48 hours in 20/60 patients resuscitated from cardiac arrest predicted death or per-
sistent vegetative state (CPC 4–5) with a 0 % false positive rate (95 % CI 0–23).
Similarly, in another study from Edgren et al. [8], a GCS < 5 recorded at 72 hours
in 45/109 patients predicted poor outcome (CPC 3–5) with a 0 % false positive rate
(95 % CI 0–24). A major limitation of the GCS is that it is a summary score, so the
same value may result from different combinations of its single components. For
example, in 2006 a paper from Zandbergen et al. [15] documented that the absence
of motor response to pain at 72 hours (M = 1) was still compatible with neurologi-
cal recovery (false positive rate 19 %; 95 % CI: 6–37). In intubated patients (V = 1)
with no eye opening to verbal stimuli (E = 1–2) this would correspond to a GCS
< 5. To avoid confusion, clinicians should avoid referring only to summary scores
and report the scores of single GCS components separately as well.

The absence of brainstem reflexes immediately after resuscitation may still be
compatible with neurological recovery. In a paper from Young et al. [22], 2/18
patients with no pupillary reflex and 2/32 patients with no corneal reflex 24 hours
after cardiac arrest survived with good outcome. In a multicenter study [15]
including 407 comatose patients, the combined absence of both pupillary and cor-
neal reflexes was still compatible with neurological recovery at 24 and 48 hours
from cardiac arrest (false positive rate 4 %). However, after 72 hours this sign
became 100 % predictive of poor outcome (38/289 patients; 0 % false positive
rate). It should be noted that the absence of three or more brainstem reflexes in
ventilated comatose patients (GCS 3) has been recently identified as a sign of
imminent brainstem death [23].
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In summary, in comatose resuscitated patients who have not been treated with
therapeutic hypothermia, clinical examination allows accurate prediction of poor
outcome as early as 24 hours from cardiac arrest. Status myoclonus and pupillary
and corneal reflexes appear more reliable, having the narrowest confidence inter-
vals. The major limitation of clinical examination is that its findings may be influ-
enced by pathological factors, such as circulatory or metabolic derangements,
and by the effects of treatments, e.g., sedatives and muscle relaxants. Patient sta-
bilization and removal of any possible interference are necessary to avoid incor-
rect prognostication.

Biochemical Markers

In the last 20 years, a series of biochemical markers of brain damage obtained
from peripheral blood and cerebrospinal fluid (CSF) have been investigated as
predictors of functional outcome after CPR. Since blood samples are much easier
and less dangerous to obtain than CSF, serum markers have been more exten-
sively investigated and are considered more suitable for routine clinical practice.

The serum marker which has so far demonstrated the best accuracy to predict
poor outcome is neuron-specific enolase (NSE). NSE is the neuronal form of the
cytoplasmic glycolytic enzyme enolase and it is found in neurons and neuroendo-
crine cells. NSE is released in blood and in CSF after neuronal ischemia and its
serum concentrations correlate with the extent of brain damage [24]. Several
studies showed that serum NSE in the first days after cardiac arrest could predict
poor outcome with a 0 % false positive rate and narrow 95 % CIs, but the cut-off
levels varied greatly. The largest study [15] which included 407 comatose patients,
showed that serum NSE concentrations > 33 ` g/l drawn between 24 and 72 h
after CPR predicted persistent vegetative state or death with a false positive rate
of 0 % (95 % CI 0–3). However, in two other studies [25, 26], serum concentra-
tions as high as 60 ` g/l and 90.9 ` g/l in the first 36 and 72 hours, respectively,
were needed to achieve a 0 % false positive rate. Finally, in a study from Pfeifer et
al. [27] NSE levels higher than 65 ` g/l at 72 hours were still compatible with neu-
rological recovery (false positive rate 4 %). Sensitivity for the above cited studies
ranged from 33 to 77 %.

Protein S100B is a calcium-binding protein secreted from glial and Schwann
cells and released after cerebral ischemia. In the largest study conducted so far
[15], 72/207 patients had serum levels of S100B greater than 0.7 ` g/l at 72 hours
from cardiac arrest. All of these patients died or survived in a persistent vegeta-
tive state (false positive rate 0 %; 95 % CI 0–5). Smaller studies confirmed a 0 %
false positive rate at 72 h for serum S100B with cut-offs ranging from 0.20 to 2.76
` g/l [9, 26, 28, 29]. However, in another study [27], among 25 patients with serum
levels above a threshold of 1.5 ` g/l one survived with good neurological outcome
(false positive rate 4 %). The sensitivity of S100B in the above studies ranged
from 40 to 75 %.

In summary, in most studies, measurement of serum levels of NSE and S100B
allowed prediction of poor neurological outcome with a zero false positive rate,
but cut-offs varied considerably. Moreover, in at least one study, high levels of
both these biomarkers were still compatible with a good outcome. At present,
there is still insufficient evidence to recommend a specific serum level of NSE or
S100B for a 100 % accurate prediction of poor outcome.
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Electrophysiological Testing

The EEG is the simplest and most widely available electrophysiological investiga-
tion for outcome prediction after cardiac arrest. Some ‘malignant’ EEG patterns
associated with poor outcome have been recognized [2]. These include isoelectric
tracing, generalized suppression to < 20 ` V, burst-suppression pattern with or
without a generalized epileptiform activity or generalized periodic complexes on
a flat background [22, 30–32]. In a meta-analysis by Wijdicks et al. [13], the pres-
ence of a malignant EEG pattern within the first 3 days post CPR predicted poor
outcome with a pooled false positive rate of 3 % (95 % CI 0.9–11). In a large pro-
spective study [15], an EEG amplitude < 20 ` V or burst suppression in the first 3
days after CPR had a false positive rate of 0 (95 % CI: 0–5) for prognostication of
poor outcome.

Evidence on prognostication using EEG is confounded by the presence of dif-
ferent classification systems and variable recording intervals after resuscitation.
Moreover, the EEG is affected by various factors, including body temperature,
metabolic status and interference from sedative drugs. For this reason, predicting
outcome of post-anoxic coma exclusively on the basis of the EEG results is not
recommended [13].

Evoked potentials (EPs) are based on modifications of the EEG induced by a
repetitive sensory stimulus. Recording of EPs requires specific know-how and
equipment, so that EPs are not as widely available as the EEG, but they are less
influenced by sedatives, metabolic disorders and body temperature. Somatosen-
sory evoked potentials (SSEP) explore the thalamo-cortical pathway using electric
stimulation of a peripheral nerve. The earliest cortical component of the median
nerve SSEP is the N20 peak, a negative wave occurring about 20 milliseconds
after the electrical stimulus, which corresponds to the signal reaching the
somatosensory cortex (postcentral gyrus), whereas longer-latency responses
(such as N35 and N70) come from associative cortical areas and explore cortico-
cortical interactions. In several studies [21, 33, 34], the bilateral absence of the
N20 wave in the first week after CPR predicted no recovery of consciousness with
a 0 % false positive rate. In a pooled analysis [35], among 187 patients with bilat-
erally absent N20, none had a good outcome, defined as CPC 1–3 (false positive
rate 0 % [95 % CI 0–2]). However, one out of 801 patients included in a meta-
analysis by Wijdicks et al. [13] awakened despite a bilaterally absent N20 (false
positive rate 0.7 % [95 % CI 0.1–3.7]). In another large observational study [15],
five of 256 patients had an initially absent N20 at 24 h after resuscitation but the
response reappeared later. However, the prognosis of all these patients was
equally poor.

Reported sensitivity of N20 SSEP is relatively low (range 28–73 [35], pooled
value 46 % [13]), however, at least one study indicated that SSEP sensitivity may
be improved by assessing the absence of its later components, such as the N70
wave [33].

Brainstem (BAEPs) and middle-latency (MLAEPs) auditory evoked potentials
explore the acoustic pathway at brainstem and supratentorial level respectively.
Likewise, bilateral absence of acoustic responses predicts no awakening [36, 37].
However, the predictive role of these components has not been widely investi-
gated or consistently replicated.
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Neuroimaging Studies

Evidence supporting the use of brain neuroimaging for outcome prediction in
postanoxic coma is still limited. Moreover, most studies have been conducted in
a chronic rather than in an acute setting of neurological impairment after cardiac
arrest. Magnetic resonance imaging (MRI) is the neuroimaging technique with
the largest supportive evidence, the most documented modalities being diffusion-
weighted imaging (DWI) and fluid-attenuated inversion recovery (FLAIR). In a
paper by Wu et al. [38], the whole median apparent diffusion coefficient (ADC)
of the brain was the main predictor of poor outcome as measured by a 6-month
modified Rankin scale score (sensitivity 41 % [95 % CI 29–54]; specificity 100 %
[95 % CI 73–100]). In a paper by Wijman et al. [39], on 51 comatose resuscitated
patients, when results of 72-hour clinical examination were combined with those
of an MRI-derived index recorded between 49 and 108 hours after the arrest, the
sensitivity for prediction of poor outcome improved by 38 % while maintaining
100 % specificity. Finally, in a recent paper from Topcuoglu et al. [40] on 22
resuscitated comatose normothermic patients, both the presence of an extensive
cortical lesion pattern on MRI and a GCS motor score e 3 at 72 hours predicted
a poor outcome (CPC 4–5) with 87.5 % sensitivity (95 %CI 62–93) and 100 %
specificity. Combining the results of these two indexes increased sensitivity to
100 % (95 %CI 79–100). Area under the receiver-operating characteristics (ROC)
curve for this combination was 1.00 (95 %CI 0.84–1.00). The main limitation of
this study is that recording times for MRI were heterogeneous, being 4.1 ± 2.9
days in patients with poor outcome and 9.8 ± 5.7 days in those with favorable
outcome.

In conclusion, MRI may improve the accuracy of prognostication obtained
using clinical examination, but results of clinical studies are preliminary and need
confirmation from well-designed prospective trials. Furthermore, acquiring MRI
studies in critically ill resuscitated patients connected to many monitoring and
life support devices may be technically difficult. The availability of portable
equipment and improvements in functional imaging techniques may promote
more widespread use of neuroimaging for the investigation of post-cardiac arrest
patients in the near future.

Prognostication in Patients Treated with Therapeutic Hypothermia

The use of therapeutic hypothermia [41, 42] significantly improves neurological
outcome after cardiac arrest, so that patients previously predicted as having a
poor prognosis now may recover an acceptable neurological function. For this
reason, prediction of poor outcome based on indexes developed in normothermic
conditions may not always be valid after therapeutic hypothermia. Moreover,
both therapeutic hypothermia itself and sedative or muscle relaxant agents
administered to maintain it may depress the central nervous system (CNS), mak-
ing results of predictive indexes possibly appear worse than they are, especially
those based on clinical neurological examination or on EEG. In both cases, the
result could be an increase in the index false positive rate.

As regards clinical signs, a recent study from Rossetti et al. [7], in 109 patients
treated with therapeutic hypothermia, showed that the absence of more than one
among pupillary, corneal and occulocephalic reflexes at 72 hours from cessation
of therapeutic hypothermia was associated with neurological recovery in 8 % of
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cases (95 % CI 2–25). Unfortunately, the authors did not separate the results of
the individual brainstem reflexes in their database, so that we cannot compare
this sign with the absence of pupillary and corneal reflexes which has previously
been described [15] as being 100 % predictive of poor outcome in normothermic
patients at 72 hours from cardiac arrest. The same paper also documented a 4 %
rate of good recovery (CPC 1 or 2) in patients with myoclonus status at 24 hours
from CPR. These data contrast with absence of recovery in normothermic
patients with post-arrest myoclonus documented in previous observational stud-
ies [14–16] in normothermic patients.

As regards biochemical markers, a very early study [43] showed that both the
NSE and the S100 thresholds for prediction of poor outcome with a 0 % false pos-
itive rate were 2 to 3 times higher in patients treated with therapeutic hypother-
mia than in those treated in normothermic conditions (NSE > 25 vs. 8.8 ` g/l;
S100 > 0.23 vs. 0.12 ` g/l). More recent studies [44, 45], however, showed that the
thresholds for outcome prediction with a 0 % false positive rate at 24 and 72
hours in patients treated with therapeutic hypothermia were equal to or higher
than those previously documented in normothermic conditions. The comparison
is complicated by the lack of standardization in both study design and measuring
techniques, so the real impact of therpautic hypothermia on outcome prediction
using biochemical markers is difficult to assess.

As regards neurophysiological investigations, in a study from Rossetti et al.
[46], the EEG diagnosis of post-arrest status epilepticus was associated with a 0 %
false positive rate (95 % CI 0–40 %) in normothermic patients but with a false
positive rate of 11.5 % (95 % CI 4–29 %) in hypothermic patients. SSEP seem to
be influenced less by therapeutic hypothermia: one study [43] demonstrated that
the bilateral absence of N20 wave on median nerve SSEPs still predicted poor out-
come with a false positive rate of 0 %. However, only 3 patients had this finding,
so the 95 % CI were very large (0–60 %).

The Bispectral Index Monitor (BIS; Aspect Medical Systems) processes EEG
signals recorded on a frontal electrode to calculate a dimensionless number that
provides a measure of the patient’s level of consciousness [47]. Recent investiga-
tions have been made to assess the role of BIS in the prediction of functional out-
come in resuscitated patients treated with therapeutic hypothermia. One-single
center prospective study [48] measured BIS and suppression ratio during the first
5–10 minutes after the first dose of neuromuscular blockade for therapeutic
hypothermia. Results showed that a BIS e 22 had a false positive rate of 6 %
(95 % CI 0–28 %) and a suppression ratio & 48 had a 7 % false positive rate (95 %
CI 1–26 %) for predicting poor outcome (CPC 3–5). However, another single-
center prospective study [49] in whom continuous BIS monitoring was performed
for the first 72 hours after resuscitation showed that a BIS value of 0 at any time
predicted poor outcome (CPC 3–5) with a false positive rate of 0 % [95 % CI
0–27 %].

Conclusion

Prediction of poor neurological outcome after cardiac arrest should be made with
the lowest possible false positive rate and the narrowest possible confidence inter-
vals. In normothermic patients, the most accurate predictive indexes (0 % false
positive rate with narrow CIs) based on clinical examination are the presence of
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myoclonus status within 24 hours from CPR and the absence of both pupillary
and corneal reflexes at 72 hours. Measurement of serum NSE and S100B also
allows prediction of poor outcome with 0 % false positive rate within 72 hours
from cardiac arrest but their cut-offs vary greatly. Among neurophysiological
studies, SSEP showed the most consistent accuracy. Moreover, different from both
clinical examination and EEG, they are relatively unaffected by sedative drugs,
metabolic derangements and body temperature. As regards neuroimaging stud-
ies, MRI evidence of an extensive cortical lesion pattern can increase sensitivity
of prediction based on clinical examination only but the role of MRI for outcome
prediction after cardiac arrest is still to be defined.

During therapeutic hypothermia, clinical examination may be unreliable and
clinical signs that invariably predict poor outcome in normothermic conditions
may still be compatible with recovery when recorded after therapeutic hypother-
mia. In these conditions, neurophysiologic studies, such as SSEP and BIS, may
provide more reliable prediction, but evidence is still limited and this needs to be
confirmed in larger studies.
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Introduction

Understanding of the importance of inflammation’s role in many neurologic dis-
ease pathogenesis has increased rapidly in recent years. Neuroinflammation has
been viewed as the most common phenomenon observed in disorders of the cen-
tral nervous system (CNS), either in the acute insult, like infection, trauma, and
stroke, or in chronic neurodegenerative states like Alzheimer’s disease, Parkin-
son’s disease and multiple sclerosis [1]. This ‘neuroinflammation hypothesis’ fur-
ther challenged attempts to expand our understanding of neuronal injury and
neurodegeneration because of the activation of brain cells to stress and insult,
and targeting neuroinflammation and the major elements of the inflammatory
response has become the most effective neuroprotective strategy [2].

Activation of the complement system, which is a component of the innate
immune response, has been shown to play a critical role in tissue damage caused
by neuroinflammation. Studies have demonstrated that all of the activation com-
ponents and receptors of the complement system are produced by brain cells [3].
There is also evidence to indicate an active role of the complement system in
cerebral ischemic injury [4], and the pathogenesis of several neurodegenerative
diseases [5, 6]. The role of the complement cascade in endotoxin-induced septic
encephalopathy has been studied recently, with the results suggesting that target-
ing activation of the complement system may be a viable therapeutic avenue in
septic encephalopathy [7].

Complement inhibition strategies have been shown to be effective in animal
models of cerebral ischemia/reperfusion injury [8], traumatic brain injury (TBI)
[9] and cerebral injury due to sepsis [10]. Experimental studies have demon-
strated that the use of specific inhibitors to block complement activation or their
mediators, such as C5a, can reduce local tissue injury after ischemia/reperfusion
[8] and attenuate brain damage in sepsis [10]. One new form of therapy against
neuroinflammation is the use of intravenous immunoglobulins, which are less
specific in targeting complement activation than the monodrug complement
inhibitors. Intravenous immunoglobulin (IVIG) has the potential to regulate
many components of the inflammatory response, including complement activa-
tion, cytokine production, and cell adhesion [11]. Thus, IVIG may directly pro-
tect neurons by reducing the activation of the brain cells, and by inhibiting infil-
tration of leukocytes into the brain parenchyma [12]. Neuroprotective actions of
IVIG have been demonstrated recently in animal models of ischemic stroke
[8]. We recently showed that administration of IVIG to septic rats reduced the
amount of brain damage by protecting the integrity of the blood brain barrier
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[13]. This chapter will address our current understanding of neuroprotection by
complement inhibition and immunoglobin therapy in sepsis-induced brain dam-
age.

‘The Neuroinflammatory Hypothesis’ and Brain Injury in Sepsis

The brain was once considered as an immune-privileged organ; however, research
has showed that brain cells (microglia, astrocytes and oligodendrocytes) are
involved in neuroinflammation and neuroimmune activation [14]. These cells not
only serve supportive and nutritive roles for neurons, but in healthy brain they
respond to any type of stress and insult by upregulating inflammatory processes.
This response is usually kept in balance with other endogeneous anti-inflamma-
tory and neuroprotective responses that return the brain to homeostasis. When
this homeostasis is disturbed in disease states, like trauma, ischemia or sepsis,
uncontrolled glial activation causes release of cytokines, chemokines and other
neurotoxic substances, which enter the brain by volume diffusion and gain access
to neural structures in the deeper areas causing cellular dysfunction and neuronal
cell loss [2]. As a consequence, the clinical picture includes functional distur-
bances, behavioral disorders and even neurodegeneration causing permanent
loss.

In sepsis, the exact mechanism of brain injury remains elusive. The association
between inflammation and the brain is complex and reciprocal. Brain involve-
ment in sepsis is both a direct consequence of sepsis and secondary to various
associated complications. In normal conditions, the brain plays an important role
in response to infection and inflammation. The brain senses the presence of
infection and inflammation and then mounts a strong modulatory response
through three efferent pathways: The hypothalamic-pituitary-adrenal (HPA) axis,
the sympathetic nervous system, and the cholinergic anti-inflammatory pathway
[15]. In this way, the brain orchestrates the host response in a coordinated man-
ner at behavioral, neuroendocrine and autonomic levels. When this normal
response is disrupted, like in severe sepsis, these disturbances alter the homeosta-
sis and influence the course of septic shock which then will cause various compli-
cations leading to organ dysfunction, including the brain itself. Hence, the associ-
ated complications of organ failure, e.g., hemodynamic and metabolic alterations,
liver failure, hypoxemia, contribute to brain dysfunction as a secondary conse-
quence of sepsis. But, most importantly, this activation pathway sensed by the tar-
get brain structures may in fact become directly harmful for brain cells, for the
endothelium and for the blood brain barrier [16].

The breakdown of the blood brain barrier is considered as the major patho-
physiologic mechanism of brain involvement in sepsis [17]. Lipopolysaccharide
(LPS) and pro-inflammatory cytokines activate cerebral endothelial cells, which
disrupts the integrity of the blood brain barrier and facilitates passage of neuro-
toxic factors and cytokines, which further activate target brain cells and cause
cellular dysfunction, oxidative stress and apoptosis [17, 18]. Dysfunction of the
blood brain barrier has been shown to be induced by various inflammatory
mediators, such as interleukin (IL)-1, tumor necrosis factor (TNF)-α, in the
absence of a bacterial pathogen [19]. Complement activation has been linked to
sepsis-induced breakdown of the blood brain barrier; moreover, the permeability
defect has been shown to cause further complement activation inside the CNS
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leading to further neuronal damage [20]. Manipulating this immune activation
and its effects on the blood brain barrier has been investigated as a therapeutic
target in sepsis-induced brain injury. A different pharmacological approach to
LPS-induced changes in blood brain barrier permeability was investigated in
vitro [21]. Dexamethasone-pretreated endothelial cells were shown to be more
resistant to LPS-induced disruption of the blood brain barrier. LPS has been tar-
geted as a therapy option and binding circulating LPS by serum amyloid P com-
ponent showed protective effects on mice [22]. Recently, targeting activation of
the complement system has been suggested as a viable therapeutic avenue in sep-
tic encephalopathy [7]. Since IVIG has the potential to inhibit many components
of inflammation, we tested the effect of IVIG in an experimental model of cecal
ligation and puncture (CLP)-induced septic encephalopathy [13]. IVIG treatment
in acute and chronic neuroinflamatory disorders is a relatively new area of
research. Both bench and bedside research have demonstrated the beneficial
effects of IVIG not only in chronic insults due to neuroinflammation but also in
acute injury states, like ischemia and stroke [23]. The mechanisms by which IVIG
exerts these therapeutic effects involve multiple immunomodulatory processes.

Brain Injury Pathways Targeted by IVIG Treatment

Targeting complex immune activation in neuroinflammation by immunoglobulin
therapy for immunomodulation is not a new event. IVIG treatment has been used
to treat various inflammatory and autoimmune diseases and has become an
established treatment for many neurological disorders, such as chronic inflamma-
tory demyelinating polyneuropathy [24], multifocal motor neuropathy [25] and
Guillain–Barré syndrome [26]. The effect of IVIG has also been tested in patients
with Alzheimer’s disease [27]. There are also experimental studies on acute injury
like traumatic spinal cord injury [28], and ischemic brain injury [29].

Although the mechanisms by which IVIG exerts a therapeutic effect in numer-
ous diseases are not well understood, many groups have suggested immunoregu-
latory mechanisms of action for IVIG [30]. Specifically the mode of action of
IVIGs on neuronal tissue injury seems complex; however in vivo and in vitro tri-
als on different brain injury models due to inflammation have recently thrown
light on how IVIG might work for neuroprotection. The demonstrated mecha-
nisms include neutralization of pathogenic antidodies by crystallizable fragment
(Fc) receptor blockade [31], effects on the Fas apoptotic pathway [32], regulation
of complement components [33], modulation of cytokine secretion [34], decrease
in leukocyte recruitment [35], attenuation of T cell stimulation, and direct effects
on brain cells [36].

Efficacy of IVIG therapy during inflammatory diseases depends on two major
mechanisms. The first is the antigen binding and modification of various effector
functions that is mediated by the antigen binding fragment (Fab) of IVIG. With
this function IVIG eliminates bacteria, toxins andother pathogens. The second
function involves IVIG binding to various Fc receptors resulting in modulation of
expression and function of these receptors. This is critical for immunomodula-
tory actions such as modulation of complement activation, interference with
cytokine production and modulation of T and B cell activation [33–36]. These
functions are critical for IVIG to play important roles in various features of
inflammation causing brain injury in different disease states.
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Using intravital microscopy, the effects of IVIG on leukocyte recruitment in
superficial brain vessels were visualized. IVIG reduced leukocyte rolling and
adhesion in experimental autoimmune encephalomyelitis (EAE) and treatment
with IVIG decreased the EAE score, an indicator of disease severity [12]. It has
been suggested that IVIG exerts these actions either through its effects on cyto-
kine production, or direct effects by reducing cell adhesion molecule production.
The possibility that this kind of inflammatory reaction contributes to brain injury
is supported by experimental data that describe a reduction in stroke-induced
infarct size and brain edema formation in animals treated with antibodies against
specific cell adhesion molecules [8]. There is evidence to indicate that IVIG pre-
vents cell adhesion by downregulating endothelial cell intercellular adhesion mol-
ecule (ICAM)-1 and targeting E-selectin and P-selectin interactions [35].

Modulation of the production of cytokines and cytokine antagonists is another
major mechanism by which IVIG exerts its anti-inflammatory effects in various
neurologic disorders. Studies have demonstrated that IVIG contains high affinity
neutralizing antibodies against IL-1, IL-6, and TNF-α that are sufficient to inhibit
circulating pro-inflammatory pathogenic cytokines downregulating their synthe-
sis by their effects on T cells. IVIG was shown to selectively trigger the produc-
tion of IL-1 receptor antagonist (IL-1ra), the natural antagonist of IL-1 [34].

With its receptor binding effect, IVIG also modulates apoptosis. Studies dem-
onstrated that IVIG contains natural anti-Fas receptor autoantibodies that block
Fas ligand/anti-Fas receptor interactions and prevent apoptosis and directly pro-
tect neurons against ischemia [32]. In contrast, IVIG was shown to induce apo-
ptosis in lymphocytes and monocytes as well as normal B cells. By promoting
apoptosis of activated immune cells, IVIG attenuates the severity of the pro-
inflammatory reaction.

Finally, the striking neuroprotective actions of IVIG have been attributed to its
complement regulatory effects, since the involvement of the complement system
in promoting acute brain injury following infection, trauma, and stroke seems
assured. It has been shown that interaction of IVIG with the complement system
prevents the generation of harmful complement fragments and subsequent tissue
damage by scavenging active complement components and diverting complement
attack from cellular targets [37]. IVIG binds the activated components and pre-
vents the deposition of these fragments on target cell surfaces. These effects of
immunoglobulins on the complement system imply their role in diseases medi-
ated by inappropriate complement activation.

The Role of the Complement Cascade In Brain Injury

The complement cascade is the major element of the inflammatory response.
Complement proteins are the first line of defense against invading microorgan-
isms. Complement also acts as an effector arm of the acquired immune system.
Through its action of complementing specific antibodies, the complement system
helps to eliminate the intruding pathogens. This kind of complement activation,
either local or from the periphery, is necessary and works for good; however, it
may also promote tissue damage. This latter effect plays an important role in the
pathogenesis of numerous disease states in humans [38, 39]. Complement activa-
tion has been shown to occur after trauma, hemorrhage, and ischemia/reperfu-
sion injury [40], and changes in host cells leading to antigen-antibody complexes
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can activate complement and result in cell lysis and tissue damage. Activation of
the complement system also occurs in a variety of neuroinflammatory diseases
and neurodegenerative procedures of the CNS. Complement activation within the
CNS is a double edge sword as it is necessary to maintain health, yet can have del-
eterious effects when activated [19]. Complement proteins have been shown to be
induced in brains of patients with Alzheimer’s disease [5]. Complement activation
products have also been observed in patients with motor neuron degenerative
disease [6]. The role of complement in TBI is also well reported [9].

Experimental studies suggest a pathophysiologic role for intracerebral comple-
ment activation contributing to inflammation, leukocyte recruitment, neuronal
cell death and blood brain barrier dysfunction in ischemia/reperfusion injury, and
also in a stroke model [40]. Regional brain ischemia induced an inflammatory
response initiated by complement activation and generation of active fragments
such as C3a and C5a anaphylatoxins [41, 42]. In addition to their direct biological
effects, these fragments stimulate the expression of pro-inflammatory cytokines in
leukocytes which further augment the severity of the inflammatory response. In
these trials, the complement anaphylatoxin, C5a, seemed to be a key initiator lead-
ing to neuronal damage and loss. C5a has been characterized as a mediator of
blood brain barrier dysfunction in a variety of CNS disorders, including TBI and
meningitis [43, 44]. C5Ra, a C5a receptor antagonist, has been tested in these
models and tissue damage was reduced by antagonizing the complement.

The activation of the complement cascade has been associated with organ fail-
ures and fatal outcomes in sepsis. Excessive production of the complement activa-
tion product, C5a, has been reported during the development of sepsis in rodents
[45]. The role of the complement cascade has been recently implicated in the
pathophysiology of septic encephalopathy [7]. In this experimental trial, LPS
treatment induced complement activation leading to upregulation of brain
expression of CD45, TNF-α and Toll-like receptor (TLR)4. These alterations were
shown to be complement-dependent and were prevented by complement inhibi-
tion. Consistent with the capacity of these inflammatory mediators, there was
increased apoptosis as determined by DNA fragmentation and TUNEL staining
on LPS treatment. In addition, there was increased water content in the brain,
similar to the cerebral edema observed in sepsis [7]. These results suggested that
targeting activation of the complement system may be a viable therapeutic ave-
nue in septic encephalopathy.

Blocking complement has been shown to markedly reduce brain inflammation
and tissue damage [10]. Inhibition of complement showed neuroprotective effects
in CLP-induced septic animals. Complement anaphylatoxin, C5a, characterized as
a mediator of blood brain barrier dysfunction was blocked and permeability and
pituitary function were assessed. Results showed blockage prevented the blood
brain barrier breakdown and ameliorated the sepsis-induced pituitary dysfunc-
tion. These results were challenged by the discussion on the total blockage of
complement fragments, since many actions of the complement system appear to
promote beneficial effects, like neuronal survival and tissue remodeling [46].
Directing activation of the complement system or regulating the activation and
scavenging the fragments has been suggested to provide a better therapeutic
rationale than inhibiting it. The use of IVIG is a new form of therapy which is less
specific in targeting complement than complement blocking monodrug adminis-
tration. Studies demonstrated that IVIG is a perfect complement cascade regula-
tor and complement fragment scavenger [37].
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Immunoglobulins play an interesting role in complement activation and regula-
tion. They have the ability to trigger generation of active complement fragments
for good, e.g., to eliminate pathogens, and they also have the capacity to attenuate
the damaging effects of activated complement fragments. By scavenging comple-
ment fragments, they prevent the effects of these fragments on target cells and
subsequent immune damage. This switch between activation and suppression
seems to depend on the specificity of the antibody. When a single clone of plasma
cells start producing specific antibodies against a pathogen or auto-antigen, the
rest of the plasma cells contribute to the normal circulating immunoglobulin pool
which serve as a buffer against the harmful effects of excessive production of
complement fragments. In case of overproduction of pathogenic antibodies, the
capacity of normal ‘non-specific’ immunoglobulins to attenuate complement acti-
vation by scavenging harmful fragments reaches saturation. At that point it
becomes necessary to infuse exogenous immunoglobulins in the form of IVIG
[37]. Among IVIG classes, IgM containing IVIG preparations appeared to be
more efficient complement suppressors than standard IgG. The complement
inhibitory activity of different types of IgG was assessed in vitro by measurement
of C1, C4 and C3 deposition [47]. Complement inhibition was best for IgM fol-
lowed by IgGAM, whereas an IgA preparation did not show any inhibitory effect.
Among immunoglobulin types, pure IgM was shown to be most effective in pre-
venting complement deposition followed by IgG. As in various types of autoim-
mune and systemic inflammatory diseases, targeting complement activation in
neuroiflammation with immunoglobulins has recently been shown to be benefi-
cial in many neurological diseases [23–29].

Neuroprotection by IVIG in Sepsis

The effect of immunoglobulins on the complement system explains their role in
homeostasis as well as the expansion of the use of IVIGs in diseases mediated by
inappropriate complement activation [37]. The role of IVIG as an adjunctive
treatment in sepsis has been a subject of debate for years. However, there is evi-
dence that the use of hyperimmune serum, containing an enriched fraction of
IVIGs may be of benefit in sepsis, the pathology of which is also thought to
include activation of the complement system [48].

The neuroprotective effects of IVIGs were first mentioned in a retrospective
study evaluating the incidence of critical illness polyneuropathy (CIP) [49] in
patients with Gram-negative sepsis and organ dysfunction. Here the investigators
found that those patients who had been treated with IVIG enriched with IgM,
showed no signs of CIP during electrophysiological examination. Similar results
were also demonstrated in a large randomized control trial, the SBITS trial [50],
in which a shorter duration of mechanical ventilation was correlated with IVIG
treatment. Amelioration in the motor response accounted for the effect on critical
illness neuropathy, which might explain the shorter duration of mechanical venti-
lation in the treatment arm.

Other than neurodegenerative diseases, the protective effect of IVIG on brain
dysfunction due to inflammatory response has also been studied in different dis-
eases like stroke, ischemia/reperfusion and trauma. However, use of IVIG in sep-
sis-induced encephalopathy has not yet been reported, although there seems
potential for the exploratory use of IVIG in encephalopathy due to sepsis. We
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tested the neuroprotective effect of two different kinds of IVIG preparations in an
experimental model of sepsis [13].

In CLP-induced septic rats, we investigated the effects of commercially avail-
able IVIGs on blood-brain barrier integrity and survival rate. Since the superior
activity of IgM on the complement system has been demonstrated in experimen-
tal trials, we also tested the effects of IgM-enriched immunoglobulins (IgGAM-
Pentaglobin) as well as standard IVIG. A high mortality rate (34 %) was noted in
septic animals and the mortality rate was decreased to 15 % and 3 % by IgG and
IgGAM, respectively. Both IgG and IgGAM alleviated the sickness behavior in
septic rats and the animals were observed to be healthy and active.

Using Evans blue (EB) dye to color the brain revealed both visual (Fig. 1) and
quantitative (Fig. 2) blood brain barrier breakdown after sepsis induction. This
extravasation of EB dye into the brain tissue of septic animals was markedly
decreased by both IgG and IgGAM. We also measured occludin immunoreactivity,
which remained essentially unchanged in all groups including CLP. In addition,
strong staining for horseradish peroxidase (HRP) was seen around vessels located
in the cerebral cortex and the hippocampus in septic animals. Increased luminal
and abluminal vesicles containing electron-dense HRP reaction product were
noted in the cytoplasm of endothelial cells in the cerebral cortex and hippocam-
pus of septic rats emphasizing increased blood brain barrier permeability pre-
dominantly by the transendothelial route. In these animals, tight junctions were
ultrastructurally intact suggesting that the paracellular pathway of the blood
brain barrier is not responsible for the blood brain barrier breakdown in sepsis.
Following IgG or IgGAM treatment, no ultrastructural evidence of leaky capillar-
ies was observed in the brain in septic animals indicating blockade of the trans-
cellular pathway. Electronmicroscopy findings also supported sepsis-induced
transcellular dysfunction of the blood brain barrier, which was reversed with the
administration of IgG and IgGAM preparations. To our knowledge, our data are

Fig. 1. Gross view of rat brains showing Evans blue (EB) extravasation into the brain in sham rats, and
rats that underwent cecal ligation and puncture (CLP) with/without IgG and IgGAM. Note reduced EB
dye leakage in IgG and IgGAM-treated rats at 24 h after CLP.
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Fig. 2. Evans blue (EB) dye content in the brain regions of animals. Data are shown as means ± S.E.M.
*p < 0.01 versus other groups.

the first to show neuroprotection with immunoglobulins in sepsis-induced brain
injury. This is not surprising since IVIG involve multiple immunomodulatory
pathways. We think that the major effect is most probably through action on the
complement activation pathway, since this pathway has been demonstrated in
many different animal models of brain injury due to inflammation. It remains to
be determined whether our findings can be extrapolated to humans, since this
neuroprotective action of IVIG in animal models of different neuroinflammatory
injuries, like stroke, trauma and sepsis, suggests a therapeutic potential that mer-
its consideration for clinical trials in patients.

Conclusion

Initially introduced as a replacement therapy, IVIG is now widely used for the treat-
ment of a number of autoimmune and systemic inflammatory diseases. Besides these
medical conditions, evidence suggests that many other conditions, such as inflamma-
tory disorders with an imbalance in the cytokine network, could benefit from IVIG
treatment. Targeting complex immune activation in neuroinflammation by immuno-
globulin therapy for immunomodulation is not new. IVIG treatment has been used to
treat many neurological disorders such as chronic inflammatory demyelinating poly-
neuropathy, multifocal motor neuropathy and Guillain–Barré syndrome. The effects
of IVIG have also been tested in patients with Alzheimer’s disease. There are also
experimental studies on acute injury like TBI and ischemia/reperfusion injury.
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In sepsis, the use of IVIG represents a therapeutic effort to positively modulate
the immune response, thereby preventing organ dysfunction. Brain dysfunction is
a serious and common complication of sepsis. Although the exact pathophysiol-
ogy of brain injury in sepsis is far from fully understood, activation of the com-
plement cascade, a potent arm of the innate immune response, has been sug-
gested to play a critical role. Inhibition of complement anaphylatoxin C5a showed
neuroprotective effects in CLP-induced septic animals. However, total blockage of
complement fragments was discussed, since many effects of the complement sys-
tem appear to promote beneficial effects on neurons. IVIG is a new form of ther-
apy which is less specific in its targeting of complement than monodrug adminis-
tration. We recently demonstrated that administration of IVIG to septic rats
reduced the amount of blood brain barrier damage and eliminated mortality. Our
results suggest another rationale for the use of IVIG in sepsis. We think that the
neuroprotective actions of IVIG in animal models of different neuroinflammatory
injuries, like stroke, trauma and sepsis, suggest a therapeutic potential that merits
consideration for clinical trials in patients.
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Introduction

The introduction of the mechanical ventilator in the 1950s and the development
of intensive care in the 1960s permitted many patients to sustain their vegetative
functions and survive severe injuries. Despite such advances, in many cases
patients were found to suffer from altered states of consciousness which had
never been encountered before as these patients would normally have died from
apnea [1]. The imminent ethical impact of these profound states of unconscious-
ness was reflected in the composition of the first bioethical committees discussing
the redefinition of life and the concept of therapeutic obstinacy. In 1968, the Ad
Hoc Committee of Harvard Medical School published a milestone paper for the
redefinition of death as irreversible coma and brain failure [2]. The committee
was comprised of ten physicians, a theologian, a lawyer and a historian of science,
betokening the medical, legal and societal debates that were to follow. We will
here give a brief overview of some ethical issues related to the concept of con-
sciousness and the medical management of patients with disorders of conscious-
ness, such as comatose, vegetative and minimally conscious states that may be
encountered in the intensive care setting. We will emphasize the problem of pain
management and end-of life decision-making.

Ethical Issues in Clinical Management

Confusions and controversies are often related to the way we define things. One
such multifaceted term is consciousness, which has many divergent connotations
[3]. The way we define consciousness is crucial, as it may govern our attitudes
towards medical management of disorders of consciousness. For example, in a
survey among medical and paramedical professionals (n = 1858), compared to a
student population (n = 250), we recently found that although the majority of
health-care workers denied a distinction between consciousness and the brain,
more than one-third of medical and paramedical professionals still regarded the
mind and brain as separate entities (Fig. 1). Such dualistic opinions may have
implications in the formulation of scientific questions about the nature of con-
sciousness, in the clinical management of disorders of consciousness, and in the
reception of both by the general public [4]. We here adopt a perspective where
consciousness is clinically defined as having two components, wakefulness and
awareness [5]. Under this definition, many variant altered states of consciousness
may be hosted. The most transient and most familiar to us all is the transition
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Fig. 1. Dualistic attitudes towards the mind-brain relationship among students (Edinburgh survey,
n = 250) and health-care professionals (Liège survey, n = 1858). Adapted from [4] with permission.

from conscious wakefulness to deep sleep; the drowsier we become, the less aware
we get of our surroundings and of ourselves. This implies that patients in coma
and under anesthesia (i.e., pharmacological coma) are unaware because they can-
not be awakened, even after noxious stimulation. The vegetative state is defined
as ‘wakefulness without awareness’, in which patients may open their eyes but
will never exhibit non-reflex voluntary movements [6]. A patient in a minimally
conscious state may show some signs declaring awareness (e.g., visual pursuit,
orientation to pain or non-systematic command following) but is unable to com-
municate his or her thoughts or feelings [7]. Because these behavioral signs of
consciousness are often small and fluctuating in time, this condition may be chal-
lenging to diagnose and differentiate from vegetative state [8]. It has been sug-
gested that once conscious awareness has been identified and its quality is esti-
mated in a non-communicating patient (e.g., see [9, 10]), this may well be a good
reason to preserve life-sustaining aids [11]. However, the moral significance of
preserved consciousness has been questioned on the grounds that it may not
always be in a patient’s best interest to continue a severely handicapped life [12].

One challenging issue in this debate is the conscious perception of pain in
these patients. As defined by the Multi-Society Task Force on persistent vegetative
state (PVS), ‘pain and suffering refer to the unpleasant experiences that occur in
response to stimulation of peripheral nociceptive receptors and their peripheral
and central afferent pathways or that may emanate endogenously from the depths
of human self-perception’ [13]. Thus, pain constitutes a conscious experience
with a physical (nociception) and a psychological counterpart (suffering), sug-
gesting that nociception by itself is not sufficient to cause suffering. The manage-
ment of pain in patients with disorders of consciousness is challenging because
patients in a vegetative or minimally conscious state cannot verbally or non-ver-
bally communicate their feelings or experiences [1]. This is reflected in how clini-
cians perceive pain in these patients. According to recently surveyed attitudes
among health-care professionals, there was unanimous support that patients in a
minimally conscious state (96 %) perceived pain whereas opinions were less clear
for the patients in a vegetative state (56 %) [14]. Considering these results on
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varying beliefs about pain perception in disorders of consciousness, physicians
and health-care workers’ views on analgesia and symptom management may also
be affected. Since nearly half of the surveyed doctors stated that vegetative state
patients do not feel pain, these physicians could be expected to act accordingly,
for instance, by not providing analgesic medication to these patients during care
or during the dying process after withdrawal of artificial hydration and nutrition
[15], the latter on the grounds that these patients do not experience suffering
from hunger or thirst [16].

How are clinicians supposed to determine whether patients in a vegetative or
minimally conscious state feel pain or suffering? At the patient’s bedside, we are
limited to evaluating the behavioral responsiveness to pain: If patients show no
signs of voluntary movement (i.e., localizing the source of pain) in response to a
noxious stimulus, it can be concluded that they do not experience pain. Con-
scious but paralyzed ‘locked-in syndrome’ patients, who classically show absent
or ‘decerebration’ (i.e., stereotyped extension) or ‘decortication’ (i.e., stereotyped
flexion) movements, teach that this need not necessarily be the case. In response
to noxious stimulation, patients with disorders of consciousness will frequently
show increased arousal levels (evidenced by opening or widening of the eyes),
quickening of breathing, increased heart rate and blood pressure, or grimace-like
or crying-like behavior. As all these abilities are also seen in infants with anen-
cephaly [17], they are considered to be of subcortical origin and not necessarily
reflecting conscious perception of pain. However, the absence of a behavioral
response cannot be taken as proof of the absence of conscious perception [18]
and the inference of pain and suffering merely by observing behavioral responses
may be misleading. Repeated clinical examinations by experienced examiners
with standardized tools such as the recently proposed ‘coma nociception scale’
(e.g., [19]) are paramount for the behavioral assessment of pain. Additional infor-
mation coming from functional neuroimaging studies may assist in the formula-
tion of a clearer clinical picture. For example, in a positron emission tomography
(PET) study, it was shown that patients in a vegetative state may show cerebral
processing of the incoming noxious stimulus (activation of primary somatosen-
sory areas), but the observed neural activity was isolated and disconnected from
higher-order associative brain areas which are considered necessary for conscious
perception of pain [20]. It is important to stress that very different results were
obtained in patients in a minimally conscious state in whom functional neuroi-
maging studies have shown more widespread activation in the cerebral network
compared to patients in vegetative state, but similar to healthy controls, suggest-
ing potential pain perception these patients [21]. In light of the incomplete pic-
ture of pain perception in patients in vegetative state, the existing risk for misdi-
agnosis [8], the inconclusive drug-related effects in disorders of consciousness
[22], and the limitations of interpreting neuroimaging results [23], pain prophy-
laxis and drug treatment have been proposed for all patients suffering from disor-
ders of consciousness [24].

In intensive care settings, medical doctors and assisting staff are confronted
daily with situations where clinical decisions are still more critical, such as con-
tinuing or withdrawing life sustaining treatment. Treatment limitations can be
viewed as having two directions depending on whether the decision is made pre-
operatively or after an intervention [25]. In the former case, it may come as a
refusal of cardiopulmonary resuscitation (CPR) in case of cardiopulmonary
arrest; in the latter case, it most usually comes as a decision to withdraw treat-
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ment, such as the artificial respirator or artificial nutrition and hydration. CPR is
almost automatically performed as an emergency therapy in order to restore
heartbeat and ceased breathing, unless the patient or the legal representative have
refused it in advance in a form of a do-not-resuscitate order (DNR). Nevertheless,
it should be noted that DNR orders do not necessarily prohibit other therapies;
they rather authorize the physician to act on this specific manner of therapy [26].
When the clinical condition of a patient has been stabilized and denoted as irre-
versible, decisions about artificial nutrition and hydration limitation may come
into play. From a bioethical standpoint, withdrawing artificial nutrition and
hydration is comparable to withdrawing mechanical ventilation, even if emotion-
ally these two actions may be perceived differently. In the intensive care unit
(ICU) setting, the majority of deaths are the result of a medical decision to with-
hold or withdraw treatment [27]. Such decisions are evidence-based and rely on
validated clinical or paraclinical markers of bad outcome ([e.g., for anoxic coma
see [28]). Despite the controversy as to whether artificial nutrition and hydration
constitutes a medical treatment [29] and thus should never be withdrawn from
patients [30], most of the medical community (especially Anglo-Saxon) would
agree with its being a medical therapy which can be refused by patients and sur-
rogate decision makers [31]. Such decisions in vegetative state patients are only
justified when a case is denoted as irreversible [32]. Guidelines with regard to
temporal determination of a definitive outcome in vegetative state currently state
that if no recovery is observed within 3 months after a non-traumatic or 12
months after a traumatic accident, the condition of the patient can be denoted as
permanent [13].

The controversies around the clinical management at the end-of-life in patients
with disorders of consciousness were reflected in a recent European survey
(n = 2475), where the majority of health-care professionals (66 %) agreed to with-
draw treatment from chronic vegetative state patients whereas only 28 % agreed
to do so for chronic minimally conscious state patients; additionally, most clini-
cians wished not to be kept alive if they imagined themselves in a chronic vegeta-
tive state (82 %) and a similar proportion (67 %) agreed if they imagined them-
selves in a chronic minimally conscious state [33]. Geographical region and reli-
gion were among the factors that explained most of the variance in the responses
and these results are in line with previous surveys in which physicians’ character-
istics (i.e., age, religion and geographic region) seem to play a critical role in gov-
erning such options [34]. The detected differences between the two states could
be due to the existing legal ambiguity around minimally conscious state which
may have influenced the surveyed participants to differentiate between expressing
preferences for self versus others, by implicitly recognizing that the latter could be
a step on the slippery slope to euthanasia.

Clinicians’ opinions appear much more uniform with regard to brain death
[35]. As mentioned earlier, the Ad Hoc Committee of the Harvard Medical School
went on to the redefinition of death as a consequence of the technological
advancements in intensive care, where patients could sustain severe injuries but
maintain the function of vital organs [2]. It was, therefore, possible to dissociate
between cardiac, respiratory and brain functions which in turn required an alter-
native definition of death, moving from a cardiorespiratory towards a neurocen-
tric formulation (i.e., irreversible coma). According to the latter, death can be
viewed either as death of the whole brain or of the brainstem [36] or as neocorti-
cal [37]. The first two are defined as the irreversible cessation of the organism as

678 A. Demertzi, S. Laureys, and M.-A. Bruno

XV



a whole, differing in their anatomical interpretation [38], whereas the last solely
requires the irreversible loss of the capacity of consciousness and social interac-
tion but has never convinced medical or legal scholars. The main utility of the
introduction of brain death is that it permitted vital organ procurement for trans-
plantation with the application of ethical restrictions, such as the dead donor rule
(i.e., a patient has to be declared dead before the removal of life-sustaining
organs). Based on the neocortical definition of death, however, both vegetative
and minimally conscious state patients can be declared dead. It has been argued
that the neocortical definition is conceptually inadequate and practically unfeasi-
ble, especially with the lack of a complete understanding of higher-order con-
scious functioning; hence, patients with disorders of consciousness are not dead
[27] and organ donation options in these patients should be excluded since they
violate the dead donor rule [39] – despite opposing opinions to abandon this ethi-
cal axiom [40].

Legal Issues in Disorders of Consciousness

Disorders of consciousness have posed not only medical challenges but in many
cases they required the mediation of legal authorities in order to regulate ambigu-
ous and controversial issues, such as end-of-life decisions. When end-of-life
wishes have not been earlier formulated in the form of an advanced directive (i.e.,
written statement completed by a competent person in anticipation of her/his
future incompetence, expressing personal treatment preferences and formal sur-
rogacy appointment), then a surrogate decision maker is eligible to take responsi-
bility for the patient’s clinical management. The way the legal representative
should act on behalf of the patient is a progressive one. The surrogate should first
attempt to follow the wishes of the patient as closely as possible, in the way in
which they were expressed before the accident, either orally or in the form of
advance directives. When the wishes are unknown and an advance directive is
not available, the surrogate decision maker should try to reproduce the patient’s
preferences based on their history and personal values. When this is not possible,
decisions should rely on more objective markers that determine the patient’s best
interest (e.g., likelihood of recovery, pain management, impact on family) [25,
41]. The proxy decision maker should mediate trying to maximize the patient’s
self-determination and protect their interests using the principles of beneficence
and non-maleficence [42].

The use of advance directives could also be considered as a means to regulate
cost savings in the end-of-life; once the wishes of a terminal patient are known,
care can be taken to constrain extraordinary means and spare the available
resources for other urgent cases. However, no such rationale corresponds to the
reality and advance directives, together with hospice care and the elimination of
futile care, have not contributed to the effective regulation of the economics of
dying [43]. Treatment resources are not unlimited and despite care for a good
death sometimes physicians need to make do with the means they have available.
The allocation of resources and the economics at the end-of-life have not yet been
fully determined for patients with disorders of consciousness. In intensive care
medicine, some unwritten rules can facilitate decisions as to who is to be treated,
like the ‘first come’ principle or ‘who will most likely benefit from intensive care’
[44]. However, for chronic disorder of consciousness cases, information on
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resource allocation is often lacking. This may be due to the nature of patients
with chronic vegetative or minimally conscious state. These are severely brain-
damaged patients for whom the dilemma on treating becomes crucial either
because treatments are not guaranteed as successful (i.e., the condition is too bad
to be treated) or unkind (i.e., the quality of life of those surviving is not accept-
able) which may lead to an unwise way to allocate available resources [44].

The legal provisions concerning end-of-life issues in disorders of conscious-
ness differ from country to country. In the United States, where a patient-cen-
tered medical framework has been adopted, the patient is allowed to participate
in the regulation of her/his own course of the disease. In the case of disorders of
consciousness, legal representatives in close collaboration with the clinical staff
and in line with the patient’s previously expressed wishes may decide together
about the long-term care of irreversibly comatose patients. There are times, how-
ever, when conflicts of interests arise while making such decisions, either between
family and physicians, such as in the Quinlan case [45], or among family mem-
bers, like the more recent Schiavo case [46]. As most often such cases require the
mediation of the court, they may have a wider publicity in which public opinion
can come into play and may lead to societal movements on pro-life versus right-
to-die action groups [47]. In Europe, there are more subtle differences in the way
treatment limitation is perceived, especially between Northern (more right-to-die
oriented) and Southern (more pro-life positioned) European countries [33]. In
general, decisions for treatment limitation (usually concerning artifical nutrition
and hydration) need to be taken after reference to the court. Exceptions are the
Netherlands, Belgium, Switzerland and Scandinavian countries where no court
mediation is needed for limiting treatment in disorders of consciousness [48].
Considering these different attitudes within and out of Europe, it has been sug-
gested that an international consensus regarding standards of care for patients
with disorders of consciousness needs to be reached [49].

Conclusion

The ethical issues accrued from the study and management of patients with dis-
orders of consciousness are variant and multi-faceted. Medical, legal and public
controversies are partly shaped by how different people think about these issues
and in many cases are country-dependent. It is, therefore, evident that a uniform
ethical framework needs to be shaped to guide clinicians and caregivers in terms
of clinical outcome, prognosis, and medical management.
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Introduction

Metformin is currently the first-line drug of choice for the treatment of adults
with type 2 diabetes and might be also used in other conditions characterized by
insulin resistance, such as the polycystic ovarian syndrome [1, 2]. It is the 10th

most frequently prescribed generic drug in the USA (> 40 million prescriptions
in 2008) and is taken by almost 1.5 % of the Italian population [3, 4].

Several clinical trials have shown that metformin is a safe drug, when correctly
used. In particular, in properly selected patients, it does not seem to increase the
risk of lactic acidosis, a well known side effect of other biguanide compounds [5].
Real life, however, can differ from research settings and lactic acidosis has been
repeatedly, although rarely, observed in patients treated with metformin. When
lactic acidosis occurs in the presence of hypoxia, tissue hypoperfusion or liver
failure, then the most probable diagnosis is metformin-associated lactic acidosis.
In these cases, lactic acidosis is likely to develop independently of metformin use.
Conversely, when lactic acidosis occurs in the absence of any other major risk
factor, then metformin accumulation is likely the cause of the syndrome and the
most probable diagnosis is metformin-induced lactic acidosis [6]. The distinction
between these two entities is sometimes very subtle and metformin accumulation
may coexist with other risk factors, all contributing to the pathogenesis of lactic
acidosis. Since metformin use is constantly increasing (10–15 % rise in prescrip-
tions per year in the USA and Italy [3, 4]), related cases of lactic acidosis may
become more common.

The aim of this present work is to summarize our current knowledge of lactic
acidosis during metformin use and provide some new insight into the way in
which the drug may induce a rise in blood lactate levels. Data of accidentally
intoxicated patients referred to the Poison Control Center of Pavia, Italy, in the
last few years will be also presented.

Epidemiology and Risk Factors

According to the most recent systematic review of literature performed by the
Cochrane collaboration, no cases of lactic acidosis (usually defined as pH< 7.35
and lactatemia > 5 mmol/l) were reported in 347 trials with 70,490 patient-years
of metformin use. The upper limit of the true incidence of cases per 100,000
patient-years was estimated to be 4 [5]. Of note, 57 % of the prospective studies
included in the work did not enroll patients with renal insufficiency.
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However, the number of inquires to the Swedish Poison Information Center for
metformin intoxication has increased ten fold during the last decade, with 25
cases of severe lactic acidosis reported in 2007–2008 [7]. According to the Ameri-
can Association of Poison Control Centers, metformin may have contributed to
21 fatalities in the USA in 2008 [8]. Forty-nine cases of lactic acidosis and acci-
dental metformin accumulation were reported to the Poison Control Center of
Pavia from January 2005 to August 2010, resulting in 11 deaths. Patients were on
average 65 ± 10 years old, mainly females (61 %). Serum metformin levels were
on average 48 ± 27 ` g/ml (therapeutic level is < 4 ` g/ml). Complete data record-
ing was available in 21 cases (14 metformin-induced and 7 metformin-associated
lactic acidosis), that will be further analyzed in the following sections. Nineteen
additional cases of lactic acidosis were classified as ‘probably’ due to metformin
accumulation, based only on anamnesis and clinical findings. In these cases,
serum metformin levels were not available. Whether similar data reflect the real
incidence of lactic acidosis during metformin accumulation remains unclear.
Underestimation cannot be excluded, depending on lack of recognition of the
syndrome or unavailability of confirmatory tests.

Aside from cases of voluntary overdose, metformin accumulation is usually
accidental and occurs when the drug is regularly taken (at therapeutic dose)
despite impaired renal elimination. Once absorbed from the intestinal tract, met-
formin does not undergo any metabolism and is both filtered and actively
excreted by the kidney. Renal dysfunction is present in virtually all cases of unin-
tentional metformin accumulation and is usually attributed to dehydration sec-
ondary to a few days history of nausea, vomiting and diarrhea [9]. Whether these
symptoms depend on an initial metformin accumulation, development of lactic
acidosis or other intercurrent illness remains unclear. Nephrotoxic drugs, such as
non-steroidal anti-inflammatory compounds, may act as a trigger. Genetic vari-
ants of the organic cation transporter (OCT)-2 on renal tubules might affect drug
clearance and relate to individual risk [10]. Creatininemia can be exceptionally
high in patients with accidental intoxication (not unusually > 10 mg/dl) and
hypovolemia may not be the sole explanation. Since renal secretion of creatinine
is also mediated by OCT-2 [11], it is possible that increasing blood levels of met-
formin interfere with creatinine clearance, further aggravating the rise in creati-
ninemia. Moreover, metformin may directly affect renal function. In fact, acute
renal failure sometimes occurs in otherwise healthy subjects following intentional
metformin overdose. The recovery is usually complete once the intoxication is
resolved [12, 13].

Since metformin has a short half-life (around 6 hours), drug accumulation can
become severe only if renal dysfunction develops over several days. Early recog-
nition of renal damage may lead to reduction or suspension of metformin use.
Calculation of creatinine clearance or estimation of glomerular filtration rate
(GFR) may be better, although more complex, alternatives to the sole determina-
tion of blood creatinine levels [14].

According to Italian labeling instruction, metformin should not be prescribed
in the presence of diabetic ketoacidosis or pre-coma; renal failure or dysfunction
(with creatinine clearance < 60 ml/min); any acute condition that may impair
renal function (dehydration, sepsis, shock, intravenous injection of contrast
medium); tissue hypoxia due to heart or respiratory failure, recent myocardial
infarction, shock; liver failure; alcohol abuse; lactation. Most of the listed contra-
indications increase the risk of metformin accumulation and/or lactic acidosis. Of
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note, lactic acidosis may develop even in patients without any contraindication at
the time the drug was first prescribed, due to intercurrent acute deterioration of
renal, cardiovascular or liver function. Out of 21 cases of lactic acidosis due to
metformin accumulation notified to our Poison Control Center, with sufficient
details about pre-existing health status, 10 (48 %) patients had initially no contra-
indication to drug use. Even so, all the patients presented to hospital with overt
renal failure (see below).

Pathophysiology

Lactic acidosis develops whenever lactate production exceeds elimination [15].
Most of the cases of metformin-associated lactic acidosis occur in the presence of
hypoxia or tissue hypoperfusion. Metformin use may be coincidental, or, in case
of drug accumulation, variably (although usually marginally) co-causative. When
cellular oxygenation is inadequate, lactate production increases. In fact, in physi-
ological conditions, mitochondria consume oxygen to produce most of the energy
the cell needs. The overall process depends on the transfer of electrons from
reducing equivalents derived from metabolism, down the mitochondrial respira-
tory chain, to molecular oxygen. Electron transfer is coupled to proton extrusion
and generation of a mitochondrial membrane potential. Protons then flow back
into the mitochondria through the permeable pore of adenosine triphosphate
(ATP) synthase, while the catalytic subunit of the enzyme produces energy in
form of ATP. When hypoxia or tissue hypoperfusion impairs cellular oxygenation,
mitochondria can no longer function normally and cellular energy generation
becomes variably dependent on anaerobic lactate overproduction. Metabolic aci-
dosis then develops. Metformin-associated lactic acidosis may also occur in the
absence of cellular hypoxia. During liver failure, for example, blood lactate levels
increase mainly because of impaired elimination [15].

Conversely, the pathophysiology of metformin-induced lactic acidosis remains
poorly understood. Metformin exerts its therapeutic effects mainly by inhibiting
the hepatic production of glucose from substrates other than sugar (gluconeogen-
esis), which can be abnormally high in patients with type 2 diabetes [16]. Metfor-
min can accumulate in virtually every tissue but hepatocyte uptake is greatly
facilitated by a transporter known as OCT-1 (similar to the one on renal tubules)
[17]. At a cellular level, metformin mildly inhibits mitochondrial respiratory
chain complex I, thus decreasing hepatocyte energetic charge [18, 19]. Rate of
gluconeogenesis then diminishes, since glucose generation is an energetically
costly process; expression and activities of related enzymes are inhibited, either
in response to, or independently from, activation of AMP kinase [20–22]. Since
the liver can use lactate to produce glucose, any abnormal decrease in hepatic
gluconeogenesis due to metformin is likely to impair lactate clearance. Moreover,
hepatocyte lactate output can increase in response to partial inhibition of aerobic
metabolism [18, 19]. That the liver has a key role in the pathogenesis of metfor-
min-induced lactic acidosis has been clearly demonstrated by Wang and col-
leagues [23]. These authors reported that blood lactate levels significantly
increase when wild-type mice are infused with high doses of metformin. On the
other hand, lactatemia remained normal in OCT-1 deficient animals, with much
lower hepatic metformin uptake despite similar plasma drug levels. Of note, these
experiments lasted 210 minutes, thus providing insight mainly on the early phase
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of intoxication, when changes (if any) in other tissues may not have already
occurred. Accordingly, despite plasma metformin levels as high as 100 ` g/ml, lac-
tatemia in wild-type animals only rose from 0.5 to 3 mmol/l [23].

Increased lactate output from extra-hepatic tissues may have an additional
role. In fact, metformin can increase intestinal lactate generation [24]. Moreover,
several in vitro studies, mainly performed using animal tissues, suggest that met-
formin might dose-dependently impair mitochondrial respiration even in skeletal
muscle, kidney, pancreas, neural tissue, endothelium and white blood cells
[25–30]. It may then be hypothesized that energy metabolism in these same
peripheral tissues may become variably dependent on increased lactate genera-
tion.

We have recently noted that patients admitted to intensive care with severe lac-
tic acidosis due to metformin intoxication consume, on average, half the oxygen
of other critically ill subjects. Oxygen extraction, but not delivery, is usually
diminished, at least after adequate fluid resuscitation. As long as drug accumula-
tion is resolved, global oxygen consumption increases and blood lactate levels
return to normal (Fig. 1) [9]. It is hard to believe that only inhibition of hepatic
mitochondrial respiration accounts for such a large decrease in global oxygen
consumption. We may rather suspect that when metformin serum levels are
abnormally high, mitochondrial respiration is inhibited even in extra-hepatic tis-
sues. Widespread lactate overproduction, in the presence of diminished clearance,
may be the full explanation for metformin-induced lactic acidosis. We have now
confirmed these clinical, retrospective findings, in a much more controlled exper-
imental setting. In otherwise healthy, metformin-intoxicated pigs, global oxygen
extraction and consumption markedly declined, despite a grossly preserved deliv-
ery, while blood lactate levels progressively increased (unpublished data). We are
now measuring the respiratory chain enzyme activities in different tissue speci-
mens collected from these same animals, to clarify whether diffuse mitochondrial
damage has occurred. Preliminary results suggest that mitochondrial function
similarly declines in skeletal muscle, heart, liver, kidney and platelets.

We are also currently running a multicenter prospective observational trial,
aimed at clarifying whether platelet (easily obtainable) mitochondrial function
declines during human metformin-induced lactic acidosis (ClinicalTrials.gov
identifier: NCT00942123). Patients will be enrolled if they suffer from otherwise

Fig. 1. Oxygen consumption is
abnormally low during metfor-
min-induced lactic acidosis. Global
oxygen consumption (blue bars,
VO2) and blood lactate levels
(black circles) measured in 11
patients with metformin-intoxica-
tion during the first 4 days of stay
in the intensive care unit. Data are
presented as mean and standard
error of the mean. The increase in
VO2 and the decrease in lactate-
mia over time were both signifi-
cant (p < 0.001, one way repeated
measure ANOVA). Data from [9].
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unexplained lactic acidosis and have abnormally high serum metformin levels.
Blood will be taken at different time points, platelets isolated and their mitochon-
drial function assessed. In a preliminary phase, we incubated platelets from
healthy donors with increasing doses of metformin. As a result, platelet complex
I activity and oxygen consumption decreased and lactate generation increased, in
a time and drug-dose dependent manner [31].

Clinical Presentation

Clinical presentation of lactic acidosis during metformin accumulation is not spe-
cific. Out of 21 patients referred to the Poison Control Center of Pavia, 17 (81 %)
had a recent history of vomiting, nausea and/or diarrhea. On average, symptoms
began 4 (range 1–20) days before lactic acidosis was diagnosed. At the time of
hospital admission, oligo-anuria and hypercreatininemia (8 ± 3 mg/dl) were
always observed. Other findings included lethargy or coma (71 %), dyspnea
(38 %), hypotension (19 %), arrhythmias (19 %). Nine patients (42 %) presented
to the emergency room in overt shock or cardiac arrest. Initial arterial pH was
6.85 ± 0.21 (range 6.55–7.30) and lactatemia was 17 ± 5 (range 6–26) mmol/l.
Serum metformin level at admission ranged between 20 and 100 ` g/ml; it corre-
lated positively with lactatemia (p < 0.05) but not creatininemia. Following ade-
quate fluid resuscitation, the hemodynamic state of the most severe cases usually
resembled that of septic shock: increased heart rate and cardiac output, decreased
systemic vascular resistances and mean arterial pressure, unexpectedly high
mixed or central venous oxygen saturation. Seventeen patients (81 %) had leuko-
cytosis at admission although infection was diagnosed in only two patients. Of
note, body core temperature was usually abnormally low (a finding further cor-
roborating the hypothesis of a hypometabolic state). Regardless of any hemody-
namic optimization, lactic acidosis tended to become progressively more severe.
Hypoglycemia (< 60 mg/dl), was noted in 6 (28 %) patients, even when no other
antidiabetic drugs were used (4 patients).

Diagnosis

Lactic acidosis can be easily diagnosed by performing a blood gas analysis (arte-
rial pH < 7.35 and elevated anion gap) and measuring lactatemia (> 5 mmol/l).
However, recognition of the role of metformin use (coincidental versus causative)
can be extremely complex. Lactic acidosis can be reasonably attributed to metfor-
min accumulation once other risk factors (such as hypoxia, tissue hypoperfusion
and liver failure) have been excluded based on clinical and instrumental findings,
and renal failure and continued drug intake have been documented. In diabetic
patients already known for alcohol abuse, methanol and ethylene glycol intoxica-
tion should be ruled out by performing appropriate urinary and blood levels.
Metformin accumulation can be confirmed by measuring blood and urinary drug
levels. However, this dosage is rarely available in an emergency setting.
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Treatment

The therapeutic approach to lactic acidosis should always be directed towards the
correction of the causative mechanism. When lactic acidosis is induced by met-
formin accumulation, then drug removal is the mainstay of therapy. When renal
insufficiency is present, hemodialysis should be used to remove metformin (and
lactate) from blood. Seidowsky and colleagues recently reported their ten years’
experience with patients admitted to intensive care with lactic acidosis and met-
formin accumulation (mean plasma level at admission 27 ± 25 ` g/ml). On aver-
age, a cumulative duration of hemodialysis of 15 hours was associated with com-
plete removal of metformin from blood. Blood flow was usually set at around 200
ml/min and dialysate flow was 500 ml/min [32]. Continuous renal replacement
therapy may be a valid option when hemodynamic instability is a major concern,
although drug removal is less efficient and duration of treatment longer (3–4
days in our experience). Case reports suggest that combining intermittent and
continuous renal replacement therapy, using separate venous catheters, may expe-
dite metformin clearance [33, 34].

Supportive care can include mechanical ventilation, hemodynamic optimiza-
tion, correction of fluid deficits, electrolyte abnormalities, and hypoglycemia. The
use of buffer therapy is controversial and is no longer recommended when pH is
& 7.15 [35, 36]. Sodium bicarbonate may paradoxically lower cerebrospinal and

intracellular fluid pH; increase hemoglobin affinity for oxygen thus impairing
peripheral oxygen delivery; cause hypernatremia and volume overload, severe
hypokalemia and hypocalcemia; and increase cellular membrane permeability to
metformin, with the risk of precipitating lactate overproduction. Nonetheless, due
to the extreme severity of acidosis, metformin-intoxicated patients do usually
receive bicarbonate, along with hemodialysis or hemofiltration. Whether buffer
therapy exerts a beneficial effect that is independent from dialysis remains
unknown.

We are currently evaluating the potential use of succinate in metformin-intoxi-
cated animals. As reported above, metformin seems to only inhibit complex I and
succinate is a complex II specific electron donor. In other words, electrons are
passed from succinate to complex II and then transferred down the respiratory
chain, bypassing complex I. Succinate has been proven to ameliorate mitochon-
drial respiration and cellular energy charge in other situations characterized by
complex I inhibition [37, 38]. In vitro, any decrease in hepatocyte mitochondrial
respiration due to metformin is reversed after addition of succinate [18, 19]. In
pancreatic cells, succinate can attenuate the mitochondrial toxicity of metformin
and prevent cell death [27]. Whether succinate can similarly work in animals or
humans strictly depends on the demonstration that, even in vivo, metformin does
not critically inhibit any respiratory chain enzyme distal to complex I.

Prognosis

Despite the dramatic severity of clinical presentation, most patients survive to
hospital discharge, provided lactic acidosis is really due to metformin accumula-
tion and no other underlying pathology. In the series of 21 patients referred to
our Poison Control Center, with complete follow-up, survival was 72 % (6 deaths)
despite arterial pH at admission of on average 6.85 ± 0.21 and lactatemia of
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17 ± 5 mmol/l. In one fatal case, a concomitant accumulation of acenocoumarol
was noted (550 ng/ml; therapeutic range is < 200 ng/ml) resulting in a prothrom-
bin time, expressed as international normalized ratio (INR), equal to 17. A sec-
ond fatal case had concomitant digoxin intoxication (9.2 ng/ml; therapeutic level
0.6–2.0 ng/ml) and received the specific antidote. Caution is warranted if metfor-
min is used with other cationic drugs, eliminated by the kidney. For example,
cimetidine may favor metformin accumulation [39]. Because digoxin is also a cat-
ionic drug, it might similarly diminish metformin clearance.

That lactic acidosis carries a poor prognosis has been known for decades [40].
However, lactic acid per se is unlikely the explanation of this association. Why
would evolution have selected such a strategy, if it were harmful? Growing evi-
dence suggests that lactate can no longer be merely considered as a waste prod-
uct; lactate production may be rather an adaptive response to impending ener-
getic failure. By producing lactate, cells can gain some energy and survive for a
limited period of time even when mitochondria get damaged. According to the
theory of ‘lactate shuttles’ proposed by Brooks and colleagues, lactate should be
considered as an oxidative substrate exchanged between cells and tissues [41].
Acidosis itself may arise as an adaptive response to inadequate energy provision
and may extend cellular viability [42].

Accordingly, the prognosis of lactic acidosis depends primarily on the causa-
tive mechanism and not just on the severity of hyperlactatemia. When lactic aci-
dosis is due to metformin accumulation, then prognosis is good since its treat-
ment is straightforward (once diagnosis has been made). Things are more com-
plex when lactic acidosis is primarily due to prolonged hypoxia or tissue hypo-
perfusion. Of note, patients admitted soon after acute metformin overdose usu-
ally present with much higher serum drug levels but less severe lactic acidosis (if
present at all) than cases of chronic, accidental, intoxication. Slow tissue penetra-
tion of metformin is the most likely explanation. As a result, high serum metfor-
min levels may not necessarily predict the severity of clinical presentation and
can be associated with a favorable outcome [11, 32].

Conclusion

Metformin is a safe drug and lactic acidosis an extremely rare complication. Usu-
ally other concomitant risk factors, such as hypoxia, tissue hypoperfusion or liver
failure, are the most plausible explanation for the rise in blood lactate levels.
However, lactic acidosis may sometimes develop in response to isolated metfor-
min intoxication. Prompt identification of initial, subtle, changes in renal func-
tion may represent an important tool to prevent inadvertent drug accumulation
and toxicity. Inhibition of mitochondrial respiration is likely to be a key event in
the pathogenesis of metformin-induced lactic acidosis and may result in both cel-
lular lactate overproduction and impaired clearance. Drug removal is the corner-
stone of therapy; when instituted early, prognosis is likely to be favorable, in face
of the extreme severity of initial clinical presentation.
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Introduction

The nutrition literature is replete with observational studies, small randomized
trials, systematic reviews and consensus guidelines on how best to provide nutri-
tion support to critically ill patients. Nevertheless, many questions remain unre-
solved including: What are the most appropriate substrates, when is the right
time to commence feeding, which route should be used (enteral, parenteral or a
combination), what is the ideal method for assessing energy requirements and
what are the optimal nutritional goals?

In order to avoid the complications of both over- and under-feeding, the tradi-
tional approach has been to provide sufficient nutrition to meet either measured
energy requirements (based on indirect calorimetry) or estimated requirements
(based on predictive equations developed in the non-critically ill); the assump-
tion being that meeting energy expenditure is ideal. However, there is no con-
vincing evidence to show that this approach improves important clinical out-
comes following admission to the intensive care unit (ICU). In particular, there
are no large scale randomized controlled trials in which an increased or
decreased amount of energy delivery has been associated with improved survival.

Confounding the issue further, is the fact that, despite aiming for eucaloric
feeding, usual clinical practice typically results in critically ill patients receiving
only 50 to 70 % of prescribed energy requirements (approximately 1000 kcal/day)
[1, 2]. Furthermore, evidence-based guidelines for nutrition support have not
been shown to increase the amount of energy delivered in two cluster-random-
ized trials conducted under the auspices of the Australian and New Zealand
Intensive Care Society Clinical Trials Group [3] and the Southwestern Ontario
Critical Care Research Network [4]. In the study by Doig et al. [3], critically ill
patients randomized to receive nutrition according to guidelines received 1241
(95 % confidence interval [CI] 1121–1374) kcal/patient-day compared to 1065 (95
CI 961–1179) kcal/patient-day in non-guideline ICUs (p = 0.14) [3]. Similar
hypocaloric energy delivery was also observed in the Canadian ACCEPT trial [4].

So, should clinicians be trying to achieve predicted or measured caloric goals
that, until now, have been difficult to achieve, particularly in the context of
declining mortality following ICU admission over the last 15 years [5]? Or,
instead, should we be considering alternative nutrition strategies such as permis-
sive hypocaloric feeding, which has been advocated by a number of authors [6, 7]
and for which there is some evidence [8], albeit predominantly in the obese [9]?
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Determination of Energy Goals

Indirect Calorimetry

Indirect calorimetry is considered to be a ‘gold standard’ for the determination of
energy needs in the critically ill. There are a number of proposed benefits of
using regular indirect calorimetry, especially for patients in whom it is difficult to
predict energy requirements and who fail to respond to nutrition, and in those
who are particularly catabolic and therefore require specialized and accurate
nutrition delivery [10]. The concept of individualized tailoring of nutrition is also
gaining popularity, with a growing body of data demonstrating the possible dele-
terious effects of under- and over-feeding [1, 11–13].

To better understand the utility of indirect calorimetry in the critically ill,
there are some important technical considerations which must be appreciated.
Heat is produced as a result of substrate oxidation during metabolism [14]. By
measuring pulmonary gas exchange (CO2 production and O2 consumption [VO2])
and applying the Weir equation, energy use is approximated by indirect calorime-
try [14, 15].

In the critical care setting, indirect calorimetry measurement determines the
patient’s resting metabolic rate, which makes up approximately 70 % of the total
daily energy expenditure. In the healthy adult, the total daily energy expenditure
consists of three main components; basal metabolic rate (BMR), diet-induced
energy expenditure and the most variable of all, activity-induced energy expendi-
ture. Diet-induced energy expenditure contributes approximately 10 % of total
daily energy expenditure in the healthy adult and is not accounted for with indi-
rect calorimetry measurement; albeit the contribution is thought to be less during
continuous enteral nutrition [14]. In the critically ill, the reduction in physical
activity and continuous enteral nutrition as standard practice ensure that most
variable components of energy expenditure (diet-induced energy expenditure and
activity-induced energy expenditure) are minimized [14].

The total daily energy expenditure of hospitalized patients is decreased so that
the resting metabolic rate (BMR + diet-induced energy expenditure) approxi-
mates total daily energy expenditure. This was demonstrated by McClave et al. in
22 mechanically ventilated patients where the addition of a 10 % adjustment fac-
tor to measured resting metabolic rate decreased prediction accuracy [16]. There-
fore, what is actually measured by indirect calorimetry in the critically ill is BMR
or the energy actually expended at that point in time, incorporating basal
requirements and any metabolic changes due to the acute illness [17].

With repeated measurements over time, valuable information about the energy
expenditure of the patient can be determined using indirect calorimetry and
nutrition tailored accordingly. In a small, single-center, prospective, randomized,
non-blinded, pilot study, Anbar et al. reported that nutrition targeted to indirect
calorimetry measurements was associated with improved clinical outcomes com-
pared to a standard, fixed prescription (see below) [18]. These results are cur-
rently being tested in a multicenter trial, but there are not yet any results from
large scale trials demonstrating the beneficial effect of routine indirect calorime-
try use on important clinical outcomes (e.g., infectious complications, length of
stay [LOS], mortality).

The recommended indirect calorimetry study length is also not established.
Measurement periods of 15 minutes have been demonstrated to estimate resting
energy expenditure within 4 % and several groups have shown < 10 % error from
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a 5 minute measurement [10, 16]. Length of measurement is also correlated with
patient acuity [16]. If steady state cannot be achieved (defined as a change in VO2
< 5–10 % for 5–10 minutes) the measurement period should be extended up to
24 hourly measurement [16].

Finally, despite the potential advantages of indirect calorimetry, there are limi-
tations to its use. Accuracy of measurements is affected by patient and therapeu-
tic factors. High inspired fraction of oxygen (FiO2) requirements (> 0.60) can lead
to an error in indirect calorimetry measurement as the Haldane transformation
(used in the prediction of inspired and expired air volume) assumes that nitrogen
concentration is constant in both inspired and expired gases. Thus, whilst high
FiO2 requirements are not an absolute contraindication to indirect calorimetry
measurement, this limitation reinforces the need to have experienced practition-
ers applying and interpreting indirect calorimetry results. Proper maintenance
and calibration by trained personnel is also essential to ensure accuracy. Other
factors contributing to inaccuracy of measurement include known air leaks in the
ventilation circuit and treatments such as continuous veno-venous hemodialysis
and extracorporeal membrane oxygenation (ECMO) which modify inspiratory
and expiratory gas losses.

Predictive Equations

Predictive equations are the most common method for determining energy
requirements in the critically ill. Notwithstanding their ease of application, most
of the formulas were designed for use in a healthy population and there remains
no consensus as to the most accurate equation for predicting nutritional require-
ments in the critically ill.

The most commonly used predictive equations, the Harris-Benedict and Scho-
field equations, were derived in a lean, healthy population in 1919 and 1985,
respectively. The Harris-Benedict equation has been evaluated in the critically ill,
consistently performing poorly compared to measured requirements and, hence,
not recommended for use in this patient cohort [19]. For example, in a study
using continuous calorimetry for 5 days in 27 mechanically ventilated patients,
the Harris-Benedict equation provided estimates within 80–110 % of total daily
energy expenditure, and would have resulted in clinically significant under- or
over-feeding in 16 % and 18 % of patients, respectively [20]. Frankenfield et al.
found that the Harris-Benedict equation was more accurate with an adjustment
factor of 1.2; although this should not be regarded as a blanket adjustment [19].
The Schofield equation, most commonly used in Europe and Australia, is less well
validated in the critically ill and has been shown to yield similar inaccuracies to
the Harris-Benedict equation [20].

Due to the difficulties with using the above predictive equations in the criti-
cally ill, several groups have developed their own specific equations. These
include: The Ireton-Jones equations, developed in 1992 and reworked in 1997; the
Penn State equation derived in 1998; the Swinamer equation published in 1990
and; the Faisy equation, developed in 2003. Although some of these equations
more accurately predict the energy consumption of the critically ill, the results of
validation studies are divergent and complexities of the equations are often
impractical at the patient’s bedside.

In their evaluation of the eight most commonly used equations in the critically
ill compared with calometric measurements, Frankenfield et al. found that accu-
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racy rates (defined as < 15 % error in the square root of the mean prediction)
ranged from 18–67 % [21]. In particular, accuracy became increasingly difficult
to predict as patients became more obese or elderly. They concluded that the
Penn State equation, which was derived from a mixed ICU population, was the
most unbiased and precise across all groups (except the elderly obese in whom no
equation performed well). Of note, however, accuracy of the Penn State equation
ranged from 62–67 % (depending on the form of the equation used) and the inci-
dence of large errors (> 15 % difference from measured requirements) was
19–22 %.

The most significant source of error in predictive equations is the use of esti-
mated, rather than measured, weight due to the impracticality and inaccuracies of
actual weight in the critically ill. Age, gender, and heterogeneity of this popula-
tion also complicate the accuracy of predictive equations. Finally, the changing
nature of critical illness means that what may be an accurate estimate soon after
injury can quickly become a significant overestimate. Nonetheless, the addition of
injury factors that adjust the predicted energy requirements for the degree of
metabolic stress caused by injury or illness can also affect accuracy and compli-
cate usage.

Fixed Prescription

Another popular choice for determination of energy requirements in the critically
ill is fixed prescription, usually in the order of 20–35 kcal/kg/day. Several studies
have used indirect calorimetry to measure the energy expenditure in the critically
ill and values of 21–35 kcal/kg/day have commonly been reported. In 1997, the
American College of Chest Physicians (ACCP) also published their consensus
statement recommending that a fixed prescription of 25 kcal/kg of ideal body
weight (IBW)/day “appears to be adequate for most patients” [22].

Whereas fixed prescription is more easily applied at the patient bedside than
either indirect calorimetry or predictive equations, accuracy is generally reported
to be poor. Using 25 kcal/kg/day, only 35 % of delivered calories are within 10 %
of measured requirements and 65 % are within 80–110 % of measured require-
ments. Moreover, 25 kcal/kg/day fixed prescription results in underfeeding in
22 % of critically ill patients and overfeeding in 13 % [20, 23]. Although metaboli-
cally active weight, rather than actual weight, may improve accuracy, a reliable
definition of metabolically active weight is problematic [21].

Effect of Energy Delivery on Clinical Outcomes

There is little reliable information on either the amount or types of nutrition
(energy and nitrogen) required to optimize outcomes in the critically ill. As noted
above, current energy goals are commonly based on studies using indirect calo-
rimetry and calculated using predictive equations. Several professional organiza-
tions have also developed guidelines and consensus statements regarding deter-
mination of nutrition requirements during critical illness [24–27] (Table 1).
Importantly, however, these recommendations are conflicting. Furthermore, there
is an assumption that meeting energy expenditure is ideal but there are no con-
vincing data to support this practice.
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Table 1. Recommended caloric intake for critically ill patients according to published guidelines

Society Year Recommendations

ACCP [22] 1997 25 kcal/kg/day

CCCPG [24] 2003 No recommendation (insufficient evidence)

ESPEN [25] 2006 Enteral nutrition
Acute phase 20–25 kcal/kg/day (Grade C)
Anabolic recovery phase 25–30 kcal/kg/day (Grade C)
Patients with malnutrition 25–30 kcal/kg/day (Grade C)

ESPEN [26] 2009 Parenteral nutrition
According to calorimetric calculations if available (Grade B)*
25 kcal/kg/day (if IC not available) (Grade C)

ASPEN [27] 2009 According to calorimetric calculations or equations or 25 kcal/kg/day

ACCP: American College of Chest Physicians; CCCPG: Canadian Critical Care Practice Guidelines; ESPEN:
European Society of Parenteral and Enteral Nutrition; ASPEN: American Society of Parenteral and Enteral
Nutrition; IC: indirect calorimetry.
Evidence grades: B, supported by at least one well-designed randomized controlled trial or other with
sound methodology; C, based on expert opinion or advice.
* single center pilot study published in abstract form

Hypocaloric Feeding

When the ACCP consensus conference guidelines were published in 1997, they
were based on limited evidence [22]. Unfortunately, little progress has been made
since that time in our understanding of nutritional goals in critical illness. Conse-
quently, the recommendation of 25 kcal/kg/day for all ICU patients is still com-
monly used by many clinicians.

Following publication of the ACCP guidelines, a prospective observational
study involving 187 medical ICU patients examined the relationship between
energy delivery according to ACCP guidelines and survival [8]. These data sug-
gested that the best patient outcomes were associated with delivery of 33–65 % of
ACCP goals (approximately 9–18 kcal/kg/day) [8]. Patients receiving 33–65 % of
recommended caloric intake had increased likelihood of survival to hospital dis-
charge compared to those receiving a lower delivery of nutrition (< 33 % of ACCP
goal), odds ratio (OR) 1.22 (95 % CI 1.15–1.29). In contrast, delivery of & 66 % of
ACCP recommended intake was associated with a lower likelihood of survival to
hospital discharge, OR 0.82 (95 % CI 0.70–0.94).

Hypocaloric feeding occurs frequently in the critically ill but is usually inad-
vertent as most patients fail to achieve nutritional goals during the enteral deliv-
ery of nutrition. In a prospective, observational study conducted in 167 ICUs
across 37 countries, Alberda et al. reported that mechanically ventilated patients
received just over 1000 kcal/day (14 kcal/kg/day) when averaged over the first 12
days of ICU stay [1]. While it may seem logical to attempt to meet energy goals,
there are theoretical arguments to support hypocaloric feeding early in critical ill-
ness.

Short periods of hypocaloric feeding may not be expected to affect clinical out-
comes and would be considered a ‘normal’ response to acute illness in which loss
of appetite and reduced intake would be usual. There is a teleological argument
that the anorexia associated with illness indicates metabolic change where the
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body does not require, and may not be able to utilize, energy at that time. In
addition, feeding is associated with complications which may affect clinical out-
comes. The most topical of these is hyperglycemia. Both enteral and parenteral
nutrition cause hyperglycemia which is associated with mortality; suggesting that
nutrition should be modified to control glycemia.

Further clinical evidence that it may be advantageous to deliver less nutrition
is provided in a retrospective observational study undertaken in severely injured
patients [28]. Sena et al. reported that increased nutrient delivery with parenteral
nutrition (supplementing enteral nutrition) was associated with an increased risk
of infection (blood stream infection risk ratio 2.8 [1.5–5.3], p = 0.002) and a
trend to increased risk of death (adjusted OR 2.7 [0.8–8.8], p = 0.10) [28]. Energy
delivery with enteral nutrition alone increased from 15 kcal/kg/day on day 3 to 30
kcal/kg/day on day 7, whereas energy delivery from combined feeding increased
from 20 kcal/kg/day on day 3 to 35 kcal/kg/day on day 7. The energy delivery in
the enteral feeding group was close to goal feeding while the supplemented group
could be considered overfed. Although the authors adjusted for other factors that
may have contributed to a worse outcome, the observational nature of the study
further limits the conclusions and there remains a possibility that the combined
group was sicker. Finally, it is unclear whether the worse outcomes were because
of increased energy delivery per se or the use of intravenous feeding which is
associated with infection.

A randomized, controlled trial published by Taylor et al. in 1999 [29] supports
the finding by Krishnan et al. [8] that moderate hypocaloric feeding is preferable
to underfeeding. In this study, patients with traumatic brain injury were random-
ized to either standard or enhanced enteral nutrition; the enhanced feeding group
received 60 % of nutritional goals (calculated by Schofield equation) over 7 days
and the control group received less than 40 % of goals. The intervention group
had fewer infective complications (61 % vs. 85 %, p = 0.02) but neurological
recovery and mortality were unaffected [29].

The Canadian ACCEPT trial [4] suggested an improvement in outcomes with
protocol-based management of nutrition. Paradoxically, the implementation of
nutrition guidelines did not result in a significant improvement in energy deliv-
ery. Although both treatment groups received calories within the hypocaloric
range (1266 vs. 995 kcal/day, p = 0.31 in guideline and non-guideline ICUs
respectively), hospital LOS was shorter (25 vs. 35 days, p = 0.003) and there was
a trend to reduced mortality (27 % vs. 37 %, p = 0.06) in the protocol-treated
group [4].

While it may appear logical that feeding during critical illness is important, it
is likely that a brief period of reduced intake may have no effect on outcome. It
is also plausible that some variation in calories within a defined range, delivered
over a variable time frame, is not going to influence clinical outcomes. Many fac-
tors, both illness and treatment related, affect outcomes during critical illness and
nutrient delivery may or may not be important. It is also plausible however that
at some point cumulative malnutrition and muscle mass loss will impact on
recovery.

Although the enteral route is considered preferable to the intravenous route in
the provision of nutrition to the critically ill, enteral delivery frequently does not
achieve prescribed nutritional goals [30, 31]. To ensure adequate delivery of
nutrition, combined feeding with both parenteral and enteral nutrition has been
advocated in some centers (particularly in Europe). However, to date, the addi-
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tional nutrient delivery has not been associated with improved outcomes. For
example, a study that examined the effect of supplemental parenteral nutrition on
clinical outcomes showed that supplementing enteral nutrition with parenteral
nutrition could increase energy delivery from 10–15 kcal/kg/day to 25 kcal/kg/
day with no effect on mortality (40 % in both groups). However, a reduction in
hospital stay was observed in the supplemented group (31 ± 19 vs. 34 ± 28 days,
p = 0.002) [32]. In a subsequent meta-analysis, which included this and four other
studies involving differing groups of critically ill patients (severe burns 1, trauma
1, mixed 2), no clinical benefit was demonstrated by supplementing enteral with
parenteral nutrition despite more successful nutritional delivery [33]. However,
the use of parenteral nutrition was not associated with increased complications.

Energy dose has also been examined when nutrition has been provided solely
by the intravenous route. McCowen et al. randomized 40 ICU patients to 25 kcal/
kg/day or 1000 kcal/day in a non-blinded trial. Patients received 1410 versus 1000
kcal at goal but there were no differences in any clinical outcomes, including glu-
cose control, between the two groups [34].

Overall, these studies suggest that supplementing enteral energy delivery with
parenteral nutrition in order to achieve nutritional goals does not affect survival;
however, it is clear that studies examining nutritional goals are small and possibly
underpowered to show a benefit with increased or reduced calorie delivery. It is
also possible that increased calories delivered by resorting to parenteral nutrition
administration alone, or in combination with enteral nutrition, may expose the
patient to complications of intravenous delivery such that any improvement in
outcome from increased calorie delivery will be counterbalanced by complica-
tions from parenteral nutrition. Larger studies are currently underway aimed at
addressing these questions (e.g. ClinicalTrials.gov: NCT00512122).

Evidence that Achieving Nutritional Goals may Improve Outcomes

Whereas the study by Krishnan et al. [8] suggests that mild underfeeding is opti-
mal for survival, other observational studies have suggested that underfeeding is
associated with an inability to wean from mechanical ventilation and an increase
in complications, particularly infections [13]. Severe underfeeding (less than 25 %
requirements) is associated with increased risk of nosocomial blood stream infec-
tions, independent of illness severity, compared with feeding > 25 % of require-
ments (relative risk of death of 0.27 [0.11–0.68] compared to < 25 % of require-
ments) [35].

Alberda et al. reported that reduced energy delivery was associated with worse
clinical outcomes in ventilated patients with a body mass index (BMI) < 25 and
> 35 kg/m2 [1]. While the suggestion that reduced energy delivery may worsen
clinical outcomes in patients with a lower BMI is entirely plausible, this finding in
patients with a higher BMI conflicts with previous studies [36]. The observational
nature of Alberda’s study means that a causal association cannot be established
between underfeeding and outcome. It is possible that, in these cohorts, the sicker
and dying patients receive less nutrition because of more deranged gastrointesti-
nal function, nutrition may not be a treatment priority and, in the case of pallia-
tion, there may be a conscious decision not to administer nutrition.

An additional argument against hypocaloric feeding is the concept of the devel-
opment of energy debt over time and the understanding that deficits in energy
delivery cannot be recouped because of the fear of complications from overfeed-
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ing. Hence, while a brief period of underfeeding may not have any negative con-
sequences, it is often unclear how long a patient will stay in the ICU and reduced
nutrient delivery may result in a significant cumulative energy debt over time.

This concept of cumulative energy debt was explored by Villet et al. in a pro-
spective observational study examining energy expenditure and matching it to
energy delivered in 48 critically ill surgical patients [13]. Energy goal was 1.3
times the resting energy expenditure (i.e., 29 kcal/kg/day). Cumulative energy
debt was calculated as –12,600 ± 10,520 kcal over the first week and there was a
strong relationship between ICU complications and LOS and energy debt. These
data were not corrected for illness severity. So, again, these observational data,
while interesting, may merely reflect an association between illness severity and
difficulties with feeding. In particular, it is also important to note that the energy
debt is dependent on the energy goal (which was higher than the 25 kcal/kg/day
generally recommended).

In the pilot study reported by Anbar et al., increased energy delivery was dem-
onstrated when indirect calorimetry was used to determine caloric goals, com-
pared to a fixed prescription of 25 kcal/kg/day (daily energy balance 212 ± 63
kcal/day indirect calorimetry group vs. –362 ± 67 kcal/day, p = 0.001). Hospital
mortality was also improved in patients receiving calories according to indirect
calorimetry (28 % vs. 51 %, p = 0.03), albeit the control arm mortality appears
excessive. The results of the ongoing trial are awaited with interest [18].

Overfeeding

Hyperalimentation was in vogue in the 1970s and 1980s in an effort to reverse the
nitrogen loss and subsequent cachexia associated with critical illness. However, it
became clear that overfeeding not only failed to reverse muscle mass loss but also
had several negative consequences and this technique was abandoned. The subse-
quent swing in opinion may in part explain the current acceptance of less than
normal nutritional goals.

Examples of problems associated with overfeeding include increased inotrope
requirement, increased O2 requirements and CO2 production, increased metabolic
rate and measured energy expenditure, and increased body temperature. In addi-
tion, increased mortality has been demonstrated in association with increased
energy delivery in a group of critically ill burns patients randomized to receive
enteral nutrition with or without supplemental parenteral nutrition [37]. How-
ever, the study was published in 1989 and the approach to feeding at that time
was different; energy goals were 25 kcal/kg/24h plus 40 kcal per % total burnt sur-
face area burned per day, resulting in calorie goals of 4700–4800 per day.

Energy Delivery in The Malnourished Patient

Malnutrition is common in the acute care setting and is often poorly recognized.
No longer are the elderly and the cachectic the only patient cohorts at risk. Obe-
sity is a new challenge in the assessment of malnutrition. One recent cross-sec-
tional study in 57 ICU patients aimed to assess whether nutritional status could
be determined using the subjective global assessment (SGA) tool [38]. Using two
independent assessors, 50 % of patients were malnourished (95 % agreement
[κ = 0.90]).
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Adequate nutrition delivery during critical illness is essential as malnutrition is
both a cause and a consequence of disease which can greatly affect outcome.
Nonetheless, defining the amount of energy required for the malnourished criti-
cally ill patient is also challenging and there are several important considerations,
including the issue of refeeding syndrome which is characterized by potentially
life-threatening clinical and biochemical abnormalities. Those at highest risk of
refeeding syndrome are those with a low body weight or BMI < 18 kg/m2, a his-
tory of weight loss of & 10 % of total body weight over 3 months, poor oral intake
for > 5 days and a history of poor nutritional intake or conditions that may be
associated with malnutrition (e.g., alcoholism). There is general consensus that
nutrition should be introduced cautiously over an extended period of time with
close monitoring of electrolytes and replacement as required.

Energy Delivery in Obesity

Population-based studies demonstrate that the prevalence of obesity is progres-
sively increasing in developed countries such as the United States, Canada and
Australia. More importantly, obesity (BMI & 30 kg/m2) may be present in up to
30 % of ICU patients [39]. An understanding of the nutritional requirements and
feeding goals in this important patient cohort is, therefore, essential.

Metabolic Changes Associated With Obesity

The metabolic and endocrine consequences of obesity in non-stressed individuals
include glucose intolerance, insulin resistance, type 2 diabetes mellitus, metabolic
syndrome, dyslipidemia, non-alcoholic fatty liver disease, and steatohepatosis.
Obesity is also associated with an increase in both adipose tissue and lean body
mass, with lean body mass contributing approximately 30 % of excess weight.
Consequent upon the increase in lean body mass, there is also a concomitant
increase in BMR and resting energy expenditure compared with lean individuals.
However, it should be noted that as the degree of obesity increases, the relative
contribution of lean body mass to total body weight progressively decreases.

In ICU patients, obesity-related metabolic and endocrine changes are further
exacerbated by critical illness. The well-described increase in protein and energy
requirement that occurs in response to physiologic stress in the non-obese ICU
population may also be modified, with a greater increase in net glucose and pro-
tein oxidation and reduction in fat oxidation compared to lean individuals. Jeeve-
nanadam et al. reported that non-obese trauma patients (BMI < 30 kg/m2) prefer-
entially used fat oxidation (61 % of resting energy expenditure); whereas carbo-
hydrate and protein oxidation were the main fuel sources in obese trauma
patients (only 39 % of resting energy expenditure derived from fat oxidation)
[40]. Obese individuals are, therefore, potentially at greater risk of energy and
protein malnutrition. Moreover, obesity and pre-morbid malnutrition are not
mutually exclusive.

Notwithstanding the risk of malnutrition, the presence of co-morbidities, such
as diabetes, fatty liver and obesity-related hypoventilation syndrome, may place
obese patients at increased risk of overfeeding compared to the non-obese.
Stress-induced hyperglycemia may be exacerbated by obesity-related glucose
intolerance and excessive glucose (caloric) load may further increase the risk of
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lipogenesis, hepatic steatosis, increased CO2 production and increased work of
breathing. Accordingly, careful consideration must be given to the desired nutri-
tional support goals. Unfortunately, both a paucity of data and conflicting evi-
dence provide little guidance for clinicians. Two important questions remain
unanswered; namely, “How many calories should be administered?” and “How to
estimate caloric goals?”.

How Many Calories should be Administered?

Provision of nutritional support for obese critically ill patients must be cognizant
of the recognized differences in metabolic response as described above and the
potential complications of both under- and over-feeding.

The recently published Society of Critical Care Medicine (SCCM) and Ameri-
can Society for Parenteral and Enteral Nutrition (ASPEN) guidelines recommend
limiting target energy goals to 60–70 % of energy requirements (i.e., 11–14 kcal/
kg actual body weight/day or 22–25 kcal/kg ideal body weight/day) (Grade D rec-
ommendation supported by at least two level III non-randomized contemporane-
ous trials) [27]. Importantly, however, this recommendation remains to be vali-
dated in a large scale, multicenter, prospective, blinded, randomized, controlled
trial of obese critically ill patients.

Conversely, the observational study conducted by Alberda et al. suggested that
increased caloric intake may be associated with improved clinical outcomes in
obese mechanically ventilated patients [1]. On average, obese patients were pre-
scribed almost 2000 kcal/day. However, only 1000 kcal/day was actually delivered;
predominantly as enteral nutrition. The adjusted OR for 60-day mortality per
increase of 1000 kcal/day delivered for patients with a BMI of 35 to < 40 kg/m2

(n = 132) was 0.36 (95 % CI 0.16–0.80). Notably, however, this same relationship
between mortality and energy delivery did not exist in obese patients with a BMI
of 30 to < 35 kg/m2 (n = 395, OR 1.04 [95 % CI 0.64–1.68]) or & 40 kg/m2

(n = 171, OR 0.63 [95 %CI 0.32–1.24]). Inconsistent effects on ventilator-free days
in the various obesity categories were also observed. Finally, the inherent bias in
observational nutrition studies reinforces the need for a prospective, randomized
trial of hypocaloric versus eucaloric feeding.

The putative benefits of hypocaloric feeding in obese critically ill patients
include [41–43]:

i) reducing obesity- and stress-induced hyperglycemia, exogenous insulin
requirements, hepatic gluconeogenesis and lipogenesis

ii) promoting endogenous fat oxidation
iii) limiting protein oxidation and muscle breakdown and promoting protein

anabolism
v) preventing the complications of overfeeding
vi) reducing infectious complications
vii) supporting weight loss and inducing favorable changes in body composition

Dickerson et al. reported that obese trauma and surgical ICU patients receiving
hypocaloric, high protein enteral feeding (< 20 kcal/kg adjusted body weight/day)
had a significantly reduced ICU LOS and duration of antibiotic therapy and a
trend towards decreased length of mechanical ventilation compared to obese
patients receiving eucaloric enteral feeding (25–30 kcal/kg adjusted body weight/
day). Of note, however, the number of infectious complications, hospital LOS and
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survival were not different [44]. Moreover, the retrospective nature of this small
(n = 40), unblinded, non-randomized, single center study and the potential for
selection bias, particularly in the assignation of feeding regimens, limit the
study’s findings.

The beneficial effects of hypocaloric feeding on various clinical outcomes in
obese patients have also been reported in several small parenteral nutrition stud-
ies. However, not all of these studies have been conducted in ICU patients. In 13
obese surgical patients with post-operative complications (mean weight 127 ± 60
kg), the administration of only 51 % of measured energy expenditure as non-pro-
tein calories (average intake 881 ± 393 kcal/day) resulted in both weight loss and
positive nitrogen balance [45]. A prospective, randomized, blinded trial of obese,
non-ICU patients (n = 16) receiving either 50 % of measured energy expenditure
as non-protein calories or a eucaloric regimen (100 % of measured energy expen-
diture) for 14 days also reported that nitrogen balance was not different between
the two feeding groups [46]. A similar effect on nitrogen balance has been
reported in another prospective, blinded study of thirty patients (average BMI
35 kg/m2) randomized to receive either hypocaloric (22 kcal/kg ideal body
weight/day) or eucaloric (36 kcal/kg ideal body weight/day) parenteral nutrition;
albeit the study cohort included only 13 ICU patients [42].

In twenty non-surgical, mechanically ventilated patients with multiple organ
failure, Muller et al. measured the metabolic effects of a 12 hour hypocaloric, euca-
loric or hypercaloric parenteral nutrition infusion (14, 28, and 56 kcal/kg per day,
respectively) [48]. Energy expenditure and lactate and glucose levels were signifi-
cantly lower in patients receiving a hypocaloric regimen. Conversely, protein break-
down was significantly elevated with hypercaloric nutrition. In contrast, McCowen
et al. were unable to demonstrate that hypocaloric parenteral nutrition was associ-
ated with lower blood glucose levels or reduced insulin requirements [34].

It should be noted, however, that although both these studies were conducted
in ICU patients, neither was specifically designed to address the question of
hypocaloric feeding in the obese critically ill population; accordingly, the implica-
tions for feeding strategies in this specific patient group are limited. Moreover,
separating out the deleterious effects of excessive caloric load from the specific
effect of parenteral nutrition-induced hyperglycemia (e.g., infectious complica-
tions) is problematic.

How to Estimate Caloric Goals?

Notwithstanding the unresolved controversy surrounding how many calories
should be delivered to obese critically ill patients, considerable debate also exists
regarding the most accurate method for estimating energy requirements and,
hence, caloric goals in this patient cohort. In 2007, a systematic review conducted
by the American Dietetic Association assessed the validity of various formulae to
accurately predict resting metabolic rate in ICU patients, including the obese. The
authors concluded that the Ireton-Jones (1992 version) and Penn State (1998 ver-
sion) equations are the most useful in obese patients. In particular, Ireton-Jones
may be more accurate in obese, than non-obese, patients; albeit predicted esti-
mates of energy estimates for both formulae are > 15 % different to measured
energy in nearly 30 % of obese patients and validation data are limited [19].

Irrespective of which predictive equation clinicians use, obesity-related
changes in body composition and resting energy expenditure, in particular the
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reduced metabolic demands of adipose tissue and the variable increase in lean
body mass with increasing weight, lead to difficulties in accurately determining
both actual and ideal body weight, thereby placing obese patients at particular
risk of inadvertent overfeeding and underfeeding.

Using actual body weight has been shown to overestimate energy requirements
whereas ideal body weight generally underestimates measured energy expendi-
ture [7]. Consequently, formulae exist for calculating an ‘adjusted body weight’
(e.g., adjusted body weight = [actual body weight x 0.25] + ideal body weight)
that take into account the increase in metabolically active lean body mass that
occurs with obesity. Currently, however, there is no consensus as to which of
these weights (actual, ideal or adjusted) should be used to predict energy require-
ments in obese patients. Finally, an alternative proposal advocated by some
authors is to simply deliver a fixed amount of calories per day (e.g., 21 kcal/kg
actual weight/day in obese ventilated patients) [7].

Ultimately, all the proposed methods for estimating energy requirements are
inherently biased with considerable error, particularly for the individual patient.
In fact, the SCCM and ASPEN guidelines advocate using indirect calorimetry
instead of formulae in obese patients as predictive equations in this patient popu-
lation are “even more problematic” than in non-obese ICU patients (Grade E rec-
ommendation supported by studies of non-historical controls, case series, uncon-
trolled studies or expert opinion) [27]. However, this recommendation does not
acknowledge that accurate and reproducible measurement of resting energy
expenditure with indirect calorimetry is often problematic in the critically ill.
Limited availability of metabolic carts in most ICUs also prevents widespread
usage.

Conclusion

In summary, it is as yet unknown what nutritional goals should be used in the
critically ill. There is limited evidence suggesting that hypocaloric feeding may be
superior to both severe underfeeding and goal feeding and stronger evidence that
overfeeding is associated with poor outcomes. Based on the limited data avail-
able, we can hypothesize that: 1) energy delivery will have no impact on outcome
in short stay ICU patients; 2) differences in energy delivery within a certain range
may have no impact on outcome; 3) cumulative energy delivery below and above
that range will cause worse outcomes including increased mortality; 4) different
energy goals may apply when patients are malnourished or obese prior to ICU
admission; 5) energy goals may change over time as metabolism changes in
response to hormonal change associated with critical illness. Before further
research is performed aimed at defining methods of improving energy delivery to
the critically ill it is important to establish what nutritional goals will optimize
clinical outcomes.

References

1. Alberda C, Gramlich L, Jones N, et al (2009) The relationship between nutritional intake
and clinical outcomes in critically ill patients: results of an international multicenter obser-
vational study. Intensive Care Med 35: 1728–1737

2. NICE-SUGAR Study Investigators, Finfer S, Chittock DR, et al (2009) Intensive versus con-
ventional glucose control in critically ill patients. N Engl J Med 360: 1283–1297

Energy Goals in the Critically Ill Adult 705

XVI



3. Doig GS, Simpson F, Finfer S, et al (2008) Effect of evidence-based feeding guidelines on
mortality of critically ill adults: a cluster randomized controlled trial. JAMA 300:
2731–2741

4. Martin CM, Doig GS, Heyland DK, Morrison T, Sibbald WJ (2004) Multicentre, cluster-
randomized clinical trial of algorithms for critical-care enteral and parenteral therapy
(ACCEPT). CMAJ 170: 197–204

5. Moran JL, Bristow P, Solomon PJ, George C, Hart GK (2008) Mortality and length-of-stay
outcomes, 1993–2003, in the binational Australian and New Zealand intensive care adult
patient database. Crit Care Med 36: 46–61

6. Miller JP, Choban PS (2006) Feeding the critically ill obese patient: the role of hypocaloric
nutrition support. Respir Care Clin N Am 12: 593–601

7. Port AM, Apovian C (2010) Metabolic support of the obese intensive care unit patient: a
current perspective. Curr Opin Clin Nutr Metab Care 13: 184–191

8. Krishnan JA, Parce PB, Martinez A, Diette GB, Brower RG (2003) Caloric intake in medi-
cal ICU patients: consistency of care with guidelines and relationship to clinical outcomes.
Chest 124: 297–305

9. Dickerson RN, Boschert KJ, Kudsk KA, Brown RO (2002) Hypocaloric enteral tube feed-
ing in critically ill obese patients. Nutrition 18: 241–246

10. da Rocha EE, Alves VG, da Fonseca RB (2006) Indirect calorimetry: methodology, instru-
ments and clinical application. Curr Opin Clin Nutr Metab Care 9: 247–256

11. Petros S, Engelmann L (2006) Enteral nutrition delivery and energy expenditure in medi-
cal intensive care patients. Clin Nutr 25: 51–59

12. Rubinson L, Diette GB, Song X, Brower RG, Krishnan JA (2004) Low caloric intake is asso-
ciated with nosocomial bloodstream infections in patients in the medical intensive care
unit. Crit Care Med 32: 350–357

13. Villet S, Chiolero RL, Bollmann MD, et al (2005) Negative impact of hypocaloric feeding
and energy balance on clinical outcome in ICU patients. Clin Nutr 24: 502–509

14. Haugen HA, Chan LN, Li F (2007) Indirect calorimetry: a practical guide for clinicians.
Nutr Clin Pract 22: 377–388

15. Weir JB (1949) New methods for calculating metabolic rate with special reference to pro-
tein metabolism. J Physiol 109: 1–9

16. McClave SA, Spain DA, Skolnick JL, et al (2003) Achievement of steady state optimizes
results when performing indirect calorimetry. JPEN J Parenter Enteral Nutr 27: 16–20

17. Holdy KE (2004) Monitoring energy metabolism with indirect calorimetry: instruments,
interpretation, and clinical application. Nutr Clin Pract 19: 447–454

18. Anbar R TM, Fisher H, Madar Z, Cohen J, Singer P (2009) Tight calorie balance control
decreases hospital mortality in a prospective randomised controlled study: The final sin-
gle center TICACOS results. Clin Nutr Suppl 4: 7 (abst)

19. Frankenfield D, Hise M, Malone A, Russell M, Gradwell E, Compher C (2007) Prediction
of resting metabolic rate in critically ill adult patients: results of a systematic review of the
evidence. J Am Diet Assoc 107: 1552–1561

20. Reid CL (2007) Poor agreement between continuous measurements of energy expenditure
and routinely used prediction equations in intensive care unit patients. Clin Nutr 26:
649–657

21. Frankenfield DC, Coleman A, Alam S, Cooney RN (2009) Analysis of estimation methods
for resting metabolic rate in critically ill adults. JPEN J Parenter Enteral Nutr 33: 27–36

22. Cerra FB, Benitez MR, Blackburn GL, et al (1997) Applied nutrition in ICU patients. A
consensus statement of the American College of Chest Physicians. Chest 111: 769–778

23. MacDonald A, Hildebrandt L (2003) Comparison of formulaic equations to determine
energy expenditure in the critically ill patient. Nutrition 19: 233–239

24. Heyland DK, Dhaliwal R, Drover JW, Gramlich L, Dodek P (2003) Canadian clinical prac-
tice guidelines for nutrition support in mechanically ventilated, critically ill adult patients.
JPEN J Parenter Enteral Nutr 27: 355–373

25. Kreymann KG, Berger MM, Deutz NE, et al (2006) ESPEN Guidelines on Enteral Nutri-
tion: Intensive care. Clin Nutr 25: 210–223

26. Singer P, Berger MM, Van den Berghe G, et al (2009) ESPEN Guidelines on Parenteral
Nutrition: intensive care. Clin Nutr 28: 387–400

706 S.L. Peake, E. Ridley, and M. Chapman

XVI



27. Martindale RG, McClave SA, Vanek VW, et al (2009) Guidelines for the provision and
assessment of nutrition support therapy in the adult critically ill patient: Society of Criti-
cal Care Medicine and American Society for Parenteral and Enteral Nutrition: Executive
Summary. Crit Care Med 37: 1757–1761

28. Sena MJ, Utter GH, Cuschieri J, et al (2008) Early supplemental parenteral nutrition is
associated with increased infectious complications in critically ill trauma patients. J Am
Coll Surg 207: 459–467

29. Taylor SJ, Fettes SB, Jewkes C, Nelson RJ (1999) Prospective, randomized, controlled trial
to determine the effect of early enhanced enteral nutrition on clinical outcome in
mechanically ventilated patients suffering head injury. Crit Care Med 27: 2525–2531

30. Adam S, Batson S (1997) A study of problems associated with the delivery of enteral feed
in critically ill patients in five ICUs in the UK. Intensive Care Med 23: 261–266

31. De Jonghe B, Appere-De-Vechi C, Fournier M, et al (2001) A prospective survey of nutri-
tional support practices in intensive care unit patients: what is prescribed? What is deliv-
ered? Crit Care Med 29: 8–12

32. Bauer P, Charpentier C, Bouchet C, Nace L, Raffy F, Gaconnet N (2000) Parenteral with
enteral nutrition in the critically ill. Intensive Care Med 26: 893–900

33. Dhaliwal R, Jurewitsch B, Harrietha D, Heyland DK (2004) Combination enteral and par-
enteral nutrition in critically ill patients: harmful or beneficial? A systematic review of the
evidence. Intensive Care Med 30: 1666–1671

34. McCowen KC, Friel C, Sternberg J, et al (2000) Hypocaloric total parenteral nutrition:
effectiveness in prevention of hyperglycemia and infectious complications – a randomized
clinical trial. Crit Care Med 28: 3606–3611

35. Rubinson L, Diette GB, Song X, Brower RG, Krishnan JA (2004) Low caloric intake is asso-
ciated with nosocomial bloodstream infections in patients in the medical intensive care
unit. Crit Care Med 32: 350–357

36. Dickerson, R.N, Boschert KJ, Kudsk KA, Brown RO (2002) Hypocaloric enteral tube feed-
ing in critically ill obese patients. Nutrition 18: 241–246

37. Herndon DN, Barrow RE, Stein M, et al (1989) Increased mortality with intravenous sup-
plemental feeding in severely burned patients. J Burn Care Rehabil 10: 309–313

38. Sheean PM, Peterson SJ, Gurka DP, Braunschweig CA (2010) Nutrition assessment: the
reproducibility of subjective global assessment in patients requiring mechanical ventila-
tion. Eur J Clin Nutr 64: 1358–1364

39. Peake SL, Moran JL, Ghelani DR, Lloyd AJ, Walker MJ (2006) The effect of obesity on 12-
month survival following admission to intensive care: a prospective study. Crit Care Med
34: 2929–2939

40. Jeevanandam M, Young DH, Schiller WR (1991) Obesity and the metabolic response to
severe multiple trauma in man. J Clin Invest 87: 262–269

41. Klein CJ, Stanek GS, Wiles CE (1998) Overfeeding macronutrients to critically ill adults:
metabolic complications. J Am Diet Assoc 98: 795–806

42. Choban PS, Burge JC, Scales D, Flancbaum L (1997) Hypoenergetic nutrition support in
hospitalized obese patients: a simplified method for clinical application. Am J Clin Nutr
66: 546–550

43. Miller JP, Choban PS (2006) Feeding the critically ill obese patient: The role of hypocaloric
nutrition support. Respir Care Clin 12: 593–601

44. Dickerson RN, Boschert KJ, Kudsk KA, Brown RO (2002) Hypocaloric Enteral tube feed-
ing in critically ill obese patients. Nutrition 18: 241–246

45. Dickerson RN, Rosato EF, Mullen JL (1986) Net protein anabolism with hypocaloric par-
enteral nutrition in obese stressed patients. Am J Clin Nutr 44: 747–755

47. Burge JC, Goon A, Choban PS, Flancbaum L (1994) Efficacy of hypocaloric total paren-
teral nutrition in hospitalized obese patients: a prospective, double-blind randomized
trial. JPEN J Parenter Enteral Nutr 18: 203–207

48. Müller TF, Müller A, Bachem MG, Lange H (1995) Immediate metabolic effects of differ-
ent nutritional regimens in critically ill medical patients. Intensive Care Med 21: 561–566

Energy Goals in the Critically Ill Adult 707

XVI



XVII ICU Organization and
Management

Section XVII 709

XVII



Frailty: A New Conceptual Framework in Critical
Care Medicine

R.C. McDermid and S.M. Bagshaw

J.-L. Vincent (ed.), Annual Update in Intensive Care and Emergency Medicine 2011
DOI 10.1007/978-3-642-18081-1, ˇ Springer Science+Business Media LLC 2011

A Brief History of Critical Care: How Did We Get Here?

From its inception, the practice of critical care medicine has been focused on
prolonging life, based on the assumption that reducing mortality outweighs the
potential morbidity in survivors. In broad terms, its goal is to avoid unnecessary
suffering and untimely death by aggressively treating potentially curable or
reversible illnesses for an suitable period of time [1]. From its humble beginnings
in 1854, with Florence Nightingale’s vision for hospital reform in the British Scu-
tari Barracks in Istanbul during the Crimean war [2], through the polio epidemic
of the 1950s and the development of mechanical ventilatory support, critical care
medicine has since evolved into a distinct specialty [3]. This has occurred in an
assimilatory fashion with the introduction of new medical treatments and tech-
nologies such as pulse oximetry, continuous hemodynamic monitoring, vasoac-
tive drugs, renal replacement therapy, and extracorporeal membrane oxygena-
tion.

In general, effective critical care support is time-dependent, and treatment
must be instituted rapidly and aggressively in order to positively influence out-
come. Alternatively, critical care also has the potential to cause harm if these
therapies are applied at an inappropriate time or for an inadequate duration or
intensity [4, 5]. Despite the utility of life support at temporarily prolonging short-
term survival, no therapy has demonstrated unequivocal effectiveness. Further-
more, the benefits of many of our most commonly employed therapies, in terms
of intermediate and long-term outcome, remain uncertain or questionable [4,
6–9]. An unintended consequence of our capacity to prolong life is that increas-
ing numbers of critically ill patients survive, but are also left with significant psy-
chosocial or functional impairment [10, 11]. This begs the question: Is our cur-
rent therapeutic model of focusing treatment on acute physiologic derangement
sufficient, or have we been neglectful of the other factors that influence outcome
from critical illness?

What Can We Learn From Other Specialties?

What is clear is that individual patients with the same disease process may have
very different trajectories of illness and prognoses. Patients admitted to ICU are
heterogeneous in terms of demographics, primary diagnosis, illness severity, and
extent of comorbidity [12], which raises the possibility that factors other than
adequacy of organ support may strongly influence death and quality of survival.
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Chronological age has been found to be an independent predictor of survival fol-
lowing an episode of critical illness [13, 14]. Although appealing in its simplicity,
this finding has not been shown to be consistent [15]. On the other hand, recent
studies have suggested that proxy measures of physiologic reserve, such as base-
line functional status and burden of comorbid illness, are important determinants
of survival after an episode of critical illness [16–19]. It is in this regard that a
proxy measure of ‘physiologic’ rather than ‘chronologic’ age may have clinical
utility for use in critically ill patients. The concept of measuring a patient’s level
of ‘frailty’ may represent just such a novel and suitable proxy metric.

Over the past decade, gerontologists have defined ‘frailty’ as a multi-dimen-
sional syndrome characterized by the loss of physical and cognitive reserve that
leads to increased vulnerability to adverse events [20]. In this physiologic state,
individually reversible deficits collectively can result in an insurmountable bur-
den of disease, leading to increased vulnerability to adverse outcomes [21, 22]
(Fig. 1). This syndrome is distinct from, but overlaps with disability (i.e., func-
tional impairment) and comorbidity (i.e., co-existence of two diseases). One pro-
posed mechanism relates to ‘inflammaging’ or the balance between the protective
pro-inflammatory response to invading microorganisms and the similarly protec-
tive compensatory anti-inflammatory system [23]. Genetic polymorphisms in
pro- and anti-inflammatory cytokines and their receptors may modify individual
susceptibility to inflammation-related damage and alter the rate of relative
‘aging’. This may partially explain the poor discriminatory power of age alone to
predict outcome [14]. A recent study on protein oxidation also suggests a possible
causal relationship between inflammation and frailty: Protein carbonylation, a
process that is a known marker of oxidative stress and interferes with normal cel-
lular function, has shown close correlation with grip strength in a group of frail
elderly patients [24]. Hence, imbalance in inflammation may play an important
role in potentiating a vicious cycle of decreasing muscle mass (i.e., sarcopenia),
malnutrition, and reduced energy expenditure that eventually culminates in a
frail state [21, 22].

Frailty is recognized as a major determinant of mortality, hospitalization, insti-
tutionalization and functional outcome in geriatric patients [25–27]. In fact,
frailty may represent a surrogate for many of the difficult-to-measure aspects of
a patient’s pre-hospital health state [25, 26]. Consequently, it has been suggested
that the syndrome of frailty may be just such a measure of ‘physiologic age’.

Fig. 1. Vicious cycle of frailty.
Adapted from Fried et al [22]
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Although the concept of frailty has existed for some time, its syndromic nature
has made it challenging to operationalize. One of the most widely adopted tools
in geriatric medicine is the ‘frail phenotype’ (Box 1) [22]. The Frailty Index, a
detailed 70-item inventory of clinical deficits, is also broadly employed but is
cumbersome and challenging to use in a busy clinical practice [28]. A more sub-
jective judgment-based 7-point Clinical Frailty Scale (CFS) has also been devel-
oped and validated by Rockwood and colleagues (Table 1) [20]. Each of these
tools appears to perform similarly well in identifying frailty in elderly patients
and risk for adverse outcomes, but to date have not been evaluated in other popu-
lations [20, 22, 29, 30].

Box 1. A proposed clinical definition of the phenotype of frailty. Adapted from [22]

Presence of 3 or more of the following features:

Decreased grip strength
Self-reported exhaustion
Unintentional weight loss of more than 4.5 kg over the past year
Slow walking speed
Low physical activity

Table 1. Clinical Frailty Score [20].

Score Frailty Grade Description

1 Very fit People who are robust, active, energetic and motivated. These people
commonly exercise regularly. They are among the fittest for their age.

2 Well People who have no active disease symptoms but are less fit than cat-
egory 1. Often, they exercise or are very active occasionally (e.g., sea-
sonally).

3 Managing well People whose medical problems are well controlled, but are not regu-
larly active beyond routinely walking.

4 Vulnerable While not dependent on others for daily help, often symptoms limit
activities. A common complaint is being “slowed up”, and/or being
tired during the day.

5 Mildly frail These people often have more evident slowing, and need help in high
order instrumental activities of daily living (finances, transportation,
heavy housework, medications). Typically, mild frailty progressively
impairs shopping and walking outside alone, meal preparation and
housework.

6 Moderately frail People need help with all outside activities and with keeping house.
Inside, they often have problems with stairs and need help with bath-
ing and might need minimal assistance (cuing, standby) with dressing.

7 Severely frail Completely dependent for personal care, from whatever cause (physical
or cognitive). Even so, they seem stable and not at high risk of dying
(within � 6 months)

8 Very severely frail Completely dependent, approaching the end of life. Typically, they
could not recover even from a minor illness.

9 Terminally ill Approaching the end of life. This category applies to people with a
life expectancy < 6 months, who are not otherwise evidently frail.
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How Might Frailty Be Applicable To Critical Care?

Regardless of the tool used to define frailty, it is the concept that may have direct
relevance to critical care. Based on data from the Canadian Study of Health and
Aging, the prevalence of frailty in the elderly demographic may be as high as
43 % [20]. Utilization of ICU resources by the elderly is rising, and consequently
the prevalence of pre-existing frailty in patients admitted to the ICU is also likely
increasing [14]. Additionally, simple measures of burden of pre-existing disease
and global function such as residency in a nursing home facility have also been
shown to correlate with mortality and post-ICU quality of life [31, 32]. Validated
measures of frailty have also been shown to have added discriminatory value for
postoperative complications, delirium or poor outcomes when used in conjunc-
tion with established perioperative risk scales or in estimating survival for
patients admitted to ICU with severe pneumonia [13, 33–35]. Consequently, pre-
existing frailty may significantly impact health resource utilization in critical ill-
ness, in both the short-term (i.e., increased length of ICU stay, prolonged hospi-
talization) and long-term (i.e., rehabilitation, institutionalization, rehospitaliza-
tion, reduced quality of life).

Independent of age and pre-morbid functional reserve, critically ill patients are
at increased vulnerability to adverse clinical outcomes. This may be characterized
by intermittent deteriorations in clinical status requiring increases in the degree of
organ support, without which the critically ill patient may die [36]. Furthermore,
severe sarcopenia, motor weakness, and functional impairment that would nor-
mally take years to develop in the outpatient setting in a ‘frail’ patient, may
develop over markedly reduced time frames (i.e., days to weeks) in 5–10 % of crit-
ically ill patients [37–39]. This so-called syndrome of chronic critical illness
shares many features with frailty in elderly patients and is associated with both
increased risk of ICU death and, in survivors to hospital discharge, significantly
reduced quality of life. Chronic critical illness also chokes health resources, result-
ing in prolonged durations of hospitalization and rehabilitation [40]. In fact, func-
tional dependence after critical illness is correlated with two of the more promi-
nent phenotypic features of characterizing frailty: Inability to walk and poor
upper extremity strength [37]. Although these complications are often viewed as
an unavoidable consequence of critical illness, we hypothesize that they may actu-
ally be an unintended byproduct of our current conceptual model of ICU therapy.

How Might We Treat Critical Illness More Effectively?

Recognition of the complex nature of frailty in the elderly has resulted in the
investigation of multi-dimensional home-based interventions intended to inter-
rupt the vicious cycle. In the ongoing British Frailty Intervention Trial (FIT) [41],
individualized nutritional, social, psychological and physical interventions tar-
geted at the core dimensions of frailty are being evaluated in a group of elderly
adults who are considered frail by the operational definition proposed by Fried et
al. [22]. These interventions include nutritional intake analysis, home meal deliv-
ery and high calorie/high protein meal supplementation, day activity groups, psy-
chiatric referral and home physiotherapy.

A similar approach may have value for interrupting the development of new or
exacerbation of existing frailty in the critically ill. The potential role of inflamma-
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tion in the development of acquired muscle weakness is being emphasized in the
critically ill [42]. Other elements that may contribute to the development of weak-
ness and frailty in the ICU include immobilization, suboptimal nutritional sup-
plementation and ineffective substrate utilization, all of which may be further
compounded by the effects of medications such as neuromuscular blockers and
corticosteroids [43]. The importance of adequate nutritional support, daily seda-
tion interruption, early mobilization and physiotherapy to prevent physical
deconditioning, and the psychological consequences of critical illness for both
patients and their caregivers are being increasingly recognized as important
determinants of quality-adjusted survival in critically ill patients [44–48]. Per-
haps other multi-modality therapies targeting the vicious cycle of frailty, such as
neuroendocrine manipulation and attenuation of the catabolic response are
important adjuncts [49, 50].

The challenge remains how to organize and deliver the complex web of inter-
ventions that are required for the critically ill patient. Care maps for managing
the process rather than the content of care for the chronic critically ill are being
developed, due to the exorbitant associated costs of care [51]. It is hoped that
similar benefits in terms of length of stay, costs of care, and overall patient satis-
faction that have been demonstrated in other medical specialties will be seen in
the critically ill [52].

How Might Frailty Change Our Current Understanding Of Critical Care?

In our current conceptual paradigm, a major role of the critical care specialist is
to minimize the injurious effects of somatic support and interventions for acute
physiologic derangement. However, given the modifying impact that functional
status and co-morbidity likely exert on prognosis, the development of frailty and
the effects of restorative therapies may be viewed as tempering the gains achieved
by advanced life supportive therapy. Perhaps it is the inattention to pre-existing
frailty and the processes and treatments that affect its development during criti-
cal illness that have contributed to the difficulty in evaluating the efficacy of
selected critical care therapies. Specifically, while our organ support technologies
will temporarily sustain life for our patients, this is not synonymous with healing
and recovery. Consequently, this conceptual model may not be complete (Fig. 2).

Fig. 2. ‘Opposing forces’ model.
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Fig. 3. ‘Dimensions of care’
model.

Conceivably the impact of critical illness and its treatment on functional reserve
is a poorly recognized but fundamental determinant of survival or death. Restor-
ative therapies that aim to improve reserve, such as physiotherapy, early mobili-
zation and nutritional support, are being increasingly recognized as important
components of critical care treatment [44–47]. Thus, restoration of reserve could
conceptually be considered a principle objective of critical care support; appro-
priate and skillful application of somatic support may be a means to provide ade-
quate time for recovery of physiologic reserve while minimizing iatrogenic injury.

Accordingly, the critically ill patient could be viewed as being in a homeostatic
tug-of-war, with depletion of reserve and restorative therapies pulling the patient
towards death and survival, respectively. In this model, critical illness may repre-
sent an acute ‘unraveling of homeostasis’, whereas the role of somatic support
could be seen as bolstering homeostasis and allowing the tug-of-war to continue
(Fig. 3). Life supportive treatments do not necessarily result in survival unless the
acute insult is treated before physiologic reserve is depleted or restorative treat-
ments have improved pre-existing and/or acquired frailty. If this model proves
valid, objective measures of diminishing reserve despite optimal restorative ther-
apy may provide much needed support and reinforcement for clinicians engaged
in end-of-life decisions [1].

Conclusion

Critical care practitioners clearly recognize that patient-centered outcomes, such
as quality of life and functional status post-ICU discharge, are as important to
patients as survival itself [53–55]. The short-term successes of life supportive
therapy do not necessarily always translate into optimal long-term survival. The
current subspecialty-based focus on short-term treatment during each stage of
illness results in therapeutic fragmentation. Together, patients and their physi-
cians must share responsibility for reconciling short- and long-term treatment
objectives in the context of a continual assessment of trajectory of illness. Accept-
able health outcomes for each individual may change with time, but should
remain clearly defined during the journey from acute decompensation to either
death or recovery. This requires the creation of a more complete conceptual para-
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digm that includes those processes that may influence the transition from health
to illness and back, such as pre-existing frailty and its development during criti-
cal illness. Hopefully, the result will be a philosophical and ethical framework that
allows physicians to identify what technology can and can not accomplish,
thereby facilitating the delivery of more effective and just health care.
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Introduction

Access block affecting the emergency department (ED), also known as boarding
in the United States and Canada, can be described as a phenomenon comprising
almost all the challenges in the world of modern EDs. We use the analogy of par-
allel universes to illustrate both the complexity and the severity of the problem.
In the world of physics, many attempts have been made to create a mathematical
solution that can answer the more basic questions about physical phenomena in
the universe. This has been known as ‘Theory of Everything’. Albert Einstein
spent 30 years of his life trying to solve this ‘Theory of Everything’, but failed [1].

In the parallel universe of emergency medicine, access block, or delays in admis-
sion of patients to hospital inpatient areas from EDs, can be described as a whole
system problem, the equivalent to the ‘Theory of Everything’. It remains a funda-
mental challenge, prompting comments such as: “Access Block and ED overcrowd-
ing have created a dynamic tension and the future of emergency medicine will be
determined by the resolution of this conflict” [2].

Despite access block and overcrowding in EDs being redefined, investigated
and managed in multiple ways, it is far from being resolved [3, 4]. This chapter
summarizes the evidence from access block studies, exploring hospital, patient or
medical interventions to reduce the impact of access block in terms of ambulance
diversion, impaired access to emergency care, compromised clinical care, pro-
longed pain and suffering as well as increased comorbidity and mortality associ-
ated with prolonged ED length of stay.

According to the Australasian College for Emergency Medicine (ACEM) access
block is defined as “the situation where patients are unable to gain access to
appropriate hospital beds within a reasonable amount of time, no greater than 8
hours” and ‘overcrowding’ refers to “the situation where ED function is impeded
by the number of patients waiting to be seen, undergoing assessment and treat-
ment, or waiting for departure, exceeding the physical or staffing capacity of the
department” [5, 6].

Access block has been linked to increased ED waiting time for medical care
and leads to ED overcrowding. This overcrowding is generally accepted as a rea-
son for decreased efficiency and quality of care, and has also been linked to an
increased incidence of adverse events [5, 6]. It has been indicated that the ‘Theory
of Everything’ has some fundamental problems [1]. Access block is also full of
them. The first problem is that most interventions produced to date have had
some positive effects, although not necessarily on access block itself; however,
they have been of short duration or have had limited or short term impact [7].
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In the last decade, the UK reduced the acceptable waiting time for admission to
hospital from the ED to four hours. This is known as the ‘Four-Hour Target’,
where 98 % of patients must be seen and treated within four hours. It has pro-
duced significant effects (both positive and negative). In Australia and New Zea-
land, the positive effect generated in the UK prompted the New Zealand govern-
ment to implement a similar version – or a ‘six-hour target’. In Australia, the
State of Western Australia decided to implement the ‘four hour target’ and its
implementation is in the final stages. The South Australian health system is also
in the process of implementing it. In relation to the negative effect, in the UK it
has been reported that the ‘four hour target’ has been overused in an inflexible
way by some hospitals. A Mid-Staffordshire Trust report claimed that many
patients died because of substandard care driven by the Trust management’s wish
to achieve Key Performance Indicators (KPIs) at any cost. This report has been
tabled in the British parliament and the continuation of this policy has been re-
considered by the new UK government [8, 9]. However, the dilemma remains – is
the four or six hour rule going to achieve its purpose?

The second problem is that access block has been described as a disease where
the symptoms can be managed but the fundamental problem remains as yet
unsolved [10].

The third problem is that access block is frequently associated with bed capac-
ity and there are studies confirming that hospital wards cannot be run at around
100 % occupancy for long without considerable risk to patients as a result of
delayed admission from the ED [11, 12]. Most hospitals are run at full capacity
and the problem is exacerbated by significant pressures in health care, such as
natural events (earthquakes, flu pandemics, floods, bushfires, etc.) or long wait-
ing lists for elective surgery. It has been demonstrated that a finite-capacity sys-
tem with variable demand cannot sustain both full utilization and full availability.
A single level of ideal or safe occupancy suitable for all situations is a simplistic
interpretation and application of the underlying science [12]. Therefore, specific
studies and actions are necessary to understand and deal with the problems of
long waiting lists and access block in any given health care facility [12].

Magnitude of the Problem

Recent literature reviews have demonstrated that most authors agree on three
things [7, 13–15]:

A. the problem is getting worse
B. it is associated with poor health outcomes, and
C. there are mainly three levels or factors associated with the problem, namely

patient centered, hospital/system and clinical factors

In relation to patient-centered factors, we are interested in understanding the
operation of EDs and how this is impacted by access block and overcrowding, and
the resulting effects on patients and staff. To do so we need to identify clinical/
system factors, and which interactions may be influenced across departments,
such as EDs, medical and surgical wards, intensive care units (ICUs), operating
rooms, radiology departments and ambulance services.

It has been confirmed that in Australia, the ED rate of presentation per 1,000
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Ambulance

Increased ambulance
holding time at the ED.
Reduced ambulance response 
capacity
Increased ambulance response 
times
Increased ambulance delay

Operating Room

Increased time to definitive treatment 
for surgical cases with impact on 
outcome (e.g., #hip, acute abdomen)
Delayed time seen in ED to surgery 
commence

Emergency Departments (EDs)

Reduced capacity and overcrowding, 
Increased waiting time
Lower staff to patient ratio
Increased risk of errors 
Less supervision by seniors 

Radiology and Pathology

Increased delays to receive key 
diagnostic services
Decreased capacity for radiology to 
process tests and results
Conditions like stroke and acute 
abdomen may result in poorer outcome. 
Increased delay time from ED arrival 
to first radiology and arrival to CT for 
selected conditions

Medical/Surgical Wards and ICU

More patients being sent to ‘outlier wards’? 
Wards less likely to deliver specialized care?
Increased poor outcomes?
Difficulties in measuring ward history information

Policy Interventions

Which policy interventions 
reduce the impact of access block 
on patient outcomes? ?

population increased by 35 % between 2003 and 2008. There were 1.98 million
more presentations to Australian EDs in 2006–2007 (6.7 million) compared to the
2005–2006 financial year (4.8 million) [7]. As a result of the increased demand
and co-incident bed shortages, occupancy rates in most hospitals were greater
than 85 %, which has been considered the maximum level for efficiency [6,
11–15].

Hospital and System Factors

In order to understand the complexity of the problem, we need to understand
the flow on effect of access block on EDs and the cascading effect on other ser-
vices.

Policy Interventions

Easy answers are elusive (Fig. 1). The literature has identified multiple policy
interventions that have temporarily reduced the impact of access block and ED
crowding. However, one of the challenges is to identify which interventions have
been implemented and how they have affected specific areas, namely EDs, ambu-
lance services, radiology, operating rooms, medical and/or surgical wards, and
ICUs.

There is strong evidence suggesting that initiatives to avoid or reduce the duration
of hospital admission such as transit lounges, observation wards, multidisciplinary
team interventions, additional ED staff and rescheduling of some services have pro-
duced positive effects, while ED expansion on its own has not been demonstrated to
have a significant effect on hospital diversion nor length of stay [16–21].

Fig. 1. Effect of access block on other parts of the hospital. Diagram of the flow-on effect of access
block to other parts of the hospital, including ambulance, radiology and pathology, operating rooms,
medical, surgical wards and ICU. CT: computed tomography
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Many hospitals have reported that, by increasing staff capacity, they have been
able to reduce ED length of stay [22]. In addition, other initiatives have combined
multiple strategies to avoid admission such as transit lounges, short stay wards,
and transit bays with alternatives to admission such as fast track and ambulance
diversion [16, 23–27]. Other initiatives have transcended from the ED to other
services. For example, it has been found that interventions initiated by nurses,
such as nurse initiated X-ray services improve patient satisfaction, without
impact on access block or ED crowding. Mental health patients can benefit from
the co-location of psychiatric emergency services within the ED, by the earlier
delivery of specialist mental health care [28–30].

In a recent literature review, it was confirmed that at least 62 % of interven-
tions reporting strategies to manage existing resources, had at least one positive
effect on different parts of the health system [7]. Hospital restructuring has also
been found to have a positive effect in Canada [31]. However, not all interven-
tions have had the same effect. Access to general practitioner services within the
hospital has had mixed results. It has been considered unsuccessful in some hos-
pitals in Australia and New Zealand but has been reported effective in diverting
patients from EDs in the Netherlands [32–34]. No Australasian study has
reported any effect on the availability of co-located services at reducing access
block or ED crowding, but they have shown that very low acuity patients con-
sume a minimal part of ED resources and are cheaply and quickly treated at hos-
pital EDs [7].

Individual initiatives, such as expanding the ED capacity from 24 to 54 beds,
in isolation, without addressing other bottlenecks in the hospital, are ineffective
and insufficient to produce significant changes on ambulance diversion or the
proportion of patients who left without being seen [21].

In general, policies to reduce or control overcrowding have been associated
with the majority of access block cases in Canada. They are perceived by ED
directors as largely ineffective [35]. In the UK, policies such as early hospital dis-
charge and the four hour target have had unintended consequences, such as the
creation of incomplete episodes of care that have resulted in increases in the per-
centage of readmissions [8–9, 13].

Emergency Departments

Access block and consequent ED overcrowding constitute the greatest threat to
quality emergency care. Inadequate hospital bed capacity and flexibility, or lack
of an available bed when it is needed, result in the delay of transfer of patients
from ED to an appropriate in-hospital bed, particularly to medical and surgical
wards as well as ICUs [5–7].

Access block and the ED overcrowding it causes, constitute the greatest threat
to quality emergency care, being associated with increased risk of errors, delayed
time-critical care, increased morbidity and excess deaths [7, 10, 11, 31, 36–40].

There is evidence that ED length of stay targets such as the ‘four hour target’
can produce important changes in work practices, hospital and system processes,
and discharge planning, leading to more efficient use of resources and reducing
ED overcrowding [41]. However, evidence also demonstrates that emphasis on
time alone, rather than quality of patient care, can adversely affect patient safety
and staff morale [8, 9].
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Ambulance Service

Ambulance bypass or diversion is the situation where ambulances cannot deliver
patients to the closest hospital as a result of overcrowding in that hospital. It has
been identified especially in urban areas as one of the more serious issues result-
ing from access block [7]. Access block and overcrowding have also resulted in
extended delays either at the scene in the community or in transport time from
the scene to hospital. Simple expansion of the ED does not have a significant
effect on ambulance diversion [21]; instead, ED length of stay increased [21]. In
addition, the improvement in the proportion of patients who left the ED without
being seen was minimal. Internet-accessible emergency department workload
information may reduce ambulance diversion [27]. The main effects of access
block on ambulance services include increased ambulance holding time at the
ED, reduced ambulance response capacity, increased ambulance response times,
increased ambulance delays, and increased mortality [38].

Radiology and Pathology

Rapid access to diagnostic services from EDs is important [42]. It has been found
that radiology and pathology tests initiated by nurses improve patient satisfaction
[28, 29]. There is evidence of increased test ordering using these providers [43].
It has also been documented that EDs and inpatient units are facing challenges
associated with the impact of access block and ED overcrowding on radiology
and pathology. Increased demand for imaging can result in delays to receiving
those services as well as errors in the production and processing of radiology
orders [6, 7]. The same has been reported for pathology services, resulting in
poor health outcomes for certain conditions such as stroke and acute abdominal
conditions [43, 44].

Operating Room

Access block can cause delays to definite treatment for surgical cases with adverse
impact on outcome, such as hip fractures and acute abdominal conditions. This
is often exacerbated by operating room closures during holiday periods such as
Christmas and the New Year periods. In addition, access block may interrupt
elective surgery which may have escalating effects on the whole system. Cancella-
tion of elective surgery, for example, has been found to have an important effect
on funding arrangements, hospital capacity and the way operating rooms are uti-
lized [45].

Medical, Surgical Wards and the ICU

Pressure to admit patients more rapidly from the ED can result in patients being
sent to ‘outlier wards’; wards less likely to deliver specialized care. When bed
occupancy rates are reduced, patient flow improves by allowing patient transfer
to the wards, which, in turn, frees up EDs, so that patients from the waiting room
or ambulance bay can be seen and processed, reducing ED length of stay, ambu-
lance diversion and operating room cancellations [20, 46–48].
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Potential Solutions

It has been reported that the efficiencies gained from successful implementation
of national access targets, such as the ‘four hour target’, may lead to a one off
improvement in capacity and access to beds through improvement in processes,
possibly the equivalent of 5–8 % capacity [8, 49]. Access targets may help our
health systems deal more effectively with the long-term growth in demand for
acute beds of about 2–4 % per year but cannot be the only solution. Increased
physical bed capacity in hospitals in order to reduce bed occupancy levels is
required.

Out of hospital, demand management strategies and improved community
support are also necessary. In particular, the demand associated with aged care
and mental health must be addressed as a matter of urgency so that sufficient
resources are available for these patients to be treated in the community, thus
avoiding acute hospital admission where appropriate.

Accurate audit or research data for the benefits/risks of introducing these tar-
gets are limited. Evaluation, continuous audit, and transparent dissemination of
results are essential to allow flexible changes in response to outcomes at the local
level, and across the system. Consideration of each hospital’s differing circum-
stances, for example, local populations and disease severity, availability of spe-
cialized resources or staffing models, must guide local implementation. Rigorous
and independent monitoring at the national level must be mandatory to safe-
guard quality clinical care, and to ensure optimal use of health system resources
[49].

In summary, the patients most affected by access block and overcrowding are
those who, because of their medical condition require unplanned admission to
hospital [6, 7, 10, 13–15]. The reasons for some patient groups being more
affected by access block are multifactorial and complex. Deleterious effects as a
result of overcrowding and access block have been found in trauma patients [39],
and include: Increased delays in transfer to ICU [46–48]; delays in pain treatment
[6, 7]; increased numbers of patients who did not wait for treatment [36];
increase in patient adverse events [37]; and increased mortality [38, 39].

Additional resources will be required for redesigning current processes,
improving access to diagnostic and other support services and making effective
use of hospital infrastructure over extended hours. In particular, appropriate, and
improved, staffing of EDs, general wards and diagnostic and support services is
necessary to ensure prompt, timely and safe care for patients, 24 hours per day,
every day [49].

Resources must support the continued ability of the ED, hospital and commu-
nity providers to fulfill clinical education, training and supervisory obligations in
accordance with national professional guidelines and standards [49]. In relation
to the evidence about what works and what does not work, the majority of the
evidence on interventions comes from single hospital rather than multicenter
studies. In order to improve the type and success of access block interventions
more multilevel studies are needed instead of retrospective or observational/
descriptive studies.
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Conclusion

If we considered access block as a disease then we would be forced to treat only
some of the symptoms, but the fundamental condition would remain unaffected
[7, 10]. As indicated above, many interventions have been partially successful, but
as long as the fundamental causes remain, the symptoms sooner or later will re-
emerge [7].

In large EDs, 40 % or more of staff time is spent caring for patients who are
waiting for a bed, rather than looking after new emergency patients [50]. An
emphasis on what is clinically appropriate for patients underpins success in
improving access to care. In relation to potential solutions, in addition to ade-
quate mental health and transitional care beds (flexible beds) there is a need for
robust, long-term data collection and system dynamic analysis [42]. Finally,
transparency and free access to data must be made available to those who under-
stand the health care system and can provide possible ways to improve the sys-
tem. This must include researchers and clinicians as well as policy makers and
bureaucrats.
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Introduction

Patients who undergo high-risk non-cardiac surgical procedures represent a large
proportion of admissions to intensive care units (ICUs) in the developed world
[1]. Ideally, surgeons, anesthesiologists, and intensivists admitting surgical
patients to ICUs target the patients who will benefit most from this highest level
of postoperative care. However, accurately identifying which patients are at high
risk of complications or death after major surgery remains difficult. For example,
a recent study in the United Kingdom demonstrated that patients undergoing
high-risk general surgical procedures comprised only 12.5 % of surgical admis-
sions to hospitals but over 80 % of deaths, with less than 15 % of these high-risk
patients admitted to the ICU postoperatively [2].

Postoperative outcomes are a result of the complex interplay between the exact
general surgical procedure performed, the previous health of the patient, and
specific intra- and postoperative events. Outcomes may also be influenced by
aspects of the particular healthcare system, such as the surgical procedure volume
at different hospitals [3], as well as care options, such as the availability and suit-
able use of intensive care beds. Appropriate triage of patients to intensive care
postoperatively may have a large impact on outcomes after non-cardiac surgery.
This chapter reviews the patient factors and scoring systems developed to help
with triage, describes current ICU triage recommendations for postsurgical
patients, and identifies potential ways to improve evaluation and management of
high-risk postoperative patients.

Prediction of Postoperative Outcomes

Predictors of postoperative outcomes may be divided into three categories:
Known preoperative risk factors; the risk associated with the specific surgical
procedure; and the unique aspects of each operative case that may contribute to
a particular patient being at high risk for complications or death after surgery.

Preoperative Evaluation

Many preoperative risk factors can help distinguish which patients are most likely
to experience poor postoperative outcomes. In particular, preoperative comorbi-
dities are well-established as predictors of both morbidity and mortality after sur-
gery and can be measured in different ways (Table 1). Perhaps the best known is
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Table 1. Select scoring systems available for assessment of postoperative risk

Scoring
system

Year Number of vari-
ables

Inclusion of
intraoperative
variables

Outcomes
predicted

Simplicity Objectivity

Preoperative

ASA 1941 Unlimited No None Simple Subjective

Charlson
Comorbidity
Index

1987 19 No Mortality Mildly
complex

Objective

RCRI 1999 6 No Major car-
diac compli-
cation

Simple Objective

Postoperative

P-POSSUM 1998 12 physiologic,
6 operative

Yes Morbidity &
mortality

Complex Objective

E-PASS 2001 6 preoperative,
3 operative

Yes Morbidity &
mortality

Complex Subjective
(includes
ASA)

NSQIP 1997 57 preoperative,
15 operative

Yes Morbidity &
mortality

Complex Subjective
(includes
ASA)

SAS 2007 3 operative Yes Morbidity &
mortality

Simple Objective

Intensive care

APACHE I-IV* 1981–2006 > 10* No Mortality Complex Objective

SAPS I-III* 1983–2005 > 10* No Mortality Complex Objective

MPM I-III* 1985–2007 > 10* No Mortality Complex Objective

SOFA 1994 6 No None Mildly
complex

Objective

MODS 1995 6 No None Mildly
complex

Objective

* Dependent on the version of the scoring system used
ASA: American Society of Anesthesiologists’ physical status; RCRI: Revised Cardiac Risk Index; APACHE:
Acute Physiology and Chronic Health Evaluation; SAPS: Simplified Acute Physiology Score; MPM: Mortal-
ity Probability Model; SOFA: Sequential Organ Failure Assessment; MODS: Multiple Organ Dysfunction
Score; P-POSSUM: Portsmouth Physiological and Operative Severity Score for the enUmeration of Mor-
tality and morbidity; E-PASS: Estimation of Physiologic Ability and Surgical Stress; NSQIP: National Surgi-
cal Quality Improvement Program; SAS: Surgical Apgar Score.

the American Society of Anesthesiologists’ (ASA) physical status classification
system. This is a widely used preoperative scoring system that describes the over-
all health of the patient and burden of comorbidities. The score is ideal in being
simple to apply and requiring no laboratory data; however, it is also subject to
substantial interobserver variation in score assignment [4]. Despite this inherent
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subjectivity, the ASA classification has been recognized as a helpful predictor of
potential postoperative morbidity and mortality [5]. Another scoring system of
preoperative comorbidities is the Charlson Comorbidity Index, which assigns
weights to a variety of systemic diseases and predicts long-term survival [6].
While more detailed than the ASA classification, this score is usually considered
more useful for research purposes than for risk stratification in real time. There
are also organ system-specific scores, most notably the Revised Cardiac Risk
Index (RCRI), a scoring system that incorporates six factors to predict the risk of
major cardiac events after non-cardiac surgery [7]. None of these scoring systems
alone is generally sufficient to provide adequate information regarding the risk
for an individual patient. The RCRI predicts only cardiac risk, while the ASA and
Charlson Comorbidity Index do not incorporate variables specific to the surgical
procedure.

These preoperative scoring systems encompass a wide range of patient vari-
ables to produce a composite score. Individual patient factors have also been
identified in large studies as independently predicting increased risk of morbidity
and mortality after surgery, including age and poor nutritional and functional
status [8, 9]. Functional capacity at baseline may indicate how a patient will
respond to surgical stress in the perioperative period. Recent guidelines from the
American College of Cardiology Foundation (ACCF) and the American Heart
Association (AHA) for preoperative cardiovascular risk evaluation in non-cardiac
surgery rely on a modified version of the Duke Activity Status Index. This ques-
tionnaire estimates energy requirements for various patient activities. Depending
on a patient’s functional capacity, clinical risk factors, and type of surgery, the
ACCF/AHA guidelines recommend either proceeding with surgery or further car-
diac evaluation prior to the planned procedure. Clinical risk factors include active
cardiac conditions and elements of the RCRI, and surgical procedures are divided
into those that are low, intermediate, or high risk [10]. While these guidelines
only address cardiovascular risk, they illustrate the importance of including both
the patient’s preoperative status and the particular surgical procedure for evalua-
tion of the risk of poor postoperative outcomes.

Intraoperative Events

Surgical duration and urgency have both been shown to impact postoperative
outcomes, with longer duration and emergent procedures associated with worse
outcomes [2, 9, 11]. Preoperative patient characteristics were the most important
predictors of postoperative mortality in a large study of the Veterans Affairs data-
base, but operative complexity became a significant predictor with highly com-
plex procedures [12]. Pearse et al. defined high-risk surgical procedures as those
with at least a 5 % risk of mortality and found that these procedures, in combina-
tion with advanced age, comorbidities, and emergency surgery, were highly pre-
dictive of increased risk of death postoperatively [2]. While the weight of the
effects of patient- and surgery-specific factors on postoperative outcomes varies
across different studies, it is clear that it is ultimately the combination of the two
that contributes to morbidity and mortality after surgery.

Surgical patients are unique as hospital patients in having a prolonged period
of time in the operating room when they are closely monitored, providing
detailed information on the physiologic perturbations associated with the anes-
thesia and surgery itself. The individual experience of a patient during surgery
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may have a large impact on outcomes. In particular, hemodynamic stresses to the
body manifested as extremes of vital signs may influence the postoperative
course. One study demonstrated that intraoperative tachycardia in long, compli-
cated surgical procedures was independently associated with a composite mea-
sure of poor outcome [13]. In another case-control study, intraoperative tachycar-
dia requiring treatment was associated with a significantly increased risk of ICU
admission, prolonged hospital stay, and hospital mortality [14]. A prospective
cohort study in elderly patients showed that ASA class, emergency surgery, and
intraoperative tachycardia were the most important predictors of adverse out-
comes after surgery [11]. These three studies indicate that intraoperative tachy-
cardia is associated with a wide spectrum of poor postoperative outcomes. Unan-
swered questions raised by these studies are whether tachycardia represents inad-
equate preoperative beta-blockade for high-risk patients or whether better con-
trol of intraoperative tachycardia would improve postoperative outcomes.

In addition to heart rate, blood pressure extremes may also predict outcomes
after surgery. A prospective evaluation of over 1,000 patients revealed only three
significant independent predictors of one-year mortality after major general sur-
gery: The Charlson Comorbidity Index, the cumulative deep hypnotic time, and
intraoperative hypotension [15]. Other researchers found that the risk of one-year
mortality in elderly patients may be influenced not only by the presence or
absence of hypotension but by its duration as well. The cut-off value associated
with an increased risk of one-year mortality was only 5 minutes for mean blood
pressure less than 50 mmHg but 30 minutes for mean blood pressure less than 60
mmHg [16]. It is important to note, however, that intraoperative hypertension has
also been associated with poor outcome [13], suggesting that it is not just a single
hemodynamic response but many different types of physiologic stress that may
affect postoperative morbidity and mortality in surgical patients.

Perioperative Scoring Systems

A number of scores aid in prediction of death specifically for patients admitted to
the ICU (Table 1). While not developed solely for surgical patients, all of these
scores account for postsurgical patients and provide risk prediction. The most
commonly used scores are the Acute Physiology and Chronic Health Evaluation
(APACHE) score, the Simplified Acute Physiology Score (SAPS), and the Mortality
Probability Model (MPM) [17, 18]. The Sequential Organ Failure Assessment
(SOFA) and the Multiple Organ Dysfunction Score (MODS) are two other ICU
scoring systems used to describe organ dysfunction over the course of the ICU
stay [19, 20]. The main problem with all of these scoring systems for triage of
patients is that they were developed and validated on patients already admitted to
the ICU, and they do not necessarily provide adequate prediction for a broader
range of patients. Moreover, none of the ICU scoring systems takes into account
specific intraoperative data from the surgical procedure itself.

Other scoring systems were created specifically for surgical populations to aid
in postoperative predictions of morbidity and mortality, regardless of admission
to the ICU. These scores incorporate patient and surgical factors to predict post-
operative outcomes (Table 1). One of the most widely used is the Portsmouth
Physiological and Operative Severity Score for the enUmeration of Mortality and
morbidity (P-POSSUM), comprised of twelve physiological variables and six oper-
ative variables. The Estimation of Physiologic Ability and Surgical Stress (E-PASS)
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is another system calculated from six preoperative variables and three intraopera-
tive variables [17]. In the United States, the National Surgical Quality Improve-
ment Program (NSQIP) was developed to allow comparison of risk-adjusted sur-
gical outcome data between hospitals. The risk prediction requires collection of
97 perioperative variables [21]. Finally, the Surgical Apgar Score (SAS) was
derived to provide a simple postoperative assessment of patients at the end of a
surgical procedure. The score is calculated from three intraoperative variables
and predicts those patients at highest risk of postoperative complications and
mortality [22]. All of these surgery-specific scoring systems can be applied to
patients postoperatively irrespective of patient location. Indeed, none use ICU
admission as a variable or as an outcome measure.

A major concern is that most of these scoring systems were created and evalu-
ated for the purpose of audit, benchmarking, and assessment of quality of care.
As such, they are valid for predicting outcomes in groups of patients, but they
may not be useful or accurate for individual patients [18]. In addition, some of
the scores, such as SOFA, MODS, and SAS, are much easier to implement in real
time compared with others (such as NSQIP) to allow for an understanding of a
patient’s current status and to potentially assist in individual triage decisions.

Postoperative Complications

Despite increasing recognition of the importance of postoperative complications
as outcomes, previous research and scoring systems primarily focused on short-
term (hospital or 30-day) mortality as the main postoperative outcome measure
[18]. However, complications potentially result in greater morbidity for patients,
increased length of hospital stay, and higher hospital costs. The focus in U.S.
healthcare has recently shifted towards an increased emphasis on measuring com-
plications because of a change in hospital reimbursements in 2008 by the Centers
for Medicaid and Medicare Services (CMS). The CMS implemented a pay-for-per-
formance initiative designed to improve the quality of health care delivered to
patients. Hospitals no longer receive additional reimbursement when Medicare
patients experience certain ‘preventable’ complications, some of which are clearly
postoperative concerns, such as mediastinitis after cardiac surgery or an object
retained inside the patient after surgery [23]. While increasing attention to these
outcomes, it is unclear whether these economic incentives will result in a reduced
incidence of postoperative complications.

Data also suggest a link between the development of postoperative complica-
tions and long-term outcomes. In recognition of the potential importance of
complications, NSQIP provides prospective data collection on postoperative mor-
bidity as well as mortality. Using the NSQIP dataset merged with a Veterans Ben-
efits Administration database, a multicenter study of over 100,000 Veterans
Affairs hospital patients undergoing eight different surgical procedures demon-
strated that the presence of any complication within the first 30 postoperative
days was an important predictor of 5-year survival, independent of preoperative
risk [24]. Recognition and avoidance of postoperative complications may thus
reduce short-term morbidity and costs of care, and also impact long-term out-
comes.
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“Failure to Rescue”

In two large studies of U.S. hospitals, Ghaferi et al. found that patients undergoing
general and vascular surgical procedures had similar postoperative complication
rates across hospitals but a very wide range of postoperative 30-day mortality rates
[25, 26]. The rates of “failure to rescue” (proportion of deaths in patients who
developed a postoperative complication out of the total number of patients who
developed a postoperative complication) were much higher in high-mortality hos-
pitals. The authors suggest that rather than differences in complication rates, it is
differences in rates of “failure to rescue” that better explain hospital variation in
post-surgical mortality; those hospitals with higher mortality may not properly
recognize and manage postoperative complications when they occur [25, 26]. This
concept of “failure to rescue” shifts some of the focus from preventing the develop-
ment of complications to improving the care provided to manage complications.

Intensive Care Triage

Improved Outcomes with Intensive Care

Routine postoperative care in an ICU after high-risk surgical procedures may
allow for greater recognition and correct management of postoperative complica-
tions, thereby reducing long-term morbidity and mortality. While there is an
assumption that ICU admission may improve postoperative outcomes, no ran-
domized trials have addressed this issue. Given the limitations and variability of
ICU bed availability worldwide [27], many patients referred for ICU admission
must ultimately be refused. The potential benefit of intensive care in reducing
mortality for some groups of high-risk surgical patients is, therefore, suggested
by multiple observational studies primarily examining patients refused admission
to an ICU. In one prospective study that took place in seven countries, ICU
admission of mixed medical and surgical patients was associated with a substan-
tial reduction in 28- and 90-day mortality compared with patients refused admis-
sion. However, surgical patients were significantly less likely to be refused admis-
sion to an ICU than medical patients [28]. This discrepancy may be explained by
the fact that many patients with severe systemic illness who undergo surgical pro-
cedures for acute problems are still deemed to have a reasonable chance of recov-
ery. Moreover, curative surgery often represents an investment of resources in a
patient that may carry over to priority admission to an ICU.

Until recently, few studies emphasized the potentially different nature and
practice of triage decisions for postoperative patients compared with medical
patients. One recent study of patients in two British hospitals that did focus solely
on postoperative admission practices for high-risk surgical patients found that
only one-third of these patients received intensive care. Furthermore, patients
admitted to the ICU immediately after surgery had greatly improved survival
compared with patients who were re-admitted or had delayed admission to the
ICU postoperatively [29]. This study showed the potential drawbacks of ICU
underuse, but it did not include details of the triage decision-making process for
postoperative ICU admission. Objective, evidence-based criteria for ICU admis-
sion after surgery may facilitate resource allocation and potentially help identify
patients who would benefit most from admission to the ICU, with the ultimate
goal of improving postoperative outcomes.
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ICU Admission Guidelines

In 1994, the European Society of Intensive Care Medicine (ESICM) issued guide-
lines stating that patients should be admitted to the ICU if they have an unstable
condition or if they are at high risk of developing a severe complication [30]. The
American College of Critical Care Medicine then published broad guidelines for
ICU admission in 1999 [31]. A prioritization model was described to aid with
decision-making, ranging from Priority 1 (patients who will derive the most ben-
efit from admission) to Priority 4 (those who will not benefit at all). Priority 1
patients include hemodynamically unstable or ventilator-dependent postoperative
patients; Priority 2 patients are those who may need immediate intervention,
such as patients with chronic comorbidities with an acute surgical problem [31].
The Italian intensivist group SIAARTI (Società Italiana di Anestesia Analgesia
Rianimazione e Terapia Intensiva) published similar guidelines with specific rec-
ommendations for prioritization. A patient currently requiring intensive care
should have priority for ICU admission over a patient who only needs intensive
monitoring. This group also outlined a scale from Priority 1 (maximum benefit
expected) to Priority 4 (little or no benefit expected) for determining which
patients should take precedence for ICU admission [32]. Israeli consensus guide-
lines recommend ICU admission for all postoperative vascular or major general
surgery patients with severe underlying systemic disease [33].

None of these sets of criteria, however, offers guidance as to how to triage
patients of similar acuity. One method to allocate scarce ICU resources might be
on a first-come, first-served basis, as suggested by the American Thoracic Society
[34]. Current guidelines and studies also do not specifically target surgical popu-
lations. There are no universal criteria for postoperative admission of patients to
the ICU. In a recent editorial, Goldhill and Down observed that postoperative
critical care is highly inconsistent, with some groups of patients routinely admit-
ted to the ICU postoperatively and others rarely admitted [35]. In some hospitals,
patients are admitted postoperatively simply for monitoring, but it is unclear
whether using the ICU for this purpose actually improves postoperative out-
comes. While one early study found that a shortage of medical ICU beds led to
restriction of admissions solely for monitoring purposes with no effect on mor-
tality [36], no such study has been performed in surgical patients.

Alternatives to ICU Admission

Mandatory ICU admission could potentially lead to overuse of intensive care for
postsurgical patients, and a shift has occurred away from this practice. As an
alternative to intensive care, the high-dependency unit (HDU) provides a location
for patients with a potential but low risk of major complications who require
more care than the ward but less than that available in the ICU [37]. Over a 14-
year period from 1991 to 2004, postoperative care of major vascular surgery
patients in one center changed from mandatory ICU admission for all patients to
care for more than two-thirds of postoperative patients in an HDU and ward [38].
Another group retrospectively examined patients who had undergone radical
cystectomy with urinary diversion followed by mandatory admission to the ICU
postoperatively. They identified a stratification system for triage of these patients
to the ICU, HDU, or ward depending on the risk of requiring active treatment
such as invasive monitoring, vasoactive medications, or mechanical ventilation.
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However, there was no prospective evaluation of this postoperative risk stratifica-
tion system [39]. Finally, an eight-year observational study compared ICU admis-
sions for aortic abdominal surgery and surgery for lung cancer, two high-risk
surgical procedures, before and after expansion of the hospital’s post-anesthesia
care unit (PACU). Admission rates to the ICU dropped significantly for both
types of procedures, with no concomitant increase in postoperative morbidity or
mortality [40]. These studies illustrate the possibility of caring for high-risk sur-
gical patients in locations other than the ICU and highlight the potential for
development of procedure-specific criteria for postoperative ICU admission.

Post-anesthesia Care Units

Individual hospital resources are extremely variable and not all centers have
access to HDU facilities or proficient ward services. The PACU may often be used
as an ‘overflow’ location for postoperative surgical patients who are not stable
enough for ward care. Several issues may arise when a PACU is used to care for
more severely ill patients. Physician coverage of these patients may be unclear, as
anesthesia personnel, the primary surgical team, and/or an intensivist may all be
involved in caring for such patients. In addition, PACU nurses must be fully com-
petent and trained to care for ICU-level patients. Staffing patterns may need to be
augmented, with increases in services from different provider types, such as
respiratory therapists. Responsibility for record-keeping, daily progress notes,
ordering systems, and flowsheets must all be clarified [41]. While the PACU can
serve as a safety net for ICU patients during times of limited bed availability,
patients who would most benefit from postoperative ICU care would ideally gain
admission to the ICU immediately after surgery, as outcomes may be improved
with immediate rather than delayed ICU admission [29]. Therefore, for high-risk
patients, bypassing the PACU for immediate transfer to intensive care may ensure
the most efficient use of resources with the best outcomes.

Improvement of Postoperative Outcomes

A number of interventions have the potential to improve postoperative outcomes,
especially in high-risk patients.

Patient Interventions

Several studies show that hemodynamic optimization of high-risk surgical
patients improves outcomes after surgery. The goal of hemodynamic optimiza-
tion is to most efficiently match oxygen delivery to oxygen consumption. Tissue
hypoxia due to surgical stress may not be adequately monitored by heart rate,
blood pressure, or central venous pressure. Various invasive and non-invasive
devices provide alternate means of assessing and optimizing oxygen delivery,
including mixed or central venous oxygen saturation, cardiac index, pulse con-
tour analysis, or other parameters indicating preload. Many of the studies using
goal-directed hemodynamic therapy show decreased rates of postoperative com-
plications, mortality, and hospital length-of-stay [42]. Individualized goal-
directed therapy for high-risk surgical patients may improve outcome, but large,
multicenter trials are necessary before widespread adoption can occur. British
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consensus guidelines, however, do recommend preoperative therapy with intrave-
nous fluids and inotropes to attain predetermined cardiac output and oxygen
delivery targets in high-risk surgical patients as a way to reduce postoperative
mortality [43].

Hospital Interventions

A simple way of improving surgical outcomes may include hospital-mandated use
of a preoperative surgical safety checklist. A prospective study in eight countries
looked at the rate of postoperative complications before and after implementing
a checklist in all operating rooms. The checklist encompassed 19 items to ensure
patient safety before induction of anesthesia, before surgical incision, and before
exit from the operating room. All sites had reductions in major complication and
mortality rates after implementation of the checklist [44].

Another method to reduce morbidity and mortality may be to improve ICU
triage after surgery by creating and adhering to hospital guidelines that most effi-
ciently use intensive care resources. These guidelines could include patient- and
surgery-specific indications for admission to the ICU, HDU, or ward, and they
could also delineate an ICU prioritization system for patients of similar acuity.
‘Fast-track’ surgery is a recent concept encompassing multimodal pre-, intra-,
and postoperative interventions to improve outcomes after surgery. Each of these
approaches must be specific to the surgical procedure and focus on enhancing
postoperative recovery. Data are accumulating in a variety of surgical subspecial-
ties that support the feasibility of ‘fast-track’ surgery [45]. Although practices
vary, ‘fast-track’ surgery may mean more rapid progression through intensive
care or admission to a specialized PACU.

Use of dedicated intensivists to staff ICUs may also help improve outcomes for
high-risk surgical patients. In particular, intensivists may be the most appropriate
practitioners to assist in ICU triage and bed allocation. Furthermore, dedicated
intensivists may provide better care to ICU patients than non-specialized physi-
cians. A survey of Maryland ICUs that provide postoperative care for patients
undergoing abdominal aortic surgery showed that after adjusting for patient and
hospital characteristics, the absence of daily rounds by an intensivist was associ-
ated with significantly increased morbidity and mortality after this high-risk sur-
gery [46]. Similarly, rapid response teams with critical care-trained personnel
may evaluate patients with complications on the ward to better identify those
who might benefit from transfer to an ICU. Such teams may improve “failure-to-
rescue” rates. Based on this concept, many hospitals have created rapid response
teams [47], although their utility remains unproven in large multicenter studies.

Health Care System Interventions

On a health care system level, high volume hospitals and regionalization may also
decrease the risk of postoperative morbidity and mortality. In an analysis of
Medicare data, hospitals that performed a greater number of specific high-risk
surgical procedures annually had lower hospital mortality rates [3]. A meta-anal-
ysis of the effects of surgical volume and specialization recently showed that high
individual surgeon volume and surgeon specialization were independently associ-
ated with improved postoperative outcomes, but the relationship between high
hospital volume overall and outcome remained unclear [48]. Regionalization to
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high-volume centers or to individual specially trained surgeons for certain high-
risk procedures may be another way to improve outcomes after surgery, as is now
the model for trauma care [49].

Conclusion

High-risk surgical patients continue to make up a substantial proportion of ICU
admissions in most developed countries. Identification and optimization of these
patients prior to surgical interventions remains difficult. Pre-, intra-, and postop-
erative variables all play a role in the development of considerable morbidity and
mortality for high-risk patients. Appropriate decisions relating to the need for
intensive care after surgery are key for high-quality patient care, yet adequate sys-
tems for triage remain elusive. The potential exists for underuse of critical care
resources, with inappropriate lack of admission to an ICU for high-risk patients,
as well as overuse, with unnecessary admissions leading to increased length of
stay and costs. With the wealth of data now available regarding the perioperative
status of many of these patients, further research is needed to help facilitate opti-
mal care for postsurgical patients.
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Introduction

The goal of patient transportation is to enhance patient care by making investiga-
tions or treatments available that are not possible at the bedside or in the refer-
ring institution. Patient transport can be local, regional, national, and even inter-
national. Regardless, it requires the coordination of many teams, departments,
and institutions. This is complex and potentially dangerous. As a result, profi-
ciency should be taught not assumed. This manuscript offers a basic primer.

Transports can be divided into those within a single hospital site (intra-hospi-
tal transport) and those between different hospitals (inter-hospital transport).
Unless transport is performed safely, benefits can easily be outweighed by the
risks. In order to minimize patient risk during transport, regions should have
suitable guidelines or protocols. Fortunately, many national societies have pro-
duced guidelines [1–3]; unfortunately, these are not well known, widely taught,
or well practised.

In the same way that athletic relay races are often won or lost during handover
of a baton, patients are probably at their most perilous during handover from one
team to the next, or from one location to another. For over 30 years, the putative
risks of transporting critically ill patients have been assumed, but insufficiently
studied [4, 5]. It is widely assumed that critically ill patients are safer when static
in the intensive care unit (ICU). Patients presumably benefit from the ICU’s ready
access to cutting-edge equipment, close monitoring, and a high-ratio of well-
trained multidisciplinary staff. Critical care staff should make every effort to rep-
licate these ‘safety-nets’ during transport.

Risks during transportation are compounded for critically ill patients with
insufficient ‘physiological reserve’. This is because patients may be additionally
stressed when they are moved (even just between stretchers). They may also be
disconnected from monitors (meaning that vital signs are temporarily unknown),
and temporarily removed from positive pressure ventilation or placed on an infe-
rior transport ventilator (with the risk of lung-derecruitment or relative hypoven-
tilation). All these factors can result in increased morbidity and mortality for
transfer patients [6, 7]. It also means that a medical transport is more than just
a ‘medical taxi’. Safe transport means optimizing the patient beforehand and also
optimizing the team en route. As the saying goes, ‘failure to prepare’ is akin to
‘preparing to fail’.

Transfer of critically ill patients uses time and resources. In one British survey,
the average time from decision to arrival at the receiving hospital was approxi-
mately five hours, with an additional two hours for staff to return. Moreover,
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almost half (46 %) of these transfers occurred at night, or on weekends, when
hospitals are relatively short-staffed [8]. Therefore, we should not forget the
potential risk to patients who remain behind, especially in smaller centers. We
should also not ignore risks to the transport team, especially during inclement
weather. As such, part of safe patient-transfer is a judgment as to whether this is
the ‘right patient’, at the ‘right time’, and to the ‘right location’. This includes
deciding whether to get the patient to treatment, i.e., ‘scoop and run’ or whether
to get the treatment to the patient, i.e., ‘in situ resuscitation’. The demands of
medical transportation require that we make a “science of human performance”
and a “science of managing complexity” [9]. The goal is to make a “failure to res-
cue” unlikely, but also unacceptable. This starts by understanding the inherent
risks.

Risks

Risks can be subdivided into four major categories: Patient-related, equipment-
related; personnel-related (human factors); and process-related (organizational).
Many studies have confirmed adverse events associated with both inter-hospital
and intra-hospital transport of the critically ill patient [10–15]. Singh et al. [10]
studied urgent air transportation within Ontario, Canada. Over 19,000 patients
were transported over a two-and-a-half year period. These authors found that
approximately 5 % of urgent air transports involved a critical incident, 0.1 %
died, and the majority of adverse events involved cardiorespiratory deterioration.
They recognized many independent risk factors for adverse events including
mechanical ventilation, duration of transport, type of crew, and curiously female
compared to male sex. An Australian analysis [16] of adverse events studied 191
submitted incident reports that arose over seven years of transports. Fifteen per-
cent of patients showed major physiological derangement, 4 % had increased hos-
pital stay, and 2 % died. This study also attempted to determine causation. Of 900
potential contributors, they concluded that 54 % of preventable errors were asso-
ciated with human factors, and 46 % associated with process or organizational
factors.

More data exist for intra-hospital than for inter-hospital transport. In fact, in
a 2006 review, Fan et al. [17] found only five studies of inter-hospital transport.
They reported that ventilation problems occurred in 5–28 % of transports, intra-
venous line disconnections in 8–34 %, and monitor disconnections in 15–74 %.
If only serious adverse events were included (defined as ‘life threatening’ or where
changes in vital signs necessitated treatment), then the rate dropped to 4–8 %.
Predictably, the authors also found that the more equipment, the higher the risk
of equipment-related adverse events. Similarly, for intra-hospital transfer, Szem et
al. [18] found significantly higher all cause mortality when stationary patients
were compared with transported patients (28.6 % vs 11.4 %).

It is difficult to compare studies given the many confounding variables, and
the dearth of common definitions. This might also explain the wide variation in
the incidence of adverse events. In addition, without knowing the denominator
(i.e., the total number of transports rather than the total number of critical inci-
dences) it is tough to estimate the independent risk associated with each adverse
event. Error mitigation is also more complex than simply identifying one causa-
tive factor to fix...or one individual to blame. Transport errors are typically the
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sum of several smaller – seemingly trivial – factors. Each of these errors, mis-
takes, or oversights rarely results in disaster on its own. Adverse outcomes with
patient-transfer are better understood by the so-called ‘Swiss cheese model’,
where concurrent small issues line up, even if only momentarily; therefore, it is
typically the combination that results in an error [9].

While the data are imperfect, these studies do illustrate the potential perils of
both intra-hospital and inter-hospital transport. They may also suggest where to
channel our energy. For example, if the causes of error are multi-factorial then its
mitigation must be equally multipronged. We will use a construct familiar to all
critical care personnel, namely addressing the risks and strategies by organ sys-
tem: Airway, breathing, circulation and the central nervous system.

Airway

Transportation to and from the ICU involves ventilated and non-ventilated
patients. Each situation has its potential difficulties. For example, unplanned
extubation still occurs. Excessive head flexion can also force an endotracheal tube
(ETT) into the right main bronchus causing hypoxemia due to increased imbal-
ance between ventilation and perfusion. Excessive head extension can lift the tube
above the glottis, increasing the risk of unplanned extubation. Something as sim-
ple as assigning one person to be responsible for holding the tube during any
patient movement may mitigate this. Targeted sedation also helps with tube toler-
ance. In addition, during unpressurized air transport, the ETT pilot balloon
should be filled with fluid (i.e., saline), and not air. This is in order to prevent bal-
loon distension, and dislodgement, due to the lower barometric pressure associ-
ated with increased altitude. Concurrent continuous end-tidal carbon dioxide
monitoring (ETCO2) is mandatory in most transport guidelines. Loss of ETCO2
indicates that the patient may have self-extubated or the tube may have migrated
out of the airway.

For non-intubated patients, the risks center more on decision making. For
example, the sending and receiving doctor should decide in concert whether the
patient should be intubated for transfer. Transportation, especially over large dis-
tances, represents a potentially perilous journey between two centers of relative
control. As such, many accepting physicians have a very low threshold to request
intubation, even if the patient is still in control of their airway. The rationale for
pre-emptive intubation is that, once en-route, intubation is not easy in a cramped
ambulance environment or with limited equipment. Furthermore, the intubated
patient can be more readily sedated and fluid resuscitated en-route. Intubation
may also facilitate tests when the patient arrives (e.g., if the patient must lie flat
or be sedated in order to avoid respiratory motion). Mechanical ventilation may
also lend more stability until the worst of the disease has abated. Regardless, the
patient can be subsequently electively extubated by airway experts at the receiv-
ing hospital.

However, rather than automatic intubation for all patients (i.e., “intubate any-
one that can’t talk you out of it!”), physicians have to weigh factors such as the
experience of the intubator, and the associated time delay. In addition they must
be cognizant of the hypotension that often results with the change from negative
to positive pressure breathing. In addition, the sending team must now have rudi-
mentary experience with how to mechanically ventilate their patient. Inadequate
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ventilation can exacerbate acidemia/acidosis, while overzealous ventilation can
further impair hemodynamics. If concurrent hemodynamic support is required,
then the sending team now also needs basic competence (and equipment) in
order to titrate inotropes and vasopressors. Physicians, and transport crews, in
rural areas may or may not have these tertiary care skills. If not, then the next
question becomes whether skilled staff can be mobilized to offer assistance. In
short, transportation medicine requires judgment and decision-making as much
as it requires factual knowledge and procedural dexterity. Clearly, resuscitation is
as much ‘cerebral’ as ‘procedural’.

Breathing

Hypoxemia or low oxygen saturation has been reported in up to 86 % of trans-
ports [19]. Causes are multi-factorial, and the same diagnosis and treatment prin-
ciples apply as for the static patient. However, there are specific transport consid-
erations. Firstly, transportation means using portable equipment. Despite impres-
sive advances, portable ventilators are often not able to deliver the advanced
modes of ventilation achieved by their ICU counterparts. As such, oxygenation
and ventilation may further worsen en-route. Therefore, it is incumbent to notify
the transport team of significant concerns with pre-transport oxygenation and
ventilation. It also means that the transport personnel must be vigilant during the
transport. At the receiving end, there must also be staff prepared to receive an
unstable patient.

For intra-hospital transfers from the ICU to operating room, the anesthesiolo-
gist should also receive advanced notice of any oxygenation or ventilation con-
cerns. After all, the anaesthesiolgy ventilator is designed for the routine operative
patient, not the ICU patient. It is not ideal in the setting of high oxygen require-
ments or with poorly compliant lungs. On occasion, the decision is made to keep
the patient on the ICU ventilator. This means confirming that the anesthesiologist
is comfortable with that machine or ensuring that personnel are available to
assist. Very rarely – with a patient in extremis – the decision is made to perform
the surgery in the ICU so that the patient is neither moved, nor temporarily dis-
connected. However, this requires a willing surgeon, extra equipment in the ICU,
and efforts to ensure sterility. Explicit preparation and open communication are
essential.

It is essential to insure that sufficient oxygen exists to last through the trans-
port. Helpful websites do exist (http://manuelsweb.com/O2remaining.htm), but
physicians should still know the rudiments. For example, we assume that a porta-
ble E-sized oxygen cylinder is full with a pressure of approximately 2000 pounds
per square inch (PSI) (approximately 14,000 kilo Pascals). This means it contains
(conservatively) 600 liters of oxygen. Therefore, the patient on 10 liters/minute
will have 60 minutes of oxygen. Accordingly, if 1000 PSI remains then the patient
has 30 minutes at 10 liters/minute, or 60 minutes at 5 liters/minute. It is prudent
never to use a tank with < 500 PSI (approximately 3500 kPA).

It is important to humidify gases during transport. This is in order to prevent
the drying of secretions, which can worsen gas exchange and airway patency,
especially with infrequent suctioning. This is of particular concern during air
transport due to the drier air associated with altitude and lower temperature. As
a result, a heat and moisture exchanger is recommended. At least one study has
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shown that intra-hospital transport of patients is an independent predictor for
developing ventilator-associated pneumonia (VAP) [20]. It is speculated that this
is due to aspiration resulting from suboptimal patient position and movement of
the ETT during transport.

The equations used to precisely determine tissue oxygen at altitude are com-
plex. Moreover, barometric pressure (Pb) fluctuates, and different patients have
different compensatory mechanisms and metabolic demands. However, again,
web-based guides do exist (http://www.altitude.org/oxygen_levels.php) and physi-
cians should know the basics. These calculations are gross simplifications, but do
facilitate decisions regarding how patients can be protected during flight (or if
elective patients are safe to be moved). For example, while the fraction of oxygen
is 0.21 regardless of altitude, Pb drops in a linear fashion with a rising altitude. If,
at sea level, we assume a Pb of 760 mmHg, then by 5,000 ft (1524 m), it drops to
approximately 639 mmHg. The partial pressure of oxygen in dry air (PO2) is now
approximately 134 (rather than 160 mmHg at sea level). However, water vapor
pressure at a normal body temperature is 47 mmHg, regardless of altitude. This
means a partial pressure of inspired oxygen (PiO2) of 87 mmHg. Expressed
another way, this means < 80 % of the oxygen available to the lungs compared to
at sea level. At 10,000 ft (3048 m), Pb drops to 534 mmHg, meaning a dry air PO2
of 112 mmHg, a PiO2 of 65 mmHg, and < 60 % of the oxygen available at sea
level. Calculations were shown for 5,000 and 10,000 feet because most planes,
whether medical or commercial, are pressurized to approximately 8,000 feet
(2438 m). In healthy individuals, this results in a small decrease in oxygen satura-
tion to approximately 90 %. However, if a patient already has a reduced terrestrial
PaO2, then the decrease with altitude will be more significant [21]. This supple-
mental oxygen should be initiated before take-off, and followed in-flight with a
saturation monitor.

Whichever mode of ventilation is used, it is again worth stressing that ETCO2
is highly recommended. ETCO2 is usually approximately 5 mmHg less than par-
tial pressure of arterial CO2 (PaCO2). Therefore, ETCO2 helps with targeted venti-
lation during transportation when arterial blood gas analysis is curtailed. While
second nature to many, it is worth reminding inexperienced personnel that while
a saturation monitor tracks oxygenation, only ETCO2 approximates ventilation.

Circulation

Changes in blood pressure and heart rate are seen in almost 1-in-2 patient trans-
ports [7]. Predictably, hemodynamic disturbances occur more in those trans-
ported with cardiac pathology, poor cardiac reserve, or insufficient blood volume.
The primary physiologic response to a lowered PaO2 is chemoreceptor-induced
hyperventilation, mediated by an increase in tidal volume. However, systemic
hypoxia is also compensated for by increased cardiac output, mediated primarily
through tachycardia. Therefore, it makes sense that altitude-related decreases in
PiO2 can decrease the ischemic-threshold in patients with exercise-induced
angina. Hypoxia can also stimulate atrial arrhythmias and premature ventricular
contractions [21]. Gravitational forces involved in vehicle transport (i.e., corne-
ring, stopping, rapid acceleration and deceleration) can also exacerbate hemody-
namic abnormalities either through increased sympathetic nervous system acti-
vation or vagal stimulation [4].
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It is tougher to respond to hemodynamic changes in a cramped space or if the
patient is tightly wrapped. Visualizing the monitor is also more difficult due to
the shaking associated with either flight or road transport. It is also hard to com-
municate to other team members because of background noise. Patient tempera-
ture is also infrequently measured during transportation, despite evidence corre-
lating hypothermia and worse outcome [22, 23]. Movement also increases the
chance of intravenous access being lost, and reinsertion is more difficult. Moni-
tors and infusion pumps rely upon limited battery power. Insufficient transport
analgesia can also add to patient pain, anxiety and sympathetic stimulation.

It is essential to make sure that the patient has adequate venous access, and
inotropes and vasopressors should be pre-mixed. Fluids should also be hanging,
and blood products should have been checked. In short, a proactive plan is
required in case of deterioration. Again, ETCO2 is useful as it also offers a surro-
gate of cardiac output. For example, a large pneumothorax or a large pulmonary
embolus can increase dead-space ventilation, which subsequently decreases
ETCO2. As such the ETCO2 trend should be followed. The ultimate dead-space,
namely cardiac arrest, substantially lowers ETCO2. Recovery of ETCO2 can guide
resuscitative efforts and also prognosticate non-survival.

As outlined above, as altitude increases, Pb decreases. In accordance with
Boyle’s law, the volume of gas is inversely proportional to pressure. In an unpres-
surized plane at 30,000 ft (9144 m), gas trapped in the lung (or sinuses, or gastro-
intestinal tract) would expand to > 4 times its volume at sea level. Most air trans-
ports occur at lower altitude with cabins pressurized to 7,000–10,000 ft
(2134–3048 m). This means that small pneumothoraces, and even blebs and bul-
lae can expand from 30–40 %. Gas expansion can compress remaining lung and
cause circulatory collapse (i.e., tension-pneumothorax). Therefore, the threshold
to insert thoracostomy tubes prior to air transport must be low. Clinical suspicion
en-route following any deterioration must also remain high. Chest tubes should
never be clamped, and emergent needle decompression must be followed by tube
thoracostomy [21].

Central Nervous System

In a study of 100 intra-hospital transports of brain-injured patients, 54 showed a
> 5 % decrease in brain tissue partial pressure of oxygen, and longer episodes of
brain tissue hypoxemia post-transport versus pre-transport [24]. Moreover, con-
tinuous intracranial pressure (ICP) monitoring is rarely available during transfer.
This is all the more reason why pupillary reaction and, once again, ETCO2 moni-
toring, should be followed. The team can also simply assume that the ICP is
mildly elevated (i.e., 20 mmHg) and, therefore, aim for a mean arterial pressure
(MAP) of approximately 85 mmHg. Because cerebral perfusion pressure (CPP) is
MAP – ICP this approach targets a CPP of 65 mmHg. This is of course providing
there is no contraindication to slightly elevated blood pressure such as penetrat-
ing trauma or an unsecured aneurysm.

The gravitational forces associated with transit may also worsen ICP. There-
fore, in less time-critical transports it may be better to have slower transport with
less directional forces than fast transport with high-speed cornering. External
ventricular drains must be closed during any patient movement and then re-lev-
eled with the tragus of the ear. If ICP cannot be monitored then, once the patient
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is stationary, the external ventricular drain drip chamber can be placed 10 cm
above the tragus, and in the open position. This permits cerebrospinal fluid (CSF)
egress. If monitoring is available, then the external ventricular drain can be inter-
mittently opened and closed (just as it would be in the ICU). This allows CSF
drainage and ICP measurement, respectively.

Immobilization of the neck with a semi-rigid collar does not assure complete
stabilization of the cervical-spine during transport. As a result, a long spine board
is recommended along with a semi-firm collar, tapes, neck bolsters, and body
straps. A transport stretcher, let alone a spine board, is harder than a standard
bed. Both can cause discomfort and nerve damage. They can also cause pressure
sores, especially after several hours. Therefore, it is important to periodically
reassess the need for a spine board.

Transport Options

Definitive evidence regarding the most appropriate form of patient transport is
lacking. [25, 26]. This may because generalizations are difficult, and the best
transport is probably that which works for a particular patient, from a particular
location, and at a particular time (Table 1). Regardless, Gray et al. [27] summa-

Table 1. Summary of the pros and cons concerning options for inter-hospital transport (United King-
dom units)

Ground Rotary-wing Fixed-wing

Distance < 50 miles Up to 250 miles Almost unlimited

Speed Up to 60 mph 100–200 mph > 100 mph depending on air-
craft

Interior Limited space, least
noisy

Cramped space, noisy Space depends on aircraft
(small single engine up to
commercial jet)

Number of
patients

1 1–2 Multiple

Staff training Less specialized trans-
port training

Specialist air crew training Specialist air crew training

Cost Least expensive to pur-
chase, maintain and
operate (�£ 150–200
per transport)

Most expensive to pur-
chase, maintain and oper-
ate (£ 10,000–£ 20,000
per flight)

Most civilian transports are
cheaper than rotary wing to
maintain and operate

Limited by Road access, traffic
conditions

Weather conditions, spe-
cific landing requirements,
noise can impair commu-
nication

Some weather conditions,
need for a defined landing
area, noise can impair com-
munication

Effects on
patients

Acceleration and decel-
eration forces may
cause harm

Low flying so few altitude
effects

Altitude effects may be of con-
cern in unpressurized aircraft

mph: miles per hour
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rized factors that influence the choice of transport; these were the apparent
urgency, transport availability, geographical factors, traffic conditions, weather
conditions, and cost.

Ground transportation is less expensive, offers door-to-door service, and there
may be less delay in help arriving at the sending hospital. However, overall travel
time may be increased due to traffic congestion. In remote areas or during
inclement weather, road access can be limited. Staff (and awake patients) may
also get travel-sickness. As mentioned above, there can also be adverse physiolog-
ical ramifications from the gravitational forces associated with rapid road travel.
As such, in non-time-critical transports, a slower smoother journey may be pref-
erable to arriving at definite care sooner.

Air ambulances, either rotary- or fixed-wing, are employed over longer dis-
tances. However, they are more costly due to the expense of hardware, landing
sites, and pilots. Personnel also require extra training because inexperience can
compromise safety. As a result, many air transportation organizations employ
specialist transport-teams. The advantage of fast air transport may be lost
because of unavailable aircraft and longer mobilization time, and the distance of
landing sites from institutions. Physicians should, therefore, know about local
factors that affect the choice of rotary-wing versus fixed-wing aircraft. There are
considerable variations depending upon the jurisdiction, but generally rotary-
wing aircraft are considered for approximately 50–250 miles (80–400 km), and
fixed wing aircraft for distances > 200 miles (> 300 km). For shorter distances,
the speed advantage of air travel can be lost by the need for ground transporta-
tion at each end [25, 26].

Transport Education

Evidence suggests that transports performed by trained personnel reduce adverse
events and improve patient outcome [28]. In contrast, in some jurisdictions,
unsupervised and undertrained junior personnel perform transports [29, 30].
There may be a specious assumption that if individuals manage patients in a hos-
pital then these skills will freely transfer elsewhere. However, transport is a spe-
cialized competency not well addressed by traditional curricula [9, 31].

Regular training – along with regular evaluation of transport equipment, rou-
tine audits, and efforts to learn from critical incidences – should be integral to a
medical transport program. Chief amongst the required competencies are team-
work, communication, and medical decision-making. These skills are collectively
known as crisis resource management (CRM). Curricula and validated evalua-
tion-tools already exist. These competencies can be taught and assessed, and
readers are encouraged to go beyond this manuscript [31–33]. Of note, CRM was
co-opted from the civilian transport industry, and is therefore ideally suited to
medical transportation [9].

Improving Teamwork and Communication

The impetus to improve teamwork outside of medicine coincided with the obser-
vation that the modern jet “is too much airplane for one man to fly” [31]. Simi-
larly, the complexity of transport medicine means that it must be a viewed as a
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team pursuit. Teams are more than just superiors and subordinates giving and
receiving orders. One difference is that true teams possess a shared understand-
ing of the situation, the task, and the available resources. This is also called a
“shared mental model” [31, 33]. If time permits, the leader is responsible for
sharing mental models. In time-critical situations leaders need to communicate a
model that the team can share. In short, leaders ensure everyone is “on the same
page”. Otherwise the cognitive resources of the entire team cannot be fully lever-
aged [33].

The word ‘communication’ means to “share, join, unite, or make understanding
common” [31]. Therefore, teamwork equates with good communication. Commu-
nication enables the team not only to establish a shared mental model, but also to
coordinate tasks, to control the flow of information, to establish a structure for
task-completion, and even to stabilize emotions [33]. As a result, safe critical care
transportation really cannot be achieved without good communication skills.

Research shows that during crises, physicians commonly fail to communicate
what they are doing, or why. For nurses, there are often lengthy delays between
when a problem is first identified, and when this is shared [31]. Many practical
strategies exist to close the ‘communication gap’. These include SBAR (Situation-
Background-Assessment-Recommendation), the read-back/hear-back technique,
graded-assertiveness, and five-step advocacy [31]. Regardless of the strategy,
acute care communication should include:

1. Who you are, and who you are communicating with
2. Relevant clinical details
3. How the problem is being currently addressed
4. What you require.
5. Confirmation that the request was understood
6. And confirmation that the action was completed.

The unique “verbal dexterity” [31] required during transportation should also be
addressed. For example, non-transport medical communication often occurs
face-to-face. This means that it includes non-verbal communication (e.g., facial
expression, hand gestures) and is facilitated by visual clues (e.g., the appearance
of the patient). In contrast, transport communication usually forces ‘blind’ com-
munication, i.e., telephone and written communication; it also frequently occurs
between relative strangers from unfamiliar locations. Therefore, the specific
choice of words (i.e., verbal communication) and the tone, pitch and timing of
speech (i.e., paraverbal communication) become even more important. Compe-
tence in transport communication should therefore be taught and practiced,
rather than assumed. [31]

The loss of cues means it is beneficial to provide a predictable structure (or
checklist) for communication. That way, both sender and receiver know what to
expect and should be more likely to identify omissions. The ‘sender’ must learn
to be unambiguous and concise. The ‘receiver’ must learn to demonstrate that the
information is understood, or demand clarification. It is worth remembering the
adage: “meant is not said; said is not heard; heard is not understood and under-
stood is not done” [31]. Communication can breakdown anywhere along this
chain, but, again, numerous strategies exist. While it is not possible to go into
detail in this manuscript, readers are encouraged to explore further [31].

The stress of transportation can impair decision-making, such that some
‘freeze’ with indecision and others make rash choices. Using a decision-making
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guideline can increase consistency [34, 35]. This creates a goal-directed struc-
ture that is useful both to control stress and to provide familiarity for team
members unfamiliar with each other’s style. It is also intended to improve effi-
ciency as routine decisions can be made automatically (e.g., have we confirmed
that suction is available). Using a decision-making guideline also reduces cogni-
tive overload by freeing the brain to focus on more complex decisions (e.g.,
what advanced interventions will this patient require upon arrival). In short, all
of these strategies are intended to make the patient safer by making the trans-
port team work better.

Conclusion

Transportation of critically ill patients is time-consuming, resource-dependent,
and potentially dangerous. It is an integral part of modern critical care medicine,
and therefore needs to be ‘done right’. Many national critical care programs
require experience and proficiency in transportation medicine, but training is
often ad-hoc. Furthermore, knowledge of, and adherence to, guidelines is insuffi-
cient. For these reasons, transportation is a substantial patient-safety concern. It
is also a significant educational opportunity.

The goal of a transport curriculum is to encourage structured assessment and
preparation based upon the specifics of the patient, the location, and the
resources (Table 2). Education should also focus upon teamwork, communication,
and decision-making, or what has been called ‘Crisis Resource Management’. In

Table 2. Example of a standardized transport training algorithm

A Assessment Consideration of patient’s condition and needs
Rationale for transport
Capabilities of transport team
Who is involved

C Control Identify a team leader
Identify tasks
Allocate tasks

C Communication With own team
With receiving center (department)
With patient/relatives
With ambulance control

E Evaluation Risk: benefit of transport
Patient reassessment
Urgency of transport
Appropriate mode of transport

P Preparation and packaging Prepare patient
Prepare equipment
Prepare personnel

T Transportation Transport the patient

Based upon the ”Mid Trent Critical Care Network Transfer Training Course” used with the permission of
Dr A. Norton, Lead for Transfer Training
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these ways, critical care medicine can show that its commitment to safe patient
care goes beyond the walls of the ICU.

Acknowledgements: Thank you to Dr Pierre Cardinal for his review and sugges-
tions.
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Introduction

Among the investigations performed daily in the intensive care unit (ICU), bed-
side chest x-rays (CXRs) are trivialized. However, they are a source of discomfort
and irradiation for the patients, and carry a potential risk of accidental removal
of devices (catheters, tubes) and microbial dissemination, all resulting in addi-
tional cost for the community. It is, therefore, essential to assess current practices
in order to establish recommendations for prescription of CXRs and to determine
whether it is possible to reduce the number of CXRs performed during an ICU
stay without impairing quality of care. We will discuss alternatives to CXRs in
specific situations (such as placement of feeding tubes and central venous lines).
We will also consider bedside CXR prescription strategies, without considering
medico-economic aspects such as the possible savings resulting from a reduction
in the number of CXRs performed in the ICU. Indeed, the real cost of performing
a bedside CXR is unknown because it integrates multiple parameters, such as cost
of consumables, depreciation of equipment, working time of the x-ray technician
and logistical costs.

Heterogeneity of Prescription Practices

In a preliminary, retrospective study (unpublished data), we compared the num-
ber of CXRs ordered in 19 medical ICUs of the Assistance Publique–Hôpitaux de
Paris (APHP) group of hospitals during the year 2004. Two databases were used:
RADOS, which collects the records of all medical imaging investigations (includ-
ing bedside CXRs) performed in each hospital, and the medico-administrative
database (Disease Related Groups database, DRG), which describes hospital stays
in terms of length of stay, dates of admission and discharge, and diagnosis using
the ICD-10. The RADOS and DRG databases were matched and each bedside CXR
performed in the ICU was retrieved.

Differences among the ICUs were measured through direct standardization.
The ratio comparing the number of bedside CXRs per day and per ICU stay in a
given ICU to the mean number of bedside CXRs in all the 19 ICUs was called the
“Radiology Performance Index” (RPI). We adjusted this RPI for several variables
including case-mix, mechanical ventilation and ICU length of stay. The main
characteristics of the 8975 analyzed ICU stays were: Mean length of stay 6.6 days
(95 % confidence interval [CI] 3.9–12.8); percentage of mechanically ventilated
patients 51.4 % (95 % CI 30.9–66.9) of the ICU stays; mean number of bedside
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CXRs performed per day 1.1 (95 % CI 0.4–2). The distribution of RPI showed
great variability in the number of CXR prescriptions. There was still considerable
heterogeneity after adjustment for case-mix (0.31 to 1.54), mechanical ventilation
(0.31 to 1.53) and length of stay (0.41 to 1.58). One explanation for these varia-
tions could have been differences in indications according to medical teams and
patient diagnoses. To explore this possibility, we designed a study to interview
senior ICU physicians on their opinion about whether a systematic CXR should
be ordered in a set of usual ICU clinical situations.

Searching for a Consensus on Indications for CXRs in ICUs

Indications for ordering CXRs in ICUs have been poorly studied in a systematic
way. Research has mainly focused on prescribing strategies (routine versus on-
demand) [1–8], rather than the precise clinical context, excluding invasive proce-
dures [9–11] which are easier to study.

Taking into account the heterogeneity of the constraints of each hospital in
terms of logistics (human resources, physical structure of the hospital, technology
of equipments) and practices (prescription habits), we asked ICU physicians of
the Cub-Réa network (34 medical, surgical or mixed ICUs in teaching and non-
teaching hospitals in the Paris area) to participate in a search for a consensus
about indications for CXR prescription using the Delphi method [12]. We used a
structured questionnaire to which 95 ICU physicians (rate of answer = 50 %)
agreed to answer (82 completed the full study). Their opinion on the systematic
prescription of CXRs in various clinical scenarios was collected during iterative
sequences of interrogation using a dedicated Web application. The questionnaire
included 29 questions relative to the placement of medical devices and their sur-
veillance, as well as various clinical situations (Table 1). During each round of
interrogation, the respondent was asked to answer each item using a 9-point
scale, in which 1 point indicated that routine CXR was considered to be always
unnecessary and 9 points indicated that routine CXR was considered to be always
necessary. Each doctor received detailed feedback of the answers (of all the par-
ticipants) from the previous phase and could change his/her opinion in later
rounds. The process of interrogation was interrupted when there was a stability
in the answers. The distributions of answers observed for each question were
analyzed in terms of convergence of opinion and strength of the consensus
obtained.

We observed a strong consensus – that is a low variability in the answers – for
10 questions which represented widely accepted reasonable attitudes (Table 2).
However, concerning whether or not to perform daily routine CXRs in patients
on mechanical ventilation, a consensus was not reached. In certain very specific
clinical situations (acute asthma, acute respiratory distress syndrome [ARDS]),
systematic daily prescription was widely recommended, while in others (neuro-
logical or toxic coma with healthy lungs, for example) the answers of the doctors
did not converge. These results demonstrate the importance of the clinical con-
text in the decision of prescription and the difficulty in making general recom-
mendations that do not take into account the heterogeneity of the clinical scenar-
ios.
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Table 1. Item wording of the Delphi survey [12]

item Question

01* After an intubation?
02* After tracheotomy?
03* After placement of a sub-clavian central venous catheter?
04* After placement of an internal jugular central venous catheter?
05* After placement of a pulmonary artery catheter?
06* After placement of temporary transvenous pacing leads?
07* After placement of a nasogastric tube for enteral nutrition?
08* After placement of a nasogastric tube (for another reason than enteral nutrition), through

which gastric secretions could be aspirated?
09* After placement of a ballasted nasogastric tube (risk of pneumothorax)?
10* After placement of a chest tube?
11# Presence of an endotracheal tube?
12# Non-invasive ventilation with PaO2/FiO2 < 220 mmHg?
13# Non-invasive ventilation with PaO2/FiO2 > 220 mmHg?
14# Presence of a nasogastric tube?
15# Pulmonary artery catheter?
16# Presence of a catheter in the superior vena cava system?
17# Presence of a chest tube?
18# Presence of temporary transvenous pacing leads?
19# Invasive mechanical ventilation for ARDS?
20# Invasive mechanical ventilation for hemodynamic pulmonary edema (cardiogenic, kidney

failure)?
21# Non-invasive ventilation for hemodynamic pulmonary edema (cardiogenic, kidney failure)?
22# Hemodynamic instability in a patient under invasive mechanical ventilation?
23# Invasive mechanical ventilation for status asthmaticus?
24# Invasive mechanical ventilation for acute respiratory failure in a severely immunocompro-

mised patient?
25# Non-invasive ventilation for acute respiratory failure in a severely immunocompromised

patient?
26# Invasive mechanical ventilation for acute-on-chronic respiratory failure?
27# Non-invasive ventilation for acute-on-chronic respiratory?
28# Invasive mechanical ventilation for neurologic or toxic coma with normal respiratory function?
29 Is it justified to systematically realize a CXR before extubation?

* item began with “Should a routine CXR be obtained (within 1h) .....”
# item began with “Should a routine CXR be obtained daily for ....”

Reduction in the Number of CXRs Ordered in Patients on Mechanical
Ventilation

The American College of Radiology recommends routine daily CXRs for mechan-
ically ventilated patients, and use of additional CXRs if necessary [13]. This strat-
egy is, however, controversial [1, 6, 7, 12, 14, 15]: Some clinicians support it,
whereas others advocate on-demand prescription of CXRs only when warranted
by the patient’s clinical status. Our Delphi study revealed that the recommenda-
tions for ordering CXRs in the ICU were not followed and that indications for
prescription varied from one department to another, in particular for ICU
patients on mechanical ventilation.

Routine CXR has two main advantages. First, some potentially life-threatening
situations that might otherwise be missed can be discovered and treated. Second,
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Table 2. Description of the 80 % central answers (n = 66) of the Delphi survey (the 10 % of the
answers located at each end of the range were eliminated) for the situations listed in Table 1 [12]

Question Summary of answers Indication for system-
atic prescription of
radiography

Strength of the
consensusmean median min max

1 8.64 9 7 9 YES HIGH
2 7.64 8 5 9 YES MODERATE
3 8.97 9 8 9 YES HIGH
4 8.67 9 8 9 YES HIGH
5 8.91 9 8 9 YES HIGH
6 8.65 9 7 9 YES HIGH
7 6.65 6 3 9 UNCERTAINTY LOW
8 3.02 3 1 5 NO MODERATE
9 8.05 8 5 9 YES MODERATE

10 8.95 9 8 9 YES HIGH
11 5.33 5 2 8 UNCERTAINTY LOW
12 7.26 7 5 9 YES MODERATE
13 4.82 5 3 7 UNCERTAINTY MODERATE
14 1.79 2 1 3 NO HIGH
15 6.36 6 3 9 UNCERTAINTY LOW
16 1.53 2 1 2 NO HIGH
17 6.65 7 4 9 YES MODERATE
18 4.79 5 2 7 YES MODERATE
19 8.73 9 8 9 YES HIGH
20 7.38 7 5 9 YES MODERATE
21 6.30 6 4 8 YES MODERATE
22 8.14 8 6 9 YES MODERATE
23 8.83 9 8 9 YES HIGH
24 8.42 9 6 9 YES MODERATE
25 7.74 8 6 9 YES MODERATE
26 6.09 6 3 9 YES LOW
27 4.80 5 2 7 UNCERTAINTY MODERATE
28 4.77 5 2 9 UNCERTAINTY LOW
29 2.67 3 1 6 NO MODERATE

scheduling CXRs during morning rounds might be more efficient from a logisti-
cal point of view. In contrast, the on-demand strategy might avoid unnecessary
radiation exposure and provides substantial cost savings [16] but an increased
number of CXRs may be needed during the rest of the day to compensate for
those not done in the morning.

In a randomized study, patients managed with an on-demand strategy had
fewer CXRs during the ICU stay (4.4 vs 6.8) [6]. Compared with routine imaging,
on-demand CXRs had more images with new findings (53 % vs 33 %) and with
new findings requiring intervention (27 % vs 13 %). Another prospective con-
trolled study showed that abandoning the routine strategy decreased the volume
of CXRs ordered by 35 % [3]. Routine CXRs identified new or progressive major
findings in only 4.4 % and changed management in only 1.9 %. In a single center
randomized study, delayed diagnoses occurred in only 0.7 % of the on-demand
group and all findings were minor [1]. In another study, after an on-demand
strategy was implemented, the number of CXRs per patient-day decreased from
1.1 to 0.6 [4]. None of these studies identified complications associated with the
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on-demand approach, such as increased duration of mechanical ventilation,
length of stay, or mortality [1, 3, 4, 6]. Finally, a meta-analysis selected eight stud-
ies comparing on demand and daily routine strategies, including a total of 7078
patients [17]. In a pooled analysis, no difference in ICU mortality, ICU length of
stay or duration of mechanical ventilation was found between the on-demand and
daily routine groups. However, this meta-analysis included only two small size
randomized controlled trials, both single center studies. No study has, therefore,
had sufficient power to totally convince ICU physicians to abandon daily routine
CXRs.

In the RARE study [18], we evaluated two strategies for prescribing morning
CXRs in ICU patients on mechanical ventilation using a cluster-randomized,
open-label crossover design. In the ‘routine strategy’, CXRs were performed daily
in patients on mechanical ventilation, irrespective of their clinical status. In the
‘on-demand strategy’, CXRs were performed in the morning if warranted by the
clinical examination and the analysis of biological parameters. We randomly
assigned 21 ICUs (medical, surgical or medico-surgical) in 18 hospitals (teaching
and non-teaching) to use the ‘routine’ or ‘on-demand’ strategy during the first of
two treatment periods. ICUs used the alternative strategy in the second period.
The primary outcome measure was the mean number of CXRs per patient-day of
mechanical ventilation. Secondary outcome measures where related to the quality
and safety of care (days of mechanical ventilation, ICU length of stay and ICU
mortality, number of unscheduled CXRs performed) as well as diagnostic and
therapeutic value of the CXRs performed within each strategy. Finally, distur-
bances in the organization of the ICU and medical imaging departments were
also analyzed.

During the study period, 424 patients had 4607 routine CXRs (mean per
patient-day of mechanical ventilation 1.09, 95 % CI 1.05–1.14), and 425 had 3148
on-demand chest radiographs (mean 0.75, 95 % CI 0.67–0.83), which corre-
sponded to a reduction of 32 % (95 % CI 25–38) with the on-demand strategy
(p < 0.0001). Duration of mechanical ventilation as well as ICU length of stay and
28-day mortality did not differ between the groups (Table 3). The difference in the
total number of routine and on-demand chest radiographs was not significant

Table 3. Numbers of CXRs, length of stay, duration of mechanical ventilation, and mortality rates in the
RARE study [18]

Strategy of CXR prescription
Routine
(424 patients)

On-demand
(425 patients)

CXRs performed
Total number
With new finding
With new finding leading to therapeutic intervention
Mean number per patient and per day

4607
688

728
1.11

3148
618

729
0.77

Length of mechanical ventilation (days)
Total number of days
LOS: mean, median [5th and 95th percentile]

4172
9.82, 7 [2;30]

4226
9.94, 7 [2;30]

Mortality in ICU (dead/alive, %) 131/293, 30.9 % 136/289, 32.0 %
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Fig. 1. Distribution of the CXRs
performed during the day in the
RARE study [18]. The morning
reduction in the number of CXRs
was not compensated for by a
concomitant increase in CXRs
ordered during the rest of the
day.

when the analysis was restricted to CXRs with new findings that led or contrib-
uted to diagnostic procedures or therapeutic interventions. Finally, there was no
increase in the number of unscheduled CXRs performed in the afternoon and in
the night in the on-demand strategy, and, therefore, no disruption in the organi-
zation of the medical imaging department (Fig. 1).

This study strongly suggests that routine daily CXRs in the ICU patient on
mechanical ventilation should be abandoned [19]. This restrictive strategy is in
line with previous studies that had some methodological flaws [17]. The main
limit to its broad application lies in the fact that French ICUs are closed units and
the results may not be applicable to open ICUs, an organizational model which is
found in other countries [20].

Alternatives to CXR

Alternatives to CXR to Ensure Correct Placement of Enteral Feeding Tube

Accidental placement of the enteral feeding tube in the tracheobronchial tract can
lead to potentially lethal complications. Tracheal intubation does not always pre-
vent this misplacement [21]. Ensuring correct enteral feeding tube position is
therefore of paramount importance for patients in ICU. Confirmation of the ade-
quate placement of an enteral feeding tube by epigastric auscultation after air
injection through the feeding tube is not a reliable test when used alone [22–24].
Some studies have suggested testing the pH of an aspirate obtained from the
enteral feeding tube to ensure proper placement, but this test can be inconclusive
in patients with small bore feeding tubes or in those receiving acid suppression
therapies [22]. Therefore, most of the guidelines recommend confirmation of
enteral feeding tube placement by CXR before starting enteral nutrition [24, 25].
We studied two interesting alternatives to CXR.

Bedside ultrasonography is a non-invasive procedure that is increasingly used
in the ICU by non-radiologist physicians who can obtain reliable results after a
short period of training [26, 27]. Using a probe of 2 to 5 MHz, we showed that
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Fig. 2. Assessment of intraga-
stric position of a small bore
enteral feeding tube by ultraso-
nography. The probe is placed in
the middle epigastric area and
oriented towards the left upper
abdominal quadrant to visualize
the gastric area. The small bore
feeding tube appears as two
parallel hyperechogenic lines.

ultrasonography enables small-bore enteral feeding tubes to be visualized in the
digestive tract with a sensitivity of 97 % and to assess whether it is properly
placed in the stomach within 5 minutes (Fig. 2) [28]. If the enteral feeding tube is
not immediately visible by ultrasound, injection of 5 ml normal saline mixed with
5 ml air into the tube increases the sensitivity. This technique is more rapid than
conventional radiography, is radiation free, and can be taught to ICU physicians
during a short training period [28]. Radiography could then be performed only
in the rare cases of ultrasonography failure, due to gas interposition, for example.

Capnography is often used to assess expiratory CO2. However, it is possible to
connect the capnography device to the enteral feeding tube via the tip of an
endotracheal tube and to assess the correct placement of the enteral feeding tube
by the absence of CO2. The feeding tube must be inserted to a depth of 30 cm
from the nostril and should not get coiled in the pharynx. When the enteral feed-
ing tube is accidentally inserted in the respiratory tract, the capnograph displays
a normal capnogram. When the enteral feeding tube is inserted in the esophagus,
the capnograph displays a “purging warning” [29]. It has to be noted that enteral
feeding tube permeability is essential for CO2 detection. In our ICU, we ensure
this permeability by removing the guidewire, insufflating then exsufflating with
air using a 50 ml syringe, before connecting the capnography device. We use a
colorimetric capnography device after 30 cm insertion and then we complete the
insertion until 50 cm from the nostril. Finally, in order to check that the enteral
feeding tube is not coiled in the esophagus after its complete insertion, nurses
perform epigastric auscultation. Radiography is required only in cases of incon-
clusive epigastric auscultation (10.1 % of cases). We showed that this local proto-
col combining colorimetric capnography and epigastric auscultation had perfect
specificity for confirming enteral feeding tube placement in stomach, improved
nurse organization of care, saved time, and decreased costs [30, 31]. Another
advantage of this procedure is that accidental tracheobronchial insertion is
detected after 30 cm insertion, which prevents any risk of pneumothorax or
hydrothorax, which are rare but potentially fatal complications of feeding tube
misplacement that are detected but not prevented by post-procedural radiogra-
phy.
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Alternative to CXR to Diagnose and Monitor Pneumothorax

Chest computed tomography (CT-scan) is the gold standard for diagnosing pneu-
mothorax. Conversely, CXRs miss 30 % to 72 % of pneumothoraces due to their
anterior location [32], of which half can be tension pneumothoraces. Pleural
ultrasonography has greater sensitivity than CXR for pneumothorax diagnosis in
patients in ICUs [33] or trauma centers [32, 34] and after pleural biopsy [35, 36].
Lichtenstein et al. reported that ultrasonography detected all pneumothoraces in
ICU patients, including those not identified by CXR [33]. Ultrasound diagnosis of
pneumothorax relies on three signs: Abolition of lung sliding, the A-line sign, and
the lung point. The sensitivity and specificity of the abolition of lung sliding for
the diagnosis of pneumothorax are 100 % and 91 % respectively (Figs. 3–5) [37].
The presence of horizontal linear artefacts at regular intervals below the pleural
line (A-lines) is part of the ultrasound semiology of normal lungs and pneumo-
thoraces (Fig. 3). In contrast, vertical linear artefacts arising from the pleural line,
i.e., B-lines or comet-tail artefacts, are observed when alveolar-interstitial syn-
drome is present, as well as in the last two intercostal spaces in 27 % of healthy
subjects (Fig. 6) [38]. The A-line sign is defined as the presence of A-lines without
B-lines (Fig. 3) and has a sensitivity of 100 % and a specificity of 60 % for the
diagnosis of pneumothorax. The presence of B-lines rules out a diagnosis of
pneumothorax [39]. The lung point is detected while the probe is stationary:
There is lung sliding during inspiration (when the lung contacts the wall), which
disappears during expiration (when the lung is not in contact with the wall). The
sensitivity of this sign for diagnosis of pneumothorax is 66 % while its specificity
is 100 % [40]. After drainage, ultrasonography is better than CXR for detecting
residual pneumothoraces, with 39 % not identified by CXR [27]. After drainage of
primary spontaneous pneumothoraces, performance of ultrasonography is excel-
lent [27]. After drainage of non-primary spontaneous pneumothorax, the predic-
tive positive value of ultrasonography was 100 % if a lung point was present.
However, it decreased to 90 % in the absence of a lung point. Many factors have
been reported to be responsible for lung sliding abolition, including atelectasis,
ARDS, selective intubation, and pleural symphysis, among others [37, 38, 41].

Fig. 3. Pleural ultrasonography
in two-dimensional mode. The
pleural line is seen between two
ribs. Lung sliding is abolished
when both the parietal and vis-
ceral pleura do not slide while
the patient is breathing. The
A-line sign is the presence of
linear horizontal artefacts at reg-
ular intervals below the pleural
line (A-lines) without B-lines.
The A-line sign is part of the
ultrasound semiology of the
normal lung and of pneumotho-
rax. From [27] with permission
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Fig. 4. Assessment of lung slid-
ing on pleural ultrasonography
in time-motion mode in a
patient without pneumothorax.
Lung sliding generates a granu-
lar pattern under the pleural
line. Subcutaneous tissue over
the pleural line does not move
while the patient is breathing,
generating horizontal lines. From
[27] with permission

Fig. 5. Detection of abolition of
lung sliding on pleural ultraso-
nography in time-motion mode
in a patient with pneumothorax.
While the patient is breathing,
the (normal) granular pattern
under the pleural line is
replaced by horizontal lines,
indicating abolition of lung slid-
ing. From [27] with permission

Fig. 6. Detection of B-lines on
pleural ultrasonography in two-
dimensional mode. The presence
of vertical linear artefacts arising
from the pleural line (B-lines or
comet-tail artefacts) rules out
pneumothorax in this patient
with interstitial syndrome. From
[27] with permission
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Exclusive use of ultrasonography for follow-up of non-primary spontaneous
pneumothorax seems possible, but the physician must be aware that in the
absence of a lung point, a diagnosis of pneumothorax should not be made if other
causes of lung sliding abolition have not been ruled out. We recommend per-
forming a CT-scan if doubt persists, especially if new chest tube insertion is being
considered.

These excellent performances make pleural ultrasonography more than an
alternative to CXR and it should be considered as the ‘bedside gold-standard’ to
diagnose and monitor pneumothorax. Moreover, ultrasonography gives faster
results than CXR and can be performed competently by naı̈ve physicians after a
brief training session [27, 42].

Alternative to CXR after Central Venous Catheter (CVC) Insertion

Radiography is usually performed after CVC insertion in the superior vena caval
system to assess the correct placement of the CVC tip and to ensure the absence
of pneumothorax. CVC tip misplacement occurs in 5–6 % of cases after catheteri-
zation of the subclavian or internal jugular vein, and pneumothorax occurs in
1.5–3.1 % and 0.1–0.2 %, respectively [43].

Clinical evaluation of the patient to predict the absence of complications after
CVC insertion via the subclavian vein or internal jugular vein was very accurate
in a study by Gray et al. [44]. However, Gladwin et al. showed that the clinical
impression of the operator (based on the number of needle passes, difficulty
establishing access, operator experience, poor anatomical landmarks, number of
previous catheter placements, resistance to wire or catheter advancement, resis-
tance to aspiration of blood or flushing of the catheter ports, sensations in the
ear, chest, or arm, and development of signs or symptoms suggestive of pneumo-
thorax) had poor sensitivity and specificity for predicting a complication (44 %
and 55 %, respectively) [45]. Gladwin and colleagues concluded that post-proce-
dural CXR remains necessary because clinical factors alone cannot reliably iden-
tify tip misplacement.

However, as detailed above, numerous pneumothoraces can be missed by bed-
side CXR whereas ultrasonography showed excellent sensitivity and specificity for
the diagnosis of pneumothorax within a few minutes. We compared post-proce-
dural ultrasonography to CXR after insertion of 85 central venous catheters (70
subclavian and 15 internal jugular) [46]. Ten misplacements and one pneumotho-
rax occurred. Ultrasonic examination feasibility was 99.6 %. The only pneumo-
thorax and all misplacements except one were diagnosed by ultrasound. Taking
into consideration signs of misplacement and pneumothorax, ultrasonic exami-
nation did not give any false positive results. Moreover, ultrasound guidance
increased the success rate of CVC insertion, saved time and decreased the compli-
cation rate [47]. Considering these results, it seems logical to use the same ultra-
sonographic device to assess both the adequate position of the CVC and the
absence of pneumothorax after the procedure. The only limit of ultrasonography
in this indication is the lack of visualization of the azygos, internal thoracic and
cardiophrenic veins and an inconstant visualization of the superior vena cava.
Thus, it may be proposed that the absence of misplacement and pneumothorax
could be assessed using ultrasonography and CXR limited to patients in whom
ultrasonographic analysis is incomplete.
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Conclusion

We have convincingly showed that bedside CXR could be avoided in most cir-
cumstances. This is true for mechanically ventilated patients and to insure proper
placement of devices, such as feeding tubes and central venous catheters. This
new restrictive policy for ordering bedside CXRs implies that the patient’s clinical
status is assessed at least once a day before ordering a CXR; CXRs should never
replace clinical evaluation of the patient but should rather be prescribed on the
basis of a clinical suspicion. As a consequence, ICU organization may have to be
modified in order to allow implementation of such a prescribing strategy and a
reduction in the number of CXRs ordered.

Ultrasonography is a very good alternative to CXR. For example, ultrasonogra-
phy is more accurate than CXR for detecting pneumothorax. However, short
training courses must be organized in order to achieve a basic level of compe-
tency for every physician working in the ICU.

A policy of reducing the number of CXRs has many advantages (patient com-
fort, better organization of the radiology department, cost reduction) and should
be widely implemented in the ICU.
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“We shape our buildings, and afterwards our buildings shape us.”
Winston Churchill

Introduction

The research of this decade has yielded substantial improvements in the delivery
of and technology with which to provide care for critically ill intensive care unit
(ICU) patients. Garnering less attention from the medical and scientific commu-
nity is the environment in which that care is provided, which remains imper-
sonal, noisy, and over illuminated. Noticeably, the nursing and business literature
is replete with studies on the matter [1, 2].

This discussion will focus on the available evidence regarding associations
between the ICU environment, specifically light, and patient outcome. Definitions
of light and the biology, including neural, hormonal, and immunologic mecha-
nisms, by which it affects the body will be initially emphasized. An integrative
commentary will be presented at the conclusion. Because of constraints, the focus
is upon the critically ill patient, recognizing that much of what will be discussed
is equally applicable to the healthcare provider.

Light

Sunlight reaching the earth’s surface is categorized by effective wavelength: ultravi-
olet B (UV-B, 280–315 nm), ultraviolet A (UV-A, 315–400 nm), visible light
(400–760 nm), and infrared light (760 nm × 1.06 nm) [3]. Of these four categories,
visible light is essential for vision and resetting of the circadian clock through
photoreceptors in the retina [4]. Exposure to UV-B radiation induces biological
changes in the integument, such as sunburn, skin cancers and, as will be dis-
cussed, immunosuppression [5]. UV-A is involved in carcinogenesis through the
generation of highly reactive chemical intermediates and lipid peroxidation [6].

Light is measured using either radiometry (an analysis of the entire visible and
non-visible wavelength spectra) or photometry [7]. Both methods provide valu-
able and distinct information that defines light. Photometry, a perception of
brightness as seen by the human eye, is performed with a lux meter in units
called lux. For comparison purposes, moonlight is 0.5 to 1 lux, a bright office is
400 lux, and a sunny day in spring is 32,000 to 60,000 lux [8]. Nocturnal light lev-
els vary among ICUs with mean maximum levels ranging from 1 to 1,400 lux [8].
During the performance of procedures (e.g., catheter insertion), light devices can
easily deliver > 10,000 lux.

Light affects the body by receptor stimulation through the eyes (retina) and
through the skin. The classical visual sensory system is comprised of photorecep-
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tor cells of rods (low-level light) and cones (sharpness, detail, and color vision).
The impact of a photon of light generates rhodopsin, thus creating electrical
impulses in the optical nerve that converge within the visual cortex and are inter-
preted as ‘vision’ [4]. For more than 150 years, scientists considered rods and
cones to be the sole photoreceptor cells in the eye. With the discovery of a novel,
third type of retinal photoreceptor in mammals [9], a new retinohypothalamic
pathway was described, providing evidence of a pathway mediating the biological
but non-visual effects of light.

The Biological Perspective: Non-Visual Effects of Light

The health effects of light are realized through several biological processes addi-
tional to and independent of the ability of visually perceiving the external world
[10]. Only recently have we acquired deeper insight into the biological mecha-
nisms regulating these non-visual effects. Fundamental to this understanding is
an appreciation of how light controls the biological clock and regulates important
hormones through seasonal photoperiods (duration of an organism’s daily expo-
sure to light) and regular light-darkness rhythms.

Circadian Pathways

Circadian rhythms are cycles of physiologic processes and behaviors driven by an
endogenous oscillator having a period of approximately (circa) one day (diem).
The most evident circadian rhythm in humans is the sleep-wake cycle. Other cir-
cadian rhythms include body temperature, release of hormones (e.g., melatonin,
cortisol), and gene expression. These rhythms persist with a near 24-h period
even in the absence of time-of-day information [11]. Environmental stimuli can
reset the phase of the circadian pacemaker, light being the ultimate entrainment
signal [12]. A change in the timing of the light-dark cycle (e.g., nocturnal light
exposure) will result in a shift in the phase of circadian rhythms that can only be
detected in the next circadian cycle. However, the effects on circadian physiology
(e.g., body temperature and melatonin suppression) can be observed during or
immediately after the light exposure [13]. In the case of a disruption of the
rhythm, exposure to bright light in the morning will help to restore it [14].

The suprachiasmatic nucleus in the anterior hypothalamus is the circadian
pacemaker [15]. It contains cells that are able to express sustained periodicity,
even in vitro. Functional neuroimaging studies have demonstrated that light
quickly activates alertness-related subcortical structures in the suprachiasmatic
nucleus and a sequence of intermediate connections terminating in the pineal
gland that underlie the circadian-based synthesis and release of melatonin [16].
The thalamus functions as an interface between alertness, cognition, and the
effects of light [17], anatomically connecting with the frontal, temporal and cere-
bral cortex (except for the olfactory system), cerebellum, and basal ganglia. It reg-
ulates the flow of information from the retina to the visual cortex or between cor-
tical areas [18]. Light stimulates a retinal photoreceptor system expressing mela-
nopsin, a photopigment produced in the human inner retina and directly acti-
vated by light [4]. Interestingly, even extensive degradation of the photoreceptor
apparatus does not eliminate the synthesis of melanopsin [10]. Subsequent sig-
nals are channeled to the suprachiasmatic nucleus via the retinohypothalamic
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pathway. Melanopsin plays a key role in mediating the non-visual effects of light
and renders a small subset of retinal ganglion cells intrinsically photosensitive
(ipRGC) with maximal sensitivity to blue light [11]. The efferent projections of
the ipRGCs include multiple hypothalamic, thalamic, striatal, brainstem and lim-
bic structures, which govern circadian cycles, body temperature, and alertness
[17].

The ability of light to modulate cortical activity and circadian rhythm is
defined, in part, by the duration, intensity and wavelength of the lighted stimulus
[17, 19]. Biological processes dictate that non-visual responses are maximally sen-
sitive to blue light (459–483 nm), in contrast to the green (�550 nm) spectral
sensitivity of classical visual photoreceptors [11, 13]. Blue light most powerfully
changes the rhythm of melatonin and cortisol secretion, acutely suppressing mel-
atonin. It also elevates body temperature and heart rate, reduces subjective sleepi-
ness and improves alertness [17, 20, 21]. In one study, office workers were
exposed to two new lighting conditions for 4 weeks: A blue-enriched white light
or a white light that did not compromise visual performance. Blue-enriched white
light significantly heightened subjective measures of alertness, positive mood,
performance, and concentration while reducing evening fatigue, irritability, and
eye discomfort. Daytime sleepiness was reduced and the quality of subjective
nocturnal sleep was improved [21]. Thus, evidence confirms that for the human
brain, the absence of blue light, at least from a circadian point of view, is effec-
tively darkness [22].

Melatonin

Most of the effects of the photoperiod are mediated by melatonin, the hormone
secreted by the pineal gland in response to darkness. This hormone is synthe-
sized within the pineal gland from the essential amino acid tryptophan through
enzymatic processes of 5-hydroxylation and decarboxylation that yield 5-
hydroxytryptamine (5-HT or serotonin). During daylight, serotonin remains
stored in pinealocytes and unavailable for conversion to melatonin. With dark-
ness, postganglionic sympathetic outflow to the pineal gland releases serotonin
and induces enzymatic conversion of serotonin to melatonin [23].

Melatonin plays an equally important role in the adaptive response of an
organism to environmental challenges. Experimental studies have shown that
binding of melatonin to specific receptors in antigen-activated Type 1 T-helper
cells (Th-1) upregulates pro-inflammatory cytokine production (such as inter-
feron [IFN]-γ and interleukin [IL]-2) [24] and enhances the production of IL-1,
IL-6 and IL-12 in human monocytes [25–27]. It is believed that it may increase
phagocytosis and antigen presentation [28]. Animal models have demonstrated
that melatonin has a protective effect in mice against lethal viral encephalitis [29],
infectious hepatitis [30], and hemorrhagic [31] or septic [32] shock. In this con-
text, melatonin has been shown to prevent endotoxin-induced circulatory failure
in rats through inhibition of tumor necrosis factor (TNF)-α, and to reduce post-
shock levels of IL-6, superoxide production in the aorta, and inducible nitric
oxide synthase (iNOS) in the liver [32] (Box 1).

These data suggest that the winter immunoenhancement paradigm [38] could
explain photoimmunomodulatory processes in animals and be applicable to
patients contending with severe illnesses. This theory was developed in the con-
text of lower mammals and proposes that in environments that undergo seasonal
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Box 1. Examples of immune effects associated with photoperiods

Tumorigenesis was reduced and basal lymphocyte proliferation or mitogen-induced splenocyte pro-
liferation were promoted with shorter days (rodents) [33, 34]

Seasonal attenuation of the immune response to Gram-negative infections was observed when
shortening the length of days in a rodent model [35]

Measures of immune cell counts, lymphoid organ weights or T cell-dependent antibody responses
to xenogeneic antigens were generally enhanced by short photoperiod of winter [36]

Exposure to short days increased mass of the spleen and enhanced the total number of leukocytes
and lymphocytes when only photoperiod was manipulated [20]

Circulating numbers of leukocytes, neutrophils, and lymphocyte proliferation in response to mito-
gens were higher in winter than in the summer in a primate model [37]

Seasonal changes in immune parameters were observed, with enhancement of specific immune
responses during autumn and winter compared with spring and summer, in animal models
(rodents, rabbits, dogs and primates) [20]

changes in energy availability, selection should favor individuals that support
enhanced immune function during the winter (shorter days). Photoperiodic
information is used to bolster immune function in anticipation of winter [38].
Redirecting metabolic energy stores toward improved immune function should
enable animals to contend better with the stressors (e.g., decreased temperature
and food availability) of winter, a time of the year when reproductive efforts are
less likely to succeed. Conversely, during the breeding season (longer days), ener-
getic trade-offs favor reproduction, and immune function is relatively impaired
[34].

A critically ill patient lies in a winter-like condition because energy resources
are severely compromised. Moreover, immunity is impaired as the body is con-
tending with many severe insults. The physiological regulation of melatonin
secretion by darkness and light is probably abolished due to loss of the circadian
rhythm, a consequence of the altered patterns of illumination in most ICUs [39].
Thus, this pathway is directly linked to the inflammatory response and, ulti-
mately, a patient’s outcome. It would be highly desirable to direct resources
toward enhancing the immune system so as to enable the patient with a better
chance to overcome this biological ‘severe weather’. This might be accomplished
by restoring a circadian light/darkness cycle, by providing longer periods of dark-
ness and less hours of light in the ICU. The use of ‘virtual darkness’ by providing
amber lenses to filter the impact of electrical light, particularly ubiquitous blue
light, could attain the objective [22]. Beyond its antioxidant properties, the role of
melatonin as a systemic immunoregulatory agent sensitive to exogenous regula-
tion is an exciting idea to be tested in controlled trials of human sepsis [40].

Cortisol

Cortisol is a steroid hormone that influences metabolic, immunologic, muscle
and brain functions. Its secretion is regulated primarily by the hypothalamic-
pituitary-adrenal (HPA) axis through release of corticotrophin releasing hormone
(CRH) from the hypothalamus and adrenocorticotrophic hormone (ACTH) from
the anterior pituitary gland [41]. Cortisol negatively feeds back to the hippocam-
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pus, hypothalamus, and the anterior pituitary, inhibiting CRH and ACTH. The
suprachiasmatic nucleus regulates the circadian rhythm of corticosteroids [42].
Thus, cortisol decreases across the habitual waking day to attain a nadir near
bedtime. Concentrations subsequently increase during the darkness of night and
peak near arousal, regardless of continuous wakefulness or sleep [43]. Superim-
posed on this rhythm are fluctuations associated with the pulsatile or acute
release of cortisol by diverse factors such as anxiety, stress, immune challenge,
blood glucose levels, sleep onset, sleep loss, and exposure to light [44].

In sepsis, the HPA axis affects inflammation by modulating leukocytes, cyto-
kines and NO synthesis [45]. Through negative feedback, inflammatory cytokines
may suppress sensitivity to ACTH [46], resulting in adrenal insufficiency [47], or
compete with intracellular glucocorticoid receptor function, thereby causing
peripheral tissue glucocorticoid resistance [48].

The relationship between light and plasma levels of cortisol is complex. Incon-
sistent results have been attributed to differences in light intensity and wave-
length, and the timing of application as it relates to the circadian cycle [44]. More
recent studies, however, provide compelling evidence that light is a strong deter-
minant of cortisol concentration. Bright light exposure (up to 10,0000 lux) elicited
a significant suppressive effect when applied either on the rise or descent phase
of cortisol rhythm. Lower intensities (less than �5,000 lux) failed to induce signif-
icant changes [44]. These results would be consistent with the findings of light-
intensity response curves for melatonin suppression [49]. In contrast to melato-
nin’s responses, both blue and red lights increased cortisol plasma levels at night
[50].

A multisynaptic neural pathway (retina-suprachiasmatic nucleus-adrenal
gland) that bypasses the HPA axis is considered responsible for the acute influ-
ence of light on corticosteroid concentrations. These conclusions stem, in part,
from the observation that cortisol variations are reported to be dependent upon
an intact suprachiasmatic nucleus and not related to changes in ACTH levels [51].
Thus, aspects of a lighted environment could be adjusted to elicit this HPA-inde-
pendent response. In a critically ill patient, this approach could lessen a relative
or overt adrenal insufficiency and constitutes an interesting idea worthy of future
study.

Photo-immunomodulation

Seasonal rhythms and fluctuations in innate and acquired immune responses
have been documented in many species [52, 53]. Profound but selective effects on
immune function are associated with the prevailing photoperiod [36, 54]. T cell
immunity is depressed in most species in the winter, even when natural light
sources and exposure are kept constant [20, 54]. Experimental data, however,
show that immune cell numbers and immunoglobulin concentrations vary with
respect to the season or day length [34, 54] even during the winter. Higher leuko-
cyte counts are noted with less hours of light [20, 54], demonstrating that the
photoperiod may also influence the functional capabilities of immune cells. Short
days selectively enhance natural killer (NK) basal proliferative capacity and cell
activity [34]. In contrast, in the same rodent model, phagocytic and granulocyte
oxidative burst activity are reduced during short, by comparison to long, days
[20, 55]. Collectively, these results confirm reduced immune function in winter
compared to summer, but with enhanced immune function in short winter-like

770 R. Castro, D.C. Angus, and M.R. Rosengart

XVII



photoperiods compared to long summer-like day lengths [56] (Box 1). The net
elevated immune function in short days is thought to counteract the suppressive
effects of environmental stressors such as low ambient temperature on immune
function [20]. These facts raise many questions for the management of critically
ill patients. Is there a consistent seasonality on the outcomes of critically ill
patients? Should we shorten the day length for the most seriously ill septic
patients in the ICU to enhance their immunity? These concepts await further
investigation.

Central Pathways: The Inflammatory Reflex

A recent major advance in our understanding of the immune response during
severe sepsis came with the identification of the cholinergic anti-inflammatory
pathway [57]. Cytokine release can be controlled at multiple levels, including the
central nervous system (CNS). Endotoxin and products of inflammation stimulate
afferent neural signals in the vagus nerve that induce acute-phase responses,
fever, and the upregulation of IL-1β in the brain. Concomitantly, afferent vagus
nerve signals are transmitted to the medullary reticular formation, locus ceru-
leus, hypothalamus, and dorsal vagal complex, leading to an increase in ACTH
from the anterior pituitary gland [57]. This stimulates an increase in systemic
glucocorticoid levels, thereby inhibiting pro-inflammatory cytokine release [58].
Alternatively, ascending sensory fibers of the vagus nerve that synapse in the
nucleus tractus solitarius of the upper medulla can inhibit cytokine release. Like
other reflex arcs, the inflammatory reflex is comprised of a sensory afferent arm
(described above) and an efferent motor arm that controls a rapid and opposing
reaction [57]. This cholinergic anti-inflammatory efferent pathway inhibits
inflammation. Efferent vagus nerve signals release acetylcholine (ACh) in organs
of the reticuloendothelial system, including the spleen, liver, and gastrointestinal
tract [57]. ACh binds to the nicotinic receptor (α7nAChR) expressed on the sur-
face of activated macrophages and other immune cells, which inhibits nuclear fac-
tor κB (NF-κB) and attenuates cytokine production. The biological relevance of
this pathway was made manifest by murine endotoxemia studies demonstrating
that stimulation of the efferent vagus nerve inhibited TNF-α release, prevented
shock, and improved survival [59]. The vagal inflammatory reflex also regulates
localized inflammation. In a murine model of arthritis, vagus nerve stimulation
inhibited inflammation and suppressed the development of paw swelling [60]. In
the lungs, pharmacological α7nAChR stimulation correlated with reduced lipo-
polysaccharide (LPS)-induced neutrophil recruitment [61]. Collectively, these
studies suggest that either by electrical or chemical intervention, this inflamma-
tory reflex pathway can be modified to modulate the inflammatory response to
injury or infection [62].

Consistent evidence supporting a link between sunlight exposure and the
inflammatory reflex is lacking, however. The efferent arm of the inflammatory
reflex regulates TNF-α production in the spleen via two serially connected neu-
rons: One preganglionic, originating in the dorsal motor nucleus of the vagus
nerve (parasympathetic), and the second postganglionic, originating in the
celiac-superior mesenteric plexus, and projecting in the catecholaminergic
splenic (sympathetic) nerve [63]. Therefore, one of the most crucial components
of the efferent inflammatory reflex is catecholaminergic in nature. As the supra-
chiasmatic nucleus balances sympathetic and parasympathetic output to periph-
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eral organs [64], one might speculate that the efferent arm of the inflammatory
reflex could be directly activated or inhibited by light exposure, thereby establish-
ing a neural link between the retinohypothalamic pathway and the inflammatory
reflex. As the non-visual retinohypothalamic pathway’s net effect is to enhance
immunity, this inflammatory reflex mechanism could constitute a counterregula-
tory mechanism (Fig. 1).

Skin Pathways: Immunosuppression by Ultraviolet B Radiation

The skin represents an important interface between the external environment and
internal tissues and is constantly bathed in sunlight. Both direct (skin-mediated)
and indirect immunomodulation have been described. Visible light (400–700
nm) can penetrate the epidermal and dermal layers and directly interact with cir-
culating lymphocytes. UV-B and UV-A radiation alter normal human immune
function predominantly via a skin-mediated response [20]. Epidermal Langer-
hans cells survey invading agents and transmit the information into immune
cells. After engulfing exogenous antigen, these sentinels migrate to draining
lymph nodes and present the processed antigen to T cells, thereby inducing spe-
cific T cell differentiation and T cell activation. Ionizing and non-ionizing UV
radiation (below 400 nm) inhibit this antigen presentation via induction of sup-
pressive keratinocyte-derived cytokines. This reduces effector T cell proliferation
and activity and induces immunotolerance [65]. In addition, regulatory T cells
(Treg) serve important immunoregulatory and immunosuppressive functions.
Induced by UV radiation, Treg cells release IL-10, leading to immunosuppression.
Thus, functional alterations of epidermal Langerhans cells and a systemic
increase in Treg cells couple the epidermis to local and systemic immunosuppres-
sion [66]. The balance between the numbers and function of regulatory and effec-
tor T cells is crucial for the immune system. Although the molecular mechanisms
underlying the expansion of regulatory T cells after UV exposure are largely
unknown, vitamin D3 has been recently shown to upregulate the RANKL (recep-
tor activator for NF-κB ligand) expression that activates Langerhans cells [65].
This should be carefully considered when managing critically ill patients in an
ICU with windows with no UV protection. Although not subjected to rigorous
evaluation, UV-induced immunosuppression could play an adverse role in a criti-
cally ill patient (Fig. 1).

Vitamin D3, 1,25(OH)D2, and Cathelicidin

Vitamin D belongs to the family of steroid hormones. Exposure to UV-B radia-
tion of 290–315 nm converts 7-dehydrocholesterol to pre-vitamin D3. Pre-vita-
min D rapidly undergoes a thermally induced isomerization to form vitamin D3.
D3 enters the circulation where it undergoes hydroxylation in the liver by vitamin
D-25-hydroxylase and in the kidney by the 25-hydroxyvitamin D-1-alpha-hydrox-
ylase (1α-OHase), thus forming 1–25(OH)D2. The classic function of vitamin D
is to enhance intestinal absorption of calcium by regulating several calcium trans-
port proteins in the small intestine [67].

Cells of the immune system also possess 1α-OHase and the vitamin D receptor
(VDR) and, thus, are able to produce the hormonally active form. Macrophages
produce the antimicrobial peptide, cathelicidin LL-37, in response to endoge-
nously produced 1,25(OH)D2 to enhance innate immunity [67]. The antimicro-
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bial peptide, LL-37, is the only known member of the cathelicidin family
expressed in humans. It is a multifunctional host defense molecule essential for
normal immune responses to infection and tissue injury. LL-37 peptide exhibits
strong activity against common ICU bacterial strains, including Escherichia Coli,
Pseudomonas aeruginosa, Klebsiella pneumoniae, Staphylococcus aureus (methi-
cillin-resistant [MRSA] and non-MRSA), and Neisseria gonorrhoeae. It prevents
the immunostimulatory effects of bacterial cell wall molecules such as LPS and
can, therefore, protect against lethal endotoxemia [68]. Cellular production of LL-
37 is affected by multiple factors, including bacterial products, host cytokines,
availability of oxygen, and sun exposure through the activation of CAP-18 gene
expression by vitamin D3 [68]. As sunlight within the UV-B spectrum induces
immunosuppression and heightens vulnerability to infection, 1,25(OH)D2 poten-
tially balances this effect by stimulating the synthesis of LL-37 in the skin and cir-
culating phagocytic cells [69]. Recently, lower circulating levels of 25(OH)D and
vitamin D binding protein have been observed in critically ill patients compared
to healthy controls [70]. Thus, it might be concluded that optimal function of our
innate immune system requires some necessary amount of vitamin D and,
accordingly, of sunlight (Fig. 1). This is a strong reason for providing septic
patients with controlled exposure to direct sunlight.

The Biological Perspective: Visual Effects of Light

From the Greek Asclepieia1

1 Temples dedicated to the healing of the people, mostly erected in valleys near hot or cold springs,
with an open entry facing to the south. So, patients could sleep and dream in a well-ventilated room
warmed by sunlight.

to the monastic Middle Age infirmaries2

2 Infirmaries were deliberately located adjacent to a central courtyard or garden so that patients
could contemplate the scenery and ‘make a connection with God’.

, traditions of
complementary medicine and holistic healing have been rooted in the provision
of medical care. Pleasant views were obligatory characteristics of places designed
to give shelter and provide care for diseased people. It is now appreciated that the
visual environment can powerfully influence the atmosphere and visual impres-
sion of the workplace. Properly designed, the overall working environment can
have a stimulating effect on the people working within it [71]. Interior daylight
contributes substantially to the perceived quality of the working environment.
Light is mood enhancing and fosters visual and general health [71]. An important
benchmark in the history of integrating nature into the care of patients was made
by Roger Ulrich in 1984 [72]. Post-surgical patients with a view of nature suffered
fewer complications, used less pain medication, and were discharged sooner than
those with a view of a brick wall. This pioneering study provided the first formal
scientific evidence that ‘healing environments’ beneficially alter health. In the fol-
lowing years, many other groups from across the world have reported the health
benefits associated with views of nature, daylight exposure and related elements
[73] (Box 2). Based on these findings, many have proposed that exposure to day-
light be considered as a medical intervention for critical care patients. Neverthe-
less, such studies have not been yet performed though the concept warrants fur-
ther study.
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Box 2. Some beneficial health effects of light exposure reported in the literature

Light can alleviate seasonal depression [74]

Sunlight exposure improves cognitive function among depressed people in a dose-response rela-
tionship [75]

Light regulates melatonin, which has paramount immunomodulatory effects and has been shown
to reduce breast cancer growth [20]

Female patients with a first cardiac attack treated in sunny rooms had a shorter stay than female
patients treated in dull rooms and mortality in both sexes was consistently higher in dull rooms
than in sunny rooms [76].

Absence of visible daylight in the room is significantly associated with delirium and higher risk of
dementia in intensive care patients [77]

The Behavioral Perspective

People prefer daylight to electric lighting as their primary source of illumination
[78]. Most prefer to work and live in buildings illuminated by daylight as it pro-
vides psychological comfort, increased satisfaction in the work environment, and
visual and general health [79]. A window providing a beautiful view of the sur-
rounding landscape or of the sky and mountains might bolster psychological cop-
ing and thereby facilitate healing [71], all through a sensation of well-being. Well-
being can be defined in terms of an individual’s physical, mental, social, and
environmental status. These aspects interact with each other and possess differ-
ing levels of importance specific to that individual (Box 3). Almost all of these
components are present in the critically ill patient.

Apart from the biological considerations previously discussed, the positive
sensations elicited by a daylighted view might enable a patient to more appropri-
ately cope with critical illness. Psychologists make an important distinction
between short-term positive emotions (hedonic well-being) and psychological
(eudaimonic) well-being. Eudaimonic well-being has to do with the realization of
personal potential and purpose in life, and is mainly determined by childhood
social circumstances and the development of loving and trusting relationships
early in life [81]. Therefore, it is not subject to simple modifications through daily
life experiences. Conversely, hedonic well-being is related to experiences of happi-

Box 3. Components of well-being [80]

Individual characteristics of people such as functional ability and physical and mental health
Physical environmental factors including facilities, amenities, and housing standards
Social factors such as family and social networks
Living environment including household status, household conditions, and neighborhood
Socioeconomic factors including income, standard of living, and ethnicity
Personal autonomy factors such as ability to make choices and control
Subjective satisfaction on the person’s evaluation of their quality of life
Psychological health such as psychological well-being, morale, and happiness
Activities such as hobbies, leisure, and social participation
Life changes such as traumatic or disruptive events or lack of change
Care including expectations, amount, and kind of support
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ness and satisfaction and is a short-term sensation. Several authors have
described the short-term benefits of positive emotions and attitudes on reducing
the cardiovascular response to stress [82], lowering pain ratings and sensitivity
[83], and volunteers trained in meditation produced high levels of immunity to
influenza [84]. Thus, the appreciation of sunlight may impact favorably upon the
health of a critical patient through this shorter-term perspective (Fig. 1).

The Holistic Perspective

No single factor is responsible for any given health circumstance or condition.
This common-sense statement was conceptually developed by Moos in 1976 [85]
and is called the social-ecological framework. This model views a specific situa-
tion as the sum product of the interaction of many factors ordered in five levels:
Individual, interpersonal, community-level, societal, and policy. Environment
integrates into the third and fourth categories.

Humans can modify almost every aspect of their world to create hospitable
places within which to work, play and live. They enjoy and seek the pleasant emo-
tions that a beautiful landscape and a warm sunlight nourish. Over time, how-
ever, we have become extremely dependent upon a man-made environment. Arti-
ficial light constitutes an indispensable part of our modern lives. Consequently,
seasons, daylight hours and healthy sleep-waking cycles are less a part of our
existence. But physiology reminds us that maintaining a balanced sleep-wake
cycle is essential to survive. It allows animals to enhance their immunity through
light-mediated mechanisms even in adverse environmental conditions.

When a healthy individual suffers an acute serious illness, these ancient sur-
vival mechanisms reacquire relevance. The biologic environment becomes hostile
and the patient starts to struggle with the most atavistic challenge he/she could
face: The fight for survival. At this point, the provision of professional intensive
care must include elements apart from standard medical care. It should consider
the deliberate intention to modulate the patient’s immune response via activation
of visual and non-visual pathways. Modification of light settings and timing
becomes a fundamental component in this approach, as well as prudent exposure
to sunlight for some hours. We cannot assure that providing sunlight exposure to
critically ill patients and shortening the daily time of exposition to light will
result in improved survival. The final outcome will emerge from a dynamic ongo-
ing process in which personal and environmental factors will exert influence
upon each other according to the social-ecological framework. However, the sys-
temic and local immunomodulatory effects and the positive emotions elicited by
this sensorial experience give us a solid rationale to integrate them as key compo-
nents in the delivery of care in the ICU.

Conclusion

Clearly light has the very real potential to alter the course of disease and the
behavior of persons providing care. Although we have a deeper understanding of
the biological mechanisms involved in the visual and non-visual effects of light,
and the psychological and behavioral elements of the complex interaction
between light exposure and health outcomes, it is far from complete. There are
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still many nebulous aspects, and with each step of understanding, several new
questions arise, particularly in the context of critical illness. How does illness
alter the neural and endocrine pathways governing the biological effects of light?
Do measures to engage the physiologic and neural feedback loops enhance, hin-
der, or fail to influence their actions? What are the effects of blue and green light
wavelengths in a patient that is sedated and intubated? What happens to the bio-
logic rhythms and immune responses if our critically ill patient rests in a room
without windows, even though it is a greatly illuminated one? As artificial light
sources in ICUs fail to account for retinal spectral sensitivity and the circadian
clock, are our artificially lighted work environments leaving our patients and
healthcare providers blue light ‘deprived’? Hopefully, for these and many other
questions, future studies will enlighten us as to the benefits of returning natural
light and nature to the bedside.
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Introduction

Medical decisions are based on information coming from two main sources:
Patient information from medical records, physical examination, monitoring
devices, medical images, laboratory results, etc.; and medical information from
knowledge databases, medical papers, books, etc. The two kinds of information
source have been largely unconnected: Usually, a medical problem detected at the
bedside poses a question that impels physicians to search for information.
Although this is a traditional, consolidated, and useful approach, it is also highly
time consuming.

It would be extremely convenient if physicians could have access to the infor-
mation they need in order to make decisions whenever and wherever they need
it from a depository of pertinent answers for questions that have never even been
asked. If you are used to using web mail servers or web search engines, you have
probably noticed that advertisements closely related to your email or web search
subject are displayed. These advertisements are produced by systems that analyze
your virtual movements to make potentially useful information immediately
available and thus increase the chance that you will actually access it.

What is Context Information?

Context information is any information that can be used to characterize the situa-
tion of any element (a person, place, problem or object) that is considered rele-
vant in decision making. In a broad sense, we use context information almost
continuously in everyday tasks. Even when not explicit, daily decisions are the
final consequence of considering many issues that include who you are, what you
have to do, where you will do it, and whom you will do it with. In the narrow
sense, context information refers to explicitly including the items that influence
decision making into a structured model.

Context Information in Critical Care Monitoring

Up to 77 % of admissions to medical intensive care units (ICU) take place, at least
in part, for monitoring purposes, even though only 10 % of the patients moni-
tored will subsequently have indications for major interventions [1]. As response
time is a key issue, most monitoring devices are equipped with alarms that alert
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personnel to changes that could place patients at risk. Alarms, however, are a
problem in and of themselves: As the signal-to-noise ratio from many devices is
low and trigger thresholds are kept low to avoid false negatives, false alarms are
very frequent. Only 3 % of the alarms that go off in the operating room [2], and
less than 6 % in the ICU [3], are clinically significant. In this scenario, clinically
important alarms are left unattended [4, 5] and noise levels surpass safe limits
[6], disturbing patients’ sleep [7, 8] and increasing personnel burnout [9] while
increasing costs and wasting human resources [10].

Once alerted to a problem, personnel must solve it. This usually involves
accessing other sources of patient information and medical information to reduce
uncertainty and then using it to take decisions. Thus, as the final aim of monitor-
ing is to shorten the time needed to solve the problems that may arise, the prob-
lem-solving process should be analyzed to improve the behavior of the entire sys-
tem.

Figure 1 shows the traditional problem-solving process: When an event occurs,
the personnel in charge must first determine whether it is clinically significant;
second, they must seek to understand the causes; third, in most cases, they must
solve the problem. For example, a mechanical ventilator’s ‘high airway pressure’
alert is a false alarm in nearly 4 of 5 cases, so, the first step is to establish its clini-
cal relevance. Once a false alarm has been ruled out, physicians will need to
examine the ventilatory setup, ventilatory pattern, patient’s status, flow and air-
way pressure tracings, etc., to determine what might be causing the rise in peak
airway pressure. This additional information coupled with the physician’s medical
knowledge may suffice to solve the problem. However, if they are unable to deter-
mine why the airway pressure is high or to correct the situation, physicians will
have to seek additional information from other physicians or in the literature.
Because it is so time consuming, this approach is useful in only a few cases.

Fig. 1. Traditional medical problem solving process
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Fig. 2. Alternative medical problem solving process. ES: expert system

There is much room for improvement in the traditional model. Figure 2 shows an
alternative problem-solving process. In this model, an expert system analyzes the
event in context and uses a well-defined (or a fuzzily defined) rule to decide to
what extent it is clinically significant. Next, it analyzes the airway pressure and,
finding a persistent expiratory flow, it checks the ventilatory setup and finds a
tidal volume of 12 ml/kg and a 1:1 inspiratory/expiratory ratio. It replaces the low
level ‘high airway pressure’ alarm with a high level ‘Auto positive end-expiratory
pressure (PEEP)’ alarm and recommends that the attending personnel reduce
tidal volume and lengthen expiratory time; additionally, the system provides links
to some highly relevant articles.

In this model, only a fraction of the total number of events is presented to
attending personnel. Using time delays and correlating alarms with clinical con-
texts can decrease the number of false alarms [11], and automatic detection of
context-sensitive changes during surgery can improve tracking of dynamic physi-
ologic systems [12]. Moreover, presenting events effectively converts them into
well-defined problems. The patient’s context information reduces uncertainty
(considering bradycardia, hypertension, and increased intracranial pressure
together provides much more information than the sum of the parts) and perti-
nent medical information is easily available in case physicians need it. As the
focus of the physician’s attention is narrowed considerably, response time and
accuracy should improve markedly.

Context Information and Patient Safety

Patient safety (a key component of hospital performance) is receiving increasing
attention at all levels of the healthcare system, most notably in the design of
healthcare policies and hospital quality assurance programs. Recently, after care-

Context Information in Critical Care 783

XVII



ful adjustment for severity of illness, Garrouste-Orgeas et al. [13] demonstrated
that experiencing more than two adverse events was associated with a threefold
increase in the risk of ICU death. The authors related the following factors to
adverse events: Severity of illness, workload, teamwork climate, burnout, and
possibly the lack of powerful information systems. The relation between the com-
plex ICU environment, complexity of the patients, and occurrence of medical
errors suggests that guidelines, education, and communication skills training
might foster a culture of safety in the ICU, thereby decreasing medical error rates.

Many medical errors are not patient specific. Administering food through an
enteral feeding tube without checking its position beforehand can lead to serious
complications. Protocols are effective at reducing this kind of error. However,
there are many situations in which errors derive from a lack of contextual infor-
mation, such as delivering the standard dose of vancomycin to a patient who has
renal dysfunction or ordering magnetic resonance imaging (MRI) for a patient
who has a pacemaker made of magnetic metals. To prevent this kind of error,
computer decision support systems (CDSS), functions of which vary from provid-
ing simple reminders to sophisticated help in diagnosis using artificial intelli-
gence techniques, have become common in the last 30 years. Payne [14] identified
the key features of successful CDSSs: They give patient-specific recommendations,
they save time, and they are incorporated into the institution’s workflow. To pro-
vide patient-specific recommendations, a CDSS has to be context aware; context
information can be provided by the user, but it is preferable for the CDSS to col-
lect these data directly from their sources (laboratory, pharmacy, monitors, and
other systems).

Context Information and Telemedicine

Telemedicine has focused on the application of traditional physician-to-patient
and physician-to-physician interactions through video and audio links. This pro-
fessional interaction via a telemedicine link can dramatically extend a physician’s
or other caregiver’s geographic range and availability. However, this telemedicine
model is most often implemented on demand for a specified time-limited
encounter. The remote ICU model described here similarly expands the geo-
graphic range of ICU physicians. However, it goes further, enabling a single spe-
cialist to simultaneously monitor multiple patients on a continuous basis by using
an electronic medical record interface and computerized algorithms to detect
potential risk situations [15]. Recent studies found that advanced networks can
have an impact on telemedicine in several ways. Improved quality of service per-
mits telemedicine to be used to support time-critical procedures such as surgery
and critical care [16] or to assess the association of remote monitoring of ICU
patients with mortality, complications, and length of stay. Along these lines,
Thomas et al. [17] assessed the effects of a tele-ICU intervention on mortality,
complications, and length of stay in six ICUs in a large healthcare system by mea-
suring these outcomes before and after implementation of the tele-ICU. These
authors found no reduction in overall hospital mortality after the implementation
of the tele-ICU in these six ICUs. They did, however, find improved survival in
sicker patients. The lack of apparent benefit may be attributable to low decisional
authority granted to the tele-ICU as well as to varied effects across different types
of patients or to the program’s failure to extend the reach, scope, and availability
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of intensivist specialty expertise sufficiently. Thus, it seems that telemedicine for
critically ill patients would benefit from protocol-based care, computerized order
entry, and intelligent alarms with contextual information to help bedside or
remote clinicians.

Information and communication technologies have the potential to address
many problems encountered in the ICU. Specifically, they make it possible to
manage large amounts of patient and research data and to reduce medical errors.
The ICU information system allows vital sign data capture, full access to labora-
tory tests, access to medical images, treatment control, and fluid balance, among
others [15, 16]. Applications derived from ICU information systems include elec-
tronic clinical records and nursing registries as well as databases for demographic
data. Once implemented, clinicians can take advantage of computerized medical
prescriptions, full access to stored data, and the possibility of sharing this infor-
mation among the heath community [18]. Information technology would be use-
ful for managing the large amount of data generated by each patient, but few
studies have formally evaluated the effects of introducing an information system
into the ICU. Some studies have addressed the benefits of clinical information
systems with automated data capture from ICU devices, demonstrating a reduc-
tion in nursing workload but this finding is certainly not uniform [19]. Others
found the ward round team faced several difficulties when interacting with each
other using the electronic record compared with the paper one. The physical
setup of the technology may impede the consultant’s ability to lead the ward
round and may prevent other clinical staff from contributing to discussions [20].
Moreover, the problem of responding to alarms in potentially life-threatening
events in the ICU is not solved. Advanced built-in alerts in sophisticated ICU
information systems allow alarms to be customized to suit individual patients,
and while this has brought about a reduction in common errors of omission or
commission, these systems are not yet able to provide context information about
all physiologic variables in a given patient [21, 22].

Beyond Patients and Problems

Human-to-human communication is successful thanks to a very rich language
(both verbal and non-verbal) and a huge amount of shared general knowledge
(from an implicit understanding of everyday situations to a common understand-
ing of how the world works) that increases the communication channel band-
width. Its main disadvantage is the uncertainty resulting from the way in which
coded information at the source is decoded at the receptor. On the other hand,
machine-to-machine communication can assure that information coding and
decoding is perfect but no ‘implicit’ information is transmitted. In monitoring,
machine-to-human communication offers the worst scenario: Coding-decoding
accuracy is not guaranteed and the total lack of implicit information means the
message has to be complete. As events in critical care monitoring can be life-
threatening, this fragile scenario is of great concern.

Context information can help at this level by characterizing the user (receptor).
User skills, for instance, could be critical in choosing the kind of information to
be displayed. While some information might seem superfluous to expert users, it
might be very useful for less trained ones. Even more, context information could
take users’ preferences into account (like preferred language, which will be more
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important if telemedicine becomes as common as it seems it will in the very near
future).

Moreover, context information could provide useful information about techno-
logical issues. Monitoring systems could benefit from pervasive and ubiquitous
computing. There is no reason to limit critical care monitoring alerts to the bed-
side. In fact, as different kinds of alerts are intended to warn different staff mem-
bers, many of them could be dispatched to portable devices. This is a profound
change in paradigm (as was the change from ‘calling a place’ to ‘calling a person’
brought about by mobile phones). However, technological issues (from differ-
ences in display to bandwidth limitations) could make it difficult to show the
same information in the same way in all cases. The way in which information is
presented changes users’ response time and their ability to solve a problem [23].
Thus, it is crucial for monitoring systems to be aware of the characteristics of the
network and of the user’s device.

Technical Requirements for Providing Context Information
in a Monitoring System

Although it is relatively easy to integrate medical information into monitoring
systems to provide caretakers with pertinent information, it is far more seductive
to create a separate layer using information from different devices, including bed-
side monitors, clinical information systems, mechanical ventilators or infusion
pumps, to analyze the patient’s state. The integration of the information coming
from these systems to a central hub requires a common language to ensure clear
and unique interpretation of data.

For this purpose, a structured and standard model that provides a virtualized,
unified view and a common means of access to information coming from multi-
ple and heterogeneous data sources is necessary. A normalized data model should
define the interface among heterogeneous systems to guarantee homogeneous
data exchange. HL7 is the current standard by which various healthcare systems
providing clinical and administrative data can communicate with each other. HL7
defines Conceptual Standards, Document Standards, Application Standards, and
Messaging Standards, setting the language, structure, and data types required for
seamless integration from one system to another. The version 3 standard (started
around 1995) defines a Development Framework to document the processes,
tools, actors, rules, and artifacts relevant to HL7 standard specifications, and it
also introduces the Clinical Document Architecture (CDA), an XML-based
markup standard intended to specify the encoding, structure, and semantics of
clinical documents for exchange.

Extensible Markup Language (XML) seems to be a natural choice; it has
become a standard for communication between applications and its flexibility
and clear structure make it very suitable as a description language for context.
Figure 3 shows an example of context information in XML format.
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Fig. 3. XML file for context information exchange

Conclusion

The use of context information can improve many aspects of the critical care pro-
cess, from medical decisions to alarms and telemedicine issues. The development
of context-sensitive applications requires carefully designed interfaces to allow
expert systems to interchange pertinent information. Furthermore, context infor-
mation is by no means limited to characterizing patient-related or problem-
related issues; on the contrary, it promises to be of great help in portraying physi-
cian-related or technology-related topics. As suggested in a Conference Summary
of the Institute of Medicine [24], reaping the full benefits of innovation in diag-
nostics, therapeutics, and devices requires parallel innovations in the way health-
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care is delivered. Context awareness systems could be of some help, but context
aware applications will do a better job, providing clever advice, improving alarms,
increasing the number of patients that can effectively be attended by a critical
care specialist, reducing costs, and improving patients’ safety.
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Introduction

Electronic medical record (EMR) systems have a lot to live up to. They have been
proclaimed as the solution to many of the ills that afflict our health care systems,
offering lower costs, fewer errors, increased efficiency, as well as clinical decision
support for providers and patient empowerment. While the potential benefits are
encouraging, in truth these claims are largely unsubstantiated. Where evidence
does exist, the results are often conflicting or compromised by methodological
limitations. As EMR systems become more prevalent, their impact on the quality
and safety of health care delivery – good, bad or indifferent – will be amplified.
In this chapter, we outline some of the key opportunities and challenges associ-
ated with the development and testing of integrated electronic environments and
present a vision for the incorporation of smart EMR systems into acute care. With
rigorous attention to development and testing, we contend that such systems will
yield higher quality, safer care for our patients.

Intensive Care Can Be Costly and Error-Prone

Each year in the United States almost six million adults are admitted to the inten-
sive care unit (ICU), and one in five Americans dies there [1]. The ICU is a costly
place to receive care; estimates of the cost of providing intensive care services in
the US approach 1 % of gross domestic product, or roughly 20 % of aggregate
hospital budgets nationwide. At the same time, physicians, regulators, and the
public have learned that preventable medical errors are a leading cause of death
in the US, accounting for an estimated 44,000 to 98,000 deaths per year [2].
Although these numbers have been contested, the acute care community has
identified the elimination of error in the ICU as a priority. In the recent declara-
tion of Vienna, leaders of all major ICU societies described patient safety as being
“of paramount importance to every practicing health professional and one of the
major challenges of modern day medicine” [3]. One of the few studies to assess
error rates in intensive care involved the observation of patient care in Israeli
ICUs [4]. The authors reported an average of 178 observed processes of care per
patient per day, 1.7 of which were associated with some error. Overall, this study
identified more than 500 errors in a four month period, 200 of which were
described as serious.

There are several likely contributors to these rates of both general and serious
error. From a systems perspective, these include increasingly complex work envi-
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ronments, a lack of standard practices, provider fatigue, high workload, shift
work effects, and inconsistent communication among team members. These fac-
tors converge to produce a hazardous environment in which preventable errors,
poor outcomes, and high costs are common. Given these conditions, EMR sys-
tems that demonstrably enhance the quality and safety of care delivery will have
a distinct advantage, but this requires a significant change in the way these EMR
systems are developed and tested.

Medical Decision Making Takes Place in a Distributed Cognitive
Network

Medical decision making is complex, especially in the ICU, where a high level of
cognitive processing is required to manipulate multiple disparate types of data.
Important information cues from human and artificial agents (physiologic moni-
tors, medical records, radiographic images, patients and family members) must
be processed and integrated by multiple providers in a variety of combinations
(Fig. 1). The theory of distributed cognition suggests that intelligent behaviors,
such as medical decision making, are built upon a network of interactions
between such agents, and that the performance of the network can be altered by
changes in their individual characteristics [5].

There are currently widespread calls for an acceleration in the “meaningful
use” of EMR systems [6]. Under present conditions, this will challenge established

Fig. 1. a Representation of the distributed cognitive network. The ICU is a complex environment con-
sisting of providers and patients (human agents), and technological and physical objects (artificial
agents). The theory of distributed cognition suggests that complex behaviors such as medical decision
making are built upon the interactions between human and artificial agents. Changes in any one of the
elements in this type of a network can have an impact on the established cognitive behaviors. A
deeper understanding of the distributed cognitive network in the ICU is necessary if we are to develop
technologies that enhance, rather than disrupt network function. b Simple schematic of decision mak-
ing in complex environments. The care of patients in the ICU generates large quantities of data. From
this, the provider is challenged to extract relevant data and construct an accurate picture of the patient.
Understanding information needs of providers will facilitate the development of smart, context specific
displays which facilitate high quality care delivery.
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cognitive networks, likely without a complete understanding of how these
changes impact medical decision making and care delivery. Caution is essential
here – the development of safe and effective electronic resources depends on a
more complete understanding of the associated distributed cognitive networks.
Opportunities exist for researchers to model cognitive networks and design sys-
tem support tools that will lead to better patient outcomes. The complexity of the
ICU and the vulnerability of critically ill patients make this an ideal clinical arena
in which to develop that understanding.

Information Overload Impairs Timely and Rational Decision Making

The complexity of the ICU distributed cognitive network arises not only from the
variety of data sources, but also the sheer quantity. Information overload repre-
sents one of the prime challenges of the informatics age, and its influence is pro-
found, poorly understood, and likely accelerating [7]. A recent Canadian study
estimated that the care of critically ill patients generates a median of 1348 indi-
vidual data points per day [8]. This quantity has increased by approximately 26 %
in the last five years, facilitated in part by the introduction of EMR systems. In
their current iteration, these systems specialize primarily in the aggregation and
storage of large quantities of minute-to-minute patient data. These elements are
often scattered throughout the electronic environment, impairing pattern recog-
nition and potentially delaying intervention [9]. Although the associated impact
on providers is poorly understood, it is likely to be particularly relevant in the
ICU, where severe illness and complex care delivery create an environment that
can overwhelm providers’ cognitive capacity [10]. Given the sophistication of
modern computing technology, this interference with pattern recognition is an
unnecessary side effect of the current approach to the design of EMR systems.

Parsing these vast repositories of data cues and defining the subset that is valu-
able to decision making is an essential first step in the development of a smarter
electronic environment – one that eliminates information overload and allows a
comprehensive clinical picture to emerge. EMR systems developed without
knowledge of these cues will fail to manage data effectively, and will not fulfill
their potential. Groups that invest time and energy to overcoming this challenge
will be positioned to build tools that reliably extract important data from the
electronic environment and present it clearly to bedside providers within the con-
text of their workflow. This structured approach may yield tools that reduce cog-
nitive errors and time to decision making, and may contribute to greater frontline
acceptance of EMR systems [11].

EMR Systems may Facilitate Medical Error

While EMR technology is often lauded as a fundamental component of a new model
of safer care delivery systems, widespread deployment of these systems without suf-
ficient testing is potentially dangerous. Current knowledge gaps may complicate the
construction of EMR systems that reliably meet our high expectations.

Generally speaking, the development of EMR systems has occurred with insuf-
ficient attention to the decision making environment in which they will be
deployed [12]. Most current systems are essentially simple data repositories that

Ambient Intelligence in the Intensive Care Unit 795

XVIII



provide only basic layers of context (data, time, etc), and actionable information,
such as physiologic trends, can be difficult to extract. By failing to distinguish
between high value data and noise, the current generation of EMR systems places
an unnecessary cognitive load on already overburdened decision makers. An
incomplete understanding of provider workflow and information needs means
that newly adopted EMR systems can complicate decision making by obscuring
key data and disrupting cognitive processes [13]. This may produce unintended
delays in time sensitive interventions, possibly increasing the very errors the sys-
tem was intended to reduce. One graphic example of this occurred in a pediatric
ICU where the introduction of a computerized physician order entry (CPOE) sys-
tem was associated with a sustained doubling of mortality [14]. A subsequent
review implicated a failure to adequately anticipate the impact of CPOE on care
delivery, and called for alternative testing paradigms to identify potentially dan-
gerous consequences of the electronic environment [15]. This example under-
scores the need to establish a baseline understanding of care processes and medi-
cal decision making as a prerequisite for EMR development. Furthermore, new
EMR systems should undergo rigorous scrutiny of their impact on those pro-
cesses prior to installation in the clinical setting.

Adoption of New Electronic Tools Must Be Preceded By Rigorous
Testing

Currently only 1.5 % of American hospitals employ a comprehensive EMR, as
defined by the presence of electronic functionality in all clinical units [16]. As
accelerating political and social forces steer hospitals towards widespread imple-
mentation of EMR systems, it is essential for clinicians to consider how EMR sys-
tems can be tested against patient centered outcomes. To date, testing has primar-
ily been conducted by groups responsible for the design and sale of EMR and
CPOE systems, and has emphasized usability and technical issues. Although
expanded testing standards have been proposed, they are by no means universal.
For example, no currently available system has been subjected to the expanded
standards proposed by the Healthcare Information and Management Systems
Society (HIMSS) [17]. However, there is an increasing awareness among informa-
tion technology experts that clinical systems operate in unique environments and
that testing must reflect outcomes of relevance to providers and patients [18].

The underutilization of standardized testing procedures underlies some of the
concerns of frontline providers confronted with the prospect of integrating EMR
systems into their practice [19]. For these providers the primary outcome of
interest is a good patient outcome delivered in a cost effective manner [20]. These
broad concepts must be deconstructed into measurable components. Specifically,
testing paradigms should include metrics that assess the impact of EMR systems
on error frequency and omitted or wasteful steps in acute care delivery processes.
Furthermore, both testing and development should ideally occur in high fidelity
simulated environments that allow researchers to identify beneficial characteris-
tics of EMR systems while insulating patients from potential harm [21]. The lack
of such facilities and methods are key barriers to the development of EMR sys-
tems that reliably improve the outcomes of interest to frontline providers [22].
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Potential Solutions

Simple Tools Can Improve System Performance and Patient Outcomes

Several simple systems-based tools have been successfully incorporated into ICU
practice with measurable improvements in patient centered outcomes. Prominent
examples include checklists for the placement of central venous catheters, daily
patient care goal lists, and clinical practice guidelines [23]. While successful when
used consistently, these static tools lack the responsiveness and oversight capabil-
ity of applications developed for the electronic environment. For example, daily
checklists can be reproduced in a ‘smart’ electronic form, taking advantage of the
system’s ability to retrieve relevant data and display only the items needing com-
pletion, with a direct CPOE link. Analogous non-medical examples include
smartphone to-do list applications that take advantage of onboard global posi-
tioning system technology to restrict the list of displayed items to those that are
relevant to the user’s current location. The appeal of these applications is their
relatively effortless integration into the end user’s workflow, the lack of which is
a key barrier to the widespread acceptance of clinical checklists and decision [24].
Miniaturization and mobile technology afford new opportunities to developers,
but regardless of the hardware, EMR systems will remain fundamentally flawed
unless resources are devoted to understanding clinical workflow. Once refined,
accurate models of these processes will allow developers to more effectively inte-
grate new tools into the clinical environment.

Ambient Intelligence Principles Can Guide the Development of a Smarter EMR

While we have characterized information overload as a threat, the repository func-
tion of comprehensive EMR platforms is also their potential saving grace. The vast
quantity of data contained within the EMR represents an almost complete digital
record of patient disease states, potential decision making cues, and associated pro-
vider actions, all of which can undergird the development of better data displays
and decision support tools [25]. By applying rules to these databases, we can offer
teams of providers comprehensive physiologic surveillance and feedback.

The concept of ambient intelligence describes an evolutionary step beyond
standard data interfaces. It has been generically defined as interactive technology
with the capacity to respond to changing contexts and to intelligently assist
humans in the completion of tasks [26]. In the idealized ICU, this would take the
form of an electronic environment that could recognize physiologic patterns and
anticipate the information needs of providers, prompting them with ‘smart’ alerts
and adaptive user interfaces. The incorporation of models of provider workflow
could further facilitate the deployment of context-sensitive displays of patient
data, resulting in an EMR that assists providers in completing tasks as proficiently
and with as few errors as possible.

Many of the conditions for the development of ambient intelligence ICU appli-
cations currently exist. Multiple hardware interfaces, in the form of smart phones
and gesture based user interfaces, have been developed and tested; databases of
digital cues, including patient physiology and corresponding provider actions, are
increasingly complete; financial and political incentives for the deployment of
comprehensive EMR systems are in place; and increasingly sophisticated end
users are driving demand for well designed electronic applications. However, this
momentum must incorporate a clear-eyed understanding of current knowledge
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gaps, such as the validation of existing digital cues, representative workflow mod-
els for health care delivery processes, an understanding of the most relevant
information needs of the providers at each step of workflow, and patient centered
outcome measures that facilitate reflect the impact of new systems.

Practical Examples from a Single Institution

In the following section, we describe a single center’s initial experience in apply-
ing ambient intelligence principles to the ICU electronic environment – including
the necessary infrastructure and determination of task-specific information needs
– and provide examples of projects under development, such as CPOE forcing
functions, smart alarms, and parsimonious data displays. In addition we provide
a general framework for the development and testing of ambient intelligence
applications in critical care.

The development of next generation EMR systems is beyond the scope of any
group of individuals with a focused area of expertise. Rather, successful applica-
tions require close collaboration between software and systems engineers, infor-
matics experts, clinicians, cognitive psychologists, and designers. Assuming the rel-
evant expertise can be gathered, the development of ambient intelligence applica-
tions requires access to a preexisting high fidelity electronic environment, dense in
real-time patient and provider data, and a clinical institution supportive of patient
centered collaborative research and development. The involvement of end users at
each phase of the development process greatly enhances the chances of success.

Building a Comprehensive Informatics Infrastructure

A fundamental requirement is the availability of comprehensive electronic cues
that accurately represent patient physiology, provider actions, and care delivery
processes. At Mayo Clinic’s campus in Rochester, Minnesota, medical records for
all new patients have been in electronic form since March 2005. This includes
data from roughly 15,000 new ICU patients per year, divided among seven adult
ICUs. The Clinic’s custom system enables direct access to raw data sources facili-
tating sophisticated secondary data usage for multiple purposes. Mayo’s Multidis-
ciplinary Epidemiology and Translational Research in Intensive Care (METRIC)
collaborative has developed and maintains a custom relational research database
that contains a near-real time copy of the EMR of ICU patients. The so-called
METRIC DataMart serves as the main data repository for the development and
validation of tools for error prevention, decision support, reporting, and epidemi-
ological investigations [27]. This provides the necessary data cues to which we
can apply rules based on our assessment of provider information needs.

Defining Provider Information Needs

We prospectively examined more than 1200 physician-patient interactions by
approaching providers shortly after ICU patient admission and asking them to iden-
tify data cues used in the management of that particular patient [28]. After ranking
the resulting cues according to frequency of utilization, we analyzed the relative
ranking of cues across various contexts (ICU type, provider role and level of experi-
ence, admission diagnosis). Using these data, we have extracted patterns of data cues
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that are highly conserved across all contexts and are developing these into rules
for data display, as well as other tools. These applications share an emphasis on
patient safety and provider performance as important outcome metrics.

Developing Metrics for Work Load, Medical Error, Omissions, and Waste

The measurement of work load, defined as the subjective burden attributable to
the performance of a standardized task, has long been essential to other high-
tech, high-risk industries. In the US, astronaut training has for several years
incorporated the NASA Task Load Index (TLX), an objective, validated metric of
cognitive load [29]. This tool has increasingly found applications in health care,
although its use in the comparison of electronic environments in the ICU setting
is still uncommon [30]. We are evaluating this and other tools for their reliability
and validity in the standardized evaluation of EMR systems. Errors in the ICU
may profoundly impact a patient’s clinical course and subsequent outcome. Any
group intending to develop EMR systems, the primary functions of which include
error reduction, faces the challenge of validating reliable metrics for error, omis-
sions and waste in patient management. To date our attempts at developing such
tools has involved a hybridization of clinical practice guidelines and a modified
Delphi process to assess consensus expert opinion. The goal of this approach is to
generate profiles of optimum actions for defined tasks, which will be validated
against meaningful patient outcomes. Incorrect or delayed performance of these
actions or their omission altogether, will be identified as error. Once validated, we
anticipate that this methodology could be used to guide the development of clini-
cal decision support tools as well as curricula and assessment modules.

Designing Progressively Complex EMR Applications for the ICU

Passive electronic oversight of transfusion orders
One of our institution’s first efforts in electronic oversight was the introduction of
a CPOE forcing function designed to reduce unnecessary patient exposure to the
risks associated with red blood cell (RBC) transfusion. This simple decision sup-
port tool prompted providers to justify their transfusion order based on physio-
logic parameters (acute bleeding, ischemia, early septic shock) rather than spe-
cific hemoglobin concentrations. The implementation of this tool was associated
with a reduction in transfusion of greater than 1,000 units of packed RBCs during
a three month period, and a decrease in transfusion-related complications from
6.1 to 2.7 % [31]. Although this project has illustrated the potential impact of
oversight embedded within the CPOE system, the additional step between provid-
ers and desired actions can disrupt workflow and is a relatively crude means to
engineer patient safety.

Active oversight of mechanical ventilation (a “sniffer” for ventilator-induced
lung injury)
At a somewhat more sophisticated level, the first true ambient intelligence tool
developed and deployed in our ICUs was an automated alert for ventilator-
induced lung injury (the “VILI sniffer”) [32]. This application continuously sur-
veys the electronic environment for predefined contextual cues suggestive of lung
injury. These include a PaO2/FiO2 ratio below 300, certain biometric data, and
free-text searches of radiology reports for “bilateral infiltrates” or “edema” on
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recent chest radiographs. When detected, these trigger a secondary search for
expected provider actions. If a patient with an electronic signature suggestive of
lung injury is not receiving appropriate lung-protective ventilation, the sniffer
alerts bedside providers via text pager to check ventilator settings. In contrast to
the CPOE alert for transfusion decision support, which is activated by any pro-
vider’s attempt to order RBC products in any patient, the VILI sniffer runs con-
tinuously and unobtrusively in the electronic environment, and only interrupts
workflow when a pattern of predefined conditions are encountered. We have
found that the VILI sniffer results in significantly less exposure to potentially
injurious ventilator settings with minimal disruption to established workflow.

A parsimonious data display for the ICU
Based on these initial experiences, we have undertaken to develop a novel EMR
platform designed using ambient intelligence principles and intended to more
directly connect providers with decision making cues in the electronic environ-
ment. The impetus for the development of this tool has in part come from the
input of clinical leaders in our practice, who have identified information overload
as a growing threat to provider workflow and patient safety. The current intensi-
vist workflow at Mayo Clinic involves the need to constantly access multiple
applications in order to gather the patient data cues necessary to make informed
decisions and to mentally filter data that are irrelevant to the task at hand. We
believe that this exposes our patients to many of the risks discussed earlier in this
chapter, and have begun a collaborative effort to remedy this daily clinical reality
by designing a smarter EMR that we hope will serve as an example of the poten-
tial of ambient intelligence concepts.

Building from our efforts to identify highly conserved data utilization patterns
for ICU providers, we have developed rules for the extraction of patient and pro-
vider data from the electronic environment, as well as a user interface that has
been optimized to the tasks involved in managing newly admitted critically ill
patients [11]. The resulting tool is a .NET based application that dynamically dis-
plays highly conserved patient data in real time on a single screen, grouped by
organ system. Each grouping includes relevant data from multiple sources (physi-
ologic monitors, laboratory results, past medical history, medications, investiga-
tions, provider actions) that have been identified in our research as being most
relevant to the management of the patient.

Testing Novel Tools in a Safe, High-Fidelity Environment

A high-fidelity simulated clinical environment is an important component of any
evaluation of novel ambient intelligence applications. EMR applications should
not advance to clinical practice without satisfying the requirement to facilitate,
rather than obstruct, safe task completion. Our expectation is that EMR interfaces
constructed using ambient intelligence principles will outperform the standard
available EMR, resulting in improved provider performance and reducing medi-
cal errors and associated workload. These expectations are consistent with those
from other industries – parsimonious data displays, designed around specific
tasks, reduce cognitive load and improve human performance. However, as with
any intervention, these expectations must be subjected to rigorous and transpar-
ent testing so that we can ensure only the safest, most effective tools advance to
the bedside.
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Conclusion

The application of rules to data aggregated within a high fidelity EMR can trans-
form the electronic environment from a passive repository into a smart member
of the health care team. These tools will support providers in the error free com-
pletion of common patient management tasks, such as admission, rounding,
resuscitation, handoff, and discharge. This type of smarter EMR could have sub-
stantial implications for patient safety and the effectiveness of intensive care.

The principal differences between ambient intelligence and traditional elec-
tronic environments include the processing and display of data and the nature
and extent of integration into the workflow of the healthcare team. A tremendous
amount of development time and refinement is necessary to ensure the unobtru-
sive and efficient deployment of this type of novel tool into the clinical environ-
ment. By carefully considering the proper place of ambient intelligence within the
distributed cognitive network of the ICU, it is possible to transform even simple
rule-based applications into effective tools for reducing medical error. The com-
parative effectiveness of one application over another to reduce error could be a
powerful stimulus for the refinement and distribution of only those electronic
tools that impact favorably on patient-centered outcomes.

Considerable effort is required to focus the development of EMR systems on
these outcomes, in large part due to gaps in our understanding of issues relevant
to the digitalization of the hospital environment, such as the definition of pro-
vider information needs, modeling of clinical workflow, and understanding estab-
lished processes of care delivery. A unique opportunity exists for clinical
researchers working in multidisciplinary teams to fill those knowledge gaps, and
thereby participate in the construction of a safer model of high quality care deliv-
ery for our patients.
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Introduction

Simulation is a risk-free strategy to improve training, competence, and efficiency
[1–9]. It also has the unique- but, as yet, not fully realized- potential to improve
clinical outcome [1–4]. It has, therefore, already been identified by many profes-
sional societies as a prime means by which to improve patient safety [1, 2]. Some
authors have also argued that, over the next decade, simulation will increasingly
become a social justice imperative in order that those disadvantaged by income
or illness do not also suffer disproportionately from inexperienced practitioners
[9]. Others are increasingly endorsing simulation as essential to spur a badly
needed “culture of safety” [2, 5]. For all of these reasons and more, simulation in
critical care medicine needs to be prioritized and promoted. It is not a luxury,
and we should not wait. However, as well as ‘doing it right now’ we need to ‘do it
right’. As well as arguing that we need ‘more’, we should understand exactly what
we need ‘more of ’.

For the last decade, the case for simulation has been made repeatedly, elo-
quently and persuasively [1–9]. What has been comparatively lacking is a clear
vision of just what critical care simulation programs should aspire to become
(Box 1). In other words, the first step for simulation was to persuade and engage:
The so-called ‘why’ of simulation. What will be increasingly needed in the next
decade is the ‘what’ of simulation. Without a clear destination, simulation will not
fully mature into a clear scientific discipline, nor will its potential be systemati-
cally leveraged towards better patient care.

Box 1. Ten developments for acute care simulation in the next ten years.

Facilitate the science of clinical performance
Facilitate the science of managing complexity
Incorporate ‘process engineering’ principles into curriculum development
Encourage competency-based, rather than time-based, criteria for training
Encourage a focus on the ‘system’ not just the individual
Encourage ‘deliberate’ education and training better matched to patient safety
Become the patient safety laboratory for the modern healthcare system
Become a vehicle for Crisis Resource Management
Become a key technique for team training
Foster a culture of safety
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The Danger of Complacency

Patient safety in developed countries is good...but it is certainly not good enough.
It has been widely publicized that medical errors are the eighth leading cause of
death, and as many as 100,000 people die annually from preventable medical
errors in the United States alone [10]. Many more patients are damaged, and
many exposed to errors, but lucky enough to suffer no obvious harm [11]. The
first point to make is that simulation is more than just a novel educational strat-
egy. Instead, over the next decade it should mature into a key tool for error miti-
gation.

Simulation programs will become increasingly commonplace in urban aca-
demic critical care programs. However, the goal of patient safety is to cover the
entire health delivery system, not just its most specialized and technologically-
dependant end. As such, the next phase of simulation’s growth has to be to
include simulation outside of traditional centers. This might be realized using
electronic simulation, portable simulation, or by providing satellite services.
Regardless, without a concerted effort, medical simulation may remain the pur-
view of established medical ivory towers. This could perpetuate a primary focus
on research publication over clinical change, intellectual property over sharing,
patient through-put over patient safety, and in-hospital care instead of care across
the continuum. This is not to denigrate the essential role of the academic center.
In fact, if simulation truly is to become a “revolution in health care” [1, 2], then,
as will be discussed below, we will need to grow the academic science of clinical
performance. We also need to make a science of reducing healthcare’s complexity.

Of course, securing dependable long-term funding will remain a priority.
However, proponents need to understand that if the first stage of simulation was
about engaging educators then the next decade also has to be about recruiting
researchers. Without robust research data, simulation may remain little more
than a ‘faith-based initiative’, with both zealous supporters and reactionary oppo-
nents – but little conclusive evidence to sway the agnostic majority. However,
even with data, changing medicine’s traditions will likely always be slow going.
For example, despite the demonstrated benefits of preoperative briefings, and
their recent endorsement by the World Health Organization, their use remains
relatively low [12, 13]. Physicians and other health-care providers need to be con-
vinced. They need to believe that incorporating new processes into their practice
will have a significant enough positive impact in order to make change a priority.

Healthcare workers have developed norms of practice that- whether ideal or
not- have served them faithfully. As a result, simply telling somebody that inno-
vations are in the ‘best interest of their patients’, and then expecting immediate
change is naı̈ve. Instead, proponents need to commit to a long-term strategy of
data, persistence, and pressure. Failure to do so will likely mean that simulation
continues to be seen as a luxury, to be addressed after ‘more pressing’ concerns.
Expressed another way, for simulation to achieve deliberate progress, it must
commit to a more deliberate approach. Therefore, it is worth outlining what it
will take to design a modern simulation curriculum, and a meaningful simulation
research agenda.
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Engineering a Better Simulation Experience

Unfortunately, in addition to lamentable patient safety figures, traditional medi-
cal curricula have been best described as ‘accidental’ [14]. Simulation must play
a key role in making education and training more ‘deliberate’. For example, cur-
rently, in pre-clinical years, we typically rely upon teachers to simply cover their
favorite topics, with minimal attention to relevance. This is also despite knowl-
edge that the didactic method is poorly translated to the clinical arena [15].
Meanwhile, during clinical training, education is still usually described in terms
of time rather than competence, or what has been called ‘input experience’ [16].
For example, trainees are told that they will “spend two months attached to the
ICU team”. Once a clinician completes formal training, the requirements for con-
tinuing education are typically minimal and self-directed. The transformation
over the next decade should be towards less focus on ‘input experience’ and more
on ‘outcomes-based education’ [16]. For example, an ‘outcomes based approach’
would specify that: “by the end of your rotation you will safely perform the fol-
lowing activities....”, or for the seasoned clinician “each five years you will demon-
strate the following...”. Simulation will have a key role to play in an outcomes-
based evaluation. It should also fill in ‘educational gaps’ that are inevitable in a
system that relies upon the random presentation of patients.

National educational organizations have recently summarized the skills
expected of the modern trainee and practitioner. These include the Canadian
CanMEDs model, the American Accreditation Council for Graduate Medical Edu-
cation, and the United Kingdom’s General Medical Council’s Good Medical Prac-
tice [17–19]. These frameworks expand medical competencies from knowledge
alone to- more difficult to define but no less important- competencies such as col-
laboration, communication, professionalism, and clinical judgment. It is hard to
know how these can be realized, quantified, or evaluated, without simulation. In
a similar vein, any simulation program would be wise to build future curricula
around these modern educational domains.

A logical simulation curriculum should also be more deliberately matched to
safety data [11]. After all, most of our clinical errors are predictable. Studies have
repeatedly shown that poor communication, poor teamwork, procedural mishaps,
drug errors, and postoperative complications (such as infections and thrombi)
represent a majority of adverse outcomes [20–23]. In other words, if education
really is about improving outcomes then we also know which problems warrant
our finite attention [11, 25]. Routine audits could establish major problem areas
(i.e., common shortfalls; steps that require particular precision; or processes that
require the coordination of many people). These results should then be widely
shared, rather than just the purview of a select few senior clinicians or adminis-
trators. A relevant curriculum can then be drafted (using all relevant experts and
a modified-Delphi approach) and alpha-tested in order to produce a polished
product. Next, wide-scale dissemination occurs using the optimized material (i.e.,
beta testing) [2, 11]. The process then begins again, ad infinitum. In this way,
educators are not merely passing facts from one generation to another, but are in
fact running the patient safety laboratory (or ‘crash-test site’) for modern health-
care [2, 11]. We are also applying principles of ‘process engineering’ to medical
training and clinical care delivery. In this way, simulation educators become
important agents of change, and as highly valued as good researchers or clini-
cians [11].
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Too often, educational courses are designed and run, and only after their comple-
tion do investigators try and make sense of the data that has been generated [16].
As a result, the future of simulation will necessitate research questions that are
predefined, but also more ambitious: “What features of medical simulation lead
most to effective learning?” Over the next decade, simulation research must
increasingly look at outcomes, and particularly those outcomes at the higher end
of Kirkpatrick’s hierarchy [26]. These are as follows: Level 1: participation in edu-
cational experiences; Level 2a: change of attitudes; Level 2b: change of knowledge
and/or skills; Level 3: change in behavioral practice; Level 4a: change in profes-
sional practice; Level 4b: benefit to patients. Previously, the focus was on levels 1
and 2 or what had been described as “happy scores” [16]. For example, we can
rate the first two levels of Kirkpatrick’s hierarchy by simple questionnaires, given
before and after a course. However, even the biggest simulation enthusiast should
admit that the lower levels of evidence are unlikely to change behavior. Question-
naires may have been useful in the early days to demonstrate to skeptics that
learners responded positively to simulation-based education. In the next decade,
they may still provide useful teaching evaluations. However, they are no longer
likely to garner publication.

Other high-risk professions did not wait for scientific proof before initiating
simulation [25], and, as a result, nor should critical care medicine [11]. However,
if simulation is really about a new approach to error reduction [2], then it must
be open to unbiased examination followed by full disclosure. This means there is
no choice but to push research, publication, and debate [16]. This also means that
simulation programs of the future will require more than just enthusiasm and
money. They also need to reach out to the widest possible talent-base. This will
presumably include psychologists, human-factors experts, and educational theo-
rists. It will also mean a continued ‘charm offensive’ with those that have, so far,
remained unconvinced.

Updating our Understanding of Simulation

As outlined above, simulation already has both fervent apologists and vocal crit-
ics. These battle-lines are not only destructive; they are also increasingly out-
dated. For example, it must be admitted that medical simulation has yet to be
shown to directly save lives. However, considerable evidence has now shown the
unique ability of simulation to create safer patient environments [1–8]. Although
research must continue, simulation has already shown that it can increase adher-
ence to clinical guidelines, decrease time to competence, enhance team perfor-
mance, and increase skill retention when compared to didactic instruction [1–8].
Therefore, another key future step will be to stop denigrating simulation for its
supposed lack of proven benefit. Given deplorable adverse outcome data [10],
despite decades of traditional research, even skeptics need to accept the need for
alternatives such as simulation.

On the other hand, simulation’s proponents must also acknowledge that it is
far from perfect, and far from a panacea. For example, simulation is not realistic
enough, sufficiently proven, or sufficiently resourced, to justify a wholesale rejec-
tion of bedside learning. It is, therefore, best understood as a supplement to, not
a replacement for, traditional training and maintenance of competence. Simula-
tion can shorten the learning curve, decrease knowledge decay, permit manual
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skills development before any patient exposure, improve performance under
stress, finesse teamwork, and even optimize communication [2–8]. However, it is
also only one technique to improve safety. Moreover, it is not enough to simply
spend time on a simulator [2], just as it is not enough simply to spend time on a
clinical rotation. The focus should be on aiding long-term retention, and chang-
ing not just knowledge but also skills and behaviors [2–4, 16, 25]. Educational
time, no matter in what form it takes, must be based upon sound principles of
adult learning.

Simulation and Adult Education Theory

Good adult education means clear expectations of educators, just as it requires
clear expectations of learners. Simulation is also better understood as a tech-
nique, and not just a technology [2, 11, 14, 25, 27]. As such, the mere purchase of
simulation equipment will never be enough to facilitate behavioral change or to
achieve patient safety. Previously, millions of dollars were wasted assuming other-
wise. Simulation must also no longer be promoted merely because it is ‘novel’ or
‘popular’. The future of simulation will be won or lost based upon its unique
focus on an immersive, reflective, and emotionally engaging experience that leads
to long-lasting behavioral change.

High fidelity simulation can be delivered with very low fidelity tools. However,
in most cases, using realistic settings, believable cases, and real equipment will
increase emotional engagement [1, 2]. As a result, in future, when a hospital pur-
chases equipment it should include enough products so that the team can prac-
tice with the very same equipment that they are expected to use. This is in con-
trast to the early days of simulation, where programs improvised with broken or
mothballed supplies. In addition, rather than excessive attention spent trying to
make simulation enjoyable, we should accept that appropriate levels of perfor-
mance anxiety can mimic the stress of clinical work, and thereby increase the
likelihood of situational awareness and behavioral change [1]. At the same time
as striving to make simulation ever more realistic, we should also stop being so
apologetic for its current state. In a revealing letter-to-the-editor, a medical simu-
lation proponent donated his house, scheduled for demolition, to the police force
and fire brigade. He agreed to them simulating a hostage-taking, followed by a
house fire, but on condition that he was included as a participant [28]. The
unapologetically critical debrief that he witnessed made it clear to him that non-
medical groups have accepted the validity- regardless of the reality- of simulation.
[28]. It was clear that doing so had greatly improved the level of immersion, and,
therefore, the usefulness of the exercise. In short, believing simulation was real
made it more likely to be useful.

Adult education should be followed by reflection, which typically takes the
form of a structured debrief by experts in feedback and formative evaluation [2,
14, 27]. Simulation experts have long incorporated this structure, but there is also
no reason why bedside education cannot be similarly modernized. As a result, the
question is not whether all teaching should take place in the simulation labora-
tory versus at the bedside. Instead, the challenge is how to harness the best learn-
ing opportunities from both. In other words, however novel or exciting the edu-
cational strategy, it is a means to an end (i.e., patient safety and skill develop-
ment), rather than an end in itself.
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Brief simulation exposures are unlikely to model the myriad behaviors required
of a ‘good doctor’ [13, 25, 27]. These include the sense of ‘patient ownership’, the
need to follow a patient through the entire arc of their illness, and even the need
to soldier on even when fatigued. Occasional simulation exposures also fail to
duplicate the myriad ways in which the same disease can present whether because
of subtle differences in anatomy, physiology, genetics, age, or culture. As such, it
is also not outdated to promote the apprentice model, the traditional gradual
assumption of responsibility, or to demand expertise through volume. As a result,
the next decade will be about achieving the best mix of both simulation and bed-
side experience. This will only be possible when we better understand the impact
of finite instructional time, limited educational dollars, increasing clinical loads,
the huge reduction in trainee work hours, decreased tolerance for trial and error
with real patients, and even the attitudes of modern learners. In short, we need
a more sophisticated understanding of the putative benefits and limitations of
simulation as well as the traditional apprentice model [14].

As outlined above, current curricula typically focus on factual knowledge [2].
However, human performance errors, not knowledge errors, are the most com-
mon reason for errors in acute care [1–15]. It is, therefore, imperative that any
simulation curricula in the next decade address human factors, such as leader-
ship, teamwork, situational awareness and communication. These skills, known
collectively as ‘crisis resource management’ (CRM) [2–5, 11–12, 16], can be
taught through structured clinical exposure or via well-crafted simulation. The
current trade off is that simulation is safer, but clinical practice is more realistic.
Regardless, of all human errors, suboptimal communication is the number one
cause of patient error [18–23]. This means that ‘verbal dexterity’ may be more
important for the modern practitioner than a capacious brain or nimble hands.
This is because strong verbal communication skills are key whether for establish-
ing a shared mental model; coordinating tasks; centralizing the flow of informa-
tion; refocusing attention; or even for stabilizing emotions [18–23]. When it
comes to verbal communication, practical strategies can be readily borrowed
from aviation. These include how to be appropriately assertive, how to manage
interruptions, and how to confirm that instructions are not only heard but also
understood and completed [13, 22–24]. CRM has been widely implemented in
almost all high-risk professions. However, acute care medicine has been a com-
parative laggard. Perhaps this was because CRM did not readily lend itself to tra-
ditional didactic education. Simulation is ideally suited to fill this ‘educational
gap’.

Simulation and Error Mitigation

Many now accept the shocking patient safety numbers [13]. However, the next
stage is to make it better understood that most errors are not because of inade-
quate knowledge (i.e., medical ignorance). Instead they are typically problems in
transforming that knowledge into meaningful clinical action under the real-world
conditions of patient care (i.e., medical implementation) [15]. Other high-risk
professions, most notably aviation, faced similar challenges, but reconfigured how
they train and maintain competence [15]. This was associated with a log-reduc-
tion in fatalities. In other words, practical strategies and modifiable curricula
already exist, and we should ‘beg, borrow and steal’ wherever possible. The next
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decade has to be about reaching out to expertise wherever it can be found. This
will represent a substantial departure for an insular, self-regulating, profession
such as medicine.

Addressing error also means training practitioners to avoid, capture, and miti-
gate errors, rather than assuming they result from mere arrogance, stupidity, or
sloth [1–3, 11–16]. Applying engineering principles also explains the putative
benefits from strategies such as checklists, standard operating procedures, redun-
dancies, and fail-safes. Simulation will increasingly be used to practice and per-
fect these strategies [16]. In fact, this is one way in which to win over skeptics.

The traditional fear is that protocols and checklists will create mindless autom-
atons: Slaves to a checklist and highly trained individuals no longer capable of
using common sense, pattern recognition or judgment [12, 13]. However, as could
be increasingly shown through simulation, a well-crafted checklist should encour-
age rather than discourage independent thought [1, 2]. A good checklist gets the
‘easy’, ‘routine’ or ‘mundane’ dealt with (“did the patient get antibiotics?”). This
frees up the brain for more complex issues (“how can I best resuscitate this
patient”). Simulation should also be used to show that checklists need to be prac-
ticed, and that often they need to be shortened in order to focus on what really
matters, namely safety. For example, in the setting of a single pilot flight, the avia-
tion safety list was shaved to only six items, of which the first is the most telling:
“Remember to fly the airplane” [13]. While this may seem facetious, the point is
that pilots may be so eager to fix the problem, or overly curious as to what went
wrong, that cognitive overload makes them forget what really matters. The point
is that simulation, now and in the future, must always be about making work eas-
ier for average clinicians and life safer for average patients. The next decade for
simulation will also be about attempting to optimize the culture through which
we deliver care [25, 27].

Simulation as an Agent of Culture Change

The term “disruptive innovation” [29, 30] refers to any change that alters a prod-
uct or service in ways that were not expected. This is because this innovation pro-
motes a different set of values and substantially upsets the status quo. Disruptive
innovations in healthcare include the fact that we are opening the way to a new
division of labor among health care providers. We are changing task allocation,
flattening hierarchies, changing communication norms, and democratizing deci-
sion-making [16]. We have an increased focus on safety, at the same time as we
have pressure to make the most efficient use of limited personal [11]. In short, we
are modifying how, where, and by whom care is delivered. This means potentially
jarring changes to personal identities, job descriptions, and team composition.
These new roles and responsibilities need to be practiced. The unpredictable
effects of change also need to be studied. Simulation is, of course, no panacea.
However, it might increasingly become a ‘rapid response system’ for culture
change, especially when compared to the protracted time line associated with tra-
ditional research.

If we accept that the history of medical simulation has pitted well-meaning
enthusiasts against just as well meaning traditionalists, then we should also
accept that something is required to break this impasse. This may well occur in
the next decade as regulatory agencies finally mandate simulation as a condition
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of employment or certification. Aviation clearly has many lessons for medical
training [11]. It also offers a probable timeline for the transition from encourag-
ing simulation to mandating it. The time from the first flight simulators to when
they became mandated for all commercial pilots was approximately 30 years.
Similarly in medicine, many clinical advances have followed a 30-year timeline
from proposal, through acceptance, to expectation, and finally to a condition of
accreditation. As a result, many proponents predict that simulation will be
expected by regulatory boards, and given the 30-year timeline, this would occur
within this decade. As a result, training programs have few options other than to
lead, follow, or begrudgingly comply. In other words, the question is not can we
afford to simulate, but rather can we afford not to – especially if we wish to
attract and retain the best. However, as previously stated, the goal is to have good
simulation not merely to simulate [25]. The challenge is, therefore, bigger than
just obtaining one-time funds to establish simulation facilities. The challenge is
actually whether we have the humility to learn from others, the insight to
expunge the worst of our entrenched traditions, and the pride to unapologetically
retain what is best.

We may be approaching simulation’s ‘tipping point’. However, the next decade
should still employ both the ‘carrot’ and the ‘stick’. For example, mandating sim-
ulation could rapidly increase its acceptance as routine and non-punitive in much
the same way as mandating life support courses did. However, lowering malprac-
tice for participants is probably equally beneficial. The concern is that health care
workers are unlikely to be supportive if simulation becomes another demand on
their time or wallet. This is where administrators and regulatory boards must
step up. Equally, established clinicians need to show leadership with more than
words. We must put aside our pride and participate, just as senior pilots partici-
pate in regular flight simulation. Only in this way will patient safety and self-
improvement be seen as a shared goal [11].

To some these issues may seem self-evident or common sense. However, there
are still many health-care organizations where tradition is valued over innova-
tion, where errors are not reported for fear of repercussion, where subordinates
are chastised for speaking-up, and where those in quality-control are viewed as
adversaries Within the next decade we need a healthcare model which is opti-
mized for safety and quality but balanced against the need for efficiency. The cur-
rent data strongly argue that we have a long way to go [11, 13]. Simulation is only
one strategy, but is one with enormous potential. If not, it will be not only a huge
lost opportunity, it will also be patients that pay the price.

Conclusion

Within the next decade, simulation should play an integral role in what has been
described as a “healthcare revolution” [1, 2]. To do so it must be central to how
personnel are educated, trained, and sustained. Simulation proponents should
promote a model where clinical personnel, teams, and even whole systems
undergo continual training, rehearsal, and refinement. This vision is inspired by
other high-reliability organizations, particularly aviation, but we must also appre-
ciate healthcare’s differences. Furthermore, optimizing patient safety is far more
complex than merely adding simulation on top of the current system. The future
of simulation will say a lot about our entire profession’s attitude towards how
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seriously we take the safety of our patients. When it comes to optimizing simula-
tion in the next ten years, instead of asking “why?” or even “how?”, the most
appropriate question is “why on earth not?”.
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Introduction

Intensive care medicine can be defined as the science and art of detecting and
managing patients with impending or established critical illness, in order to pre-
vent further deterioration and revert the disease process or its consequences, so
as to achieve the best possible outcomes.

Evolution of Intensive Care

Florence Nightingale was best known as ‘The Lady with the Lamp’ for her habit
of making rounds at night to tend to injured soldiers during the Crimean war
(October 1853 – February 1856). She recognized that some patients needed more
frequent and careful monitoring than others and as a consequence started to
place these patients closer to the nursing station [1]. It could be argued that this
was the beginnings of the specialty of intensive care.

Similar insights also began to emerge in other parts of the world [2]. As a con-
sequence of the 1952 Copenhagen poliomyelitis epidemic [3, 4], hospitals started
to create the first areas specifically designed and adapted to provide intense sup-
port for failing organ systems. The introduction of this new branch of medical
science (both physiological and technological), quickly required the development
of a new setting for these skills, and the subsequent creation of a designated area
in the hospital, known today as the intensive care unit (ICU). Subsequent to this,
many different individuals, including Vladimir Negovsky, Peter Safar, Max Harry
Weil amongst others, created the science of reanimatology [5, 6]. These pioneers,
together with subsequent generations of clinicians and nurses, have continued to
develop new knowledge and skills as well as the technology required to transform
this diverse series of competencies into an integrated package of care, now known
as the art and science of intensive care medicine [7].

Why We Need Intensive Care Units

It is the concentration of the skills, expertise and resources (both human and
technical) together in one designated area that makes an ICU. This concentration
enables optimal care and management of patients to be provided. There is rea-
sonable evidence now that demonstrates that the care of critically ill patients by
intensivists and critical care trained nurses can improve many patient related out-
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comes as well as using the available resources more efficiently. These improved
outcomes include a reduced rate of nosocomial infections, decreased complica-
tions, reduced length of ICU stays, and decreased mortality. If these resources are
not concentrated, rather spread evenly throughout the hospital, with a couple of
beds on each ward, then this ‘improvement by quantity’ is reduced with a less
efficient use of resources and a decreased level of care being delivered to the
patients.

The ICU of Today

The ICU is critically involved with many areas and specialties within the hospital.
The location chosen for the ICU, however, commonly reflects the need for geo-
graphic proximity to the more acute areas, such as the emergency department
and operating rooms. In addition, there needs to be some thought towards co-
location with diagnostic facilities such as the availability of a computed tomogra-
phy (CT) scanner and the availability of a 24-hour seven-day-a-week functioning
laboratory. Most ICUs today have facilities and equipment located within the unit
to perform the immediate analysis of arterial blood gas samples and some basic
biochemistry and hematology tests. Since most situations in intensive care medi-
cine are critically time-dependent, the successful provision of care is reliant on
good relationships and communication between the ICU and the other services
and departments of the hospital. This is also required to optimize the timing of
admission and discharge of patients to, and from, the ICU.

The discharge process is especially important for a number of reasons [8]. A
higher level of vigilance of recently discharged patients is necessary to identify
and prevent any subsequent deterioration early. Failure to do so can compromise
the patient and reverse any benefits that the ICU initially provided [9, 10].
Another risk to the recovering intensive care patient is inappropriate early dis-
charge to the ward, due to lack of beds or time constraints [11], and although this
is controversial [12, 13], it has been demonstrated that there is scope for improve-
ment [14]. This need for an effective interface between the ICU and the other
departments of the hospital has not only physical and architectural implications:
it also has a crucial impact on human resource factors, both outside and inside
the ICU. These include stress management, professionalism in facing and coping
with rotating working patterns [15], and fatigue [16, 17].

Interfacing the ICU

Today, a significant number of ICUs in Europe (and also in Australia and New
Zealand) are directed by a full-time, fully trained intensivist, leading a multi-pro-
fessional team of experts in the field, able to provide all interventions potentially
required by the patient 24 hours a day, 7 days a week. These professionals are also
more and more involved in the management of unstable patients outside the ICU
[18–21] in a movement called by Ken Hillman “critical care without walls” [21].
In the United States, the situation is slightly different, with a significant number
of ICUs still using the so-called open model [22]. In this system, care and therapy
are often supervised by nurses and younger physicians (with occasional manda-
tory or optional consultation with an intensive care professional), but under the
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direction and orientation of a primary physician, paradoxically a system that the
literature suggests provides less effective care [23].

This need for full-time, fully trained teams, with very intensive physician-to-
patient and nurse-to-patient ratios, transformed the ICU into a very expensive
and often scarce resource. The obvious implication of this is that it is vital to
ensure that capacity is reserved for only those most likely to benefit from it.
There is, therefore, a significant responsibility for the intensivist to triage patients
appropriately so that those most likely to benefit are admitted, and those less
likely to, are not. Often, however, the situation is more complex. ICU is but one
part of the patient journey that takes in many differing parts of the hospital
together with multiple professional consultations and interventions. ICU admis-
sion criteria must, therefore, be able to cope with not just the sick emergency
patient but often also the elective patient whose admission has been planned even
before hospital admission.

Triage of Admissions and Discharges

The development of admission (and discharge) criteria is a very complex issue,
full of ethical implications, both to the patient and to society. Being a potentially
life-saving asset, an ICU bed is also a scarce and costly resource that should be
used in the most cost-effective way. Consequently, all possible expertise should be
used when deciding whether a certain patient should, or should not, be admitted
to an ICU, a decision that is notoriously difficult to get right with any precision
[24]. Usually, several objective and subjective factors – both ICU related and
patient-related – have an impact on this decision, such as the number of beds
available, the admission diagnosis, the severity of illness, age and operative status
[25]. Several proposals for standards for ICU admission have been proposed, with
the most well-known being those from the Society of Critical Care Medicine [26]
(Box 1).

In a recent multicenter study in France, Maité Garrouste-Orgeas et al. [27]
demonstrated that the decision to deny ICU admission to a certain patient was
common (23.8 %), explained by the patient being too well to benefit (55.4 %), too
sick to benefit (37.2 %), the unit too busy (6.5 %), and/or refusal by the family

Box 1. Scheme of priorities to assess triage decisions [26]

) Priority 1 assigned to patients who are critically ill, unstable, in need of intensive treatment and
monitoring that cannot be provided outside of the ICU. No limits are generally placed on the
extent of the therapy that these patients can receive
) Priority 2 assigned to patients who require intensive monitoring, and may potentially need

immediate intervention. This category includes patients who are at risk for intubation and inva-
sive mechanical ventilation. No therapeutic limits are generally placed for these patients
) Priority 3 assigned to patients with underlying disease and/or acute illness with a reduced likeli-

hood of recovery. Due to their long-term outcome, they may receive intensive treatment to
relieve acute illness, but limits on therapeutic efforts may be set
) Priority 4 assigned to those who are generally not appropriate for ICU admission, either because

they are ‘too well to benefit’ or ‘too sick to benefit’. This level also includes those patients who
have the capacity to make decisions and who decide to refuse aggressive interventions,
although still require ‘comfort’ care at a level not deliverable on a normal ward setting.
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(0.7 %). The same authors demonstrated in multivariate analysis that the two
patient-related factors more strongly associated with ICU refusal were depen-
dency and metastatic cancer and that the most important organizational factors
were the unit being full, the specific center, phone rather than face to face refer-
ral, and daytime admissions (odds ratio [OR] 0.52; 95 % confidence interval [CI]
0.32–0.84) [27].

Given the uncertainty of all these decisions, several authors in recent years
have proposed that for patients with very severe disease, especially those with
cancer, that a so-called ‘ICU trial’ should be offered; in other words, patients are
admitted and fully treated for a limited period of time and then re-assessed for
the continuation of life-sustaining therapy [28, 29]. If the patient is not benefiting
from the ICU care, then appropriate decisions with regards end-of-life-care
should be made, according to the state of the art, the law, and religious prefer-
ences, a process quite heterogeneous in different cultures [30–33].

For situations where the demand for intensive care could largely exceed supply
in a short period of time, as happened during the epidemic of severe acute respi-
ratory syndrome (SARS) in Hong-Kong [34] and in Toronto [35], or in certain
places of the world during the recent influenza A (H1N1) virus pandemic [36, 37],
contingency plans should exist in anticipation for both the need to increase the
capacity of intensive care services and also for triage of patients who could bene-
fit more from ICU admission, ideally based on objective and pre-defined criteria
[38, 39].

As a consequence of all these factors, during their ICU stay all patients must be
continuously evaluated for the need to remain in the ICU. According to consensus
definitions, a discharge decision should be taken “when a patient’s physiologic
status has stabilized and the need for ICU monitoring and care is no longer nec-
essary” [26]. However, this issue is more complex than it seems at first glance.
Since the 1980s, many published outcome studies have presented data on vital
status at ICU discharge and also at hospital discharge. Consequently, it has
become clear that a significant number of patients either deteriorated or died fol-
lowing ICU discharge but before leaving the hospital (the so-called post-ICU
mortality or occult mortality). Several published studies have raised attention to
the magnitude of this phenomenon, which can be as high as 36.7 % of all deaths
[40]. Some patients deteriorate and then need to be re-admitted to the ICU often
soon after ICU discharge [41–44], again a common phenomenon carrying a large
associated mortality [45].

Where are we Going and Where do we Want to Go?

Our speciality has sustained a continuous growth in recent years. In the early
2000s, it was estimated that intensive care beds represented 13.4 % of all hospital
beds in the USA, costing upwards of $55.5 billion, accounting for 13.3 % of all
hospital costs and 0.56 % of the gross domestic product (GDP). In the last few
years, the panorama has changed [46], with the number of intensive care beds,
days (as a percentage of the total hospital days) and occupancy rates continuing
to increase. Also, the costs per day of intensive care medicine have increased by
30.4 % with a corresponding increase in the annual costs associated with this spe-
cialty of 44.2 %; in 2005, this represented 13.4 % of hospital costs, 4.1 % of
national health expenditure, and 0.66 % of the GDP, If we add to this number
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other costs incurred by caring for patients with critical illness the overall number
accounts for 1 % of the GDP in the USA. In Europe, despite the fact that the het-
erogeneity is much greater across countries [47] or even inside the same country
[48], the mean costs per intensive care bed per year could be as low as 30,990
euro or as high as between 225,000 to 471,330 euro in the UK (depending on the
level of care) [48], similar to those in Germany [49]. Despite the fact that these
numbers are consistently lower than the numbers presented in the USA, pressure
on the economy remains an issue.

This panorama is likely to change, due to the increasing age of the population,
with the increasing prevalence of comorbid diseases, together with significant
advances in medical science. These factors when combined result in the applica-
tion of more complex and costly procedures to an increasing fragile population,
in which complications will have greater consequences due to the increasingly
narrow cost-effective margin of a significant number of interventions. As a direct
consequence of these changes, there has been a shift from the almost exclusive
presentation in medical conferences and medical journals of new devices and
drugs to an increasing discussion of topics that 15 years ago would not have been
accepted in a large major conference, or would rarely have been heard. Examples
are the increasing efforts put on patient safety [50–52], detection and prevention
of adverse events [53–56], and cultural changes regarding patient safety and
error management [57–61]. A major example of these changes in priorities and
culture was the signature by more than 80 Scientific Societies, industry represen-
tatives and patient representatives of the Declaration of Vienna, during the last
Annual Congress of the European Society of Intensive Care Medicine, a public
call for attention and action to these issues [51]. This declaration was just a first
step in an ongoing-process that includes the public presentation of a revised ver-
sion of the structural norms for European ICUs [62] and the revision of manda-
tory indicators for ICU evaluation. Benchmarking and other methods of compar-
ative evaluation of the effectiveness and the cost-effectiveness of ICUs will have a
growing impact in the decisions made by purchasers of intensive care [63, 64]

In the future, maximization of the volume-outcome relationship will certainly
lead to the fusion (or the closure) of small ICUs [65–69] and to the re-arrange-
ment of existing ICUs and services into large networks, trained and evaluated for
organizational performance and not just for clinical performance [70]. New drugs
and devices will be subjected to ever greater scrutiny before utilization, with the
quality of the trials in which they proved their efficacy (and cost-efficacy) being
more highly scrutinized for adverse events than previously, and clearly separating
practice guidelines and clinical orientations from industry campaigns [71, 72].
We will certainly have new tools and devices, new drugs and interventions [73],
but we cannot just sit and wait for a magic bullet to appear, we must be proactive
in applying existing (and new) interventions to decrease mortality [74], which
translate evidence into practice [75].

This optimization in the use of resources will allow us to develop better and
earlier triage criteria and a more extensive use of ICU trials [28]. As the utiliza-
tion of critical care expands, we will need to be increasingly conscientious that
our efforts are being applied only to those patients most likely to benefit from
them. End-of-life practices must, therefore, be incorporated into the assessment
of quality [30, 76]. For this to be fair, clear, honest and transparent these issues
have to be better and more openly discussed with the patients and their families
[77–79]. This debate must start before admission to intensive care with discus-
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sion and re-education that resets the expectations, desires and perceptions of the
general public to allow for more rationale decision making and an assurance that
these therapies are directed only to those most likely to benefit.

The education and training of the next generation of intensivists [80–82],
needs to be re-evaluated. In the USA, it is probable that the pendulum has already
swung beyond the point where the equilibrium between the need for these spe-
cialists and the ability to provide them can be restored just by training alone.
This will inevitably result in increased outsourcing of several medical interven-
tions to other professional groups, for instance the increase in the use of physi-
cians-assistants and nursing practitioners. New technologies such as tele-ICU [83]
can help solve this problem but their effectiveness has not yet been demonstrated
in a convincing fashion, as recently shown [84, 85].

Europe, the home country of the closed ICU model and of the fully trained,
fully dedicated intensivist, will make an effort to meet the increasing demand
with more intensivists, shifting education and training programs from time-
based to competency-based curricula [86, 87], such the CoBaTrICE (Competency
Based Training program in Intensive Care Medicine for Europe) collaboration
[88], and by an increased use of simulation for critical situations [89, 90]. This
will not be an easy process. It will need a change in our perception of teaching
and the skills of our teachers [91, 92], but it can and should be done.
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