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Preface

The International Conference on Applications of Statistics and Probability in Civil Engineering (ICASP),
one of the two major conferences on statistics, reliability, probability and risk in engineering, is realized
through the International Civil Engineering Risk and Reliability Association (CERRA).

CERRA has been formed for the purpose of promoting professional analysis of risk and reliability
associated with civil engineering systems, see also http://www.ce.berkeley.edu/~cerra/. The principal activ-
ity of CERRA is the sponsoring and overseeing of the organization of the ICASP conferences. These
conferences have been and will be held about every four years.

The first ICASP conference took place in Hong Kong in 1971 and the latest in Tokyo in 2007. The
conferences address all relevant aspects of safety and reliability of civil engineering systems, including
probabilistic structural engineering, soil mechanics, and risk analysis. The emphasis is on applications as
well as on theory.
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Editor’s foreword

Over the last century society has undergone tremendous changes. Developments in science and technol-
ogy have facilitated the exploitation of resources, development of infrastructure, production and traffic
systems—core societal activities of key importance for the safety and welfare as we know it today.

Despite the many positive achievements the societal activities are also associated with risks—risks
which need to be managed. In this respect there are still substantial challenges to overcome. Large parts
of the world population, under the pressures of harsh environmental conditions and natural hazards,
are struggling to maintain their livelihoods. Population growth, increasing land utilization and reducing
natural resources necessitate improved efficiency of existing technologies and the development of new
ones. Increasing complexity of societal functionalities and interdependencies between infrastructures and
urban habitats amplify consequences of malfunctions and failures. Malevolence is yet another hazard
with potentially devastating consequences and most recently sustainable development and how to deal
with climatic changes have been added to the international list of challenges.

From the perspective of assessing and quantifying risks we as a profession have achieved very substan-
tial progress over the last decades. However, in regard to the broader utilization of risk assessment as a
means for societal strategic and operational planning there is still a great need for further development.

With the present conference it is our intention not only to focus on the more traditional technical
issues relating to the assessment of reliability and risks for individual structures, facilities and activities
but to encourage some emphasis on the societal context of the decision making problems including
the interaction between stakeholders. By such a more holistic perspective the aim is to contribute to an
enhanced and sustainable allocation of limited resources for the improvement of safety, environment
and economy.

The decision problems we are facing are complex and subject to significant uncertainties, however, as
stated by Henry Ford; “The best we can do is size up the chances, calculate the risks involved, estimate our
ability to deal with them, and then make our plans with confidence”.

The conference comprises 26 mini-symposia and 11 general sessions. The mini-symposia have been
organized by researchers, engineers and decision makers who have had the interest, ability and commit-
ment to contribute strategically to the focus of the conference. The general sessions comprise individual
contributions organized in accordance with the general themes of the conference. At the time of writing
this Foreword we estimate that there will be 359 presentations by about 400 participants representing
39 countries.

These printed proceedings contain the submitted two-page abstracts of the papers presented orally at
the conference. The papers themselves are made available to the participant of the conference on DVD.
This DVD can also be acquired directly from Balkema (http://www.taylorandfrancis.com/).

We would like to take this opportunity to thank first of all the participants of the conference, who
made this event interesting and important. Also we would like to thank all the session organizers for
their great efforts in suggesting timely and interesting themes and not least for the organization of their
sessions. The scientific committee members are warmly thanked for carrying the main workload with
regard to the reviewing of the many papers submitted to the conference. ETH and the support staff at
ETH have helped the ICASP11 on especially the logistical aspect of the organization and also with valu-
able advice.

The CERRA board members are thanked for supporting with the nomination for the Allin Cornell
Award which was given for the first time at this conference.

A special acknowledgment is forwarded to the sponsors of the conference. Their support underlined
the importance of the event. They made it possible to provide financial support for the CERRA Student
Recognition Awards and furthermore helped to keep the registration fee low.

We forward our sincere thanks to the members of the organizing committee. Roberto Pascolo is
thanked for his expertise and great help on all IT matters arising in the process. Margaretha Neuhaus has
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managed the finances and last but not least we want to thank Annette Walzer for keeping the work and
progress of preparations on track—firmly and lovingly. The success of the conference rests very much
on her efforts.

It has been a great honor for us to lead the organization of ICASP11 and we hope you will find the
papers enclosed in this book as interesting as we did—we wish you all enjoyable reading.

Michael Havbro Faber
Jochen Kohler
Kazuyoshi Nishijima
August 2011, Zurich

XXX



Applications of Statistics and Probability in Civil Engineering — Faber, Kéhler & Nishijima (eds)
© 2011 Taylor & Francis Group, London, ISBN 978-0-415-66986-3

Organization

KEYNOTE LECTURES

The FuturICT Flagship: Creating Socially Interactive Information Technologies for a Sustainable Future,
Dirk Helbling, ETH Zurich.

Risk Based Adaptation to Climate Change, Kjell Eriksson, Det Norske Veritas AS.

Beyond the expected limits of experts — East Japan Earthquake Disaster, Jun Kanda, University
of Tokyo.

SESSIONS

Mini-Symposia

Applications and new developments of system reliability assessment (theory), Jie Li, Yan-Gang Zhao.
Bayesian networks for engineering risk analysis, Daniel Straub, Armen Der Kiureghian.

Bridge traffic loading, Colin Caprani, Eugene O’Brien.

Fuzzy analysis and soft computing methods in reliability assessment and optimization, Jan-Uwe Sickert,
Michael Beer.

Maintenance and Safety of Aging Infrastructure, Dan M. Frangopol, Yiannis Tsompanakis.

Meta-models/surrogate models for uncertainty propagation, sensitivity and reliability analysis, Bruno
Sudret, Jean-Marc Bourinet, Nicolas Gayton, France Marc Berveiller.

Model selection, aggregation and testing for probabilistic seismic hazard assessment, Frank Scherbaum.
Modelling for Risk Management in Construction Projects, Herbert Einstein, Denys Breysse.
Multiple hazards risk assessment and mitigation, Yue Li, John W. van de Lindt.

Performance-Based Design for Structures Subject to Natural Hazard, Marcello Ciampoli, Francesco
Petrini.

Probabilistic calibration of codes, Milan Holicky.

Probabilistic methods for the assessment of existing concrete structures, Robby Caspeele, Luc Taerwe,
Stewart Matthews, Giuseppe Mancini.

Probabilistic methods in hydraulic and spatial structural analysis, Bin Huang, Hunan, Zhengnong Li.
Probabilistic modelling of the behaviour of timber in structures, Jochen Kohler, Sven Thelandersson.

Progresses and challenges in probabilistic modeling of tropical storm risks, Kazuyoshi Nishijima, Jean-
Paul Pinelli.

Recent advances in geotechnical risk and reliability, Phoon Kok Kwang, Jianye Ching, Charnghsein
Juang.

Reliability of marine energy converters, Dimitri V. Val, Jens Peter Kofoed.

Risk and Reliability Analysis for Interdependent Infrastructure Systems, Seth Guikema, Leonardo
Duenas-Osorio.

XXX1



Risk assessment and decision support systems for interdependent lifeline infrastructures, Mohammad
Bagher Javanbarg, Charles Scawthorn.

Risk-based assessment of climate change adaptation strategies for infrastructure, Mark G. Stewart, Yue
Li, Dimitri Val.

Robustness of Structures, Harikrishna Narasimhan, Ton Vrouwenvelder, John D. Sgrensen, Michael H.
Faber.

Social perspectives for hazards decision, Ross B. Corotis.
Spatial probabilistic modeling of deterioration and inspection, Daniel Straub, Mark G. Stewart.

Stochastic models and simulation of earthquake ground motions, Armen Der Kiureghian, Sanaz
Rezaeian.

The Treatment of Uncertainties in Large-Scale Stochastic Systems, George Stefanou, Manolis
Papadrakakis.

Uncertainty and imprecision in geotechnical and structural engineering, Michael Beer, Phoon Kok
Kwang, Quek Ser Tong.

General sessions

Applications

Decision analysis

Life-cycle analysis

Natural hazards modeling
Probabilistic modeling in engineering
Probabilistic seismic hazard analysis
Reliability methods

Risk assessment

Statistical investigations and probabilistic modeling
Structural reliability

Uncertainty, statistics and probability

XXXil



Applications of Statistics and Probability in Civil Engineering — Faber, Kéhler & Nishijima (eds)
© 2011 Taylor & Francis Group, London, ISBN 978-0-415-66986-3

Conference organization

CERRA (2007-2011)

Jun Kanda, President (Japan)
Michael Faber, Chairman (Denmark)
Robert Melchers (Australia)
Samer Madanat (USA)
Armen Der Kiureghian (USA)
Lucia Faravelli (Ttaly)
Terje Haukaas (Canada)
Marc Maes (Canada)
Kok-Kwang Phoon (Singapore)
John D. Sorensen (Denmark)
Bruno Sudret (France)
Wilson Tang (Hong Kong)
COMMITTEES

Organizing committee

Michael H. Faber, DTU, Denmark

Jochen Kohler, ETH Zurich, Switzerland
Kazuyoshi Nishijima, DTU, Denmark

Ton Vrouwenvelder, TU-Delft, the Netherlands
Eugen Brithwiler, EPFL, Switzerland

Daniel Straub, TUM, Germany

John D. Serensen, Aalborg University, Denmark

Co implementation team

Annette Walzer, Conference Secretary
Roberto Pascolo, IT
Margaretha Neuhaus, Finance and Controlling

Scientific committee

Agarwal, J., University of Bristol, Bristol, UK
Ammann, W., Global Risk Forum, Davos, Switzerland
Ang, A.H-S., University of California, Irvine, USA
Augusti, G., University La Sapienza, Rome, Italy

Baker, J.W., Stanford University, Stanford, USA
Bazant, Z.P.,, Northwestern University, Evanston, USA
Bazzurro, P., Air-Worldwide, USA

Beck, J.L., California Institute of Technology, Pasadena, USA
Beer, M., National University of Singapore, Singapore
Bergman, L.A., University of Illinois, Urbana, USA
Biondini, F., Technical University of Milan, Milan, Italy
Breysse, D., University Bordeaux, Talence, France

XXXIil



Brindl, M., WSL, Davos, Switzerland

Bucher, C., Vienna University of Technology, Vienna, Austria

Casas, J.R., Technical University of Catalonia, Barcelona, Spain

Casciati, F., University of Pavia, Pavia, Italy

Chen, J., Tongji University, Shanghai, China

Chryssanthopoulos, M.K., University of Surrey, Guildford, United Kingdom
Ciampoli, M., University La Sapienza, Rome, Italy

Conte, J.P., University of California, San Diego, USA

Corotis, R., University of Colorado, Boulder, USA

Cremona, C., LCPC, Paris, France

Dagang, L., Harbin Institute of Technology, Harbin, China

De Leon, D., Autonomous University of Mexico State, Toluca, Mexico
Deodatis, G., Columbia University, New York, USA

Der Kiurerghian, A., University of California, Berkeley, USA

Ditlevsen, O., Technical University of Denmark, Lyngby, Denmark
Dongping, F., Tsinghua University, Beijing, China

Duenas-Osorio, L., Rice University, Houston, USA

Ellingwood, B., Georgia Institute of Technology, Atlanta, USA

Enright, M.P.,, Southwest Research Institute, San Antonio, USA

Estes, A.C., California Polytechnic State University, San Luis Obispo, CA, USA
Esteva Maraboto, L., Autonomous University of Mexico State, Toluca, Mexico
Faravelli, L., University of Pavia, Pavia, Italy

Fontana, M., Swiss Federal Institute of Technology, Zurich, Switzerland
Frangopol, D.M., Lehigh University, Bethlehem, USA

Friis Hansen, P, Det Norske Veritas AS, Hovik, Norway

Furuta, H., Kansai University, Osaka, Japan

Ghanem, R., University of Southern California, Los Angeles, USA
Ghosn, M., City University of New York, New York, USA

Gioffre, M., University of Perugia, Perugia, Italy

Goyet, J., Bureau Veritas, Paris, France

Graubner, C.-A., Technische Universitdt Darmstadt, Darmstadt, Germany
Grigoriu, M.D., Cornell University, [thaca, USA

Guedes Soares, C., Technical University of Lisbon, Lisbon, Portugal
Haldar, A., University of Arizona, Tucson, USA

Hasofer, A.M., University of Melbourne, Melbourne, Australia

Haukaas, T., University of British Columbia, Vancouver, Canada
Heinimann, H.-R., Swiss Federal Institute of Technology, Zurich, Switzerland
Heredia Zavoni, E., Instituto Mexicano del Petroleo, Mexico, Mexico
Holicky, M., Klokner Institute, Prague, Czech Republic

Hong, H., University of Western Ontario, Ontario, Canada

Huang, B., Wuhan University of Technology, Wuhan, China

Hurni, L., Swiss Federal Institute of Technology, Zurich, Switzerland
Huyse, L., Southwest Research Institute, San Antonio, USA

Jacob, B., Laboratoire Central des Ponts et Chaussées, Paris, France

Jendo, S., Polish Academy of Sciences, Warszawa, Poland

Kanda, J., University of Tokyo, Tokyo, Japan

Kareem, A., University of Notre Dame, Notre Dame, USA

Kiremidjian, A.S., Stanford University, Stanford, USA

Koh, C.G., National University of Singapore, Singapore

Koike, T., Tokyo City University, Tokyo, Japan

Laue, J., Swiss Federal Institute of Technology, Zurich, Switzerland

Leira, B.J., Norwegian University of Science and Technology, Trondheim, Norway
Lemaire, M., Institut Francais de Mecanique Avancee, Aubiere, France

Li, J., Tongji University, Shanghai, China

Lind, N.C., University of Waterloo, Waterloo, Canada

Liu, X., Tsinghua University, Beijing, China

Loh, C.-H., National Taiwan University, Taipei, Taiwan

Lu, Z.-H., Kanagawa University, Yokohama, Japan

XXX1V



Madanat, S., University of California, Berkley, USA

Maes, M. A., University of Calgary, Calgary, Canada

Mahadevan, S., Vanderbilt University, Nashville, USA

Mazzolani, F., University of Naples, Naples, Italy

Melchers, R., University of Newcastle, Newcastle, Australia

Merz, B., Helmholtz Centre Potsdam, Potsdam, Germany

Moan, T., Norwegian University of Science and Technology, Trondheim, Norway
Mori, Y., Nagoya University, Nagoya, Japan

Muzeau, J.-P., Polytech Clermont-Ferrand, Aubiere, France

Naess, A., Norwegian University of Science and Technology, Trondheim, Norway
Nathwani, J., University of Waterloo, Waterloo, Canada

Nielsen, S.R.K., Aalborg University, Aalborg, Denmark

Nowak, A.S., University of Nebraska, Lincoln, USA

Ohtori, Y., Central Research Institute of Electric Power Industry, Abiko, Japan
Pandey, M., University of Waterloo, Waterloo, Canada

Papadrakakis, M., National Technical University of Athens, Athens, Greece
Phoon, K.K., National University of Singapore, Singapore

Rackwitz, R., Technische Universitat Miinchen, Miinchen, Germany
Rahhal, M.E., Saint-Joseph University, Beirut, Lebanon

Ramon Casas, J., Technical University of Catalunya, Barcelona, Spain
Raphael, W., Saint-Joseph University, Beirut, Lebanon

Reid, S., University of Sydney, Sydney, Australia

Rhyner, J., WSL Institute for Snow and Avalanche Research SLF, Davos, Switzerland
Rosowsky, D.V., Texas A&M University, Texas, USA

Rossetto, T., University College London, London, UK

Schueller, G., University of Innsbruck, Innsbruck, Austria,

Siegrist, M., Swiss Federal Institute of Technology, Zurich, Switzerland
Sobczyk, K., Polish Academie of Sciences, Warsaw, Poland

Song, J., University of Illinois, Urbana, USA

Spanos, P., Rice University, Houston, USA

Spencer, B.F., University of Illinois, Urbana, USA

Stewart, M.G., University of Newcastle, Newcastle, Australia

Sudret, B., Phimeca Engineering, Paris, France

Taerwe, L., Ghent University, Ghent, Belgium

Takada, T., University of Tokyo, Tokyo, Japan

Tang, W.H., Hong Kong University of Science and Technology, Hong Kong
Thelandersson, S., Lund University, Lund, Sweden

Thoft-Christensen, P., Aalborg University, Aalborg, Denmark

Tong, Q.S., National University of Singapore, Singapore

Val, D.V., Heriot-Watt University, Edinburgh, UK

Walker, G., Aon Re Asia Pacific, Australia

Winterstein, S., Stanford University, Stanford, USA

Yamazaki, F., Chiba University, Chiba, Japan

Yucemen, M.S., Middle East Technical University, Ankara, Turkey

Zhao, G., Dalian University of Technology, Dalian, China

Zhao, Y.-G., Kanagawa University, Yokohama, Japan

XXXV



This page intentionally left blank



Applications of Statistics and Probability in Civil Engineering — Faber, Kéhler & Nishijima (eds)
© 2011 Taylor & Francis Group, London, ISBN 978-0-415-66986-3

Sponsors

Bundesamt fiir Strassen ASTRA
Federal roads office FEDRO
www.astra.admin.ch

Walt + Galmarini AG
www.waltgalmarini.ch

BKW FMB Energie AG
www.bkw-fmb.ch

Det Norske Veritas AS
www.dnv.com

ETH Zurich
http://www.ethz.ch/

OFFICIAL CARRIER

hn he £ ft Strawsen ASTRA
Confédération sulsse Office Mchéral thes routes DFROU

Confederazione Svizzera Ufficio federale delle strade USTRA
Confederaziun svirra Utfiri federal da vias LVIAS

Federal Rasds Office FEDROD
Swiss Confederation

EZ8 walt+Galmarini AG dipl. Ing. ETH SIA USIC

BKW"~

BKW FMB Energie AG

MANAGING RISK

ETH

Eidgendssische Technische Hochschule Ziirich
Swiss Federal Institute of Technology Zurich

XXXVl



This page intentionally left blank



GS_119 — Applications (1)



This page intentionally left blank



Applications of Statistics and Probability in Civil Engineering — Faber, Kéhler & Nishijima (eds)
© 2011 Taylor & Francis Group, London, ISBN 978-0-415-66986-3

Fragility curve of sewerage system due to spatial seismic

damaged data

S. Nagata

Kajima Technical Research Institute, Kajima Corporation, Japan

K. Yamamoto

Urban and Civil Engineering, Tokyo City University, Japan

ABSTRACT: In this paper, the authors studied
the fragility function of sewerage pipes and man-
holes. The fragility function is the maximum ground
velocity vs. the damage ratio, which is the ratio of
the length of damaged sewerage pipes to the total
length of sewerage pipes. And the damage ratio
of manholes is the ratio of the number of dam-
aged manholes to the total number of manholes.
The digital maps used for this study to estimate the
fragility function were drawn up using the GIS on
sewerage pipes and manholes damaged during the
five recent large earthquakes in Japan.

Sewerage system is one of the most important
lifeline systems for an urban society. Functional
suspension of sewerage system by seimic damages
influences the great impact to the citizen’s daily
life, business continuity of many companies, public
health and so on. For example, in 2004 Mid Niigata
Prefecture Earthquake, many people could not use
water supply system after restoration during the
functional suspension of sewerage system. So, it
is very important that the countermeasure against
the seismic damages to decrease the effect of the
functional suspension of sewerage system is made
in advance. And a prospect of the total amount of
seismic damages is important to make the restora-
tion plan before earthquake occurrence, too.

In this point of view, we estimate the fragility
curve function, which is the maximum ground
velocity vs. the damage ratio which is proportion
of the total length of damaged pipes to the total
length of sewerage pipes, to prospect the amount
of damages. And the damage ratio of manholes is
the ratio of the number of damaged manholes to
the total number of manholes.

In this study, the data base of the sewerage facili-
ties damaged by the recently five great earthquakes
in Japan, which are 1995 Hanshin Awaji Great
Earthquake, 2004 Mid Niigata Prefecture Earthquake,
2007 Niigata-ken Chuest-oki Earthquake, 2007 Noto
Hanto Earthquake and 2008 The Iwate-Miyagi
Nairiku Earthquake, is constructed with GIS to

estimate the fragility curves function. And damaged
sewerage pipe data belong to six cities and one
town, which are Kobe city, Nagaoka city, Ojiya city,
kawaguchi town, Kashiwazaki city, Wajima city and
Kurihara city.

First, we considered the relation among the dam-
age ratio of sewerage pipes and manholes, the seis-
mic force, the ground factor, the pipe factor, the
ground liquefaction factor and so on.

And, we estimated the fragility curve function
for physical damage and malfunction. We used the
seismic intensity for the maximum ground veloc-
ity, and a normal distribution for the basic shape
of the fragility curve, as equation (1) shows, with
reference to prior research results. (Maruyama and
Yamazaki (2009))

R(Vi):c.cb{(“‘Lg‘”] 1)

e=

M:

(& -kl 1] @

1

where, R (V) is an estimated value of the physical
damage ratio at a maximum ground velocity of V..
C, Aand { are regression coefficients calculated by
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Figure 1. Physical damage ratio of fragility curves of
sewerage pipes and sample data used in the calculation
of regression.
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Figure 2. Malfunction curve of sewerage pipes and
sample data used in the calculation of regression.

Table 1. Estimated co-efficient of fragility curve of sew-
erage pipes.

residual

error sum
Analysis case C A 4 of squaresAIC
All Sample Data 0.126 3.898 0.220 0.566 —113.826
Liquifuction 0.151 3.907 0.219 1.392 -39.823
site data
Non- 0.045 4.022 0.198 0.134 —-115.978
Liquifuction
site data

Table 2. Estimated co-efficient of malfunction curve of
sewerage pipes.

residual
error sum

Analysis case  C A ¢ of squares AIC

All Sample Data 0.057 3.651 0.217 0.034 -212.703
Liquifuction 0.072 3.680 0.213 0.060 —164.637
site data
Non- 0.004 3.652 0.289 0.001 —141.087
Liquifuction
site data
Table 3. Estimated co-efficient of fragility
curve of manholes.
Analysis case C A ¢
All Sample Data 0.103  4.066 0.283
Varried depth(D=22) 0.153  4.044  0.285
Varried depth 2>D) 0.073  4.028 0.280

minimizing the objective function €in equation (2)
with the quasi-Newton method.

Figures 1 and 2 show fragility curves of physical
damage and malfunction of the sewerage pipes cal-
culated by equation (1), while Tables 1 and 2 show
regression coefficients of the fragility curves.

And Figures 3 and 4 show fragility curves of
physical damage and malfunction of the manholes,
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Figure 3. Physical damage ratio of fragility curve of

manholes and sample data used in the calculation of
regression.
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Figure 4. Malfunction curve of manholes and sample
data used in the calculation of regression.

Table 4. Estimated co-efficient of malfunction
curve of manholes.

Analysis case C A S

All Sample data 0.036 4.133  0.297
Liquifuction site (PL 22) 0.049 4.190 0.291
Liquifuction site (5>PL)  0.024 4.163 0.347

while Tables 3 and 4 show regression coefficients
of the fragility curves.
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A new time-reversal imaging method for active Lamb wave damage

monitoring of composite structures

S. Yan & N.Z. Zhao

School of Civil Engineering, Shenyang Jianzhu University, China
School of Civil and Hydraulic Engineering, Dalian University of Technology, China

Binbin He

School of Civil Engineering, Shenyang Jianzhu University, China

ABSTRACT: Lamb wave based non-destructive
evaluation methods are widely used for damage
detection in engineering structures, in particular,
aerospace, civil and marine structures, the response
of Lamb waves is correlated to the damage loca-
tion through estimation of time of arrival of the
new peaks (scattered waves). Thus, by employing
the wave based methods presence of damage in a
structure is detected by looking at the wave param-
eters affected by the damage. Time reversal is based
on the time invariance and spatial reciprocity form
of the acoustic waves propagating in any medium.
Due to the complex transducer array necessary for
time reversal diagnostics of a structure, a modi-
fied time reversal method is developed. Theoretical
analysis of Lamb wave propagation, actuated by
piezoelectric transducers, and experimental com-
parison with the original time reversal method is
used as a basis for validation of the modified time
reversal method. Experimental applications of the
modified time reversal method are then used in
analysis of damage severity classification. A trans-
ducer array consisting of piezoelectric discs is used
to send and receive 4, Lamb waves. The modified
time reversal method is conducted for each actua-
tor-sensor pair and a damage index is computed.
Results show magnitude of the damage index to be
directly correlated to the severity of damage within
the signal path.

1 INTRODUCTION

There has been a significant increase in the use of
solid composites in load-carrying structural com-
ponents. With the advances in sensor and hard-
ware technologies that can generate and detect
Lamb waves, many studies have been proposed to
use Lamb waves for detecting defects in compos-
ite structures. In particular, many researchers have
recognized the potential use of piezoelectric (PZT)

actuators/sensors for Lamb-wave-based structural
health monitoring.

The use of Lamb wave based structural health
monitoring has shown promise in published
research. Lamb waves are of particular interest
due to the similarity between their wavelength
and the thickness of composite structures gener-
ally used and their ability to travel far distances.
These two features allow for detection of not only
superficial but internal flaws and the ability to
examine large areas. Unfortunately, it is difficult to
analyze measured responses due to the multimo-
dal and dispersive characteristics of Lamb waves
propagation. Signal processing and dispersion
curves have typically been used to help the damage
detection process and understand the complex
Lamb waves. The use of a time reversal method is
a new approach developed to mitigate Lamb wave
dispersion effects and increase the applicability of
Lamb waves for ISHM.

Recently, attention has been paid to the time
reversal method developed in modern acoustics
to compensate the dispersion of Lamb waves and
to improve the signal-to-noise ratio of propagat-
ing waves. For instance, a pulse-echo time reversal
method, that is, the time reversal method working
in pulse-echo mode has been employed to identify
the location and size of defects in a plate. However,
if there exist multiple defects in a plate, this itera-
tive pulse-echo process tends to detect only the
most distinct defect, requiring more sophisticated
techniques to detect multiple defects. Further-
more, the pulse-echo process seems impractical for
structural health monitoring applications, because
a dense array of sensors is required to cover the
entire boundary of the plate being investigated.

In the time reversal method, an input signal can
be reconstructed at an excitation point (point A) if
an output signal recorded at another point (point B)
is reemitted to the original source point (point A)
after being reversed in a time domain as illustrated.



This time reversibility (TR) of waves is based on
the spatial reciprocity and time reversal invariance
of linear wave equations. The specific goal of the
research described in this paper is to reconstruct
the known excitation signal at the original input
location through the time reversal process of
Lamb waves. In this study, a modified time reversal
method is proposed so that there construction of
the input signal can be achieved for Lamb wave
propagation. The ultimate goal is to use this TR of
Lamb waves for damage diagnosis.

This paper presents a Modified Time Reversal
Method (MTRM) and evaluation of damage sever-
ity within a structure. Development of the MTRM
is used as a means to decrease the hardware
requirements of structural diagnostics. Theoretical
analysis of Lamb wave propagation actuated by
piezoelectric transducers, and experimental com-
parison with the original time reversal method is
used as a basis for validation of the modified time
reversal method. Experimental applications of the
modified time reversal method are then used in
analysis of damage severity classification. A com-
posite plate containing impact damage is experi-
mentally investigated by integrating a piezoelectric
transducer array onto the plate such that each
transducer can be used as both an actuator and a
sensor. Increasing levels of damage are simulated
by incrementally impacting a composite plate with
a steel ball. In diagnosing the health state of the
plate, a damage index was used to quantitatively
classify the differences between the originally actu-
ated signal and the final signal due to the modified
time reversal process. Magnitude of the damage
index was used as basis for damage severity
evaluation.

2 CONCLUSIONS

This paper has presented a time reversal method
to detect the presence of damage within a thin
composite plate. A modified time reversal method
was developed to enhance the applicability of the
process by decreasing the necessary hardware to
monitor the health of the structure. Two damage
indexing systems, as developed by Park et al (2003
and 2007) and Giurgiutiu (2008), were used to eval-
uate the effects of severity of damage. It was found
that both damage indexing evaluations increased
as severity of damage increased, verifying the abil-
ity of the modified time reversal method to deter-
mine not only the presence of damage, but also the
severity.

This evaluation of damage severity is still in
the preliminary stages of research and needs fur-
ther validation. Firstly, a larger array of damage
types is necessary to investigate the applicability
of using the time reversal method for all dam-
age cases. Furthermore, a more in depth correla-
tion between the actual severity of damage within
the plate and the indicated damage severity as
indicated by the time reversal method is neces-
sary. In this study, there was little known about the
actual extent of damage within the plate although
it was assumed that each impact “increased” he
damage at the impact location. Further study of
the damage indexing systems and their ability to
identify increases in damage severity is necessary
to determine which method is best to be used in the
time reversal method.
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Probabilistic concept for the validation of the effectiveness
of countermeasures against early-age cracking in massive

concrete structures

M. KraulB3

Bundesamt fiir Strahlenschutz, Salzgitter-Lebenstedt, Germany

ABSTRACT: The imperviousness and hence
the serviceability of structures subjected to water
pressure may be endangered by through cracks.
In order to ensure a required serviceability (e.g.
tightness in case of ground water pressure) of a
massive concrete structure, it is important to con-
trol thermal through cracking. However, it is a
fact that cracking is a highly scattering phenom-
enon. Consequently, it is indispensable to perform
a reliability-based thermal stress analysis to pre-
dict the initiation of thermal cracks by taking the
parameters of analysis into consideration as ran-
dom variables.

The uncertainties depend on the constituents
and composition of concrete, on environmental
conditions etc. This approach requires a reliability-
oriented crack criterion for the forecast of the
effectiveness of countermeasures to be realized in
the planning and/or execution stage of structure.

This report describes a concept, to evaluate
the possibility of thermal cracking in hardening
concrete structures in terms of thermal cracking
index based on probability theory. The sensitivity
of the thermal cracking index—with respect to the
variation of the relevant parameters—is investi-
gated with an enhanced Monte-Carlo simulation
technique.

By calculation of the probability of thermal
cracking, reliability-oriented crack criteria are
defined for a wide use in practice. The proposed
model can be applied, if reliable estimations of
load-independent strains, concrete properties and
restraint of the hardening concrete structure as
well as of the uncertainties of all parameters are
available.

Following this approach, the early-age cracking
risk for recently executed railways trough structure
is evaluated by taking the uncertainty of prediction
into account.

The concept presented in this paper, follows the
approach of JSCE 2002. The idea of the model
is the introduction of the probability of thermal
crack occurrence p,, to assess the risk of thermal
cracking.

The model defines three different service limit
states depending on the requirements of service-
ability in terms of tightness. The requirements dif-
fer with respect to the required level of reliability.

The probability of thermal crack occurrence
can be calculated, if the probability density
function of the so-called thermal cracking index v,,
is known. The cracking index is defined as the ratio
between the tensile strength f, and tensile stress
level 6, in structure.

This index can be regarded as a global safety fac-
tor against through cracking. As a first approxima-
tion, the tensile strength and tensile stress can be
regarded as independent and normal distributed
random variables.

The classical FORM approach leads to a simple
relationship between tensile strength, tensile stress,
the associated coefficients of variation V[f,] and
V[o,] and the probability of thermal crack occur-
rence p,,. In this paper f, is regarded as the effec-
tive tensile strength in the structure (f,, = 0.75 f,)
and C,, denotes the corresponding thermal crack-
ing index The tensile stresses can be calculated
by an arbitrary engineering method like FEM,
compensation plane method CPM or one-point
method OPM.

An alternative approach for the calculation
of the probability density function of vy, is a
Level III-—approach and the use of a Monte-Carlo
simulation technique.

For this approach it is necessary to define

— a simple and deterministic engineering method
for the prediction of restraint stresses in harden-
ing concrete structures;

— a comprehensive model to describe the scatter of
material properties of young concrete and other
related materials;

— a simple stochastic model to describe the impact
of the variance of the climate on the prediction
of restraint stresses.

To calculate the restrained stresses with this
model, the CPM is used. Following the recom-
mendations of JCSS 2008 a statistical framework



is used to describe the uncertainties of all basic
random variables.

The purpose of the study is to verify the effec-
tiveness of the countermeasures taken against early
age cracking of the walls of trough. The walls are
subjected ground water of differing pressure.

The cracking risk of the walls was proved in the
location of maximum restrain level. This point of
view enables the transfer of the reliability-oriented
analysis of thermal stresses in hardening concrete
by means of an OPM. For this purpose, the follow-
ing models were defined:

— A deterministic model to estimate the tempera-
ture development in the walls depending on
the expected climates in the execution phase of
the through. Three different climates (warm,
normal, cold) were taken into consideration.

— Deterministic models to estimate the thermal
stresses of the wall with respect to the complex
restraint condition (trough and sub-structure, cf.
Rostasy & Kraul3 & Budelmann 2005).

— Definition of a reliability-oriented crack crite-
rion for the assessment of the early-age cracking
risk of the walls according to the requirements
of serviceability.

Basis for the assessment of the cracking risk is the
deterministic calculation of the restrained stresses
of the wall. Hardening concrete was regarded as
linear-elastic and viscoelastic material. Drying
phenomena were not taken into consideration.

For all material properties of wall concrete com-
prehensive material tests were performed. A statis-
tically validated climate database is used to simulate
the time development of ambient temperature.

From a practical point of view the total number
of through cracks in all blocks is of particular
interest. So the average numbers of cracks per
block nrm were calculated in order to evaluate the
cracking risk.

The analysis of the crack patterns on-site shows
1.1 cracks per block. The probabilistic analysis
shows—depending on the climate—0.8 up to 1.1
cracks per block for the expected value E[n, ]. The
lower limit of the confidence interval (significance
level of 20%) of E[n,,] inf cal n,, was estimated
to 0.3 cracks per block (20%-quantile); the upper
limit sup cal n,, was estimated to 1.4 cracks per
block (80%-quantile).
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cracking defects
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ABSTRACT: Stress Corrosion Cracking (SCC)
is a major integrity threat to buried oil and gas
pipelines worldwide. SCC usually results from a
combination of susceptible metallic material, ten-
sile stress and aggressive environmental conditions.
A typical SCC defect is characterized by a colony
of partly through-wall cracks (i.e. surface-breaking
flaws) along the longitudinal direction of the pipe-
line in response to the hoop stress due to the pipe
internal pressure. Once initiated, the individual
cracks in the colony will grow and coalesce mainly
due to the environmental growth mechanism. The
continued growth and coalescence could lead to
a single dominant crack that is of sufficient size
such that the mechanical growth mechanism (i.e.
fatigue) will begin to contribute significantly to the
overall growth. It is these long individual cracks
within the colony that constitute a significant
threat to pipeline integrity.

Inline inspection (ILI) tools are being more and
more used on oil and gas pipelines to detect and size
SCC defects. Once a defect is found and sized by the
ILI tool, the pipeline integrity engineer will evalu-
ate the severity of the defect and decide whether
immediate intervention actions are required. If a
defect does not require immediate intervention, the
remaining life of the pipeline at the defect will be
estimated such that a re-inspection/repair interval
can be quantified. If reliability-based methodolo-
gies are being used in the pipeline integrity man-
agement, the re-inspection/repair interval can be
determined by evaluating the time at which the
time-dependent failure probability (typically on
an annual basis) due to the SCC defect exceeds the
allowable failure probability.

An efficient methodology was developed in this
study to evaluate the time-dependent failure prob-
ability of a pressurized oil or gas pipeline contain-
ing an SCC defect. Failure is defined as the burst
of the pipeline at the defect location due to the pipe
internal pressure. The reliability analysis is carried
out assuming that the colony of cracks in an SCC
defect is represented by a single longitudinally-
oriented crack with a semi-elliptical profile. Such
an idealization is conservative in that it ignores the

potential stress shielding provided by the smaller
cracks surrounding the dominant crack. It is fur-
ther assumed that the length of the SCC defect
does not grow over time since the single crack
assumed in this study has incorporated crack coa-
lescence, which is the main mechanism for length
growth. The growth of the defect depth was
characterized by a superposition model whereby
the fatigue growth resulting from cyclic fluctua-
tion of the pipeline internal pressure is superim-
posed on an environmental growth rate assumed
to uncertain but constant in time. The Paris law
was used to evaluate the fatigue growth compo-
nent of the defect depth. To deal with the variable
amplitude loading condition, an equivalent pres-
sure range is evaluated using Miner’s rule from the
pressure range history that is obtained through
rainflow counting.

The limit state function for the reliability analy-
sis is established as the burst pressure at an SCC
defect minus the pipe operating pressure. In this
study, the Battelle model or “log-secant” approach
was employed to calculate the critical defect depth
corresponding to burst for given pipe geometry
and material properties, defect length and operat-
ing pressure. The time to burst, i.e. time required
for the defect to grow from its initial depth (depth
at the time of defect detection) to the critical depth
can then be calculated incrementally by incorpo-
rating both the fatigue and environmental growth
components. The first-order reliability method
(FORM) was used to evaluate the time-dependent
probability of burst at the SCC defect.

A numerical example was used to illustrate
the above-described methodology. The example
is a crude oil pipeline with an outside diameter
of 609.6 mm, a pipe wall thickness of 6.3 mm
and a nominal operating pressure of 3600 kPa.
The specified minimum yield strength of the pipe
steel is 359 MPa. A recently run ILI identified an
SCC defect with a measured depth of 1.58 mm
(i.e. 25% through wall thickness) and a measure
length of 100 mm. The reliability indices and cor-
responding probabilities of burst over a period of
15 years starting from the time of defect detection



were evaluated using the FORM for the example
pipeline. The sensitivity factors associated with
the random variables were also obtained from the
FORM. The results indicate that for this particu-
lar example the defect initial depth and Paris law
coefficient (C) are associated with the highest and
second highest sensitivity factors up to year 5,
after which the environmental growth rate and C
are associated with the highest and second highest
sensitivity factors. It is also interesting to note that
the sensitivity factor for the environmental growth
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rate changes rapidly from being close to zero at
year 1 to approximately 0.7 at year 6 (i.e. the most
dominant sensitivity factor).

It should be noted that for simplicity the inter-
nal pressure and environmental growth rate were
assumed to be time-independent random vari-
ables in this study. A more realistic treatment is to
characterize the pressure and growth rate as sto-
chastic processes. This will be considered in future
studies.
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Proportionality of interventions to restore structural safety

of existing bridges
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ABSTRACT: The proportionality of interven-
tions on existing structures comprises a com-
parison between effort (cost) and benefit of
interventions with the objective of an efficient use
of means. This contribution discusses the evalu-
ation of interventions to restore sufficient struc-
tural safety of existing bridges as encountered in
real case applications. The considered hazard sce-
narios include accidental actions and one extreme
live load event. For all hazard scenarios, structural
safety check could not be fulfilled. Consequently
interventions to restore structural safety were
developed and their efficiency was analysed by a
comparison of risk reduction with respect to safety
costs. In addition, safety requirements, operational
availability of the structure, magnitude of damage
as well as the preservation of material and cultural
values were considered. In three of the four cases
the safety interventions turned out to be dispro-
portionate. This paper presents a review of the
chosen approach and assumed values and numbers
used to estimate risk reduction and corresponding
safety costs. Finally, issues are raised regarding the
decision to implement or not the intervention to
restore structural safety.

1 INTRODUCTION

For the examination (often referred to as “assess-
ment”) of existing bridges, most structural engi-
neers apply the codes and in particular load
models valid for the design of new bridges. This is
a problematic approach since the codes for design
and construction of new structures are in princi-
ple not or only analogously applicable to existing
structures; also, they do not provide a risk-based
safety approach.

The professional approach to existing structures
is based on an inherent methodology [STA 269]
that essentially includes collecting actual infor-
mation since the structure exists. The controlling
parameters are determined more precisely, and for
example, the structural safety of an existing struc-
ture is proven using so-called updated values for
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actions and resistance. Also, a risk-based safety
approach is applied.

In this way, it can often be shown that an exist-
ing structure may be subjected to higher solici-
tation while meeting the safety requirements.
Such an approach is needed to avoid rather
cost-intensive or even unnecessary maintenance
interventions (which are often the result of insuf-
ficient knowledge and information about the exist-
ing structure).

In cases where the structural safety cannot be
verified interventions to restore structural safety
need in principle be implemented. However not all
safety measures are proportionate, i.e. balanced in
terms of invested means for achieved safety. As a
matter of fact, the objective is the efficient use of
means, in particular financial means. Infrastructure
managers have to allocate their means to the most
relevant safety problems of a system. They need a
systematic approach to be able to objectively evalu-
ate the proportionality of safety measures in situa-
tions of insufficient structural safety.

The proportionality of safety interventions
on existing structures comprises a comparison
between (safety) cost and benefit of interventions
in terms of risk reduction.

This paper presents a methodology to evalu-
ate proportionality of safety measures, discusses
assumed values and numbers that are used to esti-
mate risk reduction and corresponding safety costs.
Application examples will be outlined to illustrate
the methodology. Finally, issues are raised regard-
ing the decision to implement or not the interven-
tion to restore structural safety.

2 CASE STUDY |—VEHICLE IMPACT
ON PARAPETS OF A HISTORICAL
BRIDGE

Despite the fact that the structural safety of the
existing parapets against vehicle impact is not
sufficient, the safety intervention consisting in
replacing the parapets is disproportionate and
shall not be implemented. From a socio-economic



viewpoint the financial means shall more
efficiently be invested into different safety related
measures which prove to be proportionate.

The study also showed that the probability of
occurrence of an impact of a heavy vehicle is in
the present case very small such that this hazard
scenario may be accepted as an “accepted risk”.

Finally, keeping the existing parapets obviously
is the best solution from the viewpoint of preserva-
tion of cultural values.

3 CASE STUDY 2—THREE HAZARD
SCENARIOS INVOLVING HIGHWAY
BRIDGES

The results of this case study may be discussed as
follows:

Hazard scenario A—Underpass. Fire of a tank
truck: the safety intervention turned out to be
clearly disproportionate and only complementary
safety measures (like signaling reduced speed) may
possibly be taken. This hazard scenario can be con-
sidered as an “accepted risk”.

Hazard scenario B—Overpass: Loss of load
bearing resistance due to corrosion: the coefticient
of efficiency of the safety intervention was larger
than 1 and the safety related intervention must in
principle be implemented. The values of safety cost
and risk reduction were however relatively small
and an opposite result could be obtained. It is thus
important to identify the values that influence most
the result. Also, it is reasonable from the “sound
engineering sense” to perform the rehabilitation
(and thus the safety related measure) in any case
because of the bad condition of the structure.
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Hazard scenario C—Viaduct: Failure of railing
after impact of a bus: the reduction in risk due to
the safety measure is much higher than the safety
cost. The safety related intervention is thus clearly
proportionate and has to be implemented.

4 CONCLUSIONS

The proportionality of interventions to restore
the structural safety of existing bridges was
evaluated:

1. The proportionality of safety interventions may
be evaluated by means of a comparison of risk
reduction (as obtained from the safety inter-
ventions) with respect to corresponding safety
costs. Relevant information and data have to be
updated to consider the specific conditions of
the existing structure.

. The assumptions and available information to
estimate cost parameters are of outmost impor-
tance. The compensation costs for casualties
turn out to be the predominant aspect. Infor-
mation and data related to cost parameters need
to be improved.

. Evaluation of proportionality of safety inter-
ventions may not be based on numerical
results alone. Sound engineering judgment and
non-monetary values needs to accompany the
evaluation.

The case studies also show that application of
modern engineering methods for professionally
dealing with existing structures lead to more sus-
tainable solutions.
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ABSTRACT: Existing structures located in the
Central United States (US) near the New Madrid
Seismic Zone (NMSZ) are at risk of being dam-
aged during a potential seismic event. In particu-
lar, a significant seismic event affecting a densely
populated area, such as the city of Memphis,
Tennessee, could lead to severe damage and sig-
nificant economic losses. In this study, a scenario-
based assessment is conducted for moderate to
high intensity earthquakes in this region. Three
scenario earthquake magnitudes from moderate to
high (5.5, 6.5, and 7.5) are used to provide a better
understanding of the expected losses due to differ-
ent seismic hazard levels. The buildings considered
are typical Reinforced Concrete (RC) moment
frame buildings in this region. Fragility curves that
have been recently developed by Bai et al. (2010)
using story-specific demand models are used to
represent the seismic vulnerability of the buildings.
Story-specific demand models provide a refined
approach that includes more building response
information than typical demand models, allowing
for more accurate estimates of the seismic fragility
of multi-story buildings (Bai et al., 2010). When
only the maximum interstory drift of a building
is considered, as is the case for traditional fragil-
ity curve development, the fragility tends to be
underestimated; particularly if the interstory
drifts for one or more stories are close to the maxi-
mum value. A probabilistic framework to assess
the structural damage of the selected buildings is
used to account for the prevailing uncertainties.
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Finally, the corresponding structural losses in
dollars due to the scenario earthquake events are
estimated. Through this scenario-based approach,
critical structures that are expected to have exten-
sive damage can be identified. In addition, deci-
sion makers in a region can estimate the economic
losses due to potential seismic events and prioritize
of mitigation options for high risk structures.
Based on the scenario-based assessment, for
the M 5.5 scenario event, all the concrete build-
ings are expected to have limited structural dam-
age with low total damage factors. The severity of
the expected damage increases for higher events.
For the M 6.5 event, the majority of the low-rise
concrete buildings are expected to have moderate
to heavy damage, while the mid-rise buildings are
expected to have insignificant to moderate damage.
The expected total cost to repair structural damage
to the 486 RC frame structures for the M 7.5 event
is $395 million dollars. A major concern for this
scenario event is that most RC frame buildings are
expected to have heavy damage, with several build-
ings expected to be in the complete damage range.
It should be noted that this study focuses on a
regional seismic loss assessment to determine the
expected damage and structural repair costs for an
inventory of buildings in order to assess the over-
all level of damage for the region for three scenario
events. Seismic evaluation of individual building
structures requires a different approach that consid-
ers the individual building configuration, structural
and geotechnical details, location, seismicity, etc.
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ABSTRACT: Construction time is a key part of
any building contract and has an influence on con-
struction costs and work execution. Depending on
the project phase, the time required for construc-
tion is either determined as a rough estimate or
calculated precisely. In this respect, the degree of
accuracy is dependent upon the mathematical com-
bination of the input parameters. However, input
parameters include uncertainties and fuzziness.
These input parameter ranges can be accounted
for in a non-systematic, deterministic manner.
The range of possible construction times can be
restricted by establishing both an optimistic and
a pessimistic consideration. In most cases, a value
between the two defined boundaries is applied. No
statement can be made, however, about the accu-
racy of the value selected.

The type of work, the conditions under which
this work is performed, the amount and quality of
the work and the construction time required are
factors that determine the cost level, and thus pric-
ing. To calculate construction time, the determin-
istic method is demonstrated for the preliminary
planning stage. For this purpose, the equations to
be used to perform a rough calculation of construc-
tion time are shown (it should be noted that more
detailed analyses will always be required at the fol-
lowing stages). Parameters considered in these cal-
culation steps include the duration and output of
reinforced concrete works, the average number of
workers, daily working time and the total labour
consumption rate for reinforced concrete works.
Major influences on the output achieved are shown
graphically.

The Monte-Carlo method is then applied on the
basis of the deterministic calculation mode used
initially, using a performing arts centre building as
an example. The Monte-Carlo calculation sequence
is both described and displayed graphically. This
method makes it possible to calculate the probabil-
ity distribution for the construction time of rein-
forced concrete works. Formwork, reinforcement
and concrete quantities are determined on the
basis of the existing building plans and drawings.
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Input values to be used for the calculations
are estimated on the basis of the existing project
documentation, taking account of identifiable site,
management, structural and process conditions.
For each simulation exercise, distribution func-
tions are selected for the input parameters, and
minimum and maximum values are determined,
as well as most likely values, as far as reasonably
possible. The distribution functions used for the
purpose of this paper include isosceles triangles,
weighted triangles, rectangular distributions and
beta distributions. The @RISK software is used to
carry out the calculations. The results are shown
as probability distributions for the output param-
eters defined in a preceding step. The results of
several simulations with varying distribution func-
tions are compared to each other and analysed.
The parameters to be compared include quantiles
(X; and X,;), standard deviation, mode, skewness
and kurtosis. This comparison is to show whether
it is useful to apply weighted triangles as distribu-
tion functions.

The influence of a reduction in the input param-
eter range on the probability distributions is also
determined. Probability distributions are displayed
graphically both for the initial calculations and for
the calculations performed after the range reduc-
tions. Such range reductions are enabled by a more
detailed knowledge of the prevailing site, manage-
ment, structural and process conditions. The degree
of uncertainty and fuzziness can be lowered as a
result. This paper should demonstrate and analyse
the influence of the input parameter improvement
on the results. In the next step, the influence of the
above-mentioned four distribution functions on
construction time is determined. To compare the
simulation results, 50,000 iterations per calculation
sequence are performed.

Correlations are introduced to account for
any interdependencies. Calculations performed
with and without correlations are compared
to each other to prove the effects of correlations.
Two extreme cases are evaluated within the
correlations. On the one hand, positive correlations



are established between selected parameters.
On the other, negative correlations are applied
consistently. The correlations are applied to the
total labour consumption rate, which is one of the
key parameters relevant to the determination of
construction time. This comparison should show
how any incorrectly set correlations may affect the
distribution of probability. In addition, the types
of distribution functions that show a more or
less significant response to correlations should be
identified.

The performing arts centre building used as an
example to apply the Monte-Carlo method makes
it possible to show construction time as a prob-
ability distribution, and to state significant values.
This probability distribution may also be used as a
basis for the decision-making process to determine
the construction time that is useful with regard to
construction management and economic aspects.
In addition, parameters with a major influence on
construction time can be identified. The applica-
tion of probability calculus does not result in a
single correct value. Rather, the correlation between
the probability of occurrence and the magnitude
of the value is reflected (probability distribution).
The calculations performed permit the conclusion
that virtually no effects of range reductions on
mean, modal and median values were found.
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By contrast, the reduction in the input parameter
ranges resulted in a considerable reduction in both
standard deviation and 90% spread.

A significant improvement of the outcomes
may be achieved if appropriate construction man-
agement measures are taken to more accurately
determine the input values. On a related note, cli-
ents should, as far as possible, specify construction
periods for their projects that are reasonable in
terms of construction management and economic
factors. This approach creates a good basis to actu-
ally achieve the defined project milestones. In this
regard, it is crucial to consider the construction
management constraints in terms of the number
of resources and logistics-related boundary condi-
tions. However, the correct interpretation of prob-
ability calculus results will always require expert
knowledge with regard to construction manage-
ment and related economic aspects.

The author is currently conducting further
research on the characteristics of distribution func-
tions for consumption rates and structural param-
eters (such as formwork ratio or reinforcement
ratio), as well as on the interdependencies of the
risks. The effects of correlations between the input
parameters are also being evaluated with respect to
their relevance. The results of this research will be
published at a later stage.



Applications of Statistics and Probability in Civil Engineering — Faber, Kéhler & Nishijima (eds)
© 2011 Taylor & Francis Group, London, ISBN 978-0-415-66986-3

Advances in probability density evolution analysis of nonlinear

stochastic systems

J. Li, J.B. Chen & W.L. Sun

State Key Laboratory of Disaster Reduction in Civil Engineering & School of Civil Engineering,

Tongji University, Shanghai, P.R. China

1 INTRODUCTION

Stochastic mechanics, particular of nonlinear
stochastic system, has gained increasing attention.
In the past years, starting with the clarification
of the principle of preservation of probability, a
family of probability density evolution method
(PDEM) has been developed. In the PDEM, a
family of generalized density evolution equation
was established. This provides a new possibility
of tackling nonlinear stochastic systems. Some
new advances, extensions and applications of the
PDEM, are illustrated in the present paper.

2 GENERALIZED DENSITY EVOLUTION
METHOD

The random event description of the principle of
preservation of probability

D
5o, pety0dy =0 (1

where D(-)/Dt denotes total derivative. Eq. (1) is
the result from the perspective that the probability
of a random event is invariant.

A stochastic process can be represented as com-
binations of random functions
¥y(0)= X,(¢.0) @)

The equation of motion of a MDOF system can
thus be written as
M(©)X + C(®)X +f(©,X) = F(©,7) (3)
where F(@,1)= TX, (¢.0)-

When viewed from the random event description
of the principle of preservation of probability com-
bined with the uncoupled physical equation, a com-

pletely uncoupled, arbitrary-dimensional density
evolution equation can be reached:
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where Z is the physical quantity of interest.

Although the closed-form solution of general
density evolution equation (GDEE) for some sim-
ple caseis available, the numerical solving procedure
is needed for most practical engineering problems.
The numerical algorithms for probability evolution
theory could be explained as: Select representative
points in the probability-assigned space and deter-
mination of the assigned probability. Then Solve
deterministic dynamical systems. After that, the
probability density function of interest could be
obtained by solving the GDEE.

3 APPLICATIONS

3.1 Fluctuation analysis of stochastic dynamics
Systems
Fluctuation of a nonlinear single-degree-

of-freedom system was investigated by the prob-
ability density evolution method. The study (Sun
et al., 2011) provides evidence that small variation
of the natural circular frequency of the struc-
ture may induce large fluctuation in structural
responses.

3.2 Stochastic response of nonlinear structures

Response analysis of a 2-span 9-story shear frame
structure subjected to deterministic ground motion
was exemplified. In this example, the Q-SPM was
adopted to select the representative points in
random-variate space. Totally 20 independent ran-
dom parameters are involved in the investigation.
The coefficients of variation of all random vari-
ables in this model are equal to 0.2.

Pictured in Figure 1 is the PDF evolution sur-
face. In Figure 2 shown is the CDF of the extreme
value over [0,20 s] compared with the Monte Carlo
simulation (MCS). The results show that the global



Figure 1.
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Figure 2. The CDF of the extreme value (T =20 s).

performance and reliability of MDOF nonlinear
structures can be captured by the PDEM, which
is much more efficient than the traditional MCS.
In addition, the computational result by the
PDEM is in deterministic sense, different from the
MCS which could only give results with random
convergence.

3.3 Time-variant life-cycle system reliability:
An illustration

Life-cycle reliability of a simply-supported beam
with deteriorating materials was carried out.

Because of deterioration of the material, the
PDF of the limit state function moves toward the
negative direction, i.e. the safety margin is decreas-
ing. This of course means that the reliability will
decrease against time. It is remarkable that the reli-
ability decreases in a rapid speed after 35 years of
service (Figures 3 and 4).

3.4 The physical stochastic optimal control

Based on the PDEM, a physical stochastic opti-
mal control (PSC) was developed (Li et al., 2010).
Different from the traditional stochastic control,
the PDEM-based optimal control could achieve
optimal effect in the sense of probability. Very
recently, a systematic experimental study was con-
ducted validating the proposed method. The results
will be published elsewhere.

4 CONCLUSIONS

Combining the random event description of
the principle of preservation of probability,
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Figure 3. Contour of PDF surface of the limit state
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Figure 4. Life-cycle reliability of a simply-supported beam.

the generalized density evolution equations are
derived. Numerical procedures for implementation
of the probability density evolution method are
introduced. Some extensions and applications are
discussed or exemplified. Problems need further
study include physical modeling of dynamic exci-
tations and multi-scale stochastic physics, etc.
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ABSTRACT: Due to the challenges arising from
the classical analytical methods and numerical
techniques for nonlinear random vibration analy-
sis, the solving procedures for nonlinear stochastic
structural analysis are investigated in the random
vibration analysis if the random excitations act-
ing on systems can be expressed as functions of a
set of stochastic variables. For example, the classi-
cal perturbation method and the functional series
expansion method were generalized to the random
vibration of nonlinear oscillator subjected to white
noise excitations. As a novel formulation for govern-
ing the probability density evolution of stochastic
structural systems, the generalized density evolu-
tion equation proposed in recent years profoundly
reveals the intrinsic connection between determin-
istic systems and stochastic systems by introduc-
ing physical relationships into stochastic systems.
It is thus natural to apply the generalized evolution
equation in the nonlinear random vibration. In the
present paper, an application and a comparative
study in the nonlinear random vibration analysis
between the generalized density evolution equa-
tion implemented with the probability density
evolution method (PDEM), the polynomial chaos

20

expansion (PCE) and Monte Carlo simulations
(MCS) are addressed by investigating the stochas-
tic seismic responses of a class of Duffing oscilla-
tors. A physical stochastic ground motion model is
employed, and represented by a Karhunen-Loeve
expansion as the input of the PCE and MCS.
Numerical results reveal that the solution processes
of the three approaches are identical for the weakly
nonlinear systems, and they are approximately
identical for the strongly nonlinear systems though
the errors resulting from numerical techniques and
artificial truncations could be amplified, indicating
that the solutions of the PDEM and the PCE are
equivalent to that of the nonlinear random vibra-
tion analysis in the mean-square sense. The two
methods thus can be applied in the classical non-
linear random vibration analysis. It is remarked,
moreover, that the PDEM goes a step further than
the classical nonlinear random vibration analysis,
since the probability density evolution processes
of responses and accurate structural reliability
assessments can be provided by the PDEM simul-
taneously. The other methods, however, need much
more computational efforts to govern higher order
statistics of responses.
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1 INTRODUCTION

The efficacy of vibration mitigation is usually
given by the reduction of dynamic responses
(particularly peak displacements and peak accel-
erations) under control compared to those without
control. However, what really matters is the reli-
ability of the structures under control subjected to
disaster actions.

In this paper, simulation analysis of stochastic
control for structures using MR dampers is
conducted. Firstly, a dynamic model of a MR
damper is developed based on back propagation
(BP) neural networks. Secondly, the physical sto-
chastic ground motion model is introduced and
120 earthquake ground motion time histories are
generated. Then, simulation analysis of vibration
control of a model structure with MR dampers is
carried out. Finally, stochastic response analysis
and reliability assessment of structural systems
with and without control is studied.

2 NEURAL NETWORK MODELING
OF MR DAMPER

2.1

A series of tests were conducted to measure the
responses of the MR damper, as shown in Figure 1,
under various loading conditions.

Dynamic testing of MR damper

2.2 Neural network modeling of MR damper

In this section, BP neural networks are used to
emulate the forward dynamics of the MR damper
shown in Figure 1 based on the results of the
dynamic testing. It is seen that the trained neural

Figure 1.

MRD-100-10-type MR damper.
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network model can predict the damping force very
well and there is relatively good agreement between
the neural network outputs and the test data.

3 PHYSICAL STOCHASTIC GROUND
MOTION MODEL AND EARTHQUAKE
GROUND MOTIONS GENERATED

3.1 Brief introduction of the physical stochastic

ground motion model

In the physical stochastic ground motion model
(Li & Ai, 2006; Ai & Li, 2009), the effects of engi-
neering site could be regarded as a multi-layer
filtering operator. For the sake of clarity, it is mod-
eled as a single-degree-of-freedom (SDOF) system.
Using the ground motion at the bedrock as the
input process, the absolute response of the SDOF
system is namely the process of the ground motion
at the surface of the engineering site.

3.2 Earthquake ground motions generated

120 representative time histories of ground acceler-
ation are obtained employing the physical stochas-
tic ground motion model outlined in the preceding
section, one of which is shown in Figure 2.

4 SIMULATION ANALYSIS
OF VIBRATION CONTROL

4.1

The model of a six-story, single-bay, building
structure is considered, and the number of DOFs

Six-story building model

4

Acceleration (m/s?)

Time (8]

Figure 2. 25th time history of the ground acceleration.



of the model structure is reduced to 6, while still
maintaining the important dynamics of the whole
model. The structural parameters, like mass
matrix, stiffness matrix and damping matrix, can
all be obtained through identification.

4.2 Simulation analysis of vibration control
of model structures with and without MR
dampers

Based on the structural parameters of the 6-DOF
model identified in section 4.1 and the neural net-
work model of the MR damper established in
section 2.2, the simulation analysis of the model
structure with and without controlis conducted. The
statistical values of peak structural responses with-
out control and under passive-off and passive-on
control are presented, and the statistical values of
maximum control force under passive control are
given.

5 STOCHASTIC RESPONSE ANALYSIS
OF THE MODEL STRUCTURE

5.1 Foundations of the Probability Density

Evolution Method (PDEM )

The Probability Density Evolution Method (PDEM)
is outlined briefly.

5.2 Stochastic response analysis of structures
with and without control

In this section, the stochastic response analysis of
the structure is carried out based on the results of
deterministic dynamic analysis of the structure
system according to the PDEM. Typical PDFs
of interstory drifts of the first story at different
instants of time (3 s, 6 s and 8 s) are given. Addi-
tionally, the PDF surface of interstory drift of the
first story in the passive-on case (in the time inter-
val from 1.5 to 3.5 s) is presented.

6 RELIABILITY ASSESSMENT
OF THE MODEL STRUCTURE

6.1  The method of dynamic reliability evaluation

based on the extreme value distribution

The method of dynamic reliability evaluation
based on the extreme value distribution is intro-
duced in brief.

6.2  Reliability assessment of structures
with and without control

In the analysis of reliability, the interstory drift
angle of each story is used as the performance
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Table 1.
cases.

Reliabilities of the model structure in different

Case Without control  Passive-off  Passive-on

Reliability  0.9095 0.9958 0.9930

index of the structure, and the maximum value
of interstory drift angles should not exceed the
threshold. Here, the threshold of interstory drift
angles is assumed to be 0.0095 rad. Therefore, the
reliabilities of the model structure with and with-
out control are assessed. From the results of the
reliability analysis (shown in Table 1), it is clearly
seen that the reliability of the model structure with
control is bigger than that without control. There
is an about 9.5 percent increase in the reliability in
the passive-off case, and a 9.2 percent increase is
obtained in the passive-on case.

7 CONCLUSIONS

Based on the results of dynamic testing of a MR
damper, a BP neural network model of the damper
is developed. After briefly introducing the physical
stochastic ground motion model, 120 earthquake
ground motion time histories are generated, which
are used as input ground motions in the analysis of
structural vibration control. Then, the simulation
analysis of the model structure with and without
control is conducted. Additionally, the stochastic
response analysis is carried out based on the probabil-
ity density evolution method. Finally, the reliabilities
of the model structure in different cases are carried
out through the method of dynamic reliability evalu-
ation based on the extreme value distribution.
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ABSTRACT: Chain structure systems are a
familiar subject matter amongst engineers, and
transfer matrix methods (TMMs) are highly use-
ful and efficient for the dynamic analysis of these
structures (Lund 1974, Horner & Pillkey 1978, Lee
etal., 1993, Kanget al., 1994, Oh 2004, Hsieh et al.,
2006). Two kinds of transfer matrix methods are
widely used in engineering: the Myklestad-Prohl
transfer matrix method (MP-TMM) (Myklestad
1944, Prohl 1945) and the Riccati transfer matrix
method (Riccati-TMM) (Horner & Pillkey 1978).
The MP-TMM involves the use of simple math-
ematical equations, making it easy to program, but
the method presents numerical difficulties when
higher frequencies are calculated and/or when
too many degrees of freedom exist. The Riccati-
TMM presents no numerical difficulties; thus, it
is more frequently used in engineering than the
MP-TMM.

In this paper, recurrence perturbation equations
based on the Riccati-TMM are derived to cal-
culate the first—and second-order perturba-
tion responses of chain structure systems with
uncertain parameters. We call this perturbation
method the Riccati perturbation transfer matrix
method (Riccati-PTMM). On the basis of the
Riccati-PTMM, we provide the detailed equations
and steps for calculating the dynamic responses
of chain structures with uncertain and random
parameters. The equations and steps are used to
calculate the mean values and variances of a simply
supported Timoshenko beam with random mass
density and random section diameter. The results
show that the proposed method is enough accurate
for engineering problems and much more efficient
than Monte Carlo simulation.

The method presented in this paper is a
generalisable approach that can be used for lat-
eral and/or torsional dynamic response analysis of
chain structure systems with uncertain or random
parameters. For concrete problems, as long as the
element transfer matrix and the element perturba-
tion equations are given, dynamic analysis can be
completed using this method.
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1 KEY EQUATIONS

The transfer and recurrence equations of the
Riccati-TMM are as follows:

{1} =[s]{e}, +{Q}; M

[S],-+| =[u,; S+ Ulz],- [UyS + Uzz];l = [Sul][suz] 2

{Q.,={Q/} -[s].{a}, 3)

where {f}, and {e}, are the state vectors at the
ith section, and satisfy boundary conditions {f},
= {0} and {e}, # {0}, respectively; [u], [u,,], [u,],
and [u,,], are the matrixes defined by the transfer
relationships of the state vectors between sections
i and i+1 on element 7; [S], is the so-called Riccati
transfer matrix; and {Q}, {Q/, and {Q,}, are
generalised force vectors.

If b;(j=1, ..., m) are the uncertain parameters
of the chain structure, then they are expressed in
the form:

Response vector {e}, can be described by
the following two-order accuracy perturbation
equation:

*ii{e},ym £, )

{ed ={e},, + Xed, ¢
j=1 j=1 k=1

where {e},, is the response vectors at section i when
bj=b,(j=1,...,m);and {e},, {e},, are the first—
and second-order perturbations of vectors {e},
respectively.

All the other matrixes and vectors are similar
to {e},

Finally, we derive the two-order perturbation
transfer relationships as follows:

{t},=[s].{eto+{Ql, (6a)



{f},=[s] f{e}, +[s] {e}. . +{Q}, (6b)
{1} =[s],{e},  +[s], {ehs (6¢)
H(1-8,) [S),, {e}, +[S1,, e} o+ (O},

The two-order recurrence  perturbation
equations are expressed as:
[S]0 =[Sm0 [Su2 ] (7a)
(S, =[Sulo[Sia],, +[Sul [0 (7b)
(8] =[SulolSu] i +[Sul,, [Su2] s (7¢)
(1= )8l 8], +[8u],  [S02).
{Qlo =1/}, ~[ShusfQl,, (8a)

J

{Q}m,j = {Qf },-, [S]m.o {Qc }i,j _[S]m,, {Qc }i,O

(8b)
{Q}Hl’jk = {Q’[}i)/k - [S]i+l,(J {Qc }i/jk - [S]HL/ {QL }i,k

_(l - é}/\')[s]m,k {Qf}z;j - [S]i+1,jk {Qv}i,o

(8c)

{e}0 =[]0 ({edrn—{Q.1,) 9a)

{e,,=18.),({ed, Q1) (9b)
+ [SuZ ],‘,_,‘ ({e}i-ﬂ,,o N {Q‘ }i,() )

feh s =l8alo(leh -k ) .

+[Su2]m‘(le}i+1,k - {Qf’}i,k) o

+(1 - é‘jk)[szﬂ]w ({e}m,j - {Qv}i,f)
+ [Su2 ],,/k ({e}m,o - {Qe }z‘,o)

where &, is the Kronecker delta.

Equations (6)~(9) constitute the perturbation
recurrence equations of the Riccati-TMM. This is
an approximate method with two-order accuracy.

The detailed equations and calculation steps are
provided in the full paper.

2 RANDOM RESPONSE

If g (j=1, ..., m) are random parameters with zero
mean values, and are subject to normal distribu-
tion, the mean value and variance of response vec-
tor {e}, are as follows:

E(fe}) ={e}i’0+ég{é}i’jk E@e) (10
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where
. . 1 .
{e}i,/'k:{e}i,kaz{e}i,/k G#k) (12)

{eh, =1t

3 EXAMPLE AND CONCLUSIONS

Taking a simply supported Timoshenko beam as
an example, we assume that mass density p and
section diameter d of the beam are independent
random variables subject to normal distribution,
and E, = 7800 kg/m’, 6, = 156 kg/m’; E,= 0.2 m,
0, = 0.004 m. The other parameters are certain:
length L =10 m and Young’s modulus E=2.0x 10"
N/m?. The load acting on the middle of the beam is
F =1000 sin (507t) N.

The results of the second-order random pertur-
bation are more accurate than those of the first-
order random perturbation. The improvements in
mean values are also clearly observable. However,
in the calculation process, we know that the
computations in the second-order random pertur-
bation analysis are more complex. Thus, we pro-
pose that engineers use the first-order random
perturbation analysis if the accuracy demands are
not stringent because the calculation time involved
in this approach is considerably shorter than in
Monte Carlo random simulation.

The Riccati-PTMM can be used for the two-order
perturbation analysis of the dynamic response of
chain structures with uncertain or random param-
eters. The recurrence perturbation equations and
steps presented in this paper can be used for lateral
and/or torsional response analysis of chain struc-
ture systems. For concrete problems, as long as the
element transfer matrix and the element perturba-
tion equations are given, dynamic analysis can be
completed using this generalisable method.
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ABSTRACT: The Acoustic Emission (AE)
technique offers the unique opportunity to moni-
tor infrastructure components in real-time and
detect sudden changes in the integrity of the moni-
tored element (Grosse and Ohtsu, 2008). AE are
stress waves initiated by sudden strain releases from
within a solid such as for example crack propaga-
tion, material crushing, or bond fracture of two
materials in a composite due to over-loading.
With networks of piezo-electric sensors mounted
to the surface of the structure, stress waves can be
detected, recorded, and stored for later analysis.
An important step in quantitative analysis meth-
ods is the estimation of the stress wave source loca-
tions. Since only the time arrivals at each sensor
are observed, this represents a nonlinear inverse
problem that is commonly solved by iterative pro-
cedures whereby a cost function is minimized (Ge,
2003). The main issue of these traditional meth-
ods is that sources of uncertainty and variability in
the material properties cannot be associated with
any of the involved model parameters such as time
arrivals, stress wave velocity, sensor locations, etc.,
essentially treating all parameters as deterministic
using mean values.

The authors have developed a Bayesian frame-
work for a probabilistic source location algorithm
earlier using Monte Carlo Markov Chain simula-
tion whereby all model parameters are represented
by random variables (Schumacher et al., under
review). A basic probabilistic model was presented
where model parameters were estimated using an
example employing observed arrival time data col-
lected from a calibration experiment on a realistic
section of a reinforced concrete bridge column
(Schumacher, 2006). The probabilistic model is
based on Bayesian updating, which can be stated
as follows:

falo1 )= 1 o) 0
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where f;, (6|x,) represents the posterior distribution
of © conditioned on observed outcomes x, of
the random variable X, L(6|x,) = fy(x,|6) is the
likelihood function of parameters 6 for observed
realizations x, of X, ¢ is a normalizing constant,
and f,(0) is the prior distribution for © before
additional knowledge is gained. Once the posterior
distribution fi(6]x,) for the parameters is obtained,
it can be incorporated in a general predictive joint
distribution of the form:

Fr@lxo)= [ [ 1 (x10)o (61, )d6...d6,,
- (2)

to predict future events X based on knowledge
from past observed realizations x;,.

In the current study, an extension of the first
basic model that was presented by the authors
earlier is proposed that uses additional observed
information in form of the maximum AE signal
amplitude 4. The central relationship for the sta-
tistical model is based on the relationship between
measured arrival times T, ,,, event time £, ;, wave
slowness S, stress wave travel distance d,,
and the standard deviations of the errors in the
observed arrival times oy, and can be stated as
follows:

Tigijm ~ N(’O[:‘,,f] + 81 k1 Ot 1 (A[,-,‘,,k],a))
(3)

where i, j, and k are the subscripts that stand for
event location, event number, and sensor, respec-
tively. Variability in the model is assumed to be
associated with the basic source location param-
eters which are the wave slowness Sy the observed
arrival times ¢, and the event time #,. The preci-
sion 7= o2 is assumed to be proportional with the
maximum signal amplitude which was observed
during the experiment. ¢ is a global parameter that
relates the standard deviations of the errors in the



Figure 1.

Graphical
extended inference model (screenshot from WinBUGS).

representation of proposed

observed arrival times o ;,, with the signal ampli-
tude 4. In Fig. 1, a graphical representation of the
proposed extended model is shown.

A set of data is evaluated using the proposed
methodology and the predictions from the pro-
posed extended probabilistic algorithm, the basic
probabilistic algorithm presented earlier, and a
traditional deterministic algorithm are compared
and discussed. It is found that the extended model
offers more accurate predictions compared to the
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solutions of a traditional deterministic algorithm
as well as the basic probabilistic algorithm intro-
duced earlier by the authors (Schumacher et al.,
under review). Probabilistic algorithms have the
additional benefit of providing an improved meas-
ure for the uncertainty of the prediction. The appli-
cation of AE monitoring has often proven difficult
because of the presence of noise and changing
boundary conditions such as cracks, and the pro-
posed probabilistic approach aims at addressing
some of these issues. Implementation of an error
term that is different for each sensor is planned in
the future and it is expected that this modification
will further improve predictions.
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1 INTRODUCTION

Control schemes are typically based on minimi-
zation of objective functions (or loss functions).
These are of different types depending on the spe-
cific control algorithm to be applied. Frequently,
the loss functions are expressed in terms of costs
associated with the response processes and/or the
control processes. It is rarely the case that struc-
tural reliability criteria as such and the associated
cost of structural failure is explicitly taken into
account.

In the present paper, a summary of some
approaches for incorporation of structural reli-
ability criteria into the control algorithm is first
given. Subsequently, the particular case of Linear
Quadratic Gaussian (LQG) control is considered
for a system with quasistatic response behaviour.
A comparison is made between the losses which are
obtained by application of the traditional objective
function versus one that includes the costs associ-
ated with structural failure. Furthermore, a slightly
different case where the slowly varying component
of the response is controlled by LQG and the rap-
idly varying component is left unchanged is also
considered. This will be relevant e.g. in connection
with position control of marine structures.

In relation to formulation of structural response
criteria within a specific control scheme, there are
at least three possible approaches. The first corre-
sponds to off-line determination of optimal values
of specific control parameters based on structural
criteria. These optimal values are subsequently
applied by the implemented control scheme. The
second approach corresponds to monitoring the
values of selected structural reliability measures
during the load/response process. If these meas-
ures exceed certain pre-defined values, a control
action is activated or a switch is made to a differ-
ent control scheme if a first control algorithm has
already been activated. The third approach corre-
sponds to making the control action at each time
step being dependent on one or more structural
reliability measures. These three different types are
discussed in the paper.
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2 CONTROL SCHEMES INVOLVING
STRUCTURAL RELIABILITY CRITERIA

Focusis on dynamicstructural response and control
schemes which apply to a sequence of stationary
conditions. The external excitation is assumed to
contain a slowly varying load component (this
implies that e.g. earthquake loading is excluded
from the present considerations). This will e.g. be
the case for structures which are subjected to low-
frequency wind or wave forces. Control schemes
which make explicit use of structural reliability cri-
teria are considered.

A summary of some relevant control schemes
which are described in the literature is first given.
These schemes are classified as (i) off-line schemes,
see e.g. Tomasula et al. (1996) (ii) reliability moni-
toring, see e.g. Berntsen et al. (2004) and (iii) on-line
schemes, see e.g. Leira et al. (2001) and Berntsen
et al. (2009).

3 LINEAR QUADRATIC GAUSSIAN
CONTROL (LQG)

Pre-calibration of a well-know control scheme by
means of structural failure probability considera-
tions is the main focus of the present paper. The
particular case of Linear Quadratic Gaussian
(LQG) control is considered. The associated objec-
tive function (also referred to as the performance
index) is defined. Furthermore, the particular case
of quasi-static response where the stiffness of the
system dominates is elaborated.

A second “reliability-based” objective function
is subsequently introduced which incorporates the
costs associated with structural failure. A com-
parison between the values of the two different
objective functions is made, and it is discussed how
the parameters of the LQG control scheme can be
tuned to give equivalent results to those based on
the “reliability-based” objective function.

A slightly different case is also addressed where
the response consists of the sum of a slowly varying
component and a rapidly varying (high-frequency)



component. The low-frequency component is
controlled by LQG while the rapidly varying com-
ponent is left unchanged. This case will be relevant
e.g. in connection with position control of marine
structures, see e.g. Berntsen et al. (2009).

The loss function (or performance index) that
forms the basis for the LQG control scheme is
expressed as:

J(X)=E[rT/0cx2+[3g2u2)dt]
(ocErx +Pg? Eru ])

=T («E[x']+Be’E["]

where o is the proportionality factor related to
the response cost and B is the proportionality fac-
tor associated with the cost of the control action.
The substitution of the factor T for the integra-
tion operator is due to stationarity of the load and
response processes.

Focusing more on the most extreme response
levels, it may be considered that there is no cost
associated with the response until failure of the
structure occurs. The expected response cost is
then expressed as the product of the failure cost,
C,, times the probability that such a failure occurs
for a given duration T.

The associated loss function can then be
expressed as

(M

360 =(Cppe(T)+ T-BE[u? ] ©)

The failure probability for a Gaussian response
process (for a given duration, T) can be expressed
as the probability that the extreme response level
exceeds a critical response threshold, x,,. Further-
more, the asymptotic distribution for the extreme
response will be of the Gumbel type. The failure
probability can then be expressed in terms of the
complement of the cumulative Gumbel distribu-
tion function.

The cost associated with structural failure is
next expressed as a factor R, times the failure prob-
ability. This allows the loss function to be rewritten
on the following form:

where R is a normalized response threshold, f is a
dimensionless control parameter, and r expresses
the ratio between the two cost coefficients. This
loss function is illustrated for the case that R; = 2,
and r =1 in Figure 1.

fr

L. 3
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J(X)~(Rf~Ff(T,R,r,f)+
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Figure 1.

For a specific value of the critical threshold (i.e. R)
the value of the control factor f which minimizes
the cost function can be identified. A procedure for
calibration of the LQG algorithm by means of the
failure probability loss function is outlined.
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A method for automatically classifying the
monitoring data into two categories, normal and
anomaly, is developed to remove anomalous data
included in monitoring data, making it easier to
process the large volume of such data. An RVM
is applied to a probabilistic discriminative model
with basis functions and their weight parameters
whose posterior distribution conditional on the
learning data set is given by Bayes’ theorem.

The proposed framework is applied to actual
monitoring data sets containing anomalous data
collected at two buildings in Tokyo, Japan. Exam-
ples of the wave time histories are shown in Figure 1,
where (a) is a normal earthquake response record,
(b) is an anomalous record caused by electrical
noise, and (c) is also an anomalous record result-
ing from human activity (construction work). Data
sets that include these two types of anomalous data
are bundled as a target of the analysis to develop
a more generalized discriminative model that can
handle multiple types of anomalous data.

We consider three feature quantities:

° F| =yf'/ym
s F,=yly,
s Fi=yly,

where y,, is the maximum absolute value of the
waveform, y, is the maximum absolute value of
the waveform low-passed at 2.5 Hz, y, is the maxi-
mum absolute value of the three-second moving
average of the waveform, and y, is the RMS of the
waveform. By combining all or some of them, we
set four kinds of feature vectors, each of which
specifies a model class set, as shown in Table 1.
Then the weights are optimized on the basis of
the learning data set by maximizing the evidence: a
significant proportion of the weights become con-
centrated at zero, which means that the terms asso-
ciated with them are essentially removed. The result
is a sparse model with only two relevance vectors in
each model class set. These two relevance vectors
can be considered representatives of normal and
anomalous data, respectively. Table 2 shows the
number of relevance vectors, the record number
corresponding to each relevance vector and its
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Figure 1. Samples of anomaly in monitoring data.

Table 1. Candidates of model class sets.

Model class set Feature values used in learning

M, F\, F, F;
M, F, F,
M3 F, F,
M, F,, Fy

classification as normal/anomaly, the value of the
log evidence, the posterior probability of the opti-
mal model in each set, the MAP value of the weight
vector, and the standard deviations and correlation
coefficient derived from the covariance matrix.

The value of the evidence maximized dur-
ing optimization represents the relative posterior
probability of the optimal model in each set if
they are treated as equally probable a priori. Thus
the appropriateness of each set is evaluated by the
maximized evidence. In this study, the evidences in
two model class sets maximized during learning
have almost equal largest values, demonstrating
that they are appropriate.
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Figure 2. Histograms of output from MAP model in
each model class.

The probability of each record being normal is
calculated by applying the selected MAP model
(that with w = ) in each model class set to the
data sets for verification. The results are shown as
histograms for both normal and anomalous data
in Figure 2. For M, and M,, each of which has a
high posterior probability based on the evidence,
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Table 2. Results of learning.

M, M, M, M,
Number of RVs 2 2 2 2
Wave No. of 46 38 33 68
RV (1)
Normal/ normal anomaly normal anomaly
anomaly
Wave No. of 51 46 49 69
RV (2)
Normal/ anomaly normal anomaly normal
anomaly
Log evidence 62.26 62.19 37.18 24.12
Probability of ~ 51.82 48.18 0.00 0.00
M, (%)
W, 38.44 —34.87 31.56 —-6.35
W, -37.56  37.65 —32.95 426
o, 14.22 12.82 7.00 2.01
o, 13.61 14.16 7.45 1.22
Poiwa -0.992 -0.993 -0.999 -0.975

Probability of being normal data

Figure 3. Output from MAP model in M, and learning/
verification data.

the probabilities of being normal for normal and
anomalous records fall in the region above 90%
and below 30% (above 99% and below 1% in most
cases), respectively, which shows that these mod-
els successfully achieve extremely reliable anomaly
detection.

The probability of being normal according to
the MAP model in M, is also shown in Figure 3
together with the relevance vectors, the learning
data, and the verification data. We can see from this
figure that the two relevance vectors are located far
from the boundary between normal and anoma-
lous data, and in the center along the boundary.

It is also a significant advantage of the proposed
method that we can reasonably judge which com-
bination of feature quantities is optimal by com-
paring the value of the evidence even if the number
of candidate feature quantities is quite large.
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Assessment of fatigue crack growth by cohesive zone elements

Pierre Beaurepaire & Gerhart 1. Schuéller

Institute of Engineering Mechanics, University of Innsbruck, Innsbruck, Austria

Fatigue is the dominant failure mode of mechanical
components subject to alternating loadings, lead-
ing to fracture at a stress level much lower than the
yield stress of the material. One or several cracks
initiate and propagate into the structure, leading to
a sudden fracture once a critical length is reached.

Crack propagation can be modeled by the Paris-
Erdogan equation (Paris & Erdogan 1963) or any
of its further variations. However it is predictive
only if a long crack is originally present, which
happens seldom in manufactured components.
In practical applications, an important part of the
fatigue life is spent during crack initiation, which
can not be easily modeled.

Cohesive zone elements are an alternative
method to account for crack growth by means
of finite element simulation. In this context,
fracture is considered as a gradual phenomenon,
with the progressive separation of the lips of an
extended crack. Cohesive elements consists of
zero-thickness elements that are inserted between
the bulk elements and account for the resistance to
crack opening by the mean of a dedicated traction
displacement law (see Figure 1).

The cohesive force dissipates, at least partially,
the energy related to crack formation. The effects
of the fatigue history are modeled using dete-
rioration of the stiffness with time. During the
unloading-reloading process, the cohesive law
shows an hysteresis loop and a slight decay of the
stiffness is introduced to simulate fatigue crack
propagation (see Figure 2). In this contribution,
the effects of monotonic loadings and cyclic load-
ings are partially decoupled.

In case of monotonic loading, the formulation
proposed by Needleman (Needleman 1987) is used.
The stress in the cohesive element is expressed as:

Tza-&exp(—%) (D

where d1is the displacement of the nodes of the ele-
ment, « and b are material parameters. Equation 1
determines the cohesive envelop of the mechani-
cal law.
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elements

Figure 1. Insertion of cohesive zone elements at the
interface of bulk elements.

Aspect of the cohesive law
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Figure 2. Aspect of the traction displacement law for
cohesive elements.

If several unloading-reloading cycles are im-
posed, the cohesive elements show a loss of stiffness,
which is monitored by a damage parameter D:

Dza-Tnﬁ-max(Tn - T5,0)" (2)



where ¢, 3, yand 7, are material parameters.

For high cycle fatigue applications, cycle by
cycle finite element simulation of the complete
fatigue life would be computationally prohibitive,
even for small structures with a limited number of
degrees of freedom. A novel algorithm reducing
the simulation time with limited loss of accuracy
has been developed. It is dedicated to speed-up the
fatigue simulations when cohesive zone elements
are used. This algorithm is based on successive
evaluation of the variation of the damage param-
eter of the cohesive elements over one (or several)
cycles. These values are then used for extrapolation
of the damage after a large number of cycle.

McEvily and Illg (McEvily & Illg 1958)
conducted an experimental study to determine the
crack growth rate of aluminium 2024-T3 in various
structures. A crack was introduced in plates with a
center hole, which was then undergoing alternat-
ing stress. These experiments were modeled using
the proposed formulation of the cohesive zone ele-
ments. The result from the numerical simulations
match experimental data.

Engineers are aware that the fatigue behaviour
of components is strongly affected by uncertain-
ties, i.e. nominally identical structures undergoing
the same load spectrum present extensive scatter
in their fatigue life. Crack initiation and crack
propagation can both be seen as uncertain proc-
esses. Hence several authors have proposed a prob-
abilistic analysis. The time to crack initiation, the
growth rate and the final fracture process might all
include uncertainties. Most of the methods availa-
ble in the literature require to set up several proba-
bilistic models which have to be combined in order
to account for all kind of uncertainties inherent
to fatigue. Cohesive elements provide an unified
framework to describe the whole fatigue life.

Illg (Illg 1956) performed an experimental inves-
tigation of the fatigue life of structures subject to
various alternating stress levels. The specimens
consist of a plate with two notches without ini-
tial crack. Hence the fatigue life of the structure
depends from the time to crack initiation and
from the crack growth rate. The experiments were
repeated several time at each stress level. As shows
Figure 3, the experimental results are scattered
over a wide range of fatigue lives. The uncertainties
inherent to fatigue crack initiation and propagation
are modeled using random fields for the parameters
o, Band yof Equation (2). A Monte Carlo simula-
tion was performed using 200 samples. As shown
in Figure 3, the results from the simulation are in
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good agreement with the experimental data from
(Illg 1956).

A cohesive zone element formulation was
developed for modeling fatigue crack growth.
It allowed to assess the variability inherent to
fatigue crack initiation and propagation using one
single probabilistic model. A method to speed up
the simulation with acceptable accuracy of the
results was developed. The approach has been
tested against experimental results available in
the literature (Illg 1956, McEvily & Illg 1958).
As shown on Figure 3, the numerical results match
experimental data.
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Reliability-based design recommendations for FRP-reinforced

concrete beams
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Federal University of Minas Gerais, Belo Horizonte, MG, Brazil

ABSTRACT: In recent years, there has been
a growing interest on high performance materi-
als such as high-strength concrete and composite
materials, among others. These materials may offer
higher resistance and greater durability, and, as a
consequence, potential gains throughout the life-
cycle of the structure. It is well-known that a major
problem to the durability of reinforced concrete
structures is the corrosion of reinforcing steel. In
this light, fiber reinforced polymers (FRP) provide
a promising prospect for use as reinforcement in
concrete construction.

Although the use of FRP as structural reinforce-
ment can show great promise in terms of durabil-
ity, the characteristics of these materials have led
to new challenges in the design of FRP reinforced
concrete (FRP-RC) components. Currently some
design recommendations have been developed;
however, they have in common the fact of being
based on existing recommendations for traditional
steel reinforced concrete (RC). In conventional
RC beam design, failure is dictated by yielding
of steel, thus resulting in a ductile failure. In the
case of FRP-RC beams where two brittle materials
are involved, a fragile failure is unavoidable. As a
result, a change in the RC beam design paradigm
(under-reinforced beams) is necessary.

Therefore, due to the increased use of FRP
and also due to differences between the mechani-
cal properties of steel and FRP, the reliability of
FRP-RC beams shall be evaluated. Most of the
suggestions proposed for the design of FRP-RC
beams are based on a deterministic point of view.
However, since most of the variables involved in
the project (mechanical properties, geometric char-
acteristics, loads, etc.) are random, probabilistic
methods are required to assessing the reliability of
FRP-RC beams.

Current design codes and standards (e.g. ASCE-
SEI 7, ACI 318) are based on semi-probabilistic
approaches. While it is agreed that the ideal would
be to design a structure or structural element for a
given probability of failure, the appeal of the semi-
probabilistic approach stems from the coupling of
design simplicity and the implicit incorporation of
probabilistic concepts.
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In this paper, a contribution to the development
of semi-probabilistic design recommendations for
FRP-RC beams is reported. To this end, the inves-
tigation presented in Diniz (2007) is extended. The
safety levels implicit in the design recommenda-
tions of 81 FRP-RC beams designed according to
ACI-440 (2006) are assessed. Monte Carlo simula-
tion is used in the computation of the probability
of failure of the designed beams with respect to
the ultimate flexural strength. Special attention is
given to the deterministic procedure for the com-
putation of FRP-RC beam resistance.

The Monte Carlo simulation was implemented
in a modular format; initially the probabilistic
modeling of the resisting moment was made so
that this information could then be used in the cor-
responding performance criterion. This procedure
allowed a better understanding of the behavior of
FRP-RC beams subjected to bending. Addition-
ally, it should be noted that the module “Simula-
tion of the Bending Resistance” is independent of
any normative criteria. In the reliability analysis
approach, the normative criteria are included in the
computation of the load statistics. In this way, the
procedures presented here can be easily extended
to the treatment of other design recommendations
for FRP-RC beams.

A comparison between the nominal resisting
moment, M,, and the average resisting moment,
U, has shown that the concrete compressive
strength is the most influential factor in the result-
ing bending resistance. When the /", adopted is
30 MPa, the ratio u,,,/M, reaches the highest val-
ues (1.0464-1.2151), when /" is 50 MPa, the ratio
Uy /M, 1s in the range 1.0076-1.1542, and when
f'.1s 70 MPa, the ratio u,,,/M, reaches the lowest
values (0.9434-1.0813).

Another factor that has great influence on the
resisting moment is the FRP reinforcement ratio.
For the under-reinforced beams analyzed in this
work (FRP ratios between 0.82 and 0.93 p,) the
ratio u,,./M, reached the highest values (1.0304
to 1.2151), while for the beams in the transition
region, the ratio u,,,/M, is in the range 0.9470 to
1.1204, and reaches the lowest values for the over-
reinforced beams (0.9434 to 1.1093).



On the adequacy of the ACI 440 (2006)

recommendations, it can be observed that:

— The use of FRP of smaller resistance and lower

modulus of elasticity (beams P1) resulted in
reduced levels of reliability. Thus the use of
materials with these characteristics should be
avoided;

the results of this study point to the possibility
that reduced levels of reliability can be achieved,
in particular for the combination of higher
concrete compressive strength, lower FRP ten-
sile strength and smaller load ratios u,/u,. This
result can be attributed in particular to a lower
in situ concrete compressive strength relative to
the strength measured in cylindrical specimens.
In this work a variable factor was used in this
conversion; on the other hand, this parameter is
taken as fixed in ACI 440, and is equal to 0.85.
It should be mentioned that, in the case of RC
beams, where these elements are usually designed
as under-reinforced beams, such consideration
results in a minor effect. However, concrete com-
pressive strength is of fundamental importance
in the case of FRP-RC over-reinforced beams.
Thus, the use of the procedures of ACI 440 for
higher strength concretes should be done with
caution;

the FRP reinforcement ratio has great influence
in the reliability levels implicit in the ACI 440
recommendations. The results indicated that
under-reinforced beams have reliability rates
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reasonably higher than those presented by the
beams in the transition region or over-reinforced.
It is thus seen that the goal of providing more
safety for the failure mode corresponding to the
FRP rupture is reached;

the load ratio has great influence on the reliabil-
ity levels implicit in the ACI 440 recommenda-
tions. In this study it was observed that as the
load ratio u,/u, increases, there is a significant
reduction in the probability of failure and conse-
quently an increase in the reliability index. This
fact has already been observed by other authors
in the context of the development of reliability-
based design recommendations; however, it is
difficult to be treated within the context of the
semi-probabilistic design.
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ABSTRACT: Probabilistic characterization and
simulation of morphological structures of random
heterogeneous materials is an interdisciplinary
research topic spanning the fields of Biology, Med-
icine, Structural Mechanics, Electrophysics, and
many more (Torquato 2002). Once morphologi-
cal structures are characterized, various physical
phenomena, such as uid and contaminant trans-
port, structural mechanical behavior, or chemical
reaction processes, can be analyzed. It is often the
case that random morphological structures exist
at micro—and nano-scales, and attempts have
been made to determine Representative Volume
Elements (RVEs) through characterization of the
random morphologies. Furthermore, a field of
micromechanical analyses of heterogeneous mate-
rials is emerging in order to quantify the effects
that phenomena occurring at the microscale have
on observed macroscopic responses, such as the
propagation of microcracks, or the determination
of Green’s functions or RVEs for the use of multi-
grid or multi-scale models.

The work that has been done to generate sample
microstructures that match specified correlation
functions can be divided into two categories. One
approach is to apply a perturbation method such
as the Metropolis, Markov-Gibbs, Stochastic Opti-
mization, or Simulating Annealing methods, while
the other method is to translate an underlying and
easily simulated random field to a Binary field by
applying a level-cut (Grigoriu 2003; Koutsourelakis
and Deodatis 2006). The advantage to the pertur-
bation methods is that they are quite flexible in
their capability to match higher order target cor-
relation functions since there is no reliance on an
underlying random field. However the major dis-
advantage to this approach is that a perturbation
method must be applied for each sample gener-
ated, which is computationally expensive making
Monte Carlo Simulation impractical. On the other
hand, level-cut translation field models only need
to apply a perturbation method once to identify
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the properties of the underlying random field that
lead to the corresponding target correlation func-
tions when translated. The underlying field is usu-
ally a Gaussian field since it is efficiently simulated,
thus yielding the method suitable for Monte Carlo
Simulation. The drawback to this approach is that
since Gaussian fields are completely characterized
by their mean and autocorrelation functions, they
cannot match more than two target correlation
functions. It is well known that third and higher
order correlation functions are necessary to accu-
rately characterize many heterogeneous materials
(Torquato 2002).

Grigoriu has developed a level-cut filtered Pois-
son field model that is capable of matching higher
order correlation functions due to its ability to
incorporate an arbitrary number of parameters
(Grigoriu 2003; Grigoriu 2009; Grigoriu 1995).
In Grigoriu 2003, he develops the theoretical
framework for level-cut filtered Poisson fields and
pseudo-analytically matches a target mean and
2-point probability function using a specific fil-
tered Poisson field. In Grigoriu 2009, he outlines a
Monte Carlo based procedure to simulate homoge-
neous and inhomogeneous filtered Poisson fields.

This work is essentially an extension of the
work of references Grigoriu 2003; Grigoriu 2009
as it proposes a general methodology to optimize
parameters of a filtered Poisson field to match
target correlation functions of a Binary random
field. This is done through a Monte Carlo based
methodology which avoids having to calculate the
nth—order probability density function of the
underlying filtered Poisson field since it is algebrai-
cally and numerically cumbersome to calculate. The
parameters of the Filtered Poisson Field are deter-
mined using a Genetic Algorithm. Genetic Algo-
rithms are suitable for level-cut translation models
since they have few parameters, and it is known that
the performance of Genetic Algorithms decreases
as the number of parameters increases. Figure 1 is
a owchart describing the methodology. The paper
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concludes with numerical examples where target
mean and autocorrelation functions of homoge-
neous, isotropic and anisotropic Binary fields are
matched.
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Development of Variance Reduction Monte Carlo
(VRMC) methods has proposed the possibility of
estimation of rare events in structural dynamic.
Efficiency of these methods in reducing variance
of the failure estimations is a key parameter which
allows efficient risk analysis, reliability assessment
and rare event simulation of structural systems.
Different methods have been proposed within the
last ten years with the aim of estimating low failure
probabilities especially for high dimensional prob-
lems. In this paper applicability of four of these
methods i.e. Importance Sampling (IS), Distance
Controlled Monte Carlo (DCMC), Asymptotic
Sampling (AS) and Subset Simulation (SS) are
compared to each other on a common problem.
The aim of the study is to determine the most
appropriate method for application on realistic
systems, e.g. a wind turbine, which incorporate
high dimensions and highly nonlinear structures.

Assessment of reliability and design of wind
turbines require a means for estimation of very
low failure probabilities of the system. This task
can be tackled from three different points of view.
The first class of methods are the extreme value
distribution fittings to the extracted data of a wind
turbine (Caires & Sterl 2005, Mackay, Challenor &
Baha 2010). These data might be taken either from
measured responses of a real wind turbine or from
epoches of the response simulated by computer.
This can be done in combination with some sam-
pling methods such as the epochal method or the
Peaks Over Threshold method (POT). It is implic-
itly assumed that the parent distribution belongs
to the domain of attraction of one of the extreme
value distributions; therefore the excess values
above a given threshold follow a Generalized
Pareto (GP) distribution (Naess & Clausen 2001).
The required failure probability will be extrapo-
lated from the fitted distribution.

On the other hand the so-called Variance
Reduction Monte Carlo simulations (VRMC)
might be used for estimating the failure probabili-
ties (Sichani, Nielsen & Bucher a). The applicabil-
ity and efficiency of the VRMC method on wind
turbines is the subject of this study in order to
understand advantages and limitations of VRMC
methods within the framework of wind turbines.
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The VRMC methods enable efficient estimation of
the first excursion of the wind turbines within rea-
sonable computation charge. However, they do not
provide any means of understanding the evolution
of the PDF of the process within time. This is of
great interest since it gives a good insight into the
statistical characteristics of the system and effect
of different components, i.e. controller, on it.
Another approach for estimation of the first
excursion probability of any system is based on
calculating the evolution of the Probability Density
Function (PDF) of the process and integrating it
on the specified domain. Clearly this provides the
most accurate result among the three class of the
methods. The Fokker-Planck-Kolmogorov (FPK)
equation is a well-known tool for realizing the evo-
Iution of a stochastic process governed by a differ-
ential equation. Although solution of the FPK for
even low order structural dynamic problems require
excessive numerical computations. This confines
the applicability of the FPK to a very narrow range
of problems. On the other hand the recently intro-
duced Generalized Density Evolution Method
(GDEM), (Li & Chen 2006, Chen & Li 2009, Li &
Chen 2009), has opened a new way toward realiza-
tion of the evolution of the PDF of a stochastic
process; hence an alternative to the FPK. The con-
siderable advantage of the introduced method over
FPK is that its solution does not require high com-
putational cost which extends its range of applica-
bility to high order structural dynamic problems.
Estimation of failure probabilities of a wind tur-
bine model is not a trivial task since it incorporates
a highly nonlinear model for which the failure prob-
ability is to be estimated within a long time duration
e.g. 600 s. However on the structure part, the wind
turbine consists of a simple linear model, nonlineari-
ties in such models appear from loading. These stem
from two origins namely the nonlinear acrodynamic
loads and the presence of a controller. The aerody-
namic loads are highly nonlinear functions of the
instantaneous wind speed and the pitch angles of
the blades which are calculated with different means
e.g. Blade Element Momentum theory (BEM) in
this study. The pitch-controller introduces additional
nonlinearities to the model i.e. due to its saturation
state. Next according to the design criterions the



barrier level of a specified failure probability, e.g.
3.8 x 107 (Sichani, Nielsen & Bucher b), is required
to be defined. This can most efficiently be estimated
if the Cumulative Density Function (CDF) of the
failure probability can be derived down to low fail-
ure probabilities of the order 107.

The focus of this article is on the VRMC meth-
ods. Among the various available methods Impor-
tance Sampling (IS) (Bucher 2000, Au & Beck
2001, Macke & Bucher 2003), Distance Controlled
Monte Carlo (DCMC) (Pradlwarter, Schuéller &
Melnik-Melnikov 1994, Pradlwarter & Schuéller
1997, Pradlwarter & Schuéller 1999), Asymptotic
Sampling (AS) (Bucher 2009, Sichani, Nielsen &
Bucher a, Sichani, Nielsen & Bucher b), and Sub-
set Simulation (SS) (Au & Beck 2001) are chosen
primarily. All of the methods aim at the same sub-
ject, i.e. estimation of the low failure probability
events. However they tackle the problem from very
different points of view. IS moves the so-called
sampling density of the problem to the bounda-
ries of the failure region hence generates more
samples in this area. The basis of IS is on the Ito
stochastic differential equations and specifically
on the so-called Girsanov’s transformation which
allows construction of the so-called Importance
Sampling Density (ISD) by adding a determinis-
tic drift to the stochastic excitation. DCMC works
more on a logical basis where the idea is to run all
the simulation samples simultaneously and find
more important simulations, i.e. those which are
closer to the boundaries of the safe domain, and
artificial increase the outcrossing events by putting
more emphasis on these important events. The AS
development is based on the asymptotic estima-
tion of failure probabilities (Breitung 1989). Here
the advantage of the linear relationship of the
safety index for multi-normal probability integrals
is considered to estimate low failure probabili-
ties by proper scaling of the probability integral.
AS forces more outcrossing by increasing the exci-
tation power, e.g. the standard deviation of the
excitation in U-space, in a controlled way. SS takes
it basis on the conditional probability estimation.
It breaks the problem of a low failure probability
estimation into estimation of a multiplication of
some higher probabilities. Next a conditional sam-
pler i.e. (modified) Metropolis-Hastings algorithm
is used to estimate the conditional probabilities.

Primarily introduced methods are used for fail-
ure probability estimation of a Single Degree of
Freedom (SDOF) oscillator. Comparison is made
on the results of the methods in terms of their
accuracy, requirements and computational load.
Standard Monte Carlo simulation for the same
system is performed for global comparison meth-
ods curacy.

This study prevails advantages and disadvan-
tages of each of the methods in application on
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Dynamic systems. Next, the method with highest
merit is chosen and applied on a wind turbine
model developed in previous study.
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INTRODUCTION

Engineering structures are subject to uncertain
loads, environmental conditions, material proper-
ties, and geometry that must be accounted for in
the design, maintenance, and retrofit of such struc-
tures. The theory of structural reliability provides
an analytic framework for assessing the reliability
of a structure as measured by its failure probabil-
ity. While the failure probability is of significant
importance, it also possesses troublesome prop-
erties that raise several theoretical, practical, and
computational issues.

First, it only considers two possible states of
the structure: failed, i.e., a performance threshold
is violated, and safe, i.e., the threshold is not vio-
lated. The degree of violation is of no importance
within this framework.

Second, the exact computation of the fail-
ure probability is rarely possible and commonly
used geometric approximations such as the first-
order and second-order reliability methods have
unknown accuracy and may leave serious design
risk undetected.

Third, the sensitivity of the failure probability
or its approximations with respect to parameters
may be poorly behaving and difficult to compute
even if the underlying model of the structure is dif-
ferentiable with respect to parameters.

Fourth, it is unknown whether the failure prob-
ability and its approximations are convex as func-
tions of parameters. For this reason, it may be
difficult to obtain a globally optimal design of
optimization problems involving the failure proba-
bility or its approximations due to their many local
minima that are not globally optimal.

The buffered failure probability is an alterna-
tive measure of reliability that offers several
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advantages. The buffered failure probability is
handled with relative ease in design optimization
problems, accounts for the degree of violation of
a performance threshold, and is more conservative
than the failure probability. This paper summarizes
key properties of the buffered failure probability
and compares it with the failure probability.

FAILURE AND BUFFERED FAILURE
PROBABILITIES

The failure and buffered failure probabilities are
defined in terms a limit-state function g(x, v) that is
a function of a vector x = (x|, x,, ..., x,)’ of design
variables (with prime ” denoting the transpose of a
vector), which may represent member sizes, mate-
rial type and quality, amount of steel reinforcement,
and geometric layout selected by the designer, and
avector v= (v, v,, ..., v,) of quantities, which may
describe loads, environmental conditions, material
properties, and other factors the designer cannot
directly control. The quantities v are usually sub-
ject to uncertainty and their values are therefore
not known a priori. The limit-state function repre-
sents the performance of the structure with respect
to a specific criterion referred to as a limit state.
As commonly done, we describe these quantities
by random variables V = (V, V,, ..., V) with a
joint probability distribution which is regarded
as known, although it might need to be estimated
empirically. By convention, g(x, v) > 0 represents
unsatisfactory performance of the structure
and hence the failure probability is defined by
p(x) = Plg(x, V) >0].

The buffered failure probability is defined
as p(x) = Plg(x, V) = q,(x)], where q,(x) is the
a-quantile of g(x, V) and o is selected such that the



superquantile g, (x)=E[g(x,V)|g(x,V)=q,(x)]=0.
While the buffered failure probability appears
more complicated than the failure probability at
first sight, it compares favorable with the failure
probability in several aspects.

First, we find it highly problematic to apply
standard nonlinear optimization algorithms to
optimization problems involving p(x) as discussed
above. In contrast, problems with p(x) is solvable
by standard nonlinear optimization algorithms as
long as the limit-state function g(x, v) is continu-
ously differentiable with respect to x.

Second, the buffered failure probability provides
an alternative measure of structural reliability
which accounts for the tail behavior of the distri-
bution of g(x, V), which may be important to risk-
averse designers. Hence, designs obtained using
p(x) may be more desirable than those obtained
using p(x).

Third, even if g(x,v) is convex in X, p(x) may
not be and, hence, it may be difficult to obtain a
globally optimal designs when using the failure
probability. In contrast, optimization problems
involving the buffered failure probability are con-
vex if g(x, v) and the other constraint and objective
functions are convex.

Fourth, optimization problems involving the
buffered failure probability facilitates the devel-
opment of approximation schemes for limit-state
functions that are expensive to evaluate.

COMPUTATIONAL METHODS

We present three algorithms for solving design
optimization problems involving the buffered fail-
ure probability based on sample-average approxi-
mations where an expected value is replaced by
the corresponding sample average approximation.
The first algorithm involves transcription of the
design optimization problem into a large-scale
optimization problem and the solution of that
problem using a standard nonlinear optimization
solver. The second algorithm uses the same tran-
scription as the first algorithm, but only considers
an adaptively determined subset of variables and
constraints during the solution of the large-scale
problem. The third algorithm uses an exponential
smoothing technique to avoid the transcription
into a large-scale optimization problem. The algo-
rithms are attractive due to their simplicity and
the fact that they can easily be implemented using
standard optimization solvers when the limit-state
function g(x, v) is continuously differentiable with
respect to x. They are also guaranteed to generate
globally optimal, locally optimal, and stationary
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points under relatively mild assumptions as the
sample size in the sample average approximation
tends to infinity.

NUMERICAL RESULTS

We consider six engineering design examples
from the literature and compare the differences
between the failure and buffered failure probabili-
ties in these cases. Example 1 is a simple problem
instance with two design variables and two ran-
dom variables. Example 2 involves the design of
the thickness and width of a cantilever beam sub-
ject to random yield stress, Young’s module, and
horizontal and vertical loads. Example 3 deals with
the design of the cross-section width and depth
of a short column subject to random axial force,
bending moment, and yield stress. Example 4
focuses on determining the diameter and thickness
of a tubular column under a random load. Exam-
ple 5 involves the design of a speed reducer under
random material properties. The design variables
include face width, module of teeth, number of
teeth on pinion, and length and diameter of shafts.
Example 6 deals with the design of a motor vehi-
cle under a side-impact crash. The design vari-
ables include thickness of pillar, floor side, cross
member, door beam and door belt line. All design
variables are subject to production uncertainties.
These examples involve multiple limit-state func-
tions and, hence, we consider a generalization of
the failure and buffered failure probabilities to the
system failure probability and the system buffered
failure probability. The examples include a mix of
explicitly given linear and nonlinear objective and
limit-state functions.

We find that the buffered failure probability
typically overestimates the failure probability of
the structures by a factor of three. Application
of the three proposed algorithms yield essentially
the same design, but the computational time var-
ies significantly. Algorithm 1 is one to three orders
of magnitude slower than Algorithms 2 and 3 due
to the large number of variables and constraints
that need to be handled by the solver. Its memory
requirement is also substantial. Except in Exam-
ple 2, Algorithm 2 is faster than Algorithm 3 with
run times of less than 10 seconds. In Example 2,
Algorithm 3 obtains an optimized design in 42 sec-
onds, while Algorithm 2 requires 199 seconds.
Overall, the computing times of Algorithms 2 and
3 to solve design optimization problems involving
the buffered failure probability are remarkable fast
in view of the difficulty associated with optimiza-
tion problems involving the failure probability.
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1 INTRODUCTION

In the world of dynamic load effects, advanced
modeling and simulation tools are becoming
increasingly important in order to handle the
non-stationarity and nonlinearity inherent in
wind, wave, and earthquake related events. Previ-
ous assumptions, while convenient, have proven to
over-simplify the complexity of the problems asso-
ciated with wind engineering. This paper introduces
a suite of tools that can be used to model and simu-
late complex events involving dynamic wind effects
on structures and are conveniently applicable to
wave and earthquake related load effects as well.

2 SURROGATES

Surrogate data methods can be used as an initial tool
to determine whether an event or dataset is non-
stationary or where specifically non-stationarity
is occurring within the signal. Surrogates have the
same Fourier magnitudes of the original signal but
have randomized phases. A large number of unique
surrogates can easily be created by continuing to
simulate random phases. The original time series
as well as each surrogate is analyzed in the time-
frequency (TF) domain for each of the two meth-
ods introduced herein. Wavelet transform produces
a time-frequency distribution of energy and has
the ability to discern high intensity, short duration
frequency components and thus identify transient
components of non-stationary processes. Two sur-
rogate methods are explored. The global method
simply categorizes the entire signal as stationary or
non-stationary, while the local method reveals pock-
ets in time where non-stationarity is occurring.

3 EFFICACY OF AVERAGING INTERVAL
FOR NON-STATIONARY WINDS

Several different fixed averaging interval and variable
averaging interval approaches are introduced as a
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means to determine the turbulence statistics of data
based on whether it is stationary or non-stationary.
A stationary wind model has been used for many
decades with atmospheric boundary-layer winds
based on the quasi-static and strip theory for com-
puting wind forces on structures. Based on this sta-
tionary wind model, many researchers have used a
user-defined fixed averaging interval (FAI) to study
boundary-layer winds due to its simplicity. Hur-
ricanes, thunderstorms, and downbursts, however,
have non-stationary features that consist of rapid
wind speed and directional changes. Therefore, the
assumptions associated with the stationary wind
model may no longer be appropriate. If the data is
non-stationary, which can be determined by the sur-
rogate method, then the traditional FAI approach
may not be accurate and detrending may be neces-
sary to decompose the data into the time-varying
mean and a fluctuating component. An alternative
data driven approach to model non-stationary fea-
tures of winds and determine turbulence statistics
uses fixed averaging intervals with Wavelet Trans-
form (WT) or Empirical Mode Decomposition
(EMD). This method, however, is still based around
a user-defined FAI. For strong non-stationary wind
fields, a user-defined FAI may not be appropriate
since the rapid changes in wind speed and direction
may be lost using FAI methods since the interval
sizes cannot be varied to capture shorter or longer
events. Therefore, a variable averaging interval (VAI)
approach may be more suitable and will be intro-
duced. In contrast with the user-defined FAI, a VAI
approach determines the requisite averaging blocks
(windows) based on the measured wind data itself.
These three different methodologies, two FAI and
one VAI and their supporting schemes are then
evaluated and compared in order to determine the
most appropriate framework for capturing the sali-
ent features of non-stationary data which can be
immediately extended for the dynamic analysis of
systems under transient loading. The turbulent wind
characteristics, including gust factor and turbulence
intensity, are the main focus.



4 CLUSTERING

Clustering is proposed in this paper as a novel
approach for developing representative spectra for
different wind events. In previous studies, cluster-
ing algorithms have been used to classify ocean
wave spectra into groups with similar inter-group
properties and different intra-group properties.
In this manner, the members of each group have
similar statistical properties and can be associated
with specific events. A similar methodology can be
used to classify wind spectra into groups associated
with specific wind events. The clustering results for
sea waves and wind can be used to predict the wave
and wind events that typically occur given the envi-
ronmental conditions. This will also allow us to see
whether correlations exist between the wind and
wave environments in a specific location at specific
times and a given set of environmental conditions.
Determining a set of representative spectra for
wind and wave events reveals a great deal about the
frequency content of the events, which will help
with efficient and effective design of structures to
withstand the forces. Application of clustering also
includes developing wind statistics from spatially
distributed sites to establish a super station.

5 KERNEL DENSITY ESTIMATORS

Similar to clustering, which can be used to predict
the specific wind or wave events given the environ-
mental conditions, the kernel density estimation
technique can be used to produce the probability
distribution functions for wind in the near future
given current conditions. Previously, in wind power
forecasting, single values were predicted for each
time step instead of the entire PDF. Spot or deter-
ministic predictions do not incorporate uncertainty
and therefore are difficult to incorporate into risk
models. Probabilistic predictions using kernel den-
sity estimators show a great deal of promise in the
forecasting of wind, which has a great number of
uses in structural engineering, especially consider-
ing the rise of dynamic and zero-energy buildings.

6 WAVELET BISPECTRUM

Probabilistic prediction of wind pressures on a
structure at a specific point using kernel density
estimators is a significant research development,
but determination of wind pressure correlations on
a structure is also of importance when considering
cladding design and occupant comfort criteria of
tall buildings. Instantaneous wavelet bispectrum
together with information theory can be used
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to detect the strength and direction of coupling
between pressure time histories on buildings.
Understanding the strength and direction of cou-
pling between pressure points on a building yields
a great deal of information about the nature of the
wind fluctuations as they approach the structure.
Pressure correlations on a structure have thus far
been overly simplified in current models and are in
need of refinement.

7 COPULAS

Extreme events have proven difficult to model
due to a lack of data and changing environmen-
tal factors. Knowledge of extreme events and the
statistics associated with them, however, is impera-
tive when considering mitigation options. Copu-
las have emerged in recent years as a method of
determining dependency between variables by for-
mulating a multivariate distribution. Copulas have
great potential when applied to extreme event sta-
tistics. Specifically, copulas can be used to model
the relationship between multiple hazards, where
no model yet exists. Multi-hazard mitigation is a
growing area of research and being able to under-
stand and model the relationships between events
is an important first step.

& CONCLUSIONS

This study investigates advanced modeling and
simulation tools that can be used in wind engi-
neering either together or independently. The sur-
rogate method to determine whether a dataset is
stationary or non-stationary can be combined
with the averaging interval methods in order to
accurately determine the turbulence statistics that
can be used to characterize the load effects associ-
ated with specific wind events. Clustering can be
used to develop representative spectra for vari-
ous stationary and non-stationary wind events,
which can yield insight into the environmental
factors generating them. Kernel density estima-
tors is a probabilistic method that can be used to
develop short-term wind predictions. Once these
are known the coupling between wind pressures
on a structure becomes of dominant importance.
Instantaneous wavelet bispectra and information
theory approaches can be used to better under-
stand the coupling present in wind pressures at
different locations on a structure. Finally, copulas
can be used to further the research in multi-hazard
engineering by developing a model that considers
the dependencies between different hazards.
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1 INTRODUCTION

The objective of the present study is to predict the
ductility demand of a multi-storey building, within
a range of ground motion intensity levels, through
incremental dynamic analysis (IDA) (Vamvatsikos
and Cornell, 2002). A procedure is developed for
optimizing IDA by selecting records from a given
dataset. The procedure utilizes a vector-valued
intensity measure (IM) which incorporates the
normalized spectral area parameter. In the context
of performance based earthquake engineering,
structural performance is evaluated in terms of
damage measures (DMs).

The procedure leads to the same level of
accuracy in response prediction for a smaller
number of records used, compared to random
selection. Conversely, it results in a more accu-
rate response prediction, for the same number of
records used.

2 RECORD SELECTION PROCEDURE

The procedure is applied to a single-degree-
of-freedom (SDOF) system, which could act as a
proxy to a multi-degree-of-freedom system repre-
senting the actual structure.

The SDOF system has an elasto-perfectly-plastic
force-deformation relationship /¢ {u,u) , shown in
Figure 1. The yield strength is denoted as f,, and
the maximum deformation response as u,,. Also
shown in Figure 1 is the corresponding linear sys-
tem defined as an elastic system with the same
stiffness, together with the maximum elastic defor-
mation u,, i.e. the spectral deformation S/7'), and
the elastic strength f,. The deformation capacity
of the bilinear system is assumed to be unlimited,
as the purpose is to evaluate the maximum defor-
mation u,. The yield strength f, and the elastic
strength f, are related through the yield reduction
factor R, given by

(M
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Figure I. SDOF system force-deformation relationship.

IDA progresses by increasing the yield reduction
factor R, within a range of intensity levels.

A vector-valued intensity measure (IM) is con-
sidered, comprised of the spectral deformation
S(T)), the yield reduction factor R, and the ‘Nor-
malized Spectral Area’ (NSA) parameter, symbol-
ized as shown below

(S4(T)), R,. Syy (T,.T3)) ()

NSA is evaluated by integration of the deforma-
tion spectral area and normalization to the spec-
tral deformation S(7)) at the fundamental period.
It is therefore independent of the response spec-
trum intensity. As a result, it has the potential to
capture the effect of the record frequency content
and period elongation on the response. The NSA
parameter, denoted as S,,(7,7,), is given by

Suv(T.15) = T)dT, T,<T, (3

1 T,
— S
STy S

where 7', is the fundamental period of the system,
Ty = 1.0 sec is the unit period, and S(T)) is the
response spectrum deformation at 7.

The DM investigated is the ductility fac-
tor u, It is defined as the maximum inelastic
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Having defined both IM and DM to be con-
sidered, regression analysis is conducted in order
to quantify their functional relationship, includ-
ing the standard error and the correlation coeffi-
cient. For the relationship between In(S,(7,7,))
and In(u,), the simple linear regression model was
found to be suitable.

As observed in Figure 2, the sample correlation
coefficient r is seen to increase, as the yield reduc-
tion factor R increases from 2 to 6, which implies
that the proposed IM becomes more efficient.
Another observation is that for different yield
reduction factors R, the peak sample correlation
coefficient r corresponds to different integration
ranges for the NSA parameter S, (7,7,).

The initial step in developing the procedure for
record selection is to form a suite of records from
available databases, according to the design earth-
quake scenario. Records are then allotted into bins
on the basis of their NSA parameter S,(7,75).
Optimized suites, comprised of a reduced number
of records, are then identified from the bins.

3 EXAMPLE

The proposed record selection procedure was
applied to a SDOF system of fundamental period
T, = 1.0 sec, which could be considered typical of
the fundamental period of a ten storey reinforced
concrete frame building. The structure is assumed
to be first mode dominated with viscous damping
ratio 5%.
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Figure 3. IDA curves for ductility factor 95% percen-
tile, 95% prediction interval, N = 5.

In order to compare bin selection to random
selection, datasets of a large number of suites were
formed using each procedure. The rigorous solu-
tion was obtained using a suite comprising of all
34 records. Statistical analysis of the datasets was
then carried out, the resulting statistics of which
were used in the comparison.

Figure 3 shows t