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Applications of Statistics and Probability in Civil Engineering – Faber, Köhler & Nishijima (eds)
© 2011 Taylor & Francis Group, London, ISBN 978-0-415-66986-3

Preface

The International Conference on Applications of Statistics and Probability in Civil Engineering (ICASP), 
one of the two major conferences on statistics, reliability, probability and risk in engineering, is realized 
through the International Civil Engineering Risk and Reliability Association (CERRA). 

CERRA has been formed for the purpose of promoting professional analysis of risk and reliability 
associated with civil engineering systems, see also http://www.ce.berkeley.edu/~cerra/. The principal activ-
ity of CERRA is the sponsoring and overseeing of the organization of the ICASP conferences. These 
conferences have been and will be held about every four years. 

The first ICASP conference took place in Hong Kong in 1971 and the latest in Tokyo in 2007. The 
conferences address all relevant aspects of safety and reliability of civil engineering systems, including 
probabilistic structural engineering, soil mechanics, and risk analysis. The emphasis is on applications as 
well as on theory.
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Editor’s foreword

Over the last century society has undergone tremendous changes. Developments in science and technol-
ogy have facilitated the exploitation of resources, development of infrastructure, production and traffic 
systems—core societal activities of key importance for the safety and welfare as we know it today.

Despite the many positive achievements the societal activities are also associated with risks—risks 
which need to be managed. In this respect there are still substantial challenges to overcome. Large parts 
of the world population, under the pressures of harsh environmental conditions and natural hazards, 
are struggling to maintain their livelihoods. Population growth, increasing land utilization and reducing 
natural resources necessitate improved efficiency of existing technologies and the development of new 
ones. Increasing complexity of societal functionalities and interdependencies between infrastructures and 
urban habitats amplify consequences of malfunctions and failures. Malevolence is yet another hazard 
with potentially devastating consequences and most recently sustainable development and how to deal 
with climatic changes have been added to the international list of challenges.

From the perspective of  assessing and quantifying risks we as a profession have achieved very substan-
tial progress over the last decades. However, in regard to the broader utilization of  risk assessment as a 
means for societal strategic and operational planning there is still a great need for further development.

With the present conference it is our intention not only to focus on the more traditional technical 
issues relating to the assessment of  reliability and risks for individual structures, facilities and activities 
but to encourage some emphasis on the societal context of  the decision making problems including 
the interaction between stakeholders. By such a more holistic perspective the aim is to contribute to an 
enhanced and sustainable allocation of  limited resources for the improvement of  safety, environment 
and economy.

The decision problems we are facing are complex and subject to significant uncertainties, however, as 
stated by Henry Ford; “The best we can do is size up the chances, calculate the risks involved, estimate our 
ability to deal with them, and then make our plans with confidence”.

The conference comprises 26 mini-symposia and 11 general sessions. The mini-symposia have been 
organized by researchers, engineers and decision makers who have had the interest, ability and commit-
ment to contribute strategically to the focus of the conference. The general sessions comprise individual 
contributions organized in accordance with the general themes of the conference. At the time of writing 
this Foreword we estimate that there will be 359 presentations by about 400 participants representing 
39 countries.

These printed proceedings contain the submitted two-page abstracts of the papers presented orally at 
the conference. The papers themselves are made available to the participant of the conference on DVD. 
This DVD can also be acquired directly from Balkema (http://www.taylorandfrancis.com/).

We would like to take this opportunity to thank first of  all the participants of  the conference, who 
made this event interesting and important. Also we would like to thank all the session organizers for 
their great efforts in suggesting timely and interesting themes and not least for the organization of  their 
sessions. The scientific committee members are warmly thanked for carrying the main workload with 
regard to the reviewing of  the many papers submitted to the conference. ETH and the support staff  at 
ETH have helped the ICASP11 on especially the logistical aspect of  the organization and also with valu-
able advice. 

The CERRA board members are thanked for supporting with the nomination for the Allin Cornell 
Award which was given for the first time at this conference. 

A special acknowledgment is forwarded to the sponsors of the conference. Their support underlined 
the importance of the event. They made it possible to provide financial support for the CERRA Student 
Recognition Awards and furthermore helped to keep the registration fee low.

We forward our sincere thanks to the members of the organizing committee. Roberto Pascolo is 
thanked for his expertise and great help on all IT matters arising in the process. Margaretha Neuhaus has 
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managed the finances and last but not least we want to thank Annette Walzer for keeping the work and 
progress of preparations on track—firmly and lovingly. The success of the conference rests very much 
on her efforts. 

It has been a great honor for us to lead the organization of ICASP11 and we hope you will find the 
papers enclosed in this book as interesting as we did—we wish you all enjoyable reading.

Michael Havbro Faber 
Jochen Köhler

Kazuyoshi Nishijima 
August 2011, Zurich
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Organization

KEYNOTE LECTURES

The FuturICT Flagship: Creating Socially Interactive Information Technologies for a Sustainable Future, 
Dirk Helbling, ETH Zurich.

Risk Based Adaptation to Climate Change, Kjell Eriksson, Det Norske Veritas AS.

Beyond the expected limits of experts – East Japan Earthquake Disaster, Jun Kanda, University 
of Tokyo.

SESSIONS

Mini-Symposia

Applications and new developments of system reliability assessment (theory), Jie Li,Yan-Gang Zhao.

Bayesian networks for engineering risk analysis, Daniel Straub, Armen Der Kiureghian.

Bridge traffic loading, Colin Caprani, Eugene O’Brien.

Fuzzy analysis and soft computing methods in reliability assessment and optimization, Jan-Uwe Sickert, 
Michael Beer.

Maintenance and Safety of Aging Infrastructure, Dan M. Frangopol, Yiannis Tsompanakis.

Meta-models/surrogate models for uncertainty propagation, sensitivity and reliability analysis, Bruno 
Sudret, Jean-Marc Bourinet, Nicolas Gayton, France Marc Berveiller.

Model selection, aggregation and testing for probabilistic seismic hazard assessment, Frank Scherbaum.

Modelling for Risk Management in Construction Projects, Herbert Einstein, Denys Breysse.

Multiple hazards risk assessment and mitigation, Yue Li, John W. van de Lindt.

Performance-Based Design for Structures Subject to Natural Hazard, Marcello Ciampoli, Francesco 
Petrini.

Probabilistic calibration of codes, Milan Holický.

Probabilistic methods for the assessment of existing concrete structures, Robby Caspeele, Luc Taerwe, 
Stewart Matthews, Giuseppe Mancini.

Probabilistic methods in hydraulic and spatial structural analysis, Bin Huang, Hunan, Zhengnong Li.

Probabilistic modelling of the behaviour of timber in structures, Jochen Köhler, Sven Thelandersson.

Progresses and challenges in probabilistic modeling of tropical storm risks, Kazuyoshi Nishijima, Jean-
Paul Pinelli.

Recent advances in geotechnical risk and reliability, Phoon Kok Kwang, Jianye Ching, Charnghsein 
Juang.

Reliability of marine energy converters, Dimitri V. Val, Jens Peter Kofoed.

Risk and Reliability Analysis for Interdependent Infrastructure Systems, Seth Guikema, Leonardo 
Duenas-Osorio.

ICASP Book I.indb   xxxiICASP Book I.indb   xxxi 6/22/2011   12:41:04 AM6/22/2011   12:41:04 AM



xxxii

Risk assessment and decision support systems for interdependent lifeline infrastructures, Mohammad 
Bagher Javanbarg, Charles Scawthorn.

Risk-based assessment of climate change adaptation strategies for infrastructure, Mark G. Stewart, Yue 
Li, Dimitri Val.

Robustness of Structures, Harikrishna Narasimhan, Ton Vrouwenvelder, John D. Sørensen, Michael H. 
Faber.

Social perspectives for hazards decision, Ross B. Corotis.

Spatial probabilistic modeling of deterioration and inspection, Daniel Straub, Mark G. Stewart.

Stochastic models and simulation of earthquake ground motions, Armen Der Kiureghian, Sanaz 
Rezaeian.

The Treatment of Uncertainties in Large-Scale Stochastic Systems, George Stefanou, Manolis 
Papadrakakis.

Uncertainty and imprecision in geotechnical and structural engineering, Michael Beer, Phoon Kok 
Kwang, Quek Ser Tong.

General sessions 

Applications

Decision analysis

Life-cycle analysis

Natural hazards modeling

Probabilistic modeling in engineering

Probabilistic seismic hazard analysis

Reliability methods

Risk assessment

Statistical investigations and probabilistic modeling

Structural reliability

Uncertainty, statistics and probability
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Fragility curve of sewerage system due to spatial seismic 
damaged data

S. Nagata
Kajima Technical Research Institute, Kajima Corporation, Japan

K. Yamamoto
Urban and Civil Engineering, Tokyo City University, Japan

estimate the fragility curves function. And damaged 
sewerage pipe data belong to six cities and one 
town, which are Kobe city, Nagaoka city, Ojiya city, 
kawaguchi town, Kashiwazaki city, Wajima city and 
Kurihara city.

First, we considered the relation among the dam-
age ratio of sewerage pipes and manholes, the seis-
mic force, the ground factor, the pipe factor, the 
ground liquefaction factor and so on.

And, we estimated the fragility curve function 
for physical damage and malfunction. We used the 
seismic intensity for the maximum ground veloc-
ity, and a normal distribution for the basic shape 
of the fragility curve, as equation (1) shows, with 
reference to prior research results. (Maruyama and 
Yamazaki (2009))

R C( )ViVV = ⋅C ( )ViVV −⎡
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=
∑ − ] ⋅
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where, R (Vi) is an estimated value of the physical 
damage ratio at a maximum ground velocity of Vi. 
C, λ and ζ are regression coefficients calculated by 

ABSTRACT: In this paper, the authors studied 
the fragility function of sewerage pipes and man-
holes. The fragility function is the maximum ground 
velocity vs. the damage ratio, which is the ratio of 
the length of damaged sewerage pipes to the total 
length of sewerage pipes. And the damage ratio 
of manholes is the ratio of the number of dam-
aged manholes to the total number of manholes. 
The digital maps used for this study to estimate the 
fragility function were drawn up using the GIS on 
sewerage pipes and manholes damaged during the 
five recent large earthquakes in Japan.

Sewerage system is one of the most important 
lifeline systems for an urban society. Functional 
suspension of sewerage system by seimic damages 
influences the great impact to the citizen’s daily 
life, business continuity of many companies, public 
health and so on. For example, in 2004 Mid Niigata 
Prefecture Earthquake, many people could not use 
water supply system after restoration during the 
functional suspension of sewerage system. So, it 
is very important that the countermeasure against 
the seismic damages to decrease the effect of the 
functional suspension of sewerage system is made 
in advance. And a prospect of the total amount of 
seismic damages is important to make the restora-
tion plan before earthquake occurrence, too.

In this point of view, we estimate the fragility 
curve function, which is the maximum ground 
velocity vs. the damage ratio which is proportion 
of the total length of damaged pipes to the total 
length of sewerage pipes, to prospect the amount 
of damages. And the damage ratio of manholes is 
the ratio of the number of damaged manholes to 
the total number of manholes.

In this study, the data base of the sewerage facili-
ties damaged by the recently five great earthquakes 
in Japan, which are 1995 Hanshin Awaji Great 
Earthquake, 2004 Mid Niigata Prefecture Earthquake, 
2007 Niigata-ken Chuest-oki Earthquake, 2007 Noto 
Hanto Earthquake and 2008 The Iwate-Miyagi 
Nairiku Earthquake, is constructed with GIS to 
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Figure 1. Physical damage ratio of fragility curves of 
sewerage pipes and sample data used in the calculation 
of regression.
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while Tables 3 and 4 show regression coefficients 
of the fragility curves.
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Figure 2. Malfunction curve of sewerage pipes and 
sample data used in the calculation of regression.

Table 1. Estimated co-efficient of fragility curve of sew-
erage pipes.

Analysis case C λ ζ

residual 
error sum 
of squaresAIC

All Sample Data 0.126 3.898 0.220 0.566 −113.826
Liquifuction 
site data

0.151 3.907 0.219 1.392  −39.823

Non-
Liquifuction 
site data

0.045 4.022 0.198 0.134 −115.978
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Figure 3. Physical damage ratio of fragility curve of 
manholes and sample data used in the calculation of 
regression.
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Figure 4. Malfunction curve of manholes and sample 
data used in the calculation of regression.

Table 4. Estimated co-efficient of malfunction 
curve of manholes.

Analysis case C λ ζ

All Sample data 0.036 4.133 0.297
Liquifuction site (PL 2) 0.049 4.190 0.291
Liquifuction site (5>PL) 0.024 4.163 0.347

Table 2. Estimated co-efficient of malfunction curve of 
sewerage pipes.

Analysis case C λ ζ

residual 
error sum 
of squares AIC

All Sample Data 0.057 3.651 0.217 0.034 −212.703
Liquifuction 
site data

0.072 3.680 0.213 0.060 −164.637

Non-
Liquifuction 
site data

0.004 3.652 0.289 0.001 −141.087

Table 3. Estimated co-efficient of fragility 
curve of manholes.

Analysis case C λ ζ

All Sample Data 0.103 4.066 0.283
Varried depth(D 2) 0.153 4.044 0.285
Varried depth (2>D) 0.073 4.028 0.280

minimizing the objective function ε in equation (2) 
with the quasi-Newton method.

Figures 1 and 2 show fragility curves of physical 
damage and malfunction of the sewerage pipes cal-
culated by equation (1), while Tables 1 and 2 show 
regression coefficients of the fragility curves.

And Figures 3 and 4 show fragility curves of 
physical damage and malfunction of the manholes, 
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A new time-reversal imaging method for active Lamb wave damage 
monitoring of composite structures

S. Yan & N.Z. Zhao
School of Civil Engineering, Shenyang Jianzhu University, China
School of Civil and Hydraulic Engineering, Dalian University of Technology, China

Binbin He
School of Civil Engineering, Shenyang Jianzhu University, China

actuators/sensors for Lamb-wave-based structural 
health monitoring.

The use of Lamb wave based structural health 
monitoring has shown promise in published 
research. Lamb waves are of particular interest 
due to the similarity between their wavelength 
and the thickness of composite structures gener-
ally used and their ability to travel far distances. 
These two features allow for detection of not only 
superficial but internal flaws and the ability to 
examine large areas. Unfortunately, it is difficult to 
analyze measured responses due to the multimo-
dal and dispersive characteristics of Lamb waves 
propagation. Signal processing and dispersion 
curves have typically been used to help the damage 
detection process and understand the complex 
Lamb waves. The use of a time reversal method is 
a new approach developed to mitigate Lamb wave 
dispersion effects and increase the applicability of 
Lamb waves for ISHM.

Recently, attention has been paid to the time 
reversal method developed in modern acoustics 
to compensate the dispersion of Lamb waves and 
to improve the signal-to-noise ratio of propagat-
ing waves. For instance, a pulse-echo time reversal 
method, that is, the time reversal method working 
in pulse-echo mode has been employed to identify 
the location and size of defects in a plate. However, 
if  there exist multiple defects in a plate, this itera-
tive pulse-echo process tends to detect only the 
most distinct defect, requiring more sophisticated 
techniques to detect multiple defects. Further-
more, the pulse-echo process seems impractical for 
structural health monitoring applications, because 
a dense array of sensors is required to cover the 
entire boundary of the plate being investigated.

In the time reversal method, an input signal can 
be reconstructed at an excitation point (point A) if  
an output signal recorded at another point (point B) 
is reemitted to the original source point (point A) 
after being reversed in a time domain as illustrated. 

ABSTRACT: Lamb wave based non-destructive 
evaluation methods are widely used for damage 
detection in engineering structures, in particular, 
aerospace, civil and marine structures, the response 
of Lamb waves is correlated to the damage loca-
tion through estimation of time of arrival of the 
new peaks (scattered waves). Thus, by employing 
the wave based methods presence of damage in a 
structure is detected by looking at the wave param-
eters affected by the damage. Time reversal is based 
on the time invariance and spatial reciprocity form 
of the acoustic waves propagating in any medium. 
Due to the complex transducer array necessary for 
time reversal diagnostics of a structure, a modi-
fied time reversal method is developed. Theoretical 
analysis of Lamb wave propagation, actuated by 
piezoelectric transducers, and experimental com-
parison with the original time reversal method is 
used as a basis for validation of the modified time 
reversal method. Experimental applications of the 
modified time reversal method are then used in 
analysis of damage severity classification. A trans-
ducer array consisting of piezoelectric discs is used 
to send and receive A0 Lamb waves. The modified 
time reversal method is conducted for each actua-
tor-sensor pair and a damage index is computed. 
Results show magnitude of the damage index to be 
directly correlated to the severity of damage within 
the signal path.

1 INTRODUCTION

There has been a significant increase in the use of 
solid composites in load-carrying structural com-
ponents. With the advances in sensor and hard-
ware technologies that can generate and detect 
Lamb waves, many studies have been proposed to 
use Lamb waves for detecting defects in compos-
ite structures. In particular, many researchers have 
recognized the potential use of piezoelectric (PZT) 
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This time reversibility (TR) of waves is based on 
the spatial reciprocity and time reversal invariance 
of linear wave equations. The specific goal of the 
research described in this paper is to reconstruct 
the known excitation signal at the original input 
location through the time reversal process of 
Lamb waves. In this study, a modified time reversal 
method is proposed so that there construction of 
the input signal can be achieved for Lamb wave 
propagation. The ultimate goal is to use this TR of 
Lamb waves for damage diagnosis.

This paper presents a Modified Time Reversal 
Method (MTRM) and evaluation of damage sever-
ity within a structure. Development of the MTRM 
is used as a means to decrease the hardware 
requirements of structural diagnostics. Theoretical 
analysis of Lamb wave propagation actuated by 
piezoelectric transducers, and experimental com-
parison with the original time reversal method is 
used as a basis for validation of the modified time 
reversal method. Experimental applications of the 
modified time reversal method are then used in 
analysis of damage severity classification. A com-
posite plate containing impact damage is experi-
mentally investigated by integrating a piezoelectric 
transducer array onto the plate such that each 
transducer can be used as both an actuator and a 
sensor. Increasing levels of damage are simulated 
by incrementally impacting a composite plate with 
a steel ball. In diagnosing the health state of the 
plate, a damage index was used to quantitatively 
classify the differences between the originally actu-
ated signal and the final signal due to the modified 
time reversal process. Magnitude of the damage 
index was used as basis for damage severity 
evaluation.

2 CONCLUSIONS

This paper has presented a time reversal method 
to detect the presence of damage within a thin 
composite plate. A modified time reversal method 
was developed to enhance the applicability of the 
process by decreasing the necessary hardware to 
monitor the health of the structure. Two damage 
indexing systems, as developed by Park et al (2003 
and 2007) and Giurgiutiu (2008), were used to eval-
uate the effects of severity of damage. It was found 
that both damage indexing evaluations increased 
as severity of damage increased, verifying the abil-
ity of the modified time reversal method to deter-
mine not only the presence of damage, but also the 
severity.

This evaluation of damage severity is still in 
the preliminary stages of research and needs fur-
ther validation. Firstly, a larger array of damage 
types is necessary to investigate the applicability 
of using the time reversal method for all dam-
age cases. Furthermore, a more in depth correla-
tion between the actual severity of damage within 
the plate and the indicated damage severity as 
indicated by the time reversal method is neces-
sary. In this study, there was little known about the 
actual extent of damage within the plate although 
it was assumed that each impact “increased” he 
damage at the impact location. Further study of 
the damage indexing systems and their ability to 
identify increases in damage severity is necessary 
to determine which method is best to be used in the 
time reversal method.
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Probabilistic concept for the validation of the effectiveness 
of countermeasures against early-age cracking in massive 
concrete structures

M. Krauß
Bundesamt für Strahlenschutz, Salzgitter-Lebenstedt, Germany

The model defines three different service limit 
states depending on the requirements of service-
ability in terms of tightness. The requirements dif-
fer with respect to the required level of reliability.

The probability of thermal crack occurrence 
can be calculated, if  the probability density 
function of the so-called thermal cracking index γcr 
is known. The cracking index is defined as the ratio 
between the tensile strength fct and tensile stress 
level σct in structure.

This index can be regarded as a global safety fac-
tor against through cracking. As a first approxima-
tion, the tensile strength and tensile stress can be 
regarded as independent and normal distributed 
random variables.

The classical FORM approach leads to a simple 
relationship between tensile strength, tensile stress, 
the associated coefficients of variation V[fct] and 
V[σct] and the probability of thermal crack occur-
rence pcr. In this paper fct is regarded as the effec-
tive tensile strength in the structure (fcte = 0.75 fct) 
and Ccr denotes the corresponding thermal crack-
ing index The tensile stresses can be calculated 
by an arbitrary engineering method like FEM, 
compensation plane method CPM or one-point 
method OPM.

An alternative approach for the calculation 
of the probability density function of γcr is a 
Level III—approach and the use of a Monte-Carlo 
simulation technique.

For this approach it is necessary to define

− a simple and deterministic engineering method 
for the prediction of restraint stresses in harden-
ing concrete structures;

− a comprehensive model to describe the scatter of 
material properties of young concrete and other 
related materials;

− a simple stochastic model to describe the impact 
of the variance of the climate on the prediction 
of restraint stresses.

To calculate the restrained stresses with this 
model, the CPM is used. Following the recom-
mendations of JCSS 2008 a statistical framework 

ABSTRACT: The imperviousness and hence 
the serviceability of structures subjected to water 
pressure may be endangered by through cracks. 
In order to ensure a required serviceability (e.g. 
tightness in case of ground water pressure) of a 
massive concrete structure, it is important to con-
trol thermal through cracking. However, it is a 
fact that cracking is a highly scattering phenom-
enon. Consequently, it is indispensable to perform 
a reliability-based thermal stress analysis to pre-
dict the initiation of thermal cracks by taking the 
parameters of analysis into consideration as ran-
dom variables.

The uncertainties depend on the constituents 
and composition of concrete, on environmental 
conditions etc. This approach requires a reliability-
oriented crack criterion for the forecast of the 
effectiveness of countermeasures to be realized in 
the planning and/or execution stage of structure.

This report describes a concept, to evaluate 
the possibility of thermal cracking in hardening 
concrete structures in terms of thermal cracking 
index based on probability theory. The sensitivity 
of the thermal cracking index—with respect to the 
variation of the relevant parameters—is investi-
gated with an enhanced Monte-Carlo simulation 
technique.

By calculation of the probability of thermal 
cracking, reliability-oriented crack criteria are 
defined for a wide use in practice. The proposed 
model can be applied, if  reliable estimations of 
load-independent strains, concrete properties and 
restraint of the hardening concrete structure as 
well as of the uncertainties of all parameters are 
available.

Following this approach, the early-age cracking 
risk for recently executed railways trough structure 
is evaluated by taking the uncertainty of prediction 
into account.

The concept presented in this paper, follows the 
approach of JSCE 2002. The idea of the model 
is the introduction of the probability of thermal 
crack occurrence pcr to assess the risk of thermal 
cracking.

ICASP Book I.indb   7ICASP Book I.indb   7 6/22/2011   12:41:07 AM6/22/2011   12:41:07 AM



8

is used to describe the uncertainties of all basic 
random variables.

The purpose of the study is to verify the effec-
tiveness of the countermeasures taken against early 
age cracking of the walls of trough. The walls are 
subjected ground water of differing pressure.

The cracking risk of the walls was proved in the 
location of maximum restrain level. This point of 
view enables the transfer of the reliability-oriented 
analysis of thermal stresses in hardening concrete 
by means of an OPM. For this purpose, the follow-
ing models were defined:

− A deterministic model to estimate the tempera-
ture development in the walls depending on 
the expected climates in the execution phase of 
the through. Three different climates (warm, 
normal, cold) were taken into consideration.

− Deterministic models to estimate the thermal 
stresses of the wall with respect to the complex 
restraint condition (trough and sub-structure, cf. 
Rostásy & Krauß & Budelmann 2005).

− Definition of a reliability-oriented crack crite-
rion for the assessment of the early-age cracking 
risk of the walls according to the requirements 
of serviceability.

Basis for the assessment of the cracking risk is the 
deterministic calculation of the restrained stresses 
of the wall. Hardening concrete was regarded as 
linear-elastic and viscoelastic material. Drying 
phenomena were not taken into consideration.

For all material properties of wall concrete com-
prehensive material tests were performed. A statis-
tically validated climate database is used to simulate 
the time development of ambient temperature.

From a practical point of view the total number 
of through cracks in all blocks is of particular 
interest. So the average numbers of cracks per 
block nrm were calculated in order to evaluate the 
cracking risk.

The analysis of the crack patterns on-site shows 
1.1 cracks per block. The probabilistic analysis 
shows—depending on the climate—0.8 up to 1.1 
cracks per block for the expected value E[nrm]. The 
lower limit of the confidence interval (significance 
level of 20%) of E[nrm] inf cal nrm was estimated 
to 0.3 cracks per block (20%-quantile); the upper 
limit sup cal nrm was estimated to 1.4 cracks per 
block (80%-quantile).
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Reliability evaluation of pipelines containing stress corrosion 
cracking defects

W. Zhou & S. Zhang
The University of Western Ontario, London, Ontario, Canada

potential stress shielding provided by the smaller 
cracks surrounding the dominant crack. It is fur-
ther assumed that the length of the SCC defect 
does not grow over time since the single crack 
assumed in this study has incorporated crack coa-
lescence, which is the main mechanism for length 
growth. The growth of the defect depth was 
characterized by a superposition model whereby 
the fatigue growth resulting from cyclic fluctua-
tion of the pipeline internal pressure is superim-
posed on an environmental growth rate assumed 
to uncertain but constant in time. The Paris law 
was used to evaluate the fatigue growth compo-
nent of the defect depth. To deal with the variable 
amplitude loading condition, an equivalent pres-
sure range is evaluated using Miner’s rule from the 
pressure range history that is obtained through 
rainflow counting.

The limit state function for the reliability analy-
sis is established as the burst pressure at an SCC 
defect minus the pipe operating pressure. In this 
study, the Battelle model or “log-secant” approach 
was employed to calculate the critical defect depth 
corresponding to burst for given pipe geometry 
and material properties, defect length and operat-
ing pressure. The time to burst, i.e. time required 
for the defect to grow from its initial depth (depth 
at the time of defect detection) to the critical depth 
can then be calculated incrementally by incorpo-
rating both the fatigue and environmental growth 
components. The first-order reliability method 
(FORM) was used to evaluate the time-dependent 
probability of burst at the SCC defect.

A numerical example was used to illustrate 
the above-described methodology. The example 
is a crude oil pipeline with an outside diameter 
of 609.6 mm, a pipe wall thickness of 6.3 mm 
and a nominal operating pressure of 3600 kPa. 
The specified minimum yield strength of the pipe 
steel is 359 MPa. A recently run ILI identified an 
SCC defect with a measured depth of 1.58 mm 
(i.e. 25% through wall thickness) and a measure 
length of 100 mm. The reliability indices and cor-
responding probabilities of burst over a period of 
15 years starting from the time of defect detection 

ABSTRACT: Stress Corrosion Cracking (SCC) 
is a major integrity threat to buried oil and gas 
pipelines worldwide. SCC usually results from a 
combination of susceptible metallic material, ten-
sile stress and aggressive environmental conditions. 
A typical SCC defect is characterized by a colony 
of partly through-wall cracks (i.e. surface-breaking 
flaws) along the longitudinal direction of the pipe-
line in response to the hoop stress due to the pipe 
internal pressure. Once initiated, the individual 
cracks in the colony will grow and coalesce mainly 
due to the environmental growth mechanism. The 
continued growth and coalescence could lead to 
a single dominant crack that is of sufficient size 
such that the mechanical growth mechanism (i.e. 
fatigue) will begin to contribute significantly to the 
overall growth. It is these long individual cracks 
within the colony that constitute a significant 
threat to pipeline integrity.

Inline inspection (ILI) tools are being more and 
more used on oil and gas pipelines to detect and size 
SCC defects. Once a defect is found and sized by the 
ILI tool, the pipeline integrity engineer will evalu-
ate the severity of the defect and decide whether 
immediate intervention actions are required. If  a 
defect does not require immediate intervention, the 
remaining life of the pipeline at the defect will be 
estimated such that a re-inspection/repair interval 
can be quantified. If  reliability-based methodolo-
gies are being used in the pipeline integrity man-
agement, the re-inspection/repair interval can be 
determined by evaluating the time at which the 
time-dependent failure probability (typically on 
an annual basis) due to the SCC defect exceeds the 
allowable failure probability.

An efficient methodology was developed in this 
study to evaluate the time-dependent failure prob-
ability of a pressurized oil or gas pipeline contain-
ing an SCC defect. Failure is defined as the burst 
of the pipeline at the defect location due to the pipe 
internal pressure. The reliability analysis is carried 
out assuming that the colony of cracks in an SCC 
defect is represented by a single longitudinally-
oriented crack with a semi-elliptical profile. Such 
an idealization is conservative in that it ignores the 
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were evaluated using the FORM for the example 
pipeline. The sensitivity factors associated with 
the random variables were also obtained from the 
FORM. The results indicate that for this particu-
lar example the defect initial depth and Paris law 
coefficient (C) are associated with the highest and 
second highest sensitivity factors up to year 5, 
after which the environmental growth rate and C 
are associated with the highest and second highest 
sensitivity factors. It is also interesting to note that 
the sensitivity factor for the environmental growth 

rate changes rapidly from being close to zero at 
year 1 to approximately 0.7 at year 6 (i.e. the most 
dominant sensitivity factor).

It should be noted that for simplicity the inter-
nal pressure and environmental growth rate were 
assumed to be time-independent random vari-
ables in this study. A more realistic treatment is to 
characterize the pressure and growth rate as sto-
chastic processes. This will be considered in future 
studies.
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Proportionality of interventions to restore structural safety 
of existing bridges

E. Brühwiler
Swiss Federal Institute of Technology EPFL, Lausanne, Switzerland

actions and resistance. Also, a risk-based safety 
approach is applied.

In this way, it can often be shown that an exist-
ing structure may be subjected to higher solici-
tation while meeting the safety requirements. 
Such an approach is needed to avoid rather 
cost-intensive or even unnecessary maintenance 
interventions (which are often the result of  insuf-
ficient knowledge and information about the exist-
ing structure).

In cases where the structural safety cannot be 
verified interventions to restore structural safety 
need in principle be implemented. However not all 
safety measures are proportionate, i.e. balanced in 
terms of invested means for achieved safety. As a 
matter of fact, the objective is the efficient use of 
means, in particular financial means. Infrastructure 
managers have to allocate their means to the most 
relevant safety problems of a system. They need a 
systematic approach to be able to objectively evalu-
ate the proportionality of safety measures in situa-
tions of insufficient structural safety.

The proportionality of safety interventions 
on existing structures comprises a comparison 
between (safety) cost and benefit of interventions 
in terms of risk reduction.

This paper presents a methodology to evalu-
ate proportionality of safety measures, discusses 
assumed values and numbers that are used to esti-
mate risk reduction and corresponding safety costs. 
Application examples will be outlined to illustrate 
the methodology. Finally, issues are raised regard-
ing the decision to implement or not the interven-
tion to restore structural safety.

2  CASE STUDY 1—VEHICLE IMPACT 
ON PARAPETS OF A HISTORICAL 
BRIDGE

Despite the fact that the structural safety of the 
existing parapets against vehicle impact is not 
sufficient, the safety intervention consisting in 
replacing the parapets is disproportionate and 
shall not be implemented. From a socio-economic 

ABSTRACT: The proportionality of interven-
tions on existing structures comprises a com-
parison between effort (cost) and benefit of 
interventions with the objective of an efficient use 
of means. This contribution discusses the evalu-
ation of interventions to restore sufficient struc-
tural safety of existing bridges as encountered in 
real case applications. The considered hazard sce-
narios include accidental actions and one extreme 
live load event. For all hazard scenarios, structural 
safety check could not be fulfilled. Consequently 
interventions to restore structural safety were 
developed and their efficiency was analysed by a 
comparison of risk reduction with respect to safety 
costs. In addition, safety requirements, operational 
availability of the structure, magnitude of damage 
as well as the preservation of material and cultural 
values were considered. In three of the four cases 
the safety interventions turned out to be dispro-
portionate. This paper presents a review of the 
chosen approach and assumed values and numbers 
used to estimate risk reduction and corresponding 
safety costs. Finally, issues are raised regarding the 
decision to implement or not the intervention to 
restore structural safety.

1 INTRODUCTION

For the examination (often referred to as “assess-
ment”) of existing bridges, most structural engi-
neers apply the codes and in particular load 
models valid for the design of new bridges. This is 
a problematic approach since the codes for design 
and construction of new structures are in princi-
ple not or only analogously applicable to existing 
structures; also, they do not provide a risk-based 
safety approach.

The professional approach to existing structures 
is based on an inherent methodology [SIA 269] 
that essentially includes collecting actual infor-
mation since the structure exists. The controlling 
parameters are determined more precisely, and for 
example, the structural safety of an existing struc-
ture is proven using so-called updated values for 
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viewpoint the financial means shall more 
efficiently be invested into different safety related 
measures which prove to be proportionate.

The study also showed that the probability of 
occurrence of an impact of a heavy vehicle is in 
the present case very small such that this hazard 
scenario may be accepted as an “accepted risk”.

Finally, keeping the existing parapets obviously 
is the best solution from the viewpoint of preserva-
tion of cultural values.

3  CASE STUDY 2—THREE HAZARD 
SCENARIOS INVOLVING HIGHWAY 
BRIDGES

The results of this case study may be discussed as 
follows:

Hazard scenario A—Underpass: Fire of a tank 
truck: the safety intervention turned out to be 
clearly disproportionate and only complementary 
safety measures (like signaling reduced speed) may 
possibly be taken. This hazard scenario can be con-
sidered as an “accepted risk”.

Hazard scenario B—Overpass: Loss of load 
bearing resistance due to corrosion: the coefficient 
of efficiency of the safety intervention was larger 
than 1 and the safety related intervention must in 
principle be implemented. The values of safety cost 
and risk reduction were however relatively small 
and an opposite result could be obtained. It is thus 
important to identify the values that influence most 
the result. Also, it is reasonable from the “sound 
engineering sense” to perform the rehabilitation 
(and thus the safety related measure) in any case 
because of the bad condition of the structure.

Hazard scenario C—Viaduct: Failure of railing 
after impact of a bus: the reduction in risk due to 
the safety measure is much higher than the safety 
cost. The safety related intervention is thus clearly 
proportionate and has to be implemented.

4 CONCLUSIONS

The proportionality of  interventions to restore 
the structural safety of  existing bridges was 
evaluated:

1. The proportionality of safety interventions may 
be evaluated by means of a comparison of risk 
reduction (as obtained from the safety inter-
ventions) with respect to corresponding safety 
costs. Relevant information and data have to be 
updated to consider the specific conditions of 
the existing structure.

2. The assumptions and available information to 
estimate cost parameters are of outmost impor-
tance. The compensation costs for casualties 
turn out to be the predominant aspect. Infor-
mation and data related to cost parameters need 
to be improved.

3. Evaluation of proportionality of safety inter-
ventions may not be based on numerical 
results alone. Sound engineering judgment and 
non-monetary values needs to accompany the 
evaluation.

The case studies also show that application of 
modern engineering methods for professionally 
dealing with existing structures lead to more sus-
tainable solutions.
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Scenario-based seismic loss estimation for concrete buildings 
in the central US

J. Bai 
School of Engineering, California Baptist University, Riverside, CA, USA

M. Hueste & P. Gardoni
Zachry Department of Civil Engineering, Texas A&M University, College Station, TX, USA

ABSTRACT: Existing structures located in the 
Central United States (US) near the New Madrid 
Seismic Zone (NMSZ) are at risk of being dam-
aged during a potential seismic event. In particu-
lar, a significant seismic event affecting a densely 
populated area, such as the city of Memphis, 
Tennessee, could lead to severe damage and sig-
nificant economic losses. In this study, a scenario-
based assessment is conducted for moderate to 
high intensity earthquakes in this region. Three 
scenario earthquake magnitudes from moderate to 
high (5.5, 6.5, and 7.5) are used to provide a better 
understanding of the expected losses due to differ-
ent seismic hazard levels. The buildings considered 
are typical Reinforced Concrete (RC) moment 
frame buildings in this region. Fragility curves that 
have been recently developed by Bai et al. (2010) 
using story-specific demand models are used to 
represent the seismic vulnerability of the buildings. 
Story-specific demand models provide a refined 
approach that includes more building response 
information than typical demand models, allowing 
for more accurate estimates of the seismic fragility 
of multi-story buildings (Bai et al., 2010). When 
only the maximum interstory drift of a building 
is considered, as is the case for traditional fragil-
ity curve development, the fragility tends to be 
underestimated; particularly if  the interstory 
drifts for one or more stories are close to the maxi-
mum value. A probabilistic framework to assess 
the structural damage of the selected buildings is 
used to account for the prevailing uncertainties. 

Finally, the corresponding structural losses in 
dollars due to the scenario earthquake events are 
estimated. Through this scenario-based approach, 
critical structures that are expected to have exten-
sive damage can be identified. In addition, deci-
sion makers in a region can estimate the economic 
losses due to potential seismic events and prioritize 
of mitigation options for high risk structures.

Based on the scenario-based assessment, for 
the M 5.5 scenario event, all the concrete build-
ings are expected to have limited structural dam-
age with low total damage factors. The severity of 
the expected damage increases for higher events. 
For the M 6.5 event, the majority of the low-rise 
concrete buildings are expected to have moderate 
to heavy damage, while the mid-rise buildings are 
expected to have insignificant to moderate damage. 
The expected total cost to repair structural damage 
to the 486 RC frame structures for the M 7.5 event 
is $395 million dollars. A major concern for this 
scenario event is that most RC frame buildings are 
expected to have heavy damage, with several build-
ings expected to be in the complete damage range.

It should be noted that this study focuses on a 
regional seismic loss assessment to determine the 
expected damage and structural repair costs for an 
inventory of buildings in order to assess the over-
all level of damage for the region for three scenario 
events. Seismic evaluation of individual building 
structures requires a different approach that consid-
ers the individual building configuration, structural 
and geotechnical details, location, seismicity, etc.
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Application of the Monte-Carlo method to determine the time required 
for construction projects—Influence of ranges and correlations on 
probability distribution

C. Hofstadler
Institute for Construction Management and Economics, Graz University of Technology, Styria, Austria

Input values to be used for the calculations 
are estimated on the basis of the existing project 
documentation, taking account of identifiable site, 
management, structural and process conditions. 
For each simulation exercise, distribution func-
tions are selected for the input parameters, and 
minimum and maximum values are determined, 
as well as most likely values, as far as reasonably 
possible. The distribution functions used for the 
purpose of this paper include isosceles triangles, 
weighted triangles, rectangular distributions and 
beta distributions. The @RISK software is used to 
carry out the calculations. The results are shown 
as probability distributions for the output param-
eters defined in a preceding step. The results of 
several simulations with varying distribution func-
tions are compared to each other and analysed. 
The parameters to be compared include quantiles 
(X5 and X95), standard deviation, mode, skewness 
and kurtosis. This comparison is to show whether 
it is useful to apply weighted triangles as distribu-
tion functions.

The influence of a reduction in the input param-
eter range on the probability distributions is also 
determined. Probability distributions are displayed 
graphically both for the initial calculations and for 
the calculations performed after the range reduc-
tions. Such range reductions are enabled by a more 
detailed knowledge of the prevailing site, manage-
ment, structural and process conditions. The degree 
of uncertainty and fuzziness can be lowered as a 
result. This paper should demonstrate and analyse 
the influence of the input parameter improvement 
on the results. In the next step, the influence of the 
above-mentioned four distribution functions on 
construction time is determined. To compare the 
simulation results, 50,000 iterations per calculation 
sequence are performed.

Correlations are introduced to account for 
any interdependencies. Calculations performed 
with and without correlations are compared 
to each other to prove the effects of correlations. 
Two extreme cases are evaluated within the 
correlations. On the one hand, positive correlations 

ABSTRACT: Construction time is a key part of 
any building contract and has an influence on con-
struction costs and work execution. Depending on 
the project phase, the time required for construc-
tion is either determined as a rough estimate or 
calculated precisely. In this respect, the degree of 
accuracy is dependent upon the mathematical com-
bination of the input parameters. However, input 
parameters include uncertainties and fuzziness. 
These input parameter ranges can be accounted 
for in a non-systematic, deterministic manner. 
The range of possible construction times can be 
restricted by establishing both an optimistic and 
a pessimistic consideration. In most cases, a value 
between the two defined boundaries is applied. No 
statement can be made, however, about the accu-
racy of the value selected.

The type of work, the conditions under which 
this work is performed, the amount and quality of 
the work and the construction time required are 
factors that determine the cost level, and thus pric-
ing. To calculate construction time, the determin-
istic method is demonstrated for the preliminary 
planning stage. For this purpose, the equations to 
be used to perform a rough calculation of construc-
tion time are shown (it should be noted that more 
detailed analyses will always be required at the fol-
lowing stages). Parameters considered in these cal-
culation steps include the duration and output of 
reinforced concrete works, the average number of 
workers, daily working time and the total labour 
consumption rate for reinforced concrete works. 
Major influences on the output achieved are shown 
graphically.

The Monte-Carlo method is then applied on the 
basis of the deterministic calculation mode used 
initially, using a performing arts centre building as 
an example. The Monte-Carlo calculation sequence 
is both described and displayed graphically. This 
method makes it possible to calculate the probabil-
ity distribution for the construction time of rein-
forced concrete works. Formwork, reinforcement 
and concrete quantities are determined on the 
basis of the existing building plans and drawings.
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are established between selected parameters. 
On the other, negative correlations are applied 
consistently. The correlations are applied to the 
total labour consumption rate, which is one of the 
key parameters relevant to the determination of 
construction time. This comparison should show 
how any incorrectly set correlations may affect the 
distribution of probability. In addition, the types 
of distribution functions that show a more or 
less significant response to correlations should be 
identified.

The performing arts centre building used as an 
example to apply the Monte-Carlo method makes 
it possible to show construction time as a prob-
ability distribution, and to state significant values. 
This probability distribution may also be used as a 
basis for the decision-making process to determine 
the construction time that is useful with regard to 
construction management and economic aspects. 
In addition, parameters with a major influence on 
construction time can be identified. The applica-
tion of probability calculus does not result in a 
single correct value. Rather, the correlation between 
the probability of occurrence and the magnitude 
of the value is reflected (probability distribution). 
The calculations performed permit the conclusion 
that virtually no effects of range reductions on 
mean, modal and median values were found. 

By contrast, the reduction in the input parameter 
ranges resulted in a considerable reduction in both 
standard deviation and 90% spread.

A significant improvement of the outcomes 
may be achieved if  appropriate construction man-
agement measures are taken to more accurately 
determine the input values. On a related note, cli-
ents should, as far as possible, specify construction 
periods for their projects that are reasonable in 
terms of construction management and economic 
factors. This approach creates a good basis to actu-
ally achieve the defined project milestones. In this 
regard, it is crucial to consider the construction 
management constraints in terms of the number 
of resources and logistics-related boundary condi-
tions. However, the correct interpretation of prob-
ability calculus results will always require expert 
knowledge with regard to construction manage-
ment and related economic aspects.

The author is currently conducting further 
research on the characteristics of distribution func-
tions for consumption rates and structural param-
eters (such as formwork ratio or reinforcement 
ratio), as well as on the interdependencies of the 
risks. The effects of correlations between the input 
parameters are also being evaluated with respect to 
their relevance. The results of this research will be 
published at a later stage.
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where Z is the physical quantity of interest.
Although the closed-form solution of general 

density evolution equation (GDEE) for some sim-
ple case is available, the numerical solving procedure 
is needed for most practical engineering problems. 
The numerical algorithms for probability evolution 
theory could be explained as: Select representative 
points in the probability-assigned space and deter-
mination of the assigned probability. Then Solve 
deterministic dynamical systems. After that, the 
probability density function of interest could be 
obtained by solving the GDEE.

3 APPLICATIONS

3.1 Fluctuation analysis of stochastic dynamics 
Systems

Fluctuation of a nonlinear single-degree-
of-freedom system was investigated by the prob-
ability density evolution method. The study (Sun 
et al., 2011) provides evidence that small variation 
of the natural circular frequency of the struc-
ture may induce large fluctuation in structural 
responses.

3.2 Stochastic response of nonlinear structures

Response analysis of a 2-span 9-story shear frame 
structure subjected to deterministic ground motion 
was exemplified. In this example, the Q-SPM was 
adopted to select the representative points in 
random-variate space. Totally 20 independent ran-
dom parameters are involved in the investigation. 
The coefficients of variation of all random vari-
ables in this model are equal to 0.2.

Pictured in Figure 1 is the PDF evolution sur-
face. In Figure 2 shown is the CDF of the extreme 
value over [0,20 s] compared with the Monte Carlo 
simulation (MCS). The results show that the global 

1 INTRODUCTION

Stochastic mechanics, particular of nonlinear 
stochastic system, has gained increasing attention. 
In the past years, starting with the clarification 
of the principle of preservation of probability, a 
family of probability density evolution method 
(PDEM) has been developed. In the PDEM, a 
family of generalized density evolution equation 
was established. This provides a new possibility 
of tackling nonlinear stochastic systems. Some 
new advances, extensions and applications of the 
PDEM, are illustrated in the present paper.

2  GENERALIZED DENSITY EVOLUTION 
METHOD

The random event description of the principle of 
preservation of probability

D
Dt

p t d
t

Y yddt( )
Ω∫Ω

= 0 (1)

where D(⋅)/Dt denotes total derivative. Eq. (1) is 
the result from the perspective that the probability 
of a random event is invariant.

A stochastic process can be represented as com-
binations of random functions

�� ��X X tg gX X( )tt ( , )=  (2)

The equation of motion of a MDOF system can 
thus be written as

M C X f X( ) ( ) ( , ) ( , )X C) ΘX, ) (F�� � +XC  (3)

where F( , ) ( , ), )t)) ��
g ζ .

When viewed from the random event description 
of the principle of preservation of probability com-
bined with the uncoupled physical equation, a com-
pletely uncoupled, arbitrary-dimensional density 
evolution equation can be reached:
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performance and reliability of MDOF nonlinear 
structures can be captured by the PDEM, which 
is much more efficient than the traditional MCS. 
In addition, the computational result by the 
PDEM is in deterministic sense, different from the 
MCS which could only give results with random 
convergence.

3.3  Time-variant life-cycle system reliability: 
An illustration

Life-cycle reliability of a simply-supported beam 
with deteriorating materials was carried out.

Because of deterioration of the material, the 
PDF of the limit state function moves toward the 
negative direction, i.e. the safety margin is decreas-
ing. This of course means that the reliability will 
decrease against time. It is remarkable that the reli-
ability decreases in a rapid speed after 35 years of 
service (Figures 3 and 4).

3.4 The physical stochastic optimal control

Based on the PDEM, a physical stochastic opti-
mal control (PSC) was developed (Li et al., 2010). 
Different from the traditional stochastic control, 
the PDEM-based optimal control could achieve 
optimal effect in the sense of probability. Very 
recently, a systematic experimental study was con-
ducted validating the proposed method. The results 
will be published elsewhere.

4 CONCLUSIONS

Combining the random event description of 
the principle of preservation of probability, 

the generalized density evolution equations are 
derived. Numerical procedures for implementation 
of the probability density evolution method are 
introduced. Some extensions and applications are 
discussed or exemplified. Problems need further 
study include physical modeling of dynamic exci-
tations and multi-scale stochastic physics, etc.
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ABSTRACT: Due to the challenges arising from 
the classical analytical methods and numerical 
techniques for nonlinear random vibration analy-
sis, the solving procedures for nonlinear stochastic 
structural analysis are investigated in the random 
vibration analysis if  the random excitations act-
ing on systems can be expressed as functions of a 
set of stochastic variables. For example, the classi-
cal perturbation method and the functional series 
expansion method were generalized to the random 
vibration of nonlinear oscillator subjected to white 
noise excitations. As a novel formulation for govern-
ing the probability density evolution of stochastic 
structural systems, the generalized density evolu-
tion equation proposed in recent years profoundly 
reveals the intrinsic connection between determin-
istic systems and stochastic systems by introduc-
ing physical relationships into stochastic systems. 
It is thus natural to apply the generalized evolution 
equation in the nonlinear random vibration. In the 
present paper, an application and a comparative 
study in the nonlinear random vibration analysis 
between the generalized density evolution equa-
tion implemented with the probability density 
evolution method (PDEM), the polynomial chaos 

expansion (PCE) and Monte Carlo simulations 
(MCS) are addressed by investigating the stochas-
tic seismic responses of a class of Duffing oscilla-
tors. A physical stochastic ground motion model is 
employed, and represented by a Karhunen-Loeve 
expansion as the input of the PCE and MCS. 
Numerical results reveal that the solution processes 
of the three approaches are identical for the weakly 
nonlinear systems, and they are approximately 
identical for the strongly nonlinear systems though 
the errors resulting from numerical techniques and 
artificial truncations could be amplified, indicating 
that the solutions of the PDEM and the PCE are 
equivalent to that of the nonlinear random vibra-
tion analysis in the mean-square sense. The two 
methods thus can be applied in the classical non-
linear random vibration analysis. It is remarked, 
moreover, that the PDEM goes a step further than 
the classical nonlinear random vibration analysis, 
since the probability density evolution processes 
of responses and accurate structural reliability 
assessments can be provided by the PDEM simul-
taneously. The other methods, however, need much 
more computational efforts to govern higher order 
statistics of responses.
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network model can predict the damping force very 
well and there is relatively good agreement between 
the neural network outputs and the test data.

3  PHYSICAL STOCHASTIC GROUND 
MOTION MODEL AND EARTHQUAKE 
GROUND MOTIONS GENERATED

3.1  Brief introduction of the physical stochastic 
ground motion model

In the physical stochastic ground motion model 
(Li & Ai, 2006; Ai & Li, 2009), the effects of engi-
neering site could be regarded as a multi-layer 
filtering operator. For the sake of clarity, it is mod-
eled as a single-degree-of-freedom (SDOF) system. 
Using the ground motion at the bedrock as the 
input process, the absolute response of the SDOF 
system is namely the process of the ground motion 
at the surface of the engineering site.

3.2 Earthquake ground motions generated

120 representative time histories of ground acceler-
ation are obtained employing the physical stochas-
tic ground motion model outlined in the preceding 
section, one of which is shown in Figure 2.

4  SIMULATION ANALYSIS 
OF VIBRATION CONTROL

4.1 Six-story building model

The model of a six-story, single-bay, building 
structure is considered, and the number of DOFs 

1 INTRODUCTION

The efficacy of vibration mitigation is usually 
given by the reduction of dynamic responses 
(particularly peak displacements and peak accel-
erations) under control compared to those without 
control. However, what really matters is the reli-
ability of the structures under control subjected to 
disaster actions.

In this paper, simulation analysis of stochastic 
control for structures using MR dampers is 
conducted. Firstly, a dynamic model of a MR 
damper is developed based on back propagation 
(BP) neural networks. Secondly, the physical sto-
chastic ground motion model is introduced and 
120 earthquake ground motion time histories are 
generated. Then, simulation analysis of vibration 
control of a model structure with MR dampers is 
carried out. Finally, stochastic response analysis 
and reliability assessment of structural systems 
with and without control is studied.

2  NEURAL NETWORK MODELING 
OF MR DAMPER

2.1 Dynamic testing of MR damper

A series of tests were conducted to measure the 
responses of the MR damper, as shown in Figure 1, 
under various loading conditions.

2.2 Neural network modeling of MR damper

In this section, BP neural networks are used to 
emulate the forward dynamics of the MR damper 
shown in Figure 1 based on the results of the 
dynamic testing. It is seen that the trained neural 

Figure 1. MRD-100-10-type MR damper. Figure 2. 25th time history of the ground acceleration.
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of the model structure is reduced to 6, while still 
maintaining the important dynamics of the whole 
model. The structural parameters, like mass 
matrix, stiffness matrix and damping matrix, can 
all be obtained through identification.

4.2  Simulation analysis of vibration control 
of model structures with and without MR 
dampers

Based on the structural parameters of the 6-DOF 
model identified in section 4.1 and the neural net-
work model of the MR damper established in 
section 2.2, the simulation analysis of the model 
structure with and without control is conducted. The 
statistical values of peak structural responses with-
out control and under passive-off and passive-on 
control are presented, and the statistical values of 
maximum control force under passive control are 
given.

5  STOCHASTIC RESPONSE ANALYSIS 
OF THE MODEL STRUCTURE

5.1  Foundations of the Probability Density 
Evolution Method (PDEM)

The Probability Density Evolution Method (PDEM) 
is outlined briefly.

5.2  Stochastic response analysis of structures 
with and without control

In this section, the stochastic response analysis of 
the structure is carried out based on the results of 
deterministic dynamic analysis of the structure 
system according to the PDEM. Typical PDFs 
of interstory drifts of the first story at different 
instants of time (3 s, 6 s and 8 s) are given. Addi-
tionally, the PDF surface of interstory drift of the 
first story in the passive-on case (in the time inter-
val from 1.5 to 3.5 s) is presented.

6  RELIABILITY ASSESSMENT 
OF THE MODEL STRUCTURE

6.1  The method of dynamic reliability evaluation 
based on the extreme value distribution

The method of dynamic reliability evaluation 
based on the extreme value distribution is intro-
duced in brief.

6.2  Reliability assessment of structures 
with and without control

In the analysis of reliability, the interstory drift 
angle of each story is used as the performance 

index of the structure, and the maximum value 
of interstory drift angles should not exceed the 
threshold. Here, the threshold of interstory drift 
angles is assumed to be 0.0095 rad. Therefore, the 
reliabilities of the model structure with and with-
out control are assessed. From the results of the 
reliability analysis (shown in Table 1), it is clearly 
seen that the reliability of the model structure with 
control is bigger than that without control. There 
is an about 9.5 percent increase in the reliability in 
the passive-off  case, and a 9.2 percent increase is 
obtained in the passive-on case.

7 CONCLUSIONS

Based on the results of dynamic testing of a MR 
damper, a BP neural network model of the damper 
is developed. After briefly introducing the physical 
stochastic ground motion model, 120 earthquake 
ground motion time histories are generated, which 
are used as input ground motions in the analysis of 
structural vibration control. Then, the simulation 
analysis of the model structure with and without 
control is conducted. Additionally, the stochastic 
response analysis is carried out based on the probabil-
ity density evolution method. Finally, the reliabilities 
of the model structure in different cases are carried 
out through the method of dynamic reliability evalu-
ation based on the extreme value distribution.
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Table 1. Reliabilities of the model structure in different 
cases.

Case Without control Passive-off Passive-on

Reliability 0.9095 0.9958 0.9930
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1 KEY EQUATIONS

The transfer and recurrence equations of the 
Riccati-TMM are as follows:

{ }f [ ]S { }e { }Qi i[ ]S i i{ }Q  (1)

[ ]S [ ]u S uu S [ ]u S u+ [ ]S [ ]S+
−

i i i[ ]u S u+ ][1
1 ][S][S

 
(2)

{ }Q { }Q − [ ]S { }Q+i Q
i i i1} [SQ +} [ ]{QQQ

 
(3)

where { f }i and {e}i are the state vectors at the 
ith section, and satisfy boundary conditions { f }1 
= {0} and {e}1 ≠ {0}, respectively; [u11]i, [u12]i, [u21]i, 
and [u22]i are the matrixes defined by the transfer 
relationships of the state vectors between sections 
i and i+1 on element i; [S]i is the so-called Riccati 
transfer matrix; and {Q}i, {Qf}i, and {Qe}i are 
generalised force vectors.

If  bj ( j = 1, …, m) are the uncertain parameters 
of the chain structure, then they are expressed in 
the form:

b b j mjb jbbjb ( )j0 )j+ ( ,j 1j , )m  (4)

Response vector {e}i can be described by 
the following two-order accuracy perturbation 
equation:
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ε ε{ }e+ ∑∑j i jkj ε  (5)

where {e}i,0 is the response vectors at section i when 
bj = bj0 (j = 1, …, m); and {e}i,j, {e}i,jk are the first—
and second-order perturbations of vectors {e}i, 
respectively.

All the other matrixes and vectors are similar 
to {e}i.

Finally, we derive the two-order perturbation 
transfer relationships as follows:

{ }f [ ]S[ ]S { }e{ } { }Q]S {ei i i, , , ,0 0 0}Q i{ }Q ,i  (6a)

ABSTRACT: Chain structure systems are a 
familiar subject matter amongst engineers, and 
transfer matrix methods (TMMs) are highly use-
ful and efficient for the dynamic analysis of these 
structures (Lund 1974, Horner & Pillkey 1978, Lee 
et al., 1993, Kang et al., 1994, Oh 2004, Hsieh et al., 
2006). Two kinds of transfer matrix methods are 
widely used in engineering: the Myklestad-Prohl 
transfer matrix method (MP-TMM) (Myklestad 
1944, Prohl 1945) and the Riccati transfer matrix 
method (Riccati-TMM) (Horner & Pillkey 1978). 
The MP-TMM involves the use of simple math-
ematical equations, making it easy to program, but 
the method presents numerical difficulties when 
higher frequencies are calculated and/or when 
too many degrees of freedom exist. The Riccati-
TMM presents no numerical difficulties; thus, it 
is more frequently used in engineering than the 
MP-TMM.

In this paper, recurrence perturbation equations 
based on the Riccati-TMM are derived to cal-
culate the first—and second-order perturba-
tion responses of chain structure systems with 
uncertain parameters. We call this perturbation 
method the Riccati perturbation transfer matrix 
method (Riccati-PTMM). On the basis of the 
Riccati-PTMM, we provide the detailed equations 
and steps for calculating the dynamic responses 
of chain structures with uncertain and random 
parameters. The equations and steps are used to 
calculate the mean values and variances of a simply 
supported Timoshenko beam with random mass 
density and random section diameter. The results 
show that the proposed method is enough accurate 
for engineering problems and much more efficient 
than Monte Carlo simulation.

The method presented in this paper is a 
generalisable approach that can be used for lat-
eral and/or torsional dynamic response analysis of 
chain structure systems with uncertain or random 
parameters. For concrete problems, as long as the 
element transfer matrix and the element perturba-
tion equations are given, dynamic analysis can be 
completed using this method.

ICASP Book I.indb   25ICASP Book I.indb   25 6/22/2011   12:41:12 AM6/22/2011   12:41:12 AM



26
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The two-order recurrence perturbation 
equations are expressed as:
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where δjk is the Kronecker delta.
Equations (6)∼(9) constitute the perturbation 

recurrence equations of the Riccati-TMM. This is 
an approximate method with two-order accuracy.

The detailed equations and calculation steps are 
provided in the full paper.

2 RANDOM RESPONSE

If εj (j = 1, …, m) are random parameters with zero 
mean values, and are subject to normal distribu-
tion, the mean value and variance of response vec-
tor {e}i are as follows:
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3 EXAMPLE AND CONCLUSIONS

Taking a simply supported Timoshenko beam as 
an example, we assume that mass density ρ and 
section diameter d of  the beam are independent 
random variables subject to normal distribution, 
and Eρ = 7800 kg/m3, σρ = 156 kg/m3; Ed = 0.2 m, 
σd = 0.004 m. The other parameters are certain: 
length L = 10 m and Young’s modulus E = 2.0 × 1011 
N/m2. The load acting on the middle of the beam is 
F = 1000 sin (50πt) N.

The results of the second-order random pertur-
bation are more accurate than those of the first-
order random perturbation. The improvements in 
mean values are also clearly observable. However, 
in the calculation process, we know that the 
computations in the second-order random pertur-
bation analysis are more complex. Thus, we pro-
pose that engineers use the first-order random 
perturbation analysis if  the accuracy demands are 
not stringent because the calculation time involved 
in this approach is considerably shorter than in 
Monte Carlo random simulation.

The Riccati-PTMM can be used for the two-order 
perturbation analysis of the dynamic response of 
chain structures with uncertain or random param-
eters. The recurrence perturbation equations and 
steps presented in this paper can be used for lateral 
and/or torsional response analysis of chain struc-
ture systems. For concrete problems, as long as the 
element transfer matrix and the element perturba-
tion equations are given, dynamic analysis can be 
completed using this generalisable method.
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A Bayesian acoustic emission source location algorithm: 
Extended model

Thomas Schumacher
University of Delaware, Newark, DE, USA

Daniel Straub
Technical University Munich, Germany

where fΘ (θ |x0) represents the posterior distribution 
of Θ conditioned on observed outcomes x0 of 
the random variable X, L(θ |x0) = fX (x0|θ) is the 
likelihood function of parameters θ for observed 
realizations x0 of X, c is a normalizing constant, 
and fΘ(θ) is the prior distribution for Θ before 
additional knowledge is gained. Once the posterior 
distribution fΘ(θ |x0) for the parameters is obtained, 
it can be incorporated in a general predictive joint 
distribution of the form:

   (2)

to predict future events X based on knowledge 
from past observed realizations x0.

In the current study, an extension of the first 
basic model that was presented by the authors 
earlier is proposed that uses additional observed 
information in form of the maximum AE signal 
amplitude A. The central relationship for the sta-
tistical model is based on the relationship between 
measured arrival times Ta[i,j,k], event time t0[i,j], wave 
slowness Sp[i,j], stress wave travel distance d[i,k], 
and the standard deviations of the errors in the 
observed arrival times σε[k], and can be stated as 
follows:

TaTT j k[ ,i ]k N ( )t s di j i id k i j k[ ,i ] [sp , ]k [ ,idd ] [ , j ]i j k ]0 + ( )A i j k[ ,j ],i j k[ ]i j k ]i j k ] ( ))A i j k[AA ],i j k[AA ]  
  (3)
where i, j, and k are the subscripts that stand for 
event location, event number, and sensor, respec-
tively. Variability in the model is assumed to be 
associated with the basic source location param-
eters which are the wave slowness sp, the observed 
arrival times ta, and the event time t0. The preci-
sion τ = σ −2 is assumed to be proportional with the 
maximum signal amplitude which was observed 
during the experiment. α is a global parameter that 
relates the standard deviations of the errors in the 

ABSTRACT: The Acoustic Emission (AE) 
technique offers the unique opportunity to moni-
tor infrastructure components in real-time and 
detect sudden changes in the integrity of the moni-
tored element (Grosse and Ohtsu, 2008). AE are 
stress waves initiated by sudden strain releases from 
within a solid such as for example crack propaga-
tion, material crushing, or bond fracture of two 
materials in a composite due to over-loading. 
With networks of piezo-electric sensors mounted 
to the surface of the structure, stress waves can be 
detected, recorded, and stored for later analysis. 
An important step in quantitative analysis meth-
ods is the estimation of the stress wave source loca-
tions. Since only the time arrivals at each sensor 
are observed, this represents a nonlinear inverse 
problem that is commonly solved by iterative pro-
cedures whereby a cost function is minimized (Ge, 
2003). The main issue of these traditional meth-
ods is that sources of uncertainty and variability in 
the material properties cannot be associated with 
any of the involved model parameters such as time 
arrivals, stress wave velocity, sensor locations, etc., 
essentially treating all parameters as deterministic 
using mean values.

The authors have developed a Bayesian frame-
work for a probabilistic source location algorithm 
earlier using Monte Carlo Markov Chain simula-
tion whereby all model parameters are represented 
by random variables (Schumacher et al., under 
review). A basic probabilistic model was presented 
where model parameters were estimated using an 
example employing observed arrival time data col-
lected from a calibration experiment on a realistic 
section of a reinforced concrete bridge column 
(Schumacher, 2006). The probabilistic model is 
based on Bayesian updating, which can be stated 
as follows:

f
L

c
fΘ Θff ff( )xx0 = ( )xθ | 0 ( )θ  (1)
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observed arrival times σε[i, j,k] with the signal ampli-
tude A. In Fig. 1, a graphical representation of the 
proposed extended model is shown.

A set of data is evaluated using the proposed 
methodology and the predictions from the pro-
posed extended probabilistic algorithm, the basic 
probabilistic algorithm presented earlier, and a 
traditional deterministic algorithm are compared 
and discussed. It is found that the extended model 
offers more accurate predictions compared to the 

solutions of a traditional deterministic algorithm 
as well as the basic probabilistic algorithm intro-
duced earlier by the authors (Schumacher et al., 
under review). Probabilistic algorithms have the 
additional benefit of providing an improved meas-
ure for the uncertainty of the prediction. The appli-
cation of AE monitoring has often proven difficult 
because of the presence of noise and changing 
boundary conditions such as cracks, and the pro-
posed probabilistic approach aims at addressing 
some of these issues. Implementation of an error 
term that is different for each sensor is planned in 
the future and it is expected that this modification 
will further improve predictions.
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Figure 1. Graphical representation of proposed 
extended inference model (screenshot from WinBUGS).
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Structural reliability criteria in relation to on-line control schemes

B.J. Leira
Department of Marine Technology
Norwegian University of Science and Technology, Trondheim, Norway

2  CONTROL SCHEMES INVOLVING 
STRUCTURAL RELIABILITY CRITERIA

Focus is on dynamic structural response and control 
schemes which apply to a sequence of stationary 
conditions. The external excitation is assumed to 
contain a slowly varying load component (this 
implies that e.g. earthquake loading is excluded 
from the present considerations). This will e.g. be 
the case for structures which are subjected to low-
frequency wind or wave forces. Control schemes 
which make explicit use of structural reliability cri-
teria are considered.

A summary of some relevant control schemes 
which are described in the literature is first given. 
These schemes are classified as (i) off-line schemes, 
see e.g. Tomasula et al. (1996) (ii) reliability moni-
toring, see e.g. Berntsen et al. (2004) and (iii) on-line 
schemes, see e.g. Leira et al. (2001) and Berntsen 
et al. (2009).

3  LINEAR QUADRATIC GAUSSIAN 
CONTROL (LQG)

Pre-calibration of a well-know control scheme by 
means of structural failure probability considera-
tions is the main focus of the present paper. The 
particular case of Linear Quadratic Gaussian 
(LQG) control is considered. The associated objec-
tive function (also referred to as the performance 
index) is defined. Furthermore, the particular case 
of quasi-static response where the stiffness of the 
system dominates is elaborated.

A second “reliability-based” objective function 
is subsequently introduced which incorporates the 
costs associated with structural failure. A com-
parison between the values of the two different 
objective functions is made, and it is discussed how 
the parameters of the LQG control scheme can be 
tuned to give equivalent results to those based on 
the “reliability-based” objective function.

A slightly different case is also addressed where 
the response consists of the sum of a slowly varying 
component and a rapidly varying (high-frequency) 

1 INTRODUCTION

Control schemes are typically based on minimi-
zation of objective functions (or loss functions). 
These are of different types depending on the spe-
cific control algorithm to be applied. Frequently, 
the loss functions are expressed in terms of costs 
associated with the response processes and/or the 
control processes. It is rarely the case that struc-
tural reliability criteria as such and the associated 
cost of structural failure is explicitly taken into 
account.

In the present paper, a summary of some 
approaches for incorporation of structural reli-
ability criteria into the control algorithm is first 
given. Subsequently, the particular case of Linear 
Quadratic Gaussian (LQG) control is considered 
for a system with quasistatic response behaviour. 
A comparison is made between the losses which are 
obtained by application of the traditional objective 
function versus one that includes the costs associ-
ated with structural failure. Furthermore, a slightly 
different case where the slowly varying component 
of the response is controlled by LQG and the rap-
idly varying component is left unchanged is also 
considered. This will be relevant e.g. in connection 
with position control of marine structures.

In relation to formulation of structural response 
criteria within a specific control scheme, there are 
at least three possible approaches. The first corre-
sponds to off-line determination of optimal values 
of specific control parameters based on structural 
criteria. These optimal values are subsequently 
applied by the implemented control scheme. The 
second approach corresponds to monitoring the 
values of selected structural reliability measures 
during the load/response process. If  these meas-
ures exceed certain pre-defined values, a control 
action is activated or a switch is made to a differ-
ent control scheme if  a first control algorithm has 
already been activated. The third approach corre-
sponds to making the control action at each time 
step being dependent on one or more structural 
reliability measures. These three different types are 
discussed in the paper.
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component. The low-frequency component is 
controlled by LQG while the rapidly varying com-
ponent is left unchanged. This case will be relevant 
e.g. in connection with position control of marine 
structures, see e.g. Berntsen et al. (2009).

The loss function (or performance index) that 
forms the basis for the LQG control scheme is 
expressed as:

J( ) E g u dt

dt

T

T

T

x E ( )⎡
⎣⎣⎣

⎤
⎦⎥
⎤⎤
⎦⎦

= ( )E ug⎡⎣ ⎤⎦ ⎡⎣ ⎤⎦⎤⎤

= ⋅T

∫
∫

α βxx

E x⎡⎣ ⎦⎤⎤ +

2 2gβ+ 2
0∫∫

g⎤⎤⎤⎤ +
0∫∫

( )α βαα E u2β2 2⎡⎣ ⎤⎦ ⎡⎣ ⎤⎦⎤⎤

 (1)

where α is the proportionality factor related to 
the response cost and β is the proportionality fac-
tor associated with the cost of the control action. 
The substitution of the factor T for the integra-
tion operator is due to stationarity of the load and 
response processes.

Focusing more on the most extreme response 
levels, it may be considered that there is no cost 
associated with the response until failure of the 
structure occurs. The expected response cost is 
then expressed as the product of the failure cost, 
Cf, times the probability that such a failure occurs 
for a given duration T.

The associated loss function can then be 
expressed as

J( )x ( )C p T Ef fp. u( )T + ⎡⎣⎡⎡ ⎤⎦⎤⎤  (2)

The failure probability for a Gaussian response 
process (for a given duration, T) can be expressed 
as the probability that the extreme response level 
exceeds a critical response threshold, xcr. Further-
more, the asymptotic distribution for the extreme 
response will be of the Gumbel type. The failure 
probability can then be expressed in terms of the 
complement of the cumulative Gumbel distribu-
tion function.

The cost associated with structural failure is 
next expressed as a factor Rf times the failure prob-
ability. This allows the loss function to be rewritten 
on the following form:

J( ) R
( )f fx) f r⋅ ( )T,R,r,f +

⎛

⎝⎝⎝

⎞

⎠⎟
⎞⎞

⎠⎠
Ff

2

2
 (3)

where R is a normalized response threshold, f  is a 
dimensionless control parameter, and r expresses 
the ratio between the two cost coefficients. This 
loss function is illustrated for the case that Rf = 2, 
and r = 1 in Figure 1.

For a specific value of the critical threshold (i.e. R) 
the value of the control factor f which minimizes 
the cost function can be identified. A procedure for 
calibration of the LQG algorithm by means of the 
failure probability loss function is outlined.
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Figure 1. Normalized cost function.
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Probabilistic anomaly detection in structural monitoring 
data using a relevance vector machine

T. Saito
Institute of Technology, Shimizu Corporation, Tokyo, Japan

A method for automatically classifying the 
monitoring data into two categories, normal and 
anomaly, is developed to remove anomalous data 
included in monitoring data, making it easier to 
process the large volume of such data. An RVM 
is applied to a probabilistic discriminative model 
with basis functions and their weight parameters 
whose posterior distribution conditional on the 
learning data set is given by Bayes’ theorem.

The proposed framework is applied to actual 
monitoring data sets containing anomalous data 
collected at two buildings in Tokyo, Japan. Exam-
ples of the wave time histories are shown in Figure 1, 
where (a) is a normal earthquake response record, 
(b) is an anomalous record caused by electrical 
noise, and (c) is also an anomalous record result-
ing from human activity (construction work). Data 
sets that include these two types of anomalous data 
are bundled as a target of the analysis to develop 
a more generalized discriminative model that can 
handle multiple types of anomalous data.

We consider three feature quantities:

• F1 = yf /ym
• F2 = ya/ym
• F3 = yr/ym

where ym is the maximum absolute value of the 
waveform, yf is the maximum absolute value of 
the waveform low-passed at 2.5 Hz, ya is the maxi-
mum absolute value of the three-second moving 
average of the waveform, and yr is the RMS of the 
waveform. By combining all or some of them, we 
set four kinds of feature vectors, each of which 
specifies a model class set, as shown in Table 1.

Then the weights are optimized on the basis of 
the learning data set by maximizing the evidence: a 
significant proportion of the weights become con-
centrated at zero, which means that the terms asso-
ciated with them are essentially removed. The result 
is a sparse model with only two relevance vectors in 
each model class set. These two relevance vectors 
can be considered representatives of normal and 
anomalous data, respectively. Table 2 shows the 
number of relevance vectors, the record number 
corresponding to each relevance vector and its 
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Figure 1. Samples of anomaly in monitoring data.

classification as normal/anomaly, the value of the 
log evidence, the posterior probability of the opti-
mal model in each set, the MAP value of the weight 
vector, and the standard deviations and correlation 
coefficient derived from the covariance matrix.

The value of the evidence maximized dur-
ing optimization represents the relative posterior 
probability of the optimal model in each set if  
they are treated as equally probable a priori. Thus 
the appropriateness of each set is evaluated by the 
maximized evidence. In this study, the evidences in 
two model class sets maximized during learning 
have almost equal largest values, demonstrating 
that they are appropriate.

Table 1. Candidates of model class sets.

Model class set Feature values used in learning

1 F1, F2, F3

2 F1, F2

3 F1, F3

4 F2, F3
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the probabilities of being normal for normal and 
anomalous records fall in the region above 90% 
and below 30% (above 99% and below 1% in most 
cases), respectively, which shows that these mod-
els successfully achieve extremely reliable anomaly 
detection.

The probability of being normal according to 
the MAP model in 2 is also shown in Figure 3 
together with the relevance vectors, the learning 
data, and the verification data. We can see from this 
figure that the two relevance vectors are located far 
from the boundary between normal and anoma-
lous data, and in the center along the boundary.

It is also a significant advantage of the proposed 
method that we can reasonably judge which com-
bination of feature quantities is optimal by com-
paring the value of the evidence even if  the number 
of candidate feature quantities is quite large.

Table 2. Results of learning.

1 2 3 4

Number of RVs 2 2 2 2
Wave No. of 
RV (1)

46 38 33 68

Normal/
anomaly

normal anomaly normal anomaly

Wave No. of 
RV (2)

51 46 49 69

Normal/
anomaly

anomaly normal anomaly normal

Log evidence 62.26 62.19 37.18 24.12
Probability of 

j (%)
51.82 48.18 0.00 0.00

ŵ1 38.44 −34.87 31.56 −6.35
ŵ2 −37.56 37.65 −32.95 4.26
σw1 14.22 12.82 7.00 2.01
σw2 13.61 14.16 7.45 1.22
ρw1w2 −0.992 −0.993 −0.999 −0.975

(a) M1

(b) M2

(c) M3

(d) M4

Figure 2. Histograms of output from MAP model in 
each model class.
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Figure 3. Output from MAP model in 2 and learning/
verification data.

The probability of each record being normal is 
calculated by applying the selected MAP model 
(that with w = ŵ) in each model class set to the 
data sets for verification. The results are shown as 
histograms for both normal and anomalous data 
in Figure 2. For 1 and 2, each of which has a 
high posterior probability based on the evidence, 
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Assessment of fatigue crack growth by cohesive zone elements

Pierre Beaurepaire & Gerhart I. Schuëller
Institute of Engineering Mechanics, University of Innsbruck, Innsbruck, Austria

Fatigue is the dominant failure mode of mechanical 
components subject to alternating loadings, lead-
ing to fracture at a stress level much lower than the 
yield stress of the material. One or several cracks 
initiate and propagate into the structure, leading to 
a sudden fracture once a critical length is reached.

Crack propagation can be modeled by the Paris-
Erdogan equation (Paris & Erdogan 1963) or any 
of its further variations. However it is predictive 
only if  a long crack is originally present, which 
happens seldom in manufactured components. 
In practical applications, an important part of the 
fatigue life is spent during crack initiation, which 
can not be easily modeled.

Cohesive zone elements are an alternative 
method to account for crack growth by means 
of finite element simulation. In this context, 
fracture is considered as a gradual phenomenon, 
with the progressive separation of the lips of an 
extended crack. Cohesive elements consists of 
zero-thickness elements that are inserted between 
the bulk elements and account for the resistance to 
crack opening by the mean of a dedicated traction 
displacement law (see Figure 1).

The cohesive force dissipates, at least partially, 
the energy related to crack formation. The effects 
of the fatigue history are modeled using dete-
rioration of the stiffness with time. During the 
unloading-reloading process, the cohesive law 
shows an hysteresis loop and a slight decay of the 
stiffness is introduced to simulate fatigue crack 
propagation (see Figure 2). In this contribution, 
the effects of monotonic loadings and cyclic load-
ings are partially decoupled.

In case of monotonic loading, the formulation 
proposed by Needleman (Needleman 1987) is used. 
The stress in the cohesive element is expressed as:

T a
b

⋅a ⋅δ δ
exp( )

b
−

δ  (1)

where δ is the displacement of the nodes of the ele-
ment, a and b are material parameters. Equation 1 
determines the cohesive envelop of the mechani-
cal law.

Figure 1. Insertion of cohesive zone elements at the 
interface of bulk elements.

Figure 2. Aspect of the traction displacement law for 
cohesive elements.
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If several unloading-reloading cycles are im-
posed, the cohesive elements show a loss of stiffness, 
which is monitored by a damage parameter D:

n 0( ,n 0 0)β γ( 0)α ⋅&
nD Tα= ⋅α n max( n(((aa 0

 (2)
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where α, β, γ and T0 are material parameters.
For high cycle fatigue applications, cycle by 

cycle finite element simulation of the complete 
fatigue life would be computationally prohibitive, 
even for small structures with a limited number of 
degrees of freedom. A novel algorithm reducing 
the simulation time with limited loss of accuracy 
has been developed. It is dedicated to speed-up the 
fatigue simulations when cohesive zone elements 
are used. This algorithm is based on successive 
evaluation of the variation of the damage param-
eter of the cohesive elements over one (or several) 
cycles. These values are then used for extrapolation 
of the damage after a large number of cycle.

McEvily and Illg (McEvily & Illg 1958) 
conducted an experimental study to determine the 
crack growth rate of aluminium 2024-T3 in various 
structures. A crack was introduced in plates with a 
center hole, which was then undergoing alternat-
ing stress. These experiments were modeled using 
the proposed formulation of the cohesive zone ele-
ments. The result from the numerical simulations 
match experimental data.

Engineers are aware that the fatigue behaviour 
of components is strongly affected by uncertain-
ties, i.e. nominally identical structures undergoing 
the same load spectrum present extensive scatter 
in their fatigue life. Crack initiation and crack 
propagation can both be seen as uncertain proc-
esses. Hence several authors have proposed a prob-
abilistic analysis. The time to crack initiation, the 
growth rate and the final fracture process might all 
include uncertainties. Most of the methods availa-
ble in the literature require to set up several proba-
bilistic models which have to be combined in order 
to account for all kind of uncertainties inherent 
to fatigue. Cohesive elements provide an unified 
framework to describe the whole fatigue life.

Illg (Illg 1956) performed an experimental inves-
tigation of the fatigue life of structures subject to 
various alternating stress levels. The specimens 
consist of a plate with two notches without ini-
tial crack. Hence the fatigue life of the structure 
depends from the time to crack initiation and 
from the crack growth rate. The experiments were 
repeated several time at each stress level. As shows 
Figure 3, the experimental results are scattered 
over a wide range of fatigue lives. The uncertainties 
inherent to fatigue crack initiation and propagation 
are modeled using random fields for the parameters 
α, β and γ of  Equation (2). A Monte Carlo simula-
tion was performed using 200 samples. As shown 
in Figure 3, the results from the simulation are in 

good agreement with the experimental data from 
(Illg 1956).

A cohesive zone element formulation was 
developed for modeling fatigue crack growth. 
It allowed to assess the variability inherent to 
fatigue crack initiation and propagation using one 
single probabilistic model. A method to speed up 
the simulation with acceptable accuracy of the 
results was developed. The approach has been 
tested against experimental results available in 
the literature (Illg 1956, McEvily & Illg 1958). 
As shown on Figure 3, the numerical results match 
experimental data.
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Figure 3. Fatigue life uncertainties. Probabilistic SN 
curve obtained with Monte Carlo simulation. The solid 
line denotes the mean fatigue life, dash lines denote the 
5% and 95% quantiles. Crosses denote the experimental 
results.
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Reliability-based design recommendations for FRP-reinforced 
concrete beams
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Federal University of Minas Gerais, Belo Horizonte, MG, Brazil

In this paper, a contribution to the development 
of semi-probabilistic design recommendations for 
FRP-RC beams is reported. To this end, the inves-
tigation presented in Diniz (2007) is extended. The 
safety levels implicit in the design recommenda-
tions of 81 FRP-RC beams designed according to 
ACI-440 (2006) are assessed. Monte Carlo simula-
tion is used in the computation of the probability 
of failure of the designed beams with respect to 
the ultimate flexural strength. Special attention is 
given to the deterministic procedure for the com-
putation of FRP-RC beam resistance.

The Monte Carlo simulation was implemented 
in a modular format; initially the probabilistic 
modeling of the resisting moment was made so 
that this information could then be used in the cor-
responding performance criterion. This procedure 
allowed a better understanding of the behavior of 
FRP-RC beams subjected to bending. Addition-
ally, it should be noted that the module “Simula-
tion of the Bending Resistance” is independent of 
any normative criteria. In the reliability analysis 
approach, the normative criteria are included in the 
computation of the load statistics. In this way, the 
procedures presented here can be easily extended 
to the treatment of other design recommendations 
for FRP-RC beams.

A comparison between the nominal resisting 
moment, Mn, and the average resisting moment, 
μMR has shown that the concrete compressive 
strength is the most influential factor in the result-
ing bending resistance. When the f 'c adopted is 
30 MPa, the ratio μMR/Mn reaches the highest val-
ues (1.0464–1.2151), when f 'c is 50 MPa, the ratio 
μMR/Mn is in the range 1.0076–1.1542, and when 
f 'c is 70 MPa, the ratio μMR/Mn reaches the lowest 
values (0.9434–1.0813).

Another factor that has great influence on the 
resisting moment is the FRP reinforcement ratio. 
For the under-reinforced beams analyzed in this 
work (FRP ratios between 0.82 and 0.93 ρfb) the 
ratio μMR/Mn reached the highest values (1.0304 
to 1.2151), while for the beams in the transition 
region, the ratio μMR/Mn is in the range 0.9470 to 
1.1204, and reaches the lowest values for the over-
reinforced beams (0.9434 to 1.1093).

ABSTRACT: In recent years, there has been 
a growing interest on high performance materi-
als such as high-strength concrete and composite 
materials, among others. These materials may offer 
higher resistance and greater durability, and, as a 
consequence, potential gains throughout the life-
cycle of the structure. It is well-known that a major 
problem to the durability of reinforced concrete 
structures is the corrosion of reinforcing steel. In 
this light, fiber reinforced polymers (FRP) provide 
a promising prospect for use as reinforcement in 
concrete construction.

Although the use of FRP as structural reinforce-
ment can show great promise in terms of durabil-
ity, the characteristics of these materials have led 
to new challenges in the design of FRP reinforced 
concrete (FRP-RC) components. Currently some 
design recommendations have been developed; 
however, they have in common the fact of being 
based on existing recommendations for traditional 
steel reinforced concrete (RC). In conventional 
RC beam design, failure is dictated by yielding 
of steel, thus resulting in a ductile failure. In the 
case of FRP-RC beams where two brittle materials 
are involved, a fragile failure is unavoidable. As a 
result, a change in the RC beam design paradigm 
(under-reinforced beams) is necessary.

Therefore, due to the increased use of FRP 
and also due to differences between the mechani-
cal properties of steel and FRP, the reliability of 
FRP-RC beams shall be evaluated. Most of the 
suggestions proposed for the design of FRP-RC 
beams are based on a deterministic point of view. 
However, since most of the variables involved in 
the project (mechanical properties, geometric char-
acteristics, loads, etc.) are random, probabilistic 
methods are required to assessing the reliability of 
FRP-RC beams.

Current design codes and standards (e.g. ASCE-
SEI 7, ACI 318) are based on semi-probabilistic 
approaches. While it is agreed that the ideal would 
be to design a structure or structural element for a 
given probability of failure, the appeal of the semi-
probabilistic approach stems from the coupling of 
design simplicity and the implicit incorporation of 
probabilistic concepts.
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On the adequacy of the ACI 440 (2006) 
recommendations, it can be observed that:

− The use of FRP of smaller resistance and lower 
modulus of elasticity (beams P1) resulted in 
reduced levels of reliability. Thus the use of 
materials with these characteristics should be 
avoided;

− the results of this study point to the possibility 
that reduced levels of reliability can be achieved, 
in particular for the combination of higher 
concrete compressive strength, lower FRP ten-
sile strength and smaller load ratios μD/μL. This 
result can be attributed in particular to a lower 
in situ concrete compressive strength relative to 
the strength measured in cylindrical specimens. 
In this work a variable factor was used in this 
conversion; on the other hand, this parameter is 
taken as fixed in ACI 440, and is equal to 0.85. 
It should be mentioned that, in the case of RC 
beams, where these elements are usually designed 
as under-reinforced beams, such consideration 
results in a minor effect. However, concrete com-
pressive strength is of fundamental importance 
in the case of FRP-RC over-reinforced beams. 
Thus, the use of the procedures of ACI 440 for 
higher strength concretes should be done with 
caution;

− the FRP reinforcement ratio has great influence 
in the reliability levels implicit in the ACI 440 
recommendations. The results indicated that 
under-reinforced beams have reliability rates 

reasonably higher than those presented by the 
beams in the transition region or over-reinforced. 
It is thus seen that the goal of providing more 
safety for the failure mode corresponding to the 
FRP rupture is reached;

− the load ratio has great influence on the reliabil-
ity levels implicit in the ACI 440 recommenda-
tions. In this study it was observed that as the 
load ratio μD/μL increases, there is a significant 
reduction in the probability of failure and conse-
quently an increase in the reliability index. This 
fact has already been observed by other authors 
in the context of the development of reliability-
based design recommendations; however, it is 
difficult to be treated within the context of the 
semi-probabilistic design.
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the properties of the underlying random field that 
lead to the corresponding target correlation func-
tions when translated. The underlying field is usu-
ally a Gaussian field since it is efficiently simulated, 
thus yielding the method suitable for Monte Carlo 
Simulation. The drawback to this approach is that 
since Gaussian fields are completely characterized 
by their mean and autocorrelation functions, they 
cannot match more than two target correlation 
functions. It is well known that third and higher 
order correlation functions are necessary to accu-
rately characterize many heterogeneous materials 
(Torquato 2002).

Grigoriu has developed a level-cut filtered Pois-
son field model that is capable of matching higher 
order correlation functions due to its ability to 
incorporate an arbitrary number of parameters 
(Grigoriu 2003; Grigoriu 2009; Grigoriu 1995). 
In Grigoriu 2003, he develops the theoretical 
framework for level-cut filtered Poisson fields and 
pseudo-analytically matches a target mean and 
2-point probability function using a specific fil-
tered Poisson field. In Grigoriu 2009, he outlines a 
Monte Carlo based procedure to simulate homoge-
neous and inhomogeneous filtered Poisson fields.

This work is essentially an extension of the 
work of references Grigoriu 2003; Grigoriu 2009 
as it proposes a general methodology to optimize 
parameters of a filtered Poisson field to match 
target correlation functions of a Binary random 
field. This is done through a Monte Carlo based 
methodology which avoids having to calculate the 
nth—order probability density function of the 
underlying filtered Poisson field since it is algebrai-
cally and numerically cumbersome to calculate. The 
parameters of the Filtered Poisson Field are deter-
mined using a Genetic Algorithm. Genetic Algo-
rithms are suitable for level-cut translation models 
since they have few parameters, and it is known that 
the performance of Genetic Algorithms decreases 
as the number of parameters increases. Figure 1 is 
a owchart describing the methodology. The paper 

ABSTRACT: Probabilistic characterization and 
simulation of morphological structures of random 
heterogeneous materials is an interdisciplinary 
research topic spanning the fields of Biology, Med-
icine, Structural Mechanics, Electrophysics, and 
many more (Torquato 2002). Once morphologi-
cal structures are characterized, various physical 
phenomena, such as uid and contaminant trans-
port, structural mechanical behavior, or chemical 
reaction processes, can be analyzed. It is often the 
case that random morphological structures exist 
at micro—and nano-scales, and attempts have 
been made to determine Representative Volume 
Elements (RVEs) through characterization of the 
random morphologies. Furthermore, a field of 
micromechanical analyses of heterogeneous mate-
rials is emerging in order to quantify the effects 
that phenomena occurring at the microscale have 
on observed macroscopic responses, such as the 
propagation of microcracks, or the determination 
of Green’s functions or RVEs for the use of multi-
grid or multi-scale models.

The work that has been done to generate sample 
microstructures that match specified correlation 
functions can be divided into two categories. One 
approach is to apply a perturbation method such 
as the Metropolis, Markov-Gibbs, Stochastic Opti-
mization, or Simulating Annealing methods, while 
the other method is to translate an underlying and 
easily simulated random field to a Binary field by 
applying a level-cut (Grigoriu 2003; Koutsourelakis 
and Deodatis 2006). The advantage to the pertur-
bation methods is that they are quite flexible in 
their capability to match higher order target cor-
relation functions since there is no reliance on an 
underlying random field. However the major dis-
advantage to this approach is that a perturbation 
method must be applied for each sample gener-
ated, which is computationally expensive making 
Monte Carlo Simulation impractical. On the other 
hand, level-cut translation field models only need 
to apply a perturbation method once to identify 
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concludes with numerical examples where target 
mean and autocorrelation functions of homoge-
neous, isotropic and anisotropic Binary fields are 
matched.
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The VRMC methods enable efficient estimation of 
the first excursion of the wind turbines within rea-
sonable computation charge. However, they do not 
provide any means of understanding the evolution 
of the PDF of the process within time. This is of 
great interest since it gives a good insight into the 
statistical characteristics of the system and effect 
of different components, i.e. controller, on it.

Another approach for estimation of the first 
excursion probability of any system is based on 
calculating the evolution of the Probability Density 
Function (PDF) of the process and integrating it 
on the specified domain. Clearly this provides the 
most accurate result among the three class of the 
methods. The Fokker-Planck-Kolmogorov (FPK) 
equation is a well-known tool for realizing the evo-
lution of a stochastic process governed by a differ-
ential equation. Although solution of the FPK for 
even low order structural dynamic problems require 
excessive numerical computations. This confines 
the applicability of the FPK to a very narrow range 
of problems. On the other hand the recently intro-
duced Generalized Density Evolution Method 
(GDEM), (Li & Chen 2006, Chen & Li 2009, Li & 
Chen 2009), has opened a new way toward realiza-
tion of the evolution of the PDF of a stochastic 
process; hence an alternative to the FPK. The con-
siderable advantage of the introduced method over 
FPK is that its solution does not require high com-
putational cost which extends its range of applica-
bility to high order structural dynamic problems.

Estimation of failure probabilities of a wind tur-
bine model is not a trivial task since it incorporates 
a highly nonlinear model for which the failure prob-
ability is to be estimated within a long time duration 
e.g. 600 s. However on the structure part, the wind 
turbine consists of a simple linear model, nonlineari-
ties in such models appear from loading. These stem 
from two origins namely the nonlinear aerodynamic 
loads and the presence of a controller. The aerody-
namic loads are highly nonlinear functions of the 
instantaneous wind speed and the pitch angles of 
the blades which are calculated with different means 
e.g. Blade Element Momentum theory (BEM) in 
this study. The pitch-controller introduces additional 
nonlinearities to the model i.e. due to its saturation 
state. Next according to the design criterions the 

Development of Variance Reduction Monte Carlo 
(VRMC) methods has proposed the possibility of 
estimation of rare events in structural dynamic. 
Efficiency of these methods in reducing variance 
of the failure estimations is a key parameter which 
allows efficient risk analysis, reliability assessment 
and rare event simulation of structural systems. 
Different methods have been proposed within the 
last ten years with the aim of estimating low failure 
probabilities especially for high dimensional prob-
lems. In this paper applicability of four of these 
methods i.e. Importance Sampling (IS), Distance 
Controlled Monte Carlo (DCMC), Asymptotic 
Sampling (AS) and Subset Simulation (SS) are 
compared to each other on a common problem. 
The aim of the study is to determine the most 
appropriate method for application on realistic 
systems, e.g. a wind turbine, which incorporate 
high dimensions and highly nonlinear structures.

Assessment of reliability and design of wind 
turbines require a means for estimation of very 
low failure probabilities of the system. This task 
can be tackled from three different points of view. 
The first class of methods are the extreme value 
distribution fittings to the extracted data of a wind 
turbine (Caires & Sterl 2005, Mackay, Challenor & 
Baha 2010). These data might be taken either from 
measured responses of a real wind turbine or from 
epoches of the response simulated by computer. 
This can be done in combination with some sam-
pling methods such as the epochal method or the 
Peaks Over Threshold method (POT). It is implic-
itly assumed that the parent distribution belongs 
to the domain of attraction of one of the extreme 
value distributions; therefore the excess values 
above a given threshold follow a Generalized 
Pareto (GP) distribution (Naess & Clausen 2001). 
The required failure probability will be extrapo-
lated from the fitted distribution.

On the other hand the so-called Variance 
Reduction Monte Carlo simulations (VRMC) 
might be used for estimating the failure probabili-
ties (Sichani, Nielsen & Bucher a). The applicabil-
ity and efficiency of the VRMC method on wind 
turbines is the subject of this study in order to 
understand advantages and limitations of VRMC 
methods within the framework of wind turbines. 
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barrier level of a specified failure probability, e.g. 
3.8 × 107 (Sichani, Nielsen & Bucher b), is required 
to be defined. This can most efficiently be estimated 
if the Cumulative Density Function (CDF) of the 
failure probability can be derived down to low fail-
ure probabilities of the order 107.

The focus of this article is on the VRMC meth-
ods. Among the various available methods Impor-
tance Sampling (IS) (Bucher 2000, Au & Beck 
2001, Macke & Bucher 2003), Distance Controlled 
Monte Carlo (DCMC) (Pradlwarter, Schuëller & 
Melnik-Melnikov 1994, Pradlwarter & Schuëller 
1997, Pradlwarter & Schuëller 1999), Asymptotic 
Sampling (AS) (Bucher 2009, Sichani, Nielsen & 
Bucher a, Sichani, Nielsen & Bucher b), and Sub-
set Simulation (SS) (Au & Beck 2001) are chosen 
primarily. All of the methods aim at the same sub-
ject, i.e. estimation of the low failure probability 
events. However they tackle the problem from very 
different points of view. IS moves the so-called 
sampling density of the problem to the bounda-
ries of the failure region hence generates more 
samples in this area. The basis of IS is on the Ito 
stochastic differential equations and specifically 
on the so-called Girsanov’s transformation which 
allows construction of the so-called Importance 
Sampling Density (ISD) by adding a determinis-
tic drift to the stochastic excitation. DCMC works 
more on a logical basis where the idea is to run all 
the simulation samples simultaneously and find 
more important simulations, i.e. those which are 
closer to the boundaries of the safe domain, and 
artificial increase the outcrossing events by putting 
more emphasis on these important events. The AS 
development is based on the asymptotic estima-
tion of failure probabilities (Breitung 1989). Here 
the advantage of the linear relationship of the 
safety index for multi-normal probability integrals 
is considered to estimate low failure probabili-
ties by proper scaling of the probability integral. 
AS forces more outcrossing by increasing the exci-
tation power, e.g. the standard deviation of the 
excitation in U-space, in a controlled way. SS takes 
it basis on the conditional probability estimation. 
It breaks the problem of a low failure probability 
estimation into estimation of a multiplication of 
some higher probabilities. Next a conditional sam-
pler i.e. (modified) Metropolis-Hastings algorithm 
is used to estimate the conditional probabilities.

Primarily introduced methods are used for fail-
ure probability estimation of a Single Degree of 
Freedom (SDOF) oscillator. Comparison is made 
on the results of the methods in terms of their 
accuracy, requirements and computational load. 
Standard Monte Carlo simulation for the same 
system is performed for global comparison meth-
ods curacy.

This study prevails advantages and disadvan-
tages of each of the methods in application on 

Dynamic systems. Next, the method with highest 
merit is chosen and applied on a wind turbine 
model developed in previous study.
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advantages. The buffered failure probability is 
handled with relative ease in design optimization 
problems, accounts for the degree of violation of 
a performance threshold, and is more conservative 
than the failure probability. This paper summarizes 
key properties of the buffered failure probability 
and compares it with the failure probability.

FAILURE AND BUFFERED FAILURE 
PROBABILITIES

The failure and buffered failure probabilities are 
defined in terms a limit-state function g(x, v) that is 
a function of a vector x = (x1, x2, …, xn)′ of design 
variables (with prime ′ denoting the transpose of a 
vector), which may represent member sizes, mate-
rial type and quality, amount of steel reinforcement, 
and geometric layout selected by the designer, and 
a vector v = (v1, v2, …, vm)′ of  quantities, which may 
describe loads, environmental conditions, material 
properties, and other factors the designer cannot 
directly control. The quantities v are usually sub-
ject to uncertainty and their values are therefore 
not known a priori. The limit-state function repre-
sents the performance of the structure with respect 
to a specific criterion referred to as a limit state. 
As commonly done, we describe these quantities 
by random variables V = (V1, V2, …, Vm)′ with a 
joint probability distribution which is regarded 
as known, although it might need to be estimated 
empirically. By convention, g(x, v) > 0 represents 
unsatisfactory performance of the structure 
and hence the failure probability is defined by 
p(x) = P[g(x, V) > 0].

The buffered failure probability is defined 
as p( )  = P[g(x, V) ≥ qα(x)], where qα(x) is the 
α-quantile of g(x, V) and α is selected such that the 

INTRODUCTION

Engineering structures are subject to uncertain 
loads, environmental conditions, material proper-
ties, and geometry that must be accounted for in 
the design, maintenance, and retrofit of such struc-
tures. The theory of structural reliability provides 
an analytic framework for assessing the reliability 
of a structure as measured by its failure probabil-
ity. While the failure probability is of significant 
importance, it also possesses troublesome prop-
erties that raise several theoretical, practical, and 
computational issues.

First, it only considers two possible states of 
the structure: failed, i.e., a performance threshold 
is violated, and safe, i.e., the threshold is not vio-
lated. The degree of violation is of no importance 
within this framework.

Second, the exact computation of the fail-
ure probability is rarely possible and commonly 
used geometric approximations such as the first-
order and second-order reliability methods have 
unknown accuracy and may leave serious design 
risk undetected.

Third, the sensitivity of the failure probability 
or its approximations with respect to parameters 
may be poorly behaving and difficult to compute 
even if  the underlying model of the structure is dif-
ferentiable with respect to parameters.

Fourth, it is unknown whether the failure prob-
ability and its approximations are convex as func-
tions of parameters. For this reason, it may be 
difficult to obtain a globally optimal design of 
optimization problems involving the failure proba-
bility or its approximations due to their many local 
minima that are not globally optimal.

The buffered failure probability is an alterna-
tive measure of reliability that offers several 
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superquantile qαq (x) = E[g(x, V)|g(x, V) ≥ qα(x)] = 0. 
While the buffered failure probability appears 
more complicated than the failure probability at 
first sight, it compares favorable with the failure 
probability in several aspects.

First, we find it highly problematic to apply 
standard nonlinear optimization algorithms to 
optimization problems involving p(x) as discussed 
above. In contrast, problems with p( )  is solvable 
by standard nonlinear optimization algorithms as 
long as the limit-state function g(x, v) is continu-
ously differentiable with respect to x.

Second, the buffered failure probability provides 
an alternative measure of structural reliability 
which accounts for the tail behavior of the distri-
bution of g(x, V), which may be important to risk-
averse designers. Hence, designs obtained using 
p( )  may be more desirable than those obtained 

using p(x).
Third, even if  g(x,v) is convex in x, p(x) may 

not be and, hence, it may be difficult to obtain a 
globally optimal designs when using the failure 
probability. In contrast, optimization problems 
involving the buffered failure probability are con-
vex if  g(x, v) and the other constraint and objective 
functions are convex.

Fourth, optimization problems involving the 
buffered failure probability facilitates the devel-
opment of approximation schemes for limit-state 
functions that are expensive to evaluate.

COMPUTATIONAL METHODS

We present three algorithms for solving design 
optimization problems involving the buffered fail-
ure probability based on sample-average approxi-
mations where an expected value is replaced by 
the corresponding sample average approximation. 
The first algorithm involves transcription of the 
design optimization problem into a large-scale 
optimization problem and the solution of that 
problem using a standard nonlinear optimization 
solver. The second algorithm uses the same tran-
scription as the first algorithm, but only considers 
an adaptively determined subset of variables and 
constraints during the solution of the large-scale 
problem. The third algorithm uses an exponential 
smoothing technique to avoid the transcription 
into a large-scale optimization problem. The algo-
rithms are attractive due to their simplicity and 
the fact that they can easily be implemented using 
standard optimization solvers when the limit-state 
function g(x, v) is continuously differentiable with 
respect to x. They are also guaranteed to generate 
globally optimal, locally optimal, and stationary 

points under relatively mild assumptions as the 
sample size in the sample average approximation 
tends to infinity.

NUMERICAL RESULTS

We consider six engineering design examples 
from the literature and compare the differences 
between the failure and buffered failure probabili-
ties in these cases. Example 1 is a simple problem 
instance with two design variables and two ran-
dom variables. Example 2 involves the design of 
the thickness and width of a cantilever beam sub-
ject to random yield stress, Young’s module, and 
horizontal and vertical loads. Example 3 deals with 
the design of the cross-section width and depth 
of a short column subject to random axial force, 
bending moment, and yield stress. Example 4 
focuses on determining the diameter and thickness 
of a tubular column under a random load. Exam-
ple 5 involves the design of a speed reducer under 
random material properties. The design variables 
include face width, module of teeth, number of 
teeth on pinion, and length and diameter of shafts. 
Example 6 deals with the design of a motor vehi-
cle under a side-impact crash. The design vari-
ables include thickness of pillar, floor side, cross 
member, door beam and door belt line. All design 
variables are subject to production uncertainties. 
These examples involve multiple limit-state func-
tions and, hence, we consider a generalization of 
the failure and buffered failure probabilities to the 
system failure probability and the system buffered 
failure probability. The examples include a mix of 
explicitly given linear and nonlinear objective and 
limit-state functions.

We find that the buffered failure probability 
typically overestimates the failure probability of 
the structures by a factor of three. Application 
of the three proposed algorithms yield essentially 
the same design, but the computational time var-
ies significantly. Algorithm 1 is one to three orders 
of magnitude slower than Algorithms 2 and 3 due 
to the large number of variables and constraints 
that need to be handled by the solver. Its memory 
requirement is also substantial. Except in Exam-
ple 2, Algorithm 2 is faster than Algorithm 3 with 
run times of less than 10 seconds. In Example 2, 
Algorithm 3 obtains an optimized design in 42 sec-
onds, while Algorithm 2 requires 199 seconds. 
Overall, the computing times of Algorithms 2 and 
3 to solve design optimization problems involving 
the buffered failure probability are remarkable fast 
in view of the difficulty associated with optimiza-
tion problems involving the failure probability.
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means to determine the turbulence statistics of data 
based on whether it is stationary or non-stationary. 
A stationary wind model has been used for many 
decades with atmospheric boundary-layer winds 
based on the quasi-static and strip theory for com-
puting wind forces on structures. Based on this sta-
tionary wind model, many researchers have used a 
user-defined fixed averaging interval (FAI) to study 
boundary-layer winds due to its simplicity. Hur-
ricanes, thunderstorms, and downbursts, however, 
have non-stationary features that consist of rapid 
wind speed and directional changes. Therefore, the 
assumptions associated with the stationary wind 
model may no longer be appropriate. If the data is 
non-stationary, which can be determined by the sur-
rogate method, then the traditional FAI approach 
may not be accurate and detrending may be neces-
sary to decompose the data into the time-varying 
mean and a fluctuating component. An alternative 
data driven approach to model non-stationary fea-
tures of winds and determine turbulence statistics 
uses fixed averaging intervals with Wavelet Trans-
form (WT) or Empirical Mode Decomposition 
(EMD). This method, however, is still based around 
a user-defined FAI. For strong non-stationary wind 
fields, a user-defined FAI may not be appropriate 
since the rapid changes in wind speed and direction 
may be lost using FAI methods since the interval 
sizes cannot be varied to capture shorter or longer 
events. Therefore, a variable averaging interval (VAI) 
approach may be more suitable and will be intro-
duced. In contrast with the user-defined FAI, a VAI 
approach determines the requisite averaging blocks 
(windows) based on the measured wind data itself. 
These three different methodologies, two FAI and 
one VAI, and their supporting schemes are then 
evaluated and compared in order to determine the 
most appropriate framework for capturing the sali-
ent features of non-stationary data which can be 
immediately extended for the dynamic analysis of 
systems under transient loading. The turbulent wind 
characteristics, including gust factor and turbulence 
intensity, are the main focus.

1 INTRODUCTION

In the world of dynamic load effects, advanced 
modeling and simulation tools are becoming 
increasingly important in order to handle the 
non-stationarity and nonlinearity inherent in 
wind, wave, and earthquake related events. Previ-
ous assumptions, while convenient, have proven to 
over-simplify the complexity of the problems asso-
ciated with wind engineering. This paper introduces 
a suite of tools that can be used to model and simu-
late complex events involving dynamic wind effects 
on structures and are conveniently applicable to 
wave and earthquake related load effects as well.

2 SURROGATES

Surrogate data methods can be used as an initial tool 
to determine whether an event or dataset is non-
stationary or where specifically non-stationarity 
is occurring within the signal. Surrogates have the 
same Fourier magnitudes of the original signal but 
have randomized phases. A large number of unique 
surrogates can easily be created by continuing to 
simulate random phases. The original time series 
as well as each surrogate is analyzed in the time-
frequency (TF) domain for each of the two meth-
ods introduced herein. Wavelet transform produces 
a time-frequency distribution of energy and has 
the ability to discern high intensity, short duration 
frequency components and thus identify transient 
components of non-stationary processes. Two sur-
rogate methods are explored. The global method 
simply categorizes the entire signal as stationary or 
non-stationary, while the local method reveals pock-
ets in time where non-stationarity is occurring.

3  EFFICACY OF AVERAGING INTERVAL 
FOR NON-STATIONARY WINDS

Several different fixed averaging interval and variable 
averaging interval approaches are introduced as a 
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4 CLUSTERING

Clustering is proposed in this paper as a novel 
approach for developing representative spectra for 
different wind events. In previous studies, cluster-
ing algorithms have been used to classify ocean 
wave spectra into groups with similar inter-group 
properties and different intra-group properties. 
In this manner, the members of each group have 
similar statistical properties and can be associated 
with specific events. A similar methodology can be 
used to classify wind spectra into groups associated 
with specific wind events. The clustering results for 
sea waves and wind can be used to predict the wave 
and wind events that typically occur given the envi-
ronmental conditions. This will also allow us to see 
whether correlations exist between the wind and 
wave environments in a specific location at specific 
times and a given set of environmental conditions. 
Determining a set of representative spectra for 
wind and wave events reveals a great deal about the 
frequency content of the events, which will help 
with efficient and effective design of structures to 
withstand the forces. Application of clustering also 
includes developing wind statistics from spatially 
distributed sites to establish a super station.

5 KERNEL DENSITY ESTIMATORS

Similar to clustering, which can be used to predict 
the specific wind or wave events given the environ-
mental conditions, the kernel density estimation 
technique can be used to produce the probability 
distribution functions for wind in the near future 
given current conditions. Previously, in wind power 
forecasting, single values were predicted for each 
time step instead of the entire PDF. Spot or deter-
ministic predictions do not incorporate uncertainty 
and therefore are difficult to incorporate into risk 
models. Probabilistic predictions using kernel den-
sity estimators show a great deal of promise in the 
forecasting of wind, which has a great number of 
uses in structural engineering, especially consider-
ing the rise of dynamic and zero-energy buildings.

6 WAVELET BISPECTRUM

Probabilistic prediction of wind pressures on a 
structure at a specific point using kernel density 
estimators is a significant research development, 
but determination of wind pressure correlations on 
a structure is also of importance when considering 
cladding design and occupant comfort criteria of 
tall buildings. Instantaneous wavelet bispectrum 
together with information theory can be used 

to detect the strength and direction of coupling 
between pressure time histories on buildings. 
Understanding the strength and direction of cou-
pling between pressure points on a building yields 
a great deal of information about the nature of the 
wind fluctuations as they approach the structure. 
Pressure correlations on a structure have thus far 
been overly simplified in current models and are in 
need of refinement.

7 COPULAS

Extreme events have proven difficult to model 
due to a lack of data and changing environmen-
tal factors. Knowledge of extreme events and the 
statistics associated with them, however, is impera-
tive when considering mitigation options. Copu-
las have emerged in recent years as a method of 
determining dependency between variables by for-
mulating a multivariate distribution. Copulas have 
great potential when applied to extreme event sta-
tistics. Specifically, copulas can be used to model 
the relationship between multiple hazards, where 
no model yet exists. Multi-hazard mitigation is a 
growing area of research and being able to under-
stand and model the relationships between events 
is an important first step.

8 CONCLUSIONS

This study investigates advanced modeling and 
simulation tools that can be used in wind engi-
neering either together or independently. The sur-
rogate method to determine whether a dataset is 
stationary or non-stationary can be combined 
with the averaging interval methods in order to 
accurately determine the turbulence statistics that 
can be used to characterize the load effects associ-
ated with specific wind events. Clustering can be 
used to develop representative spectra for vari-
ous stationary and non-stationary wind events, 
which can yield insight into the environmental 
factors generating them. Kernel density estima-
tors is a probabilistic method that can be used to 
develop short-term wind predictions. Once these 
are known the coupling between wind pressures 
on a structure becomes of dominant importance. 
Instantaneous wavelet bispectra and information 
theory approaches can be used to better under-
stand the coupling present in wind pressures at 
different locations on a structure. Finally, copulas 
can be used to further the research in multi-hazard 
engineering by developing a model that considers 
the dependencies between different hazards.
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IDA progresses by increasing the yield reduction 
factor Ry, within a range of intensity levels.

A vector-valued intensity measure (IM) is con-
sidered, comprised of the spectral deformation 
Sd(T1), the yield reduction factor Ry, and the ‘Nor-
malized Spectral Area’ (NSA) parameter, symbol-
ized as shown below

S R Sd yS R dNSSyR dNS( )TTTT ( )T T1TT 2TTyR  (2)

NSA is evaluated by integration of the deforma-
tion spectral area and normalization to the spec-
tral deformation Sd(T1) at the fundamental period. 
It is therefore independent of the response spec-
trum intensity. As a result, it has the potential to 
capture the effect of the record frequency content 
and period elongation on the response. The NSA 
parameter, denoted as SdN(T1,T2), is given by

S
S T

S dT T TdNS
d NS TT dS

T

T

1 2T TT T1

1TT

2TT

( )T T1 2TT TT = ( )TTTT ⋅
( )T∫ ,    (3)

where T1 is the fundamental period of the system, 
TN = 1.0 sec is the unit period, and Sd(T1) is the 
response spectrum deformation at T1.

The DM investigated is the ductility fac-
tor μd. It is defined as the maximum inelastic 

1 INTRODUCTION

The objective of the present study is to predict the 
ductility demand of a multi-storey building, within 
a range of ground motion intensity levels, through 
incremental dynamic analysis (IDA) (Vamvatsikos 
and Cornell, 2002). A procedure is developed for 
optimizing IDA by selecting records from a given 
dataset. The procedure utilizes a vector-valued 
intensity measure (IM) which incorporates the 
normalized spectral area parameter. In the context 
of performance based earthquake engineering, 
structural performance is evaluated in terms of 
damage measures (DMs).

The procedure leads to the same level of 
accuracy in response prediction for a smaller 
number of  records used, compared to random 
selection. Conversely, it results in a more accu-
rate response prediction, for the same number of 
records used.

2 RECORD SELECTION PROCEDURE

The procedure is applied to a single-degree-
of-freedom (SDOF) system, which could act as a 
proxy to a multi-degree-of-freedom system repre-
senting the actual structure.

The SDOF system has an elasto-perfectly-plastic 
force-deformation relationship fSff ( )u,u� , shown in 
Figure 1. The yield strength is denoted as fy, and 
the maximum deformation response as um. Also 
shown in Figure 1 is the corresponding linear sys-
tem defined as an elastic system with the same 
stiffness, together with the maximum elastic defor-
mation u0, i.e. the spectral deformation Sd(T1), and 
the elastic strength f0. The deformation capacity 
of the bilinear system is assumed to be unlimited, 
as the purpose is to evaluate the maximum defor-
mation um. The yield strength fy and the elastic 
strength f0 are related through the yield reduction 
factor Ry, given by

f
f

Ryff
yR

= 0ff  (1)

Figure 1. SDOF system force-deformation relationship.
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deformation um divided by the yield deformation 
uy, expressed as

μdμ m

y

u
u

=  (4)

Having defined both IM and DM to be con-
sidered, regression analysis is conducted in order 
to quantify their functional relationship, includ-
ing the standard error and the correlation coeffi-
cient. For the relationship between ln(SdN(T1,T2)) 
and ln(μd), the simple linear regression model was 
found to be suitable.

As observed in Figure 2, the sample correlation 
coefficient r is seen to increase, as the yield reduc-
tion factor Ry increases from 2 to 6, which implies 
that the proposed IM becomes more efficient. 
Another observation is that for different yield 
reduction factors Ry, the peak sample correlation 
coefficient r corresponds to different integration 
ranges for the NSA parameter SdN(T1,T2).

The initial step in developing the procedure for 
record selection is to form a suite of records from 
available databases, according to the design earth-
quake scenario. Records are then allotted into bins 
on the basis of their NSA parameter SdN(T1,T2). 
Optimized suites, comprised of a reduced number 
of records, are then identified from the bins.

3 EXAMPLE

The proposed record selection procedure was 
applied to a SDOF system of fundamental period 
T1 = 1.0 sec, which could be considered typical of 
the fundamental period of a ten storey reinforced 
concrete frame building. The structure is assumed 
to be first mode dominated with viscous damping 
ratio 5%.

In order to compare bin selection to random 
selection, datasets of a large number of suites were 
formed using each procedure. The rigorous solu-
tion was obtained using a suite comprising of all 
34 records. Statistical analysis of the datasets was 
then carried out, the resulting statistics of which 
were used in the comparison.

Figure 3 shows the IDA curves for the ductil-
ity factor 95% percentile, expressed as a two-sided 
95% prediction interval. The ductility factor μd is 
plotted against the intensity measure Ry. For this 
specific example, the proposed selection procedure 
based on bin discretization has resulted in predic-
tion intervals up to 35–45% narrower than random 
selection.

4 CONCLUSIONS

In the present study, IDA was applied in the pre-
diction of the ductility demand of a SDOF system, 
which is taken as a proxy to a multi-storey building, 
for a range of ground motion intensity levels. The 
proposed record selection procedure resulted in a 
more accurate prediction of structural perform-
ance due to future earthquake events, as a result 
of the higher correlation of DM to the proposed 
vector-valued IM, compared to random selection.
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SNiP, and DBN, is performed by the 1st order 
reliability method. Moreover, different systems 
of safety factors and combination factors as well 
as the difference in combination rules for loads 
are taken into account.

The second part of the article is “Comparison 
of the approaches to assessing loads in the design 
codes”.

The rules for deriving design combinations of 
loads on structures in persistent design situations 
are presented here. The case when permanent, live, 
and snow loads are imposed, is considered.

It should be stipulated that coefficients γ and ψ 
have disparate treatment and mathematical concept 
within the bounds of corresponding standards. 
As well there are distinctions in loads classification 
and in method of setting characteristic values of 
loads and actions.

It is noted that there is a significant difference 
between the approaches to setting characteristic 
values of loads. The safety factor for permanent 
loads γG in Eurocode has a greater value, but it 
should be used together with combination coeffi-
cient ξ that is not specified in the other two stand-
ards. Another important difference comes from the 
fact that within the bounds of SNiP the factor γG 
has a physical meaning of overload factor, and its 
value is assigned using this consideration.

A striking difference in approaches to setting 
characteristic values for snow loads should be 
noted: in EN 1991-1-3 the characteristic value is the 
value which on average is exceeded once in 50 year. 
An analogous approach is accepted in Ukrainian 
standard DBN. Meanwhile, within the bounds of 
SNiP, the characteristic value of a snow load is the 
mean value of 1 year maximums.

The third part of the article is “Reliability meth-
ods and models”.

For estimating reliability level of structural ele-
ments, which is provided by the system of partial 
factors and combination factors, the following 
procedure is applied. It is based on the 1st order 

The results of the investigation devoted to the 
calibration of the combination factors for loads in 
persistent design situations, i.e. in normal condi-
tions of use for structures, are presented.

The introduction gives the information about 
three groups of standards regulating the rules for 
assessing loads while designing the reinforced con-
crete structures that are valid in the Republic of 
Belarus at present. These are

− Eurocode EN 1990—EN 1991;
− Belarusian design code SNB 5.03.01-2000 

“Concrete and reinforced concrete structures 
design”; and

− the USSR design standard SNiP 2.01.07-85 
“Loads and actions”.

The Ukrainian standard DBN B.1.2-2-2006 
«Loads and actions» is also considered in the 
article.

The code SNB 5.03.01 and the system of Euroc-
odes are 100% harmonized in respect of loads 
assessment in design. However, the majority of 
provisions stated in SNiP 2.01.07-85 contradict 
the standards ISO 2394 and EN 1990 that are also 
valid in Belarus. For example, there are inconsist-
encies in the classification of actions, in values of 
partial factors for loads, in combination rules for 
loads for ultimate as well as serviceability limit 
state design of structures.

The aim of the present paper is to estimate the 
level of design reliability of structures (provided by 
using a system of safety factors and combination 
factors for loads) in persistent design situations, 
according to each standard mentioned above. The 
following problems are solved for this purpose:

− the state functions for structural elements that 
allow considering different ratios of permanent, 
live, and snow loads, are formulated;

− the probabilistic models of basic variables con-
tained in the state functions are formulated;

− an estimation of reliability level of structures, 
designed in accordance with standards EN, SNB, 
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reliability method (FORM) as well as the method 
of quickest descent (which are both used for analy-
sis of probabilistic state functions of structures 
and for estimation of the values of reliability indi-
ces), and the Ferry Borges—Castanheta model and 
Turkstra’s rule (for probabilistic modeling of loads 
and combinations of loads).

The value of target reliability index for struc-
tures is accepted β = 4.7 for the reference period 
T = 1 year in accordance with EN 1990. Normal 
distribution is adopted for modeling permanent 
loads, Gumbel distribution—for modeling variable 
loads, Normal distribution—for load effect uncer-
tainties, LogNormal distribution—for modeling 
resistance of structural elements.

In general form the probabilistic state function 
g(X) characterizes safety margin of a structural ele-
ment (ultimate limit state). It contains a system of 
factors giving the relative importance of each load 
among other loads. The probabilistic models of 
basic variables characterize resistance of structural 
elements, permanent loads, variable live and snow 
loads, as well as uncertainty in load effect model. 
They have been developed subject to the nature of 
these actions and to their expected duration.

The probabilistic models of live load are devel-
oped basing on the investigation of statistical 
parameters of loads on structures in residential 
buildings presented in JCSS Probabilistic Model 
Code.

The probabilistic models of snow load are based 
on the results of the current statistical investigation 

of long-term data collected from 18 weather 
stations which are spread proportionally on the 
territory of Belarus. Moreover the zoning of the 
territory by characteristic values of snow load is 
also taken into account.

The probabilistic model of the resistance of 
structural elements R is developed for flexural rein-
forced concrete members basing on the experimen-
tal and theoretical investigation.

The forth part of the article “Reliability levels 
comparison” shows the reliability diagrams. 
We conclude that provided the proposed proba-
bilistic models of basic variables are valid the 
system of partial safety factors and combina-
tion factors stated in Eurocode gives the required 
level of reliability of designed structures in most 
of the design situations. However in some cases 
reliability of structures in persistent design situa-
tions does not meet the requirements of RC2 reli-
ability class; and the actual average reliability level 
corresponds to the minimum recommended level. 
At the same time the rules for assessing actions on 
structures in accordance with SNiP 2.01.07-85 do 
not meet modern reliability and safety of structures 
requirements.

It has been shown that the level of reliability 
of structures designed according to USSR and 
Ukrainian standards is significantly lower than the 
required level, and that the probability of failure 
for structures can exceed maximum permissible 
values up to 100 times.
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Models are typically used by engineers to quantify 
the level of likelihood or probability of the occur-
rence of specific events or set of consequences. 
Probability is used due to the lack of certainty 
about whether a specific event will occur (or not), 
as well as its place, time, and magnitude. Our paper 
focuses specifically on the case of natural hazards, 
defined here as a potentially damaging or destruc-
tive natural event that might occur in the future. 
Given the occurrence of a natural hazard, uncer-
tainty surrounds the behavior and response of 
a structure or infrastructure. Finally, uncertainties 
are typically associated to basic characteristics of 
a structure or infrastructure. Such uncertainties 
include the variability in material properties (e.g., 
characteristics of soil, steel, or concrete), geom-
etry, and external boundary conditions (e.g., loads 
or physical constraints).

In this paper we first discuss the role of engi-
neering in society and the role of modeling in engi-
neering. We then provide a taxonomy of the kinds 

of uncertainty that should be accounted for when 
constructing and implementing a model. There are 
three stages where uncertainty must be treated in 
modeling: (1) the development of a model; (2) the 
application or implementation of a model; and 
(3) the analysis of the results of a model. We dis-
tinguish between aleatory and epistemic, as well 
as endodoxastic, and metadoxastic uncertainties. 
Finally, we develop criteria for evaluating how each 
kind of uncertainty should be treated. Our discus-
sion distinguishes between science and engineering 
in terms of what constitutes the distinctive kind of 
knowledge sought in each domain, the function of 
models in each field, and the role and responsibili-
ties of scientists and engineers. We argue that uncer-
tainty can be acceptable or not, depending on how 
a given uncertainty impacts the ability of engineers 
to meet their responsibilities: (1) to respond to the 
societal need which a given project is addressing, 
and (2) to promote safety and justice.
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risk management strategies. The setting of and 
adherence to precise and rigid criteria, however, 
does not acknowledge the limitation in accuracy 
of methodologies, nor does it allow for appropri-
ate consideration of the benefits against which the 
acceptability of the risk may be assessed in each 
case.

Furthermore, the extent of compliance with any 
risk criteria should not be the sole basis for evalu-
ating the success of risk management measures. 
Other criteria include the extent of risk and risk 
reductions achieved, the cost of risk reductions in 
social, economic and environmental terms, and the 
cost effectiveness of control measures. As such, 
while debate will probably continue on the appro-
priateness of quantitative risk criteria as a measure 
of tolerability, future applications of quantitative 
risk assessment will greatly benefit from focus-
ing more on the assessment process itself  and the 
interpretation of the quantitative safety criteria as 
a target guideline.

As demonstrated by the wide spectrum of appli-
cations, the fact is illustrated that in the nuclear 
industry the use of PSA for other than compliance 
with formal criteria dominates. Some countries 
which operate nuclear power plants apply numeri-
cal safety objectives/criteria/rules/goals. The role 
and interpretation of such quantitative guidelines 
vary from country to country.

One main opinion on quantitative safety goals 
is that they should not be used within a regulatory 
framework of strict acceptance or non-acceptance 
criteria but should be considered as one factor in 
arriving at regulatory judgement. However, the 
safety goal approach partially can answer the old 
question “how safe is safe enough?”

Risk acceptance criteria are used in a so-called 
ALARP regime, which means that the risk should 
be reduced to a level that is as low as reasonable 
practicable. In literature a discussion is presented 
about the suitability of such criteria. Some authors 
argue not using risk acceptance criteria and the 
emphasis should be more on the generation of 
alternatives and analysis of these in order to provide 
decision support, balancing all pro and cons of 
the alternatives. From a social point of view, a 
risk acceptance criterion is meant to be a tool for 

ABSTRACT: A safety assessment is a systematic 
process to verify that applicable safety requirements 
are met in all phases of the life cycle of a plant. 
Safety analysis is a key component of a safety or 
risk assessment. Safety analysis incorporates both 
probabilistic and deterministic approaches, which 
in main cases are seen as complementary tools to 
each other.

In particular quantified risk and hazard analy-
sis techniques are emerging as powerful tools for 
the safety management of different types of haz-
ardous plants such as the process industry and 
the nuclear industry where these approaches are 
already applied since nearly twenty years.

Although the concept in general, i.e. a probabil-
istic approach to risk quantification, remains simi-
lar, there are apparent variations in methodological 
practices and particularly in the range of applica-
tions, focus and emphasis in the implementation of 
these tools for the different industries.

There is an apparent variation between quanti-
fied risk and hazard analysis in the process indus-
try and probabilistic safety assessment in the 
nuclear industry. Compared to the relatively nar-
rower range of applications of these tools in the 
process industry a more extensive use is made by 
the nuclear industry in implementing probabilistic 
safety assessment at the design and operational 
stages of nuclear power plants including plant 
changes.

Although several approaches applying quantita-
tive criteria are already in force and experiences are 
available, there is much debate about the concept 
of acceptable risk. The question what level of risk 
should be tolerated and who determines accept-
ability is still controversial in the area of safety 
management. The importance of communicating 
is illustrated by the differential in willingness to 
tolerate risks from different sources, independent 
from benefit considerations, and the differential in 
willingness to accept types of risks between differ-
ent groups of individuals.

The concept that some level of risk is tolerable is 
fundamental to risk assessment and risk manage-
ment. Without the definition of such a tolerable 
risk criterion, risk assessment may be hampered 
in terms of decision making and formulation of 
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achieving a desired solution, and is then a frame 
condition in decision-making for a firm, but is not 
necessarily a frame condition for society.

On the other hand, society level criteria, inter-
mediate level criteria and technical level criteria 
(even there are named or used differently in differ-
ent industries and/or countries) are already in force 
in the nuclear field, process industry, aviation and 
other transportation means).

Whenever, on the basis of risk assessments, 
decision alternatives have been identified and com-
pared regarding the expected value of benefits or 
losses, the risks must be considered in regard to 
their acceptability. One way of determining quan-
titative risk criteria is to consider probabilistic 
safety assessment. It is far from self-evident how 
probabilistic safety criteria should be defined and 
used. On one hand, experience indicates that safety 
goals are valuable tools for the interpretation of 
results of a probabilistic safety analysis, and they 
tend to enhance the realism of a risk assessment. 
One the other hand, strict use of probabilistic cri-
teria is usually avoided.

A major problem is the large number of different 
uncertainties in PSA model, which make it difficult 
to demonstrate the compliance with a probabilis-
tic criterion. Therefore, sometimes the safety goals 
are expressed as a band of either consequence or 
frequency.

Furthermore PSA results can change a lot over 
time due to scope extensions, revised operating 
experience data, method development, or increase 
of level of detail, mostly leading to an increase 
of the frequency of the calculated risk. This can 

cause a problem of consistency in the judgements. 
Another concern is, that the introduction of pre-
determined criteria may give the wrong focus to 
risk assessment activities, i.e. on meeting risk crite-
ria rather than on obtaining overall safe and effec-
tive solutions and measures.

Risk management and safety management, 
based on the results of risk analysis, provide the 
ability to support the process of decision making 
both for the industries and the respective regula-
tory bodies.

Therefore, the need for the development of 
risk criteria, which would support risk informed 
decision-making, is expressed worldwide. However, 
risk acceptance is also correlated to the cultural 
context, even if, e.g., the European Commission is 
acting in determining or harmonizing quantitative 
safety goals for different industrial fields because 
risk acceptance criteria are already used in process 
and other industries for many years. One example 
is the project “Safety and Reliability of Industrial 
Products, Systems and Structures” (SAFEREL-
NET), launched by the European Commission to 
investigate risk criteria already used in the EU for 
the population living in the vicinity of hazardous 
facilities. Other current attempts are dedicated to 
railway and road safety.

A common thinking has been that risk analy-
sis and assessments cannot be conducted in a 
meaningful manner without the use of such crite-
ria. Ideally, the strength of such criteria as a deci-
sion support tool is that they make interpretation 
of the results of a risk assessment explicit and 
traceable.

ICASP Book I.indb   55ICASP Book I.indb   55 6/22/2011   12:41:33 AM6/22/2011   12:41:33 AM



56

Applications of Statistics and Probability in Civil Engineering – Faber, Köhler & Nishijima (eds)
© 2011 Taylor & Francis Group, London, ISBN 978-0-415-66986-3

Evaluating the source of the risks associated with natural events

P. Gardoni
Zachry Department of Civil Engineering, Texas A&M University, College Station, TX, USA

C. Murphy
Department of Philosophy, Texas A&M University, College Station, TX, USA

Keywords: Risk; Natural Hazards; Uncertainty; Ethics

Tornadoes, hurricanes, droughts, and earthquakes 
are example of natural events that pose risks 
to society. As typically defined, risk refers to a 
set of scenarios, their associated probability of 
occurrence and consequences. Such natural events 
pose risks because they may occur and bring poten-
tially damaging and destructive consequences. 
Devising and implementing effective natural haz-
ard risk mitigation efforts represents one of the 
most important challenges to the international 
community. One of the key issues for risk mitiga-
tion is determining which risks are acceptable and 
which are not, so that the risks to address with 
mitigation measures can be prioritized.

The first objective of this paper is to show that 
we cannot simply apply to risks associated with 
natural events insights and frameworks for moral 
evaluation developed in the literature by consider-
ing ordinary risks, technological risks and the risks 
posed by anthropogenic climate change. The second 
objective of this paper is to identify and develop 

a framework for the moral evaluation of the source 
of the risks associated with natural events, or the 
actions which sustain and impact such risks. Our 
discussion concentrates on the way the construc-
tion and modification of the built and natural envi-
ronments can alter the probability of occurrence of 
natural events and the character and magnitude of 
the impact that such events have. We then argue for 
the need to develop a standard of reasonable care 
for decisions about the built and modified natural 
environment, which accounts for technical and 
resource constraints, as well as the place of natural 
hazard mitigation in public policy.

The proposed standard is of direct value to 
the decision- and policy-makers for optimal 
resource allocation for the mitigation of natural 
hazards. It will provide criteria for prioritizing 
risks to address and for identifying when mitiga-
tion action should be taken and which mitigation 
actions are most appropriate, including societal 
considerations.
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For an aircraft in a given atmospheric environ-
ment, the first order effects on the IRS relate to 
the spectral range, the presentation geometry, the 
aircraft speed and the engine power setting. Several 
sources of variability lead to a dispersion of the 
values likely to be observed: weather, aircraft aspect 
angles, aircraft type, optical properties. These 
uncertainties in the input data propagate through 
the simulation model to the output data. There-
fore, the simulated result is no longer a single IRS 
value, but an interval of possible IRS which should 
include the IRS measured at a given instant.

ONERA has developed for thirty years 
a simulation of  aircraft IRS, CRIRA, initiated by 
Gauffre 1981. Using CRIRA, we aim at defining 
a general methodology for predicting simulated 
IRS dispersion of  imperfectly known aircraft and 
non-detection probabilities for typical thresholds. 
A black box representation is associated to the 
IRS computer simulation code f : Y = f (X1, …, Xn) 
where the n Xi denote the uncertain input factors 
of  the code, and Y is the output of  the simulation. 
A well-known tool to estimate non-detection 
probabilities is the Monte Carlo stochastic sam-
pling. The main drawback of  this method is the 
slow convergence, scaling asymptotically with the 
inverse square root of  the number of  samples and 
starting from what is often a large initial error. It is 
therefore not uncommon to need more than one 
million samples to guarantee an accuracy better 
than one percent. The computational cost can thus 
be prohibitive. Alternative approaches have been 
developed, in order to speed up the convergence, 
such as Quasi-Monte Carlo method. The conver-
gence rate depends on the problem’s dimension n, 
which can be lowered by focusing exclusively on 
really significant input factors, according to their 
impact on the code output dispersion. We thus 
propose a three-step methodological approach 
for predicting simulated IRS dispersion of  imper-
fectly known aircraft. The first step is a sensi-
tivity analysis, which identifies inputs that have 
negligible influence on the IRS and can be set 
at a constant value. The second step consists in 
a Quasi-Monte Carlo survey of  the code output 
dispersion. In the last step, several metamodels 

ABSTRACT: Existing computer simulations of 
aircraft InfraRed Signature (IRS) do not account 
for the dispersion induced by uncertainty on input 
data such as aircraft aspect angles and meteoro-
logical conditions. As a result, they are of little use 
to estimate the detection performance of optics 
systems: in that case, the scenario encompasses 
a lot of possible situations that must indeed be 
addressed, but cannot be singly simulated. In this 
paper, a three-step methodological approach for 
predicting simulated IRS dispersion of imperfectly 
known aircraft is proposed. The first step is a sensi-
tivity analysis. The second step consists in a Quasi-
Monte Carlo survey of the code output dispersion. 
In the last step, two metamodels of the IRS simu-
lation code are constructed and compared: a neu-
ral network one and a kriging one. A metamodel 
will allow carrying out thorough computationally 
demanding tasks, such as those required for opti-
mization of an optics sensor. This method is illus-
trated in a typical scenario, and gives satisfactory 
estimation of the infrared signature dispersion.

INTRODUCTION AND METHODOLOGY

Progress made during the last fifty years in optics 
sensors enhanced the use of IR detection for 
scientific, surveillance and military applications. 
IR sensors enable to detect targets that cannot be 
set appart from their surroundings in the visible 
spectral range, thanks to their emitted heat. This 
explains why knowledge of aircraft IR emission is 
compulsory: for example in order to assess their 
detection probability and thus their susceptibility, 
and why IR signature analysis is important. For 
many reasons, the experimental approach is gener-
ally not feasible to evaluate the IRS, and computer 
programs are therefore extremely valuable tools. 
Existing computer simulations of aircraft IRS do 
not account for the dispersion induced by uncer-
tainty on input data, they are thus of little use to 
estimate the detection performance of IR optics 
systems: in that case, the scenario encompasses 
a lot of possible situations that cannot be singly 
simulated. 
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of  the IRS simulation code are constructed and 
compared: a neural network one and a kriging 
one. The test case is based on the use of  our own 
aircraft IRS computation code for a standard air-
to-ground detection scenario, namely a daylight 
air-to-ground full-frontal approach by a generic 
aircraft flying at low altitude.

RESULTS

We consider a daylight air-to-ground approach in 
a mid latitude region by a generic aircraft, flying 
at low altitude (800–1200 ft) without afterburning. 
The infrared sensor is located on the ground, at 
a twenty kilometers distance from the aircraft, in 
the flight direction. The aircraft is supposed to be 
spatially unresolved by the sensor. Many inputs of 
CRIRA are uncertain: from twenty up to sixty. For 
this scenario, twenty eight input data are uncertain: 
nine describe IR optical properties of the various 
aircraft surfaces, seven are related to flight condi-
tions and to aspect angles of the aircraft, twelve 
are related to atmospheric conditions.

Three factors are qualitative, the others are 
quantitative. Other inputs such as aircraft geom-
etry or engine properties are supposed to be per-
fectly known. 

Our computer simulation of aircraft IRS is 
complex, and linear regression models give poor 
predictions, we thus preferred nonlinear modeling, 
more precisely neural network and kriging meta-
models as described respectively in Hastie et al. 
2001 and Santner et al. 2003. The choice of a MLP 
or a gaussian process as a nonlinear metamodel of 
our simulation of IRS was made in comparison 
with other kinds of metamodels, such as splines.

The sensitivity analysis shows that 90% of the 
IRS variance is explained with only four factors. 
As we do not want to leave off  potentially impor-
tant factors, we keep the nine most significant 
variables before going on to the next stage. All the 
other variables are set at a constant value before 
proceeding to the next step: the IRS dispersion 
estimation with low discrepancy sequences. Given 
the computation time, we limit the number of 
numerical experiments to a thousand for this step, 
and set N to 10240.

The input data of  the metamodels are the nine 
most significant factors of  the previous subsec-
tion, they are reduced and centered. We have 
compared the predictions of  several single-layer 
perceptrons, with 500, 2000, 4000 or 6000 train-
ing samples, and 5, 7 or 10 hidden neurons. The 
decay parameter has been set at 0.01, accord-
ing to a preliminary study. The best results were 
obtained with a single-layer perceptron with 

10 hidden neurons and 4000 training samples. 
We have built six Universal Kriging metamodels 
with nugget effect, one for each combination of 
ihaze and model levels. Ten models were built in 
each case, five with 250 training samples, and five 
with 500, and we chose the best according to IRS 
prediction performances. One of  the main asset 
of  kriging is that the metamodel prediction is 
associated to confidence intervals, thanks to the 
prediction variance  An adaptive construc-
tion could thus be performed without expensive 
bootstrap estimation. However,  is quite 
large, and not very informative, and we have six 
different kriging metamodels, making the set up 
of  an adaptive construction difficult in practice. 
We have decided to focus on adaptive neural net-
work in a first step.

This construction is based on Gazut et al. 2008 
results: the main idea is to add some points asso-
ciated to imprecise predictions to the learning 
sample. To do so, we start with the 500 first points 
of our whole sample, we estimate the variance of 
predictions for 50000 potential new learning points 
by bootstrap, and we add the 100 points that cor-
respond to the largest variance σ. We iterate, until 
1500 new points have been added.

Large IRS are not very interesting for the study 
of the optics sensor performances, it would thus 
be interesting to focus on small IRS values when 
downsiz-ing the learning sample with an adaptive 
construction. We performed a first attempt on the 
specific interval [0.16, 160]. We applied the same 
adaptive procedure but added the proposed points 
to the learning sample only when their mean pre-
diction value μ satisfies:

 

Three values of parameter K were compared: 
0.5, 1 and 2, and best results were obtained with 
k = 2. Another construction was tested, a mixed 
one: at each step, the 10 points with the larger pre-
dicted variance were added, even if  the previous 
conditions were not satisfied, in order to globally 
improve our metamodel. The adaptive single-layer 
perceptron metamodel, based on a 2000 points 
learning set, and the kriging one, based on 2250 
training samples, enable to obtain very satisfying 
estimations of |IRS| empirical cumulative distri-
bution function and 1% and 5% quantiles. First 
results of focusing the adaptive construction of 
neural networks on a specific range of IRS are 
conclusive, and work is in progress to deal with 
adaptive kriging and sparse polynomial chaos 
metamodels.
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ABSTRACT: Urban slope stability presents 
diverse problems, ranging from first-time failures 
to reactivated landslides and from minor, localized 
slope movements to catastrophic events. Short-
term goals include the identification of recent 
slope failures and areas of low or marginal sta-
bility and performing site-specific studies, so that 
remediation or preventive slope management can 
be carried out effectively. Long-term goals include 
investigating the variability of important influenc-
ing factors, assessing local and regional uncertain-
ties and carrying out required analyses in order to 
minimize slope failure hazards, mitigate associated 
risks and plan future development on a rational 
basis.

Assessing urban slope stability requires consid-
eration of significant uncertainties including those 
associated with shear strength and pore water pres-
sure. For site-specific studies, there is considerable 
merit in adopting a reliability approach within a 
probabilistic framework based on widely accepted 
geotechnical models. Regional slope stability stud-
ies are facilitated by using a GIS-based approach. 
Considerable effort is required to prepare regional 
data-sets including topography and geology and 
to develop a comprehensive landslide inventory. 
There are some similarities and several differ-
ences between site-specific approaches on the one 
hand and regional approaches on the other. Thus 
it is vitally important to demonstrate the connec-
tion between the two types of analysis for a given 
region.

In this paper an innovative approach is intro-
duced to show that a regional hazard study can 
be interpreted in terms of reliability indices corre-
sponding to different hazard zones. Mean factors 
of safety associated each hazard zone may be cal-
culated under different assumptions of uncertainty 

and considering different magnitudes of pore water 
pressure. A GIS-based regional study developed on 
the basis of various data-sets may be interpreted in 
terms of traditional performance indicators with 
which geotechnical engineers are familiar. This 
approach has allowed a further validation of a 
well-documented regional study made for a study 
area in an urban region of New South Wales, Aus-
tralia. Key aspects of that study are summarized in 
the full paper.

Reference is made to a comprehensive knowl-
edge-based approach for assessing failure suscepti-
bility and hazard. Important details of the method 
and approach are summarized in the full paper. A 
section of the hazard zoning map is shown. More-
over, the assessed quantitative values of failure sus-
ceptibility (likelihood or probability of failure) for 
each hazard zone are presented. The corresponding 
reliability index values for each zone are estimated 
based on the assumption of a suitable probability 
distribution. Estimates of the mean safety factor 
associated with each hazard zone are made under 
different assumptions of coefficient of variation of 
the factor of safety. Also the factors of safety are 
calculated for different values of pore water pres-
sure ratio. The results are reasonable and credible 
and provide further validation of the comprehen-
sive regional study. This approach is a practical 
application of reliability analysis within a proba-
bilistic framework. In fact it demonstrates that the 
reliability process can be usefully applied in reverse 
and that the results of a quantitative regional study 
can be presented in a systematic way in terms of 
performance indicators used in conventional site-
specific studies, deterministic and probabilistic. 
Significant future extensions of this approach are 
mentioned in the full paper.
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does not exist a system-level bridge management 
optimization method that has more than a few 
decision variables and that is based on a deteriora-
tion model that takes into account the history of 
deterioration and maintenance.

The system-level optimization presented in this 
article is based on the results of the facility-level 
optimization discussed in Robelin & Madanat 
(2007). The facility-level problem uses a Markovian 
deterioration model that accounts for aspects of 
the history of deterioration and maintenance. 
These aspects are: the time since the performance 
of the latest maintenance action and the type of 
that action. Such a model represents a compromise 
between simple Markovian deterioration mod-
els that allow the use of standard optimization 
techniques, and detailed mechanistic deterioration 
models whose complexity prevents efficient optimi-
zation of maintenance and replacement decisions. 
The optimization formulation at the facility-level 
consists of minimizing the cost of maintenance and 
replacement, subject to a reliability constraint.

A possible extension of this formulation at the 
system-level can correspond to minimizing the cost 
of maintenance and replacement for all facilities, 
subject to a reliability constraint for each facility. 
However, a more suitable formulation in the con-
text of reliability-based optimization is to mini-
mize the highest probability of failure threshold, 
subject to a budget constraint. Consequently, the 
optimal policy results in adopting a common value 
of the probability of failure threshold for all facili-
ties. Such a result is intuitive, since it necessitates 
an equitable budget allocation across the entire 
network. In addition, the paper also provides a 
formal proof of optimality in the case where the 
probabilities of failure thresholds are allowed to be 
continuous.

In order to ascertain the validity of the con-
tinuous case results for a discrete state space of 
threshold probabilities, a numerical case study 
is implemented. The numerical application 
considers a system of 742 heterogeneous bridges. 
The deterioration of each bridge deck is mod-
eled according to Frangopol, Kong & Gharaibeh 

ABSTRACT: The objective of bridge manage-
ment optimization models is to determine optimal 
maintenance and repair (M&R) decisions, based 
on the knowledge of the current condition of the 
system through inspections, and on the prediction 
of future condition through the use of deteriora-
tion models. The optimization can be formulated 
as a Markov decision process (Madanat 1993, 
Jiang et al., 2000). In these methods, the deterio-
ration is described by a Markov chain, with the 
state representing the condition of the facility. The 
main advantage of these models is that they ena-
ble the use of standard and efficient optimization 
techniques. As a consequence, these models have 
been used to solve the system-level problem, i.e. to 
determine optimal M&R decisions for a system of 
facilities (Hawk 1994, Golabi and Shepard 1997, 
Smilowitz and Madanat 2000). The system-level 
optimization can be solved using linear program-
ming. The limitation of the Markovian models is 
the memoryless assumption, according to which 
the probability for the condition of a facility to 
transition from an initial state A to a lower state 
B does not depend on the time spent in state A or 
on the history of deterioration and maintenance. 
Although the assumption of history independence 
may be valid for certain bridge states, namely those 
where the deterioration is primarily governed by 
mechanical processes, it has been shown empiri-
cally that it is unrealistic for bridge states where the 
deterioration is primarily governed by chemical 
processes (Mishalani and Madanat 2002). Moreo-
ver, these optimization models are based on a top-
down approach, which is only feasible for systems 
of relatively homogeneous facilities.

Deterioration models in which the history of 
deterioration is taken into account exist and have 
been used in bridge M&R decisions optimization, 
considering one facility (Mori and Ellingwood 
1994), or a system of homogeneous facilities (Kong 
and Frangopol 2003). However, due to the com-
plexity of their underlying deterioration models, 
these optimization methods use a very limited 
number of decision variables in order to remain 
tractable. To the knowledge of the authors, there 
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(2001), and maintenance and replacement cost 
information is adapted from Kong & Frangopol 
(2003). A system of heterogeneous bridges is cre-
ated by changing the parameters provided in these 
papers within reasonable ranges. The facility-level 
optimization problem is first solved for each facil-
ity, for various values of the threshold of prob-
ability of failure. Given a user-defined budget, the 
optimal value of the threshold of probability of 
failure is determined as the smallest probability of 
failure such that the cumulative system-level M&R 
costs do not exceed the budget. With the help of 
this parametric study, it is shown that the results 
obtained in the discrete-case implementation of 
the solution seem to be valid approximations of 
the continuous-case results.

In addition, the proposed solution methodol-
ogy is such that the computational complexity of 
the system-level problem is low. Namely, the fact 
that the threshold of probability of failure is the 
same for all facilities at system-level optimum 
reduces the optimization problem for n facilities to 
n independent facility-level problems. Therefore, 
the complexity is proportional to the number of 
facilities in the system, i.e. O(n). For each facility, 
the facility-level optimization problem is solved 
a small number of times. Since the time to solve 
one facility-level problem is of the order of a few 
seconds on a personal computer, typical values of 
computation times for the system-level problem are 
five hours per thousand facilities. These computa-
tion times indicate that the proposed system-level 
optimization method can be applied to systems of 
the size of that managed by a state Department of 
Transportation in the United States. For example, 
if  applied to the system managed by Caltrans, com-
posed of 24,000 bridges (California Department 
of Transportation 2006), the optimization would 
require a computation time of approximately five 
days, which is very short when compared with 
the time scale of maintenance and replacement 
decisions.
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ABSTRACT: Transportation infrastructure 
management refers to the process of allocating a 
limited set of resources to a system of deteriorat-
ing facilities for maintenance, rehabilitation and 
replacement (MR&R) activities. It is a decision-
support tool used by agencies to inform effective 
policy implementation. The decision-making proc-
ess requires a multi-objective approach involving 
adequate recognition of agency budget as well as 
the costs incurred by the users in the form of vehi-
cle wear-and-tear. In addition, MR&R activities 
on road networks can also cause significant delays 
to travelers (because of loss in capacity, detours, 
etc.). According to one estimate, more than 60 mil-
lion vehicles per hour per day of capacity were lost 
due to work zone activity on the National High-
way System over a two week period in the United 
States in 2001 (Wunderlich and Hardesty 2003). 
Hence, the impact of rehabilitation activities, espe-
cially in saturated traffic flow conditions, can be 
severe, and it is important to address and incorpo-
rate these user concerns into the decision-process 
as well.

Most studies in the infrastructure management 
literature have approached the decision-making 
process as a problem of optimal allocation of 
limited financial resources (Golabi et al., 1982, 
Smilowitz and Madanat 2000, Kuhn and Madanat 
2005). On the other hand, while work zone sched-
uling problems consider the impact of rehabilita-
tion activities by explicitly accounting for network 
properties, the underlying fi-nancial planning is 
often not investigated (Fwa and Muntasir 1998, 
Chang et al., 2001). Hence, there is a need for a 
cohesive framework in network-level infrastruc-
ture management systems, which can effectively 
incorporate both, budget allocation and work zone 
scheduling problems.

In this paper, a bottom-up methodology is 
proposed in order to investigate the significance 
of  network configurations and the resulting 

interdependencies between facilities in pavement 
management. A two-stage system-level method-
ology, represented as an integer programming 
formulation, is devised to solve a finite planning 
horizon problem. The first stage corresponds to 
a resource allocation problem, while the second 
stage is a scheduling problem involving different 
construction scenarios and network constraints. 
In particular, the capacity losses due to con-
struction activities are subjected to an agency-
defined network capacity threshold. Finally, a 
Pareto optimal frontier involving different capac-
ity thresholds and budget levels is developed to 
facilitate multi-objective decision-making. The 
proposed methodology is illustrated with the 
help of  a parametric study on a stylized network 
configuration.
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Probability-based reliability assessment for real-time hybrid 
simulation
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based on the enclosed area of the hysteresis in the 
synchronized subspace plot between the command 
and measured displacements. The tracking indica-
tor provides useful information about the lag or 
lead in the actuator response to the command. The 
inevitable actuator error a real-time hybrid simula-
tion will lead to nonzero value of tracking indica-
tor. The definition of tracking indicator however 
does not specify the ranges of values to differen-
tiate reliable and unreliable the real-time hybrid 
simulation results.

This paper presents a probability-based track-
ing indicator to evaluate the reliability of real-time 
hybrid simulation results. The statistic analysis 
of the actuator control error is first investigated 
through real-time tests with predefined displace-
ments. The actuator control errors are shown to 
follow normal distribution with zero means. The 
standard deviation however is observed to be 
affected by the compensation methods used in 
the tests. To provide a probability-based tracking 
indicator that can be applied for real-time hybrid 
simulation using different compensation methods, 
the authors propose to use the equipment accuracy 
to determine the standard deviation for the normal 
distribution model of the actuator control error.

The probability-based tracking indicator is then 
derived using the normal distribution assumption 
of the actuator control error. With selected val-
ues of probability, a value range for the tracking 
indicator can be calculated based on the command 
displacement and the assumed normal distribu-
tion. The reliability of real-time hybrid simulation 
results is then assessed by comparing the value of 
tracking indicator from the experimental results 
with the calculated value range. Real-time hybrid 
simulation results for a two-story four-bay steel 
moment resisting frame with magneto-rheological 
fluid dampers in passive-on mode are used to dem-
onstrated the application of the proposed proba-
bility-based tracking indicator. It is shown that the 
proposed probability-based tracking indicator can 
provide an effective tool to evaluate the reliability 
of the real-time hybrid simulation results.

ABSTRACT: Real-time hybrid simulation 
provides an economic and efficient technique to 
experimentally evaluate performances of structures 
with rate-dependent devices under earthquakes. 
It divides a structural system into different substruc-
tures, where the experimental substructure(s) are 
physically tested in the laboratory and the analyti-
cal substructure(s) are numerically modeled using 
finite element program. An integration algorithm is 
utilized to solve the structural dynamics and deter-
mine the displacement response for the substruc-
tures. The coupling between the experimental and 
analytical substructures is achieved by maintaining 
the compatibility and equilibrium at the interfaces 
between these substructures. Real-time hybrid 
simulation thus enables the system response to 
be considered while testing only part of the struc-
ture. It therefore allows the structural engineering 
researchers to address the rate effects in large-
structures in limited size laboratories. The devel-
opment of performance-based design procedures 
for structures with rate-dependent devices requires 
that the device’s behavior be well understood, the 
performance of the structural system with the 
devices be evaluated, and the design procedure 
be verified. These requirements can be economi-
cally met by performing real-time hybrid simula-
tion of structural systems with these devices.

Servo-hydraulic actuators are often used to 
apply the command displacements to the experi-
mental substructures in a real-time hybrid simula-
tion. However, the servo-hydraulic dynamics will 
lead to a time delay between the time that the actu-
ator receives the command and the time that the 
actuator reaches the desired position. Compensa-
tion methods are often used to reduce the effect of 
actuator delay, but cannot eliminate the actuator 
control error in real-time hybrid simulation. It is 
therefore necessary to conduct reliability assess-
ment for real-time hybrid simulation results with 
the presence of actuator control errors.

Tracking indicator is developed by researchers 
to quantify the accumulative effect of actuator 
delay during a real-time hybrid simulation. It is 
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Probabilistic estimates of scenario loss through a two-stage 
Monte Carlo approach
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of being in dsi given im and n is the total number 
of damage states.

The outer loop accounts for the epistemic 
uncertainties in the vulnerability and exposure by 
randomizing the damage probability matrix and 
damage-to-loss functions. This results in a family 
of distributions for the loss in the form:

P pDp S IMII
i

n
( )L ll ( )d i ( )dsi im

=
P=)imim (L l∑ |

0
 (2)

where the bold letters indicate that the terms are 
now randomized due to epistemic uncertainty.

3 CASE STUDY

The proposed methodology is illustrated on a 
three-storey steel moment resisting frame, which 
is considered to be used as a school/college. The 
vulnerability and exposure of the structural and 
non-structural elements are expressed in terms 
of the widely used lognormal fragility curves and 
the normal distributions truncated below zero, 
respectively.

The 90% confidence intervals obtained through 
the developed procedure by randomising only the 
lognormal mean λ of  the fragility curves are com-
pared in Fig. 1 with the corresponding intervals 
obtained by a simple method employed by Aslani 
and Miranda (2005). For the specific building con-
sidered herein, the simplified method is conserv-
ative (i.e. it results in wider bounds) and gives a 
reasonably close results to the methodology devel-
oped in the present study. Clearly, its main advan-
tage is that it requires much less computational 
effort than the two-loop Monte Carlo procedure.

Figure 2 shows the confidence bounds obtained 
by randomising parameters λ and μ (5% and 95% 
curves labelled ‘random: λ, μ’), which capture epis-
temic uncertainties in vulnerability and exposure, 
contrasted with the single curve (curve labelled 
‘deterministic: λ, μ’) which accounts for aleatory 

1 INTRODUCTION

In recent years, there is increased interest by 
decision makers in seismic loss estimates accom-
panied by statements of confidence. This may be 
addressed by the distinct treatment of inherent 
uncertainties (aleatory) from those that could be, 
theoretically at least, reduced (epistemic). The 
present study captures these two sources of uncer-
tainty and quantifies their effects by developing a 
two loop Monte Carlo methodology which can be 
applied under general conditions (Ioannou 2010). 
In particular, the proposed procedure can be uti-
lized with vulnerability obtained by any of the 
commonly accepted methodologies (e.g. empirical, 
analytical, hybrid or methods based on engineer-
ing judgment) and damage-to-loss relationships. 
The methodology is presented here for the estima-
tion of financial loss sustained by a single building 
given particular levels of ground motion intensity, 
in a scenario loss approach. The probabilistic loss 
estimates can be used to make informed decisions 
regarding the financial resiliency of the building 
owner or to aid in forming effective seismic mitiga-
tion policies for building stocks.

2 METHODOLOGY

Scenario loss is estimated by bringing together 
vulnerability and exposure analysis through a 
two-loop Mont Carlo procedure. The inner loop 
accounts for the aleatory uncertainties in the two 
components and results in a single distribution for 
scenario loss in the form:

P pDS IM
i

n
( )L l> l ( )dsdd i ( )dsi im

=
P=)im)iim (L l>∑ |

0
 (1)

where P(L > l | im) is the complementary cumula-
tive distribution function (CCDF) of the l given 
intensity im; P(L > l|dsi) is the CCDF of loss l given 
a damage state dsi; pDS|IM(dsi | im) is the probability 
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interval width values corresponding to the overall 
epistemic uncertainty (‘random: λ, μ’) with the 
width values expressing the epistemic uncertainty 
affecting only the vulnerability (‘random: λ’). The 
values of the relevant band widths are also pre-
sented in Table 1.

4 CONCLUSIONS

A two-loop Monte Carlo methodology has been 
presented for the estimation of a family of loss dis-
tributions for a single building. The proposed meth-
odology explicitly treats the aleatory and epistemic 
uncertainties both vulnerability and exposure. 
Therefore, the economic loss can be presented in 
terms of a value and a range at any desired level of 
confidence. The methodology can be implemented 
using fragility curves obtained by any of the com-
monly accepted procedures. Its applicability was 
demonstrated for the case of a three-storey steel 
moment resisting frame used as a school/college. 
The results were first compared with those from a 
simplified procedure, in order to establish its valid-
ity. For the examined building, it was shown that 
epistemic uncertainty was the main contributor to 
the overall uncertainty of the loss estimates. It was 
also observed that levels of epistemic uncertainty 
in vulnerability played a more significant role than 
their counterparts attributed to exposure.

Clearly, the conclusions from this simple exam-
ple cannot be generalized, and more research is 
needed in a number of key areas. It is also worth 
noting that the present study has honed into vul-
nerability and exposure, thus narrowing the focus 
and avoiding overall comparisons that would 
include the influence of uncertainty on the hazard. 
Notwithstanding, the proposed methodology sug-
gests ways in which a desirable level of transpar-
ency can be established in quantifying uncertainty 
in loss estimation studies. It is believed that this 
should prove useful in improving consistency and 
transferability of results, an essential step towards 
the acceptance and more widespread use of proba-
bilistic loss estimates by relevant stakeholders and 
decision makers.

REFERENCES

Aslani, M. & Miranda, E. 2005. Probabilistic Earthquake 
Loss Estimation and Loss Disaggregation in Buildings. 
Department of Civil and Environmental Engineering, 
Stanford University.

Ioannou, I. Quantification of the Uncertainty in the Seis-
mic Damage and Economic Loss for a Single Building. 
PhD Thesis. University of Surrey, UK.

Vose, D. 2008. Risk Analysis: A Quantitative Guide. 
Chichester, England, John Wiley & Sons, Ltd.

0.0

0.5

1.0

0.0 0.5 1.0 1.5 2.0 2.5

P(
L>

l|S
a

= 
1.

0g
)

L

Deterministic: λ,μ

CI, random: λ,μ

Aslani and Miranda

5%

95%
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method proposed here and the approach of Aslani and 
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‘random λ, μ’) of the CCDF of the total loss given 
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Table 1. Ranges and the associated width values repre-
senting the aleatory and epistemic uncertainty associated 
with the total scenario loss (Vose, 2008).

Sa(g)

Aleatory 
uncertainty Epistemic uncertainty

Deterministic: 
λ, μ Random: λ Random: λ, ζ

1.0 g 0.23 ≤ Ltot ≤ 0.87 
(0.64)

0.60 ≤ Ltot ≤ 1.41 
(0.82)

0.56 ≤ Ltot ≤ 1.65 
(1.08)

uncertainties only. Presented in this form, the 
separate treatment of the epistemic and aleatory 
uncertainties allows their contribution to the over-
all uncertainty to be assessed through the intuitive 
method proposed by Vose (2008). The band widths 
determined through this approach are summarised 
in Table 1.

The same method may be adopted in order to 
differentiate between the epistemic uncertainty 
contributions. This is attempted by contrasting the 
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2 METHODOLOGY

Although there might be a large number of poten-
tial slip surfaces in a slope, the factors of these 
slip surfaces are often highly correlated. For a 
group of highly correlated slip surfaces, the failure 
probability of the group of slip surfaces can be 
approximated by the failure probability of the most 
critical slip surface in this group, which is called a 
representative slip surface here. As the number of 
representative slip surfaces is usually significantly 
less than the number of possible slip surfaces, it is 
then possible to estimate the system failure prob-
ability using Ditlevsen’s bounds based on the rep-
resentative slip surfaces.

Suppose there are n representative slip sur-
faces. Let Ei denote the event that the slope will 
slide along the ith slip surface, E denote the event 
of slope failure, and P(E) denote the probability 
of slope failure. As slope sliding along slip surface 
can be considered as slope failure, the slope can be 
considered as a series system. Thus, the problem of 
calculating the failure probability of a slope can be 
considered as calculating the failure probability of 
a series system. While calculating the exact value of 
failure probability of a series system is often very 
difficult, equations for estimating the bounds of 
the system failure probability has been suggested 
in the literature
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1 INTRODUCTION

Slope failure is one of the most serious natural 
hazards threatening society. Many theoretical 
models have been developed for slope failure pre-
diction. Yet, due to challenges in accurately deter-
mining the parameters of the theoretical models, 
prediction of slope failure is still very challenging. 
To account for the uncertainty in slope stability 
analysis, probabilistic methods have been devel-
oped for slope stability analysis in the past decades. 
As a slope may have many potential slip surfaces, 
the failure probability of a slope is different from 
that of a single slip surface. This is often known as 
the system failure probability problem.

Ditlevsen’s bounds (Ditlevsen 1979) and Monte 
Carlo simulation are widely used for calculating 
system failure probability. Ditlevsen’s method is 
often usually reasonably accurate and is often 
computationally more efficient than Monte Carlo 
simulation. However, when the number of fail-
ure modes considered is large, Ditlevsen’s bounds 
are often too wide to be practical significance. In 
the slope reliability problem, each probable slip 
surface represents a possible failure mode. When 
the number of slip surfaces to be considered is 
large, Ditlevsen’s bounds may not be directly 
applicable.

The objective of this paper is thus to suggest 
a method to calculate the failure probability of a 
slope efficiently using the Ditlevsen’s bounds even 
when the number of potential slip surfaces is large. 
The paper consists of two parts: the methodology 
for system failure probability is first introduced, 
followed by an illustrative example with discus-
sions about factors affecting system failure prob-
ability calculation.

ICASP Book I.indb   73ICASP Book I.indb   73 6/22/2011   12:41:37 AM6/22/2011   12:41:37 AM



74

where P(Ei) = the failure probability corresponding 
to the ith failure mode, i.e., the probability of slid-
ing along the ith slip surface; and P(EiEj) = the 
probability that the i and jth limit state functions 
are violated simultaneously, i.e., the probability of 
sliding along slip surfaces i and j in the same time.

In Eq. (1), P(Ei) can be assessed via methods 
such as First Order Reliability Method (FORM) 
and Monte Carlo simulation. Calculating P(EiEj), 
which is the intersection of two failure events, is 
generally not easy. A weak form of Eq. (1) was due 
to Ditlevsen (1979), who suggested that lower and 
upper bounds of P(EiEj) be calculated as follows:

max P a b ij[ ],a b, ≤ ( )E Ei jE E +a >for ρ 0
 

(2a)

0 0( ) [ ] iji [  for ρ
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in which βi and βj = reliability indices corresponding 
to failure modes i and j, respectively; and 
ρij = correlation coefficient between the factors 
of safety of slip surfaces i and j. Substituting the 
bounds in Eqs. (2a) and (2b) into Eq. (1), the upper 
and lower bounds for P(E) can then be estimated. 
In this way, the complex problem of estimating 
system failure probability is reduced to problems 
of estimating failure probabilities corresponding 
to various single limit states as well as the correla-
tion coefficients among various failure modes.

3 EXAMPLE

Congress Street Cut is analyzed to illustrate the sug-
gested method for failure probability calculation. 
Congress Street Cut was located mainly in saturated 
clays and failed in an undrained manner in 1952 dur-

ing the construction of Congress Street in Chicago. 
The slip surface passed through four different layers 
of soil, i.e., a sandy fill overlaying three saturated 
clay layers. The cohesion of the sandy fill was zero. 
Let su1, su2, and su3 denote the average undrained 
shear strengths of the three clay layers, and φ denote 
the average friction angle of the sandy fill. As the 
slope stability is insensitive to φ, only su1, su2, and su3 
are considered as uncertain variables. The statistics 
of the uncertain variables are shown in Table 1.

For the Congress cut, rotational failure 
mechanism dominates. To calculate the system 
failure probability of the slope, 4096 circular slip 
surfaces are first generated, as shown in Fig. 1. The 
slip surfaces differ in the entry point, exit point as 
well as the radius. Among the 4096 slip surfaces, 
three representative slip surfaces governing the sys-
tem failure probability are identified, as shown in 
Fig. 2. Compared with the 4096 samples in Fig. 2, 
the number of slip surfaces is greatly reduced. The 
reliability indices as well as the correlation coef-
ficients among the factors of safety of the three 
slip surfaces are also shown in Fig. 2. The failure 
probability corresponding to the most critical slip 
surfaces is 9.11 × 10−3. With Ditlevsen’s method, 
the system failure probability is in the range of 
9.51−9.62 × 10−3. The failure probability of the 
most critical slip surface is smaller than that of the 
system failure probability.
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Figure 1. 4096 potential slip surfaces considered in the 
system reliability analysis.
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Figure 2. Representative slip surfaces identified based 
on the potential slip surfaces in Fig. 1.

Table 1. Statistics of uncertain variables.

su1 su1 su1

Mean 136 80 102
Std  50 15  24
Distribution Normal Normal Normal
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Parametric studies are then carried out to inves-
tigate factors affecting the system failure probabil-
ity calculation. It is found:

1. In order to identify the representative slip sur-
faces governing the slope failure, the number of 
potential slip surfaces must be sufficiently large. 
Also, all possible potential failure modes should 
be considered; otherwise the system failure 
probability will be underestimated.

2. The system failure probability will be larger 
than the failure probability of the most critical 
slip surface when the several representative slip 
surfaces have similar failure probabilities; oth-
erwise, the system effect may not be obvious.

3. It is possible to estimate the bounds solely based 
on the failure probability of the most critical slip 
surface. Since the effect of other slip surfaces are 
not considered, the failure probability estimated 
in this way is wider than those obtained based 
on the Ditlevsen’s bounds.

REFERENCE
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A recursive decomposition algorithm for reliability evaluation 
of binary system

Wei Liu & Jie Li
State Key Laboratory of Disaster Reduction in Civil Engineering, Tongji University, Shanghai, China
Department of Building Engineering, Tongji University, Shanghai, China

satisfy a prescribed error bound without obtaining 
all DMSEs or DMFEs. Meanwhile, the accurate 
value will be given when the decomposition proc-
ess ends. A simple example is studied using the 
RDASF and the DMSEs and the DFSEs are enu-
merated gradually.

The proposed algorithm is applied to four typi-
cal system analysis, including node-pair network 
system, K-terminal network system, k-out-of-
n:G system and weighted k-out-of-n:G system. 
It finds that, for the general binary system, if  
DMFE are obtained during the decomposition, 
all MSEs should be given before decomposition, 
or it cannot judge whether a decomposed system 
is an f-system or not. However, for the practi-
cal system, whether a decomposed system is an 
f-system or not can be judged based on its physi-
cal background. As the result, not all MSEs are 
needed before decomposition which reduces the 
computation time and store space. Moreover, for 
the system in which all elements failures are mutu-
ally s-independent, two reduction techniques, a 
parallel reduction technique and a series reduc-
tion technique (Page, 1988; 1989), are introduced 
to speed up the algorithm.

Figure 1 is an example in Liu and Li’s paper. 
It is a network with 17 nodes and 32 edges. The 
edges failures are mutually s-independent. Let all 
edges reliabilities be 0.9. Considering different 
error bound, the results using RDASF are shown 
in Table 1. It is shown in table 1 that the compu-
tation time and the number of decomposed dis-
joint events increases as the error bound decreases. 
Moreover, when the error bound is between 0.001 

ABSTRACT: A binary system is a system with 
two states, operative and failed states. Many prac-
tical systems are binary system, such as node-
pair network system, K-terminal network system, 
k-out-of-n:G system and weighted k-out-of-n:G 
system. Although many algorithms are proposed 
for the reliability evaluation of these systems, the 
goal of almost all the algorithms is to find the 
accurate solution. However, because of the com-
plexity of the problem, it is not available to give the 
accurate solution of some complex systems in an 
acceptable time. For the complex system, a good 
idea is to give an approximate reliability which sat-
isfies a prescribed error bound. In 1978, Dotson 
firstly proposed a real time disjoint of minimal 
paths for node-pair network system and gave an 
illumination to calculate the approximate value 
of network reliability. Later in 2002, Li & He pre-
sented a path-based recursive decomposition algo-
rithm (PRDA) for node-pair network system by 
introducing the concept of structural function and 
combining Dotson algorithm with computer stor-
age skills. In 2007, Liu & Li modified the PRDA 
and improved its efficiency.

In this paper, a general recursive decomposi-
tion algorithm based on the structural function 
(RDASF), a generalization of PRDA from the 
node-pair network system to the general binary 
system, is proposed. Firstly, a system structural 
function and a system complementary structural 
function are introduced. The minimal successful 
event (MSE) and the minimal failed event (MFE) 
are defined and three theorems are proved using 
Boolean laws. Based on these theorems, RDASF 
is derived to give the reliability of binary system. 
Taking a MSE of the system as decomposition 
policy and using the Boolean laws of set opera-
tion and the probabilistic operation principal, a 
recursive decomposition process is constructed. 
During the decomposition process, the Disjoint 
Minimal Successful Event (DMSE) set and the 
disjoint minimal failed event (DMFE) set are enu-
merated gradually. As the result, the probabilistic 
inequality can be used to give the results which 

s t

Figure 1. A network in Liu and Li’s paper.
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In Figure 2, a 3-out-of-5:G system in which the 
elements failures are mutually s-independent is 
used to illuminate the process of the RDASF.
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Table 1. Results for the network in figure 1.

Error 
bound Reliability

Computed event number

DMP DMC

0 0.999930 17,523 15,637
0.0001 0.999901 954 48
0.0002 0.999861 537 14
0.0005 0.999728 355 5
0.001 0.999492 193 1
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Figure 2. Process of decomposing a 3-out-of-5:G 
system. (For any DMSE, the value in the first bracket 
is the coefficient in front of current structural function 
while the coefficient in the second bracket represents a 
MSE of current system).

and 0.0001, the computation time and the number 
of decomposed disjoint events for the approximate 
solution is much less than those to give the accurate 
value. For example, when error bound is 0.0001, 
the computation time is only 0.34 s, 17.7% of those 
to give the accurate value. Also, the number of 
decomposed disjoint events is 1002, only 3% of 
that to give the accurate value.
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Seismic reliability analysis of wind turbine systems considering 
rotation effect

K. Huang, J.B. Chen & J. Li
State Key Laboratory of Disaster Reduction in Civil Engineering, Tongji University, Shanghai, China

As the power of wind turbines increasing rapidly, 
the wind turbine structure is also growing. Based 
on the theory of finite element, tower and blades 
of wind turbines are discretized and equations of 
motion of blades and tower have been established. 
In order to ensure the safety and lower the cost, the 
tower was designed as variable cross section. This 
model tries to build an accurate model by starting 
with the relationship between the radius and the 
deflection. For efficient modeling and accurate 
dynamic analysis of a wind turbine, a finite element 
model based on the Kane’s dynamics equations, 
which is in the field of flexible multi-body dynam-
ics theory, is recommended since it takes the cou-
pling relationship between the space rotating 
movement of blades and the elastic distortion into 
considered. Then the impact of blade rotation on 
the stiffness is considered.

Then the stochastic earthquake loads were mod-
eled. In order to calculate the stochastic dynamic 
response and reliability of the structure under ran-
dom earthquake loads, especially nonlinear stochas-
tic dynamic response, not only the power spectrum 
model of ground motion, but also the acceleration 
of ground motion time history is needed. Therefore, 
it becomes an important issue to generate a random 
ground motion using the power spectral density 
function. Stochastic harmonic function representa-
tions and their properties are studied. As the dis-
tributions of the random frequencies are consistent 
with the target power spectral density function, the 
power spectral density of the stochastic harmonic 
process is identical to the target power spectral 
density. It is proved that the stochastic harmonic 
process is asymptotically normally distributed. 
Compared to existing representations of stochastic 
process, very few stochastic harmonic components 
can capture the exact target power spectral density. 
This greatly reduces the number of the random 
variables and thus eases the difficulty of stochas-
tic dynamics. Take the Clough-Penzien spectral as 
an example, 200 time histories of the stochastic 
ground motion acceleration were generated.

Based on the generalized density evolution 
equation (GDEE), the extreme value distribu-
tion could be evaluated through constructing a 

virtual stochastic process. The idea of equivalent 
extreme-value event and accordingly a new appro-
ach to evaluate the structural system reliability are 
employed. Elaborated investigations show that 
correlative information among the component ran-
dom events is inherent in the equivalent extreme-
value event. Since the probability density function 
of the equivalent extreme value could be obtained 
through the probability density evolution method, 
the idea of equivalent extreme-value event leads 
to a new uniform approach to evaluate the struc-
tural system reliability for both static and dynamic 
problems. Particularly, the investigation points out 
that computation of the dynamic reliability essen-
tially involves dealing with infinite-dimensional 
correlation information and that is why the widely-
used out-crossing process theory could be only an 
approximate and somewhat empirical reliability 
evaluation rather than an exact approach.

More researches were done focusing on the 
effect of the rotation rate of blades. In order to 
consider the coupling among different parts of 
the wind turbine system, assuming that the tower 
has little impact on blades, we take the response 
of the rotating blades as another external incen-
tive. The 1.25 MW pitch-regulated wind turbine 
system model with representative dimensions are 
adopted in the dynamic reliability analysis under 
earthquake loads. Investigating the characteristic 
behavior of wind turbine systems under random 
dynamic loads, the seismic analysis is carried out 
with a series of artificial random seismic waves. 
The reliability of the wind turbine systems is evalu-
ated by the probability density evolution method 
(PDEM). Some features of the stochastic dynamic 
responses and reliabilities of the wind turbine 
system are observed and discussed. The results 
show that the natural frequency of rotating blades 
is increasing with the rotation speed. The blades 
have great impaction on the response of tower. 
The obtained EVD is obviously different from 
the widely used regular distribution with the same 
mean and standard deviation. The results demon-
strate that the PDEM is applicable and efficient 
in the stochastic dynamic response and reliability 
analysis.
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Global reliability of large nonlinear structures
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Our task is now to evaluate the extreme value 
distribution p TZexZ t

( ,z ). To this end, we construct 
a virtual stochastic process Y(τ) = φ(Zext, τ) 
such that Y(0) = 0, Y(τc) = Zext. For instance, if  
Y(τ) = Zext(Θ) sin ωτ, where ω = (2k + 0.5)π, k is an 
integer, then the condition is satisfied as τc = 1.

Now, (Y, Θ) is a probability preserved system 
and thus a GDEE governing evolution of the 
joint PDF of (Y, Θ), denoted by pYΘ (y,θ,τ), can be 
obtained (Li & Chen, 2009).

∂
∂

+ ∂
∂

=p∂
Y

p y∂
y

YΘ Θ+Y
∂p∂ Y+ ∂y

Y
p∂(yyy ) .

( , ) ( ,y , )θ θ
τ

τ 0  (3)

Solving this equation under the specified initial 
and boundary condition will yield pYΘ (y,θ,τ) and 
then p yY Yy p(yy p) ( , , ) .dτyτ (pp) , ,∫∫ Θ θ )dτ,  Thus, we have 
p T y zZ YT

exZ t c(zz ) (pYp , )c .y(pYp
Thus, dynamic reliability evaluation is trans-

formed to a one-dimensional integral.

2.2 Global reliability evaluation

The application of the ideas described in the pre-
ceding sub-section to global reliability evaluation is 
of none essential additional difficulties. The ideas 
are illustrated by the following reliability problem.

R
j
m( )T P {
j
m }m= Pr{ ( )b t Tj jt(Z jZ ) ,bjb [ , ]ttZZ )

=
t [∈

1∩∩  (4)

Likewise, when an equivalent extreme value is 
defined as ZexZ t ( )T max ,= ( )Z b

l m
l lZ bmax ( )tt

l0 t T (≤t
 then 

the same procedure is carried out as described 
in Section 2.1. The PDF of Zext(T ) can then be 
obtained and the system reliability in Eq. (4) can 
be finally evaluated through a one-dimensional 
integral R p T dZ( )T ( ,z ) .dzdd= ∫ exZ t0∫∫

1

3  STOCHASTIC HARMONIC FUNCTION 
IN SPECTRAL REPRESENTATION

Recently, a stochastic harmonic function is pro-
posed for representation of stochastic process 

1 INTRODUCTION

Seismic response analysis and reliability evaluation 
of structures are of paramount importance and have 
attracted many endeavors from the community of 
earthquake engineering and stochastic mechanics. 
However, even very recently Wen (2004) stated that 
“the reliability of such design to withstand damage 
and collapse was unknown and undefined.”

The probability density evolution method 
(PDEM) provides a new possibility for the prob-
lem (Li & Chen, 2009). In the present paper, an 
explicit representation of stochastic ground motion 
is inserted into the PDEM. On this basis, the global 
reliability of structures can be evaluated by introduc-
ing the thought of equivalent extreme value event.

2  PROBABILITY DENSITY EVOLUTION 
METHOD BASED GLOBAL 
RELIABILITY

2.1 Dynamic reliability of nonlinear structures

In general stochastic dynamical systems, the first-
passage reliability is defined as

R t t T( )T Pr{ (Z ) , }= tPr{Z ) ≤ ts 0  (1)

where Z(t) is the physical quantity upon which fail-
ure of the structure is specified.

An approach for reliability evaluation is through 
the integral of extreme value distribution. As a 
matter of fact, we can always define an extreme 
value corresponding to the failure criterion in Eq. 
(7) (Chen & Li, 2007). For instance, if  one consider 
the maximum absolute value of Z(t), extreme value 
of the response Z(t) reads Z

t T
exZ t ( )T max (Z , )t=

≤t0
Θ , 

where the extreme value Zext(T ) is a random vari-
able. Eq. (1) is now equivalent to

R T t TB( )T P { (Z ) ,ZBZ }T= Pr{Z ) ≤texZ t 0  (2)

Thus the reliability is given by 
R p T dZ

B
( )T ( ,z ) ,dzdd= ∫ exZ tΩ∫∫  where p TZexZ t

( ,z )  is the 

PDF of Zext(T).
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(Chen & Li, 2011). It is proved that the power 
spectral density of the stochastic harmonic process 
is identical to the target power spectral density. For 
the Clough-Penzien spectrum, Figure 1 shows the 
comparison when only ten terms are included.

4 NUMERICAL EXAMPLE

Stochastic seismic response and global reliability 
evaluation of a 9-story shear frame under stochastic 
seismic excitation are carried out. The masses from 
top to bottom are 3.442, 3.278, 3.056, 2.756, 2.739, 
2.739, 2.739, 2.739 and 2.692 ( × 105 kg), respec-
tively. The lateral stiffness are 0.89, 0.96, 1.85, 1.92, 
1.60, 1.60, 1.62, 1.63 and 1.47 ( × 108 N/m), respec-
tively. Rayleigh damping is adopted such that the 
damping matrix is given by C = aM + bK, where 
a = 0.2643s−1, b = 0.0071s. In the case nonlinearity 
is involved in the restoring forces, the Bouc-Wen 
model is adopted. The parameters in the hysteretic 
model are: α = 0.04, A = 1, n = 1, q = 0.25, p = 1000, 
dψ = 5, λ = 0.5, ψ = 0.05, β = 100, γ = 20, dv = 2000, 
dη = 2000 and ζ = 0.99.

The global reliability of the nonlinear structure 
is evaluated. The results by MCS are taken as the 
validation. The extreme value distribution (EVD) 
of the response over the time interval [0, 20 s] is 
pictured in Figure 2(a). Simultaneously shown in 
Figure 2(a) are the PDFs of the normal, lognor-
mal and EVD-I distribution with the second-order 
statistics identical to the computed EVD. It is 
found that the computed EVD is different from the 
widely used regular distributions, indicating that it 
might be imprudent to use regular distributions 
in reliability evaluation. Figure 2(b) shows the 
comparison between the CDF of the extreme value 
of the response over the time interval [0, 20 s] by 
the PDEM and MCS, where perfect accordance 
could be observed again. It is demonstrated that 
the PDEM is of high accuracy and efficiency for 
global seismic reliability assessment of complex 
nonlinear structures.

5 CONCLUSION

Stochastic seismic response analysis and global 
reliability evaluation of nonlinear structures are of 
paramount importance. In the present paper, the 
probability density evolution method combined 
with the new spectral representation is taken to 
implement seismic response analysis and global 
reliability evaluation. The results show that the 
hybrid method is of accuracy and efficiency for 
stochastic seismic response analysis and global reli-
ability evaluation of nonlinear structures.
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ABSTRACT: Recently it has been largely 
recognized that a realistic analysis of the structural 
systems should take into all the unavoidable uncer-
tainties appearing in the problem at hand. In this 
context a powerful tool is represented from the 
structural reliability theory (Ditlevsen & Madsen 
1999) which gives a rational treatment of the 
uncertainties and which allows the assessment of 
the evaluation of the safety of structures in pres-
ence of uncertain parameters.

To evaluate the failure probability in the most 
general case it is necessary to solve numerically a 
multidimensional integral, which is computation-
ally demanding. Usually approximate methods are 
used such as the First and the Second Order Reli-
ability Methods (FORM/SORM) or the Monte 
Carlo Simulation (MCS). The latter has great 
robustness properties, but it is computationally 
demanding, especially in the range of the very 
small failure probabilities. The computational cost 
can be reduced by using the Response Surface 
Methodology (RSM), which builds a surrogate 
model of the target limit state function, defined in 
a simple and explicit mathematical form (Bucher & 
Burgound 1990). Once the Response Surface (RS) 
is built, it is no longer necessary to run demanding 
finite element analyses.

In this paper we consider a specific type of 
response surface methodology, based on the 

Support Vector Method (SVM) and the theory of 
the statistical learning (Vapnik 1998). Using the 
SVM the reliability problem is treated as a classi-
fication approach (Hurtado & Alvarez 2003) and 
extensive numerical experimentation has shown 
that each type of limit state can be adequately rep-
resented; however it could require an high number 
of support points. In this work we show that using 
a suitable strategy for the choice of the support 
points, it is possible to obtain a good approxima-
tion of the limit state without high computational 
complexity. A simple numerical examples shows 
the accuracy and effectiveness of the presented 
procedure references.
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which the moment-based reliability index based on 
the fourth moment standardization function and 
failure probability can be evaluated without Monte 
Carlo simulations.

3  DIMENSION REDUCTION 
INTEGRATION FOR MOMENTS 
OF PERFORMANCE FUNCTION

For a performance function Z = G(X), Xu and 
Rahman (2004) proposed generalized multivari-
ate dimension-reduction method, in which the 
n-dimensional performance function is approxi-
mated by the summation of a series of, at most, 
D-dimensional functions (D < n). Let L(u = 
{G [T−1(u)]}k in Eq. (7), by the bivariate dimension 
reduction method (Xu and Rahman 2004), the kth 
order moment of G is evaluated as

kG
k

j
i j

L i
i

E T= E T

= +μ i∑ ∑μL iμμ ji∑ ∑+μμ

{ [GG ( )] }k { ( )}
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22 0L  (3)
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P Lr u1
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0 0 0=
=

∑ ( ,0 , ,ru , , )  (4)

1 INTRODUCTION

The evaluation of a system reliability for parallel 
system with brittle elements is generally difficult 
problem if  the distributions of random variables of 
the member strength are different and non-normal. 
In the present paper, In the present paper, the per-
formance function of a parallel system with brit-
tle elements is investigated and system reliability 
assessment is conducted based on the investigation 
on the distribution of the performance function.

2  PERFORMANCE FUNCTION 
OF PARALLEL SYSTEMS

In general, for a brittle parallel system with n ele-
ments as shown in Fig. 1, Order the strength R1, 
R2, …, Rn from small to large, and denote X as the 
ordered random variables, that is

X = ( , , , ) ( )X, X R) (= R R,1 2, X, 1, RR( R= 1 Rn n) ( ,X R) ( R,1 2,  (1)

Since the elements are brittle, the element with 
the minimum strength will broke when its strength 
is less than S/n, and the element with the second 
minimum strength will broke when its strength is 
less than S/(n−1), and so on, therefore, the per-
formance function of the parallel system can be 
expressed as

G
S

n i
i ni( ) max( , ,i )−i= max(

+i
Xii 1

1  (2)

As shown in the equations above, since the 
system performance function G(X) will not be 
smooth although the performance function of 
a component is smooth, it is difficult to obtain 
the sensitivity of the performance function, the 
derivative-based FORM would not be applicable. 
In the present paper, Dimension Reduction Inte-
gration (DRI) for system reliability evaluation is 
investigated. The first few moments of the system 
performance function are obtained by DRI, from 

S

R
1

R
2

R
i

R
n-1

R
n

Figure 1. Parallel systems with n elements.
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where ur and Pr are estimating points and the 
corresponding weights. (Zhao and Ang 2003).

Finally, the mean, standard deviation, the skew-
ness, and the kurtosis of a performance function 
G(X) with n random variables can be obtained 
using the moments above.

4  APPROXIMATE DISTRIBUTION 
OF THE PERFORMANCE FUNCTION 
OF THE PARALELL SYSTEM

After the first three or four moments of G(X) are 
obtained, the reliability analysis becomes a prob-
lem of approximating the distribution of a specific 
random variable with its known first three or four 
moments. The fourth moment standardization 
function is expressed as (Zhao and Lu 2007)

Z S U l kU lU k UsZ S +l + +lU( ,UU ) 1 1l kk+ll 1lll
2

2kk 3  (6)

where l1, k1 and k2 are coefficients.
The PDF of Z = G(X), can be obtained as

f
dz
duZff

s( )z = ( )u1
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Then the corresponding reliability index is expr-
essed as

β β1 1 ,β )f Mβ2β2 M  (9)

5 NUMERICAL EXAMPLES

Four examples are conducted. The histograms of 
the performance function obtained using Monte 
Carlo simulation (MCS) are depicted with the PDF 
of the performance function defined by the first 
four moments using the Cubic normal distribu-
tion. Example 1 is shown in Fig. 2 from which one 
can see that although the performance function is 
not smooth, the histograms have good behaviors 
and the PDF should be smooth. The first four 
moments of the performance functions obtained 
by the two methods are also compared from which 
one can see that the results obtained by DRI are 
quite close to those obtained by MCS.

6 CONCLUSIONS

1. The performance function of parallel system 
with brittle elements is investigated and system 
reliability assessment is conducted based on the 
investigation on the distribution of the perform-
ance function.

2. A Dimension Reduction Integration based 
moment method for system reliability evalu-
ation is investigated. The method directly cal-
culates the reliability indices based on the first 
few moments of the performance function of 
a structure. It does not require the reliability 
analysis of the individual failure modes; also, 
it does not need the iterative computation of 
derivatives, nor the computation of the mutual 
correlations among the failure modes, and does 
not require any design points. Thus, the pro-
posed moment method should be more effective 
for the system reliability evaluation of complex 
structures than currently available methods.

3. Although the performance function of parallel 
systems are not smooth, the histograms have 
good behaviors and the PDF of the system 
performance function should be smooth, and 
the histograms can be approached by the PDF 
defined by the first four moments.

4. The accuracy of results, including the first four 
moments of the performance function, and the 
probability of failure, obtained with the pro-
posed method has been thoroughly examined 
by comparisons with large sample Monte Carlo 
simulations (MCS).
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Figure 2. Histogram and PDF for example 1.
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using Bayesian networks
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The other method uses a Limited Memory 
Influence Diagram (LIMID) where cost and deci-
sion nodes are included directly in the Bayesian 
network, see (Lauritzen and Nilsson 2001). The 
method is an approximation because the decision 
nodes only include the direct parents in the policy 
tables; thus the decisions have to be updated each 
time new information is entered in the network, in 
order to make the optimal decisions. The Bayesian 
network for this case is shown in Figure 2. For 
this method, the expected costs can be calculated 
directly from the network, but only approximately, 
and Monte Carlo sampling is used to find the cor-
rect expected costs.

The methods are demonstrated through an 
application example, where a component with 
failure rate 0.1/year and a damage model based 
on Paris law is considered. For both methods, 
Monte Carlo sampling is performed, and the 
network is updated one time step at a time, and 
the decisions are made according to the two 
methods.

For the threshold method, Monte Carlo sam-
pling is performed with different thresholds for 
the failure probability, and the expected costs are 
shown in Figure 3. The threshold value 0.05 is 
found to give smallest expected costs for this exam-
ple, but if  the specific costs for inspections, repairs, 
and failures were different, another value could be 
optimal.

ABSTRACT: Operation and maintenance are 
large contributors to the cost of energy for off-
shore wind turbines. One large contributor is the 
large number of component failures which leads to 
a need for corrective maintenance and lost energy 
production. More optimal planning where preven-
tive maintenance methods are used could be intro-
duced to reduce the overall costs. This will give 
costs due to inspections and preventive repairs, 
but the costs due to corrective maintenance can be 
reduced. Optimal planning could be based on risk-
based methods, where the total costs through the 
lifetime are minimized.

In this paper, long time planning is considered, 
i.e. which years to make inspections. A simple deci-
sion rule for preventive repairs is included; if  a 
damage is detected at an inspection, it is repaired. 
The problem of deciding when to make inspections 
is intractable in the unreduced form, and there-
fore, an approximation is necessary. In this paper, 
Bayesian networks are used for making the deci-
sions, and the inspection plans are updated when-
ever new information is received.

It is assumed that the considered component is 
exposed to deterioration, which can be described 
by a damage model. A dynamic Bayesian network 
can then be build to model the damage growth 
probabilistic, see (Straub 2009). The networks are 
made with a time slice for each year, and the life-
time is set to 20 years. The Bayesian network can 
be updated efficiently whenever new information 
from inspections becomes available.

Two different approaches are used for finding 
the optimal decisions regarding inspection times. 
In the first method, a threshold value for the failure 
probability is chosen, and inspections are always 
made before this value is reached. Inspection 
results are entered into the network, and thereby 
the failure probability is updated at each time step. 
The Bayesian network for this method is shown in 
Figure 1, where three time steps are shown. Monte 
Carlo sampling is performed for different thresh-
old values in order to find the total expected costs 
for each value, such that the optimal value could 
be found.
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Figure 1. Bayesian network for the threshold approach 
with nodes: ai: damage size, ki, MUi: model parameters, 
Fi: failure probability, Insi: inspection result, Repi: repair 
decision, and Dinsi: decision on inspection.
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For the LIMID, the approximative total expected 
cost found directly from the network was 64.5, but 
the correct total expected cost found using Monte 
Carlo sampling was 54.0. This difference is caused 
by the fact that the policies are updated each year, 
and for the direct calculation of the expected costs 
it is assumed that the policies calculated in year 
zero are used throughout the lifetime.

In Table 1, the costs for both methods are shown. 
The total costs are found to be almost equal, and 
therefore, the methods are considered to be equally 
good. The downside of the threshold method is 
that Monte Carlo sampling has to be performed 
initially in order to find the optimal threshold value 
to use, but then the computations are very simple 
during the lifetime. For the LIMID, no Monte 
Carlo sampling has to be performed in order to use 
the method, but the computations needed during 
the lifetime is less simple, and problems could arise 
if  more complicated problems are modeled.
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Figure 2. Bayesian network for the LIMID approach 
with nodes: CFi: cost of failure, CIi: cost of inspection, 
CRi: cost of repair, and see figure 1 for the rest.
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Table 1. Expected costs for threshold and LIMID 
approach. Costs are shown for a threshold 0.05, which 
gives minimum expected costs for this strategy.

Case Total Inspection Repair Failure

Threshold 54.3 10.5 31.5 12.3
LIMID 54.0 11.6 31.9 10.5
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As one can see in equation (1), calculation of 
the hazard integral involves probabilities on many 
levels. In practical applications, the calculation of 
hazard curves becomes even more complicated. 
For example, a common choice for the probability 
density function for magnitudes, fM (m), is a doubly 
truncated exponential function (the Gutenberg-
Richter distribution), which includes the param-
eters b and MMax. These are usually not known 
exactly, so one has to account for their uncertainty, 
which makes fM (m) a conditional probability, 
fM (m|b, MMax). Furthermore, often there are com-
peting models, so one also has to condition on the 
model.

A good tool to deal with uncertainties and 
conditional probabilities are graphical models 
(e.g. Koller and Friedman, 2009). In particular, 
Bayesian networks, a special kind of graphical 
models, allow for fast inference and calculation of 
conditional probabilities given different evidence. 
They also allow to estimate conditional probabili-
ties when there is no information about individual 
variables available. This makes it useful for PSHA, 
where many parameters are only known with con-
siderable uncertainty.

To develop a graphical model for PSHA, we start 
out with the ground-motion parameter of interest, 
Z, since we are mainly interested in its conditional 
distribution. The distribution of Z is affected by 
several earthquake source, path and site param-
eters, most notably magnitude M and distance 
R, but also the style-of-faulting FM and the aver-
age shear wave velocity in the upper 30 m, VS30. 
Hence, for each of these variables X there is an arc 
X → Z in the model. If  we want to model addi-
tional dependencies of Z on other variables, we 
just add the corresponding node and arc to the 
model. If  we have reason to believe that some of 
the “predictor” variables X are not independent, 
we can easily model this dependency by adding an 
arc between these variables.

There is considerable uncertainty about the exact 
form of the dependency of Z on the other parame-
ters such as magnitude, distance r VS30. Hence, the 
distribution of Z also depends on the model used. 
This can be represented by an additional parent of 

The goal of Probabilistic Seismic Hazard Analysis 
(PSHA) is to estimate the annual rate of exceedance 
of a particular ground motion level A, v(Z > A). 
Here, the ground-motion parameter Z describes 
a quantity that is of engineering interest, such as 
peak ground acceleration (PGA) or the response 
spectrum. In the calculation of the annual exceed-
ance rate v(Z > A), all uncertainties are taken 
care of. This relates to both epistemic (i.e. associ-
ated with the lack of knowledge) and aleatory (i.e. 
associated with intrinsic variability) uncertainties. 
Aleatory uncertainties are for example the time, 
location and magnitude of a future earthquake. 
In particular, it is important to take into account 
the intrinsic variability of ground-motion, since 
this largely controls the shape of the hazard curve 
(Bommer and Abrahamson, 2006), in particular for 
low exceedance frequencies. Epistemic uncertain-
ties are for example different parameter values or 
different models. From a statistical point of view, 
the difference is that aleatory uncertainty is inte-
grated out, while epistemic uncertainty is retained 
in the calculation of hazard curves. Hence, alea-
tory variability controls the shape of the hazard 
curve, while epistemic uncertainty leads to differ-
ent hazard curves (a distribution of hazard curves) 
(Abrahamson and Bommer, 2005).

The annual rate of exceedance of a particular 
ground-motion level A is calculated via the so-
called hazard integral

v
v f m f r m drdmM Rf mf ff

RM

( )Z A
( )M )mm )r Pr( |Z A , )r ,

=)A

∫R∫MMiMM n
 

 
(1)

where fM (m) and fR(r) denote probability density 
functions for magnitude and distance, respec-
tively, and v(MMin) is the earthquake occurrence 
rate. The integration over M and R is carried out 
from the minimum to the maximum magnitude 
and from the minimum to the maximum distance. 
Pr(Z > A|m, r) is the conditional probability that 
an earthquake with magnitude m in a distance 
r generates a ground motion Z that is larger than 
A. It can be easily calculated from the probability 
density function of Z by integrating from A to ∞.
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Z in the graph. The above considerations define 
the conditional distribution of the ground-motion 
parameter of interest,

Pr(Z) = Pr(Z|M, R, FM, VS30, MOD). (2)

We now assume that the magnitudes are distrib-
uted according to a truncated exponential distri-
bution with (unknown) parameters b and MMax. 
Thus, the magnitude distribution is

Pr(M) = Pr(M|b, MMax). (3)

This is represented by two arcs b → M and 
MMax → M in the graphical model.

The whole graphical model is depicted in 
Figure 1. Here, the joint distribution of all vari-
ables X is

Pr(X) = Pr(Z|M, R, VS30, FM, MOD) Pr(M|b,  
  MMax) Pr(R) Pr(VS30) Pr(FM) 
  Pr(b) Pr(MMax), (4)

from which it is easy to calculate the marginal 
probability Pr(Z). The probabilities Pr(R), 
Pr(VS30), Pr(FM), Pr(b), and Pr(MMax) repre-
sent the initial uncertainties/variabilities of these 
parameters.

One can either calculate Pr(Z) including the 
uncertainties for all the other variables (which cor-
responds to the mean hazard), or keeping some 
parameters fixed at a certain level (which corre-
sponds to individual branches of the hazard curve 
distribution).

The parameters of the model, i.e. the indi-
vidual probability distributions, can be either set 
by experts, calculated based on existing models/
physical reasoning, or determined from data. Then, 
it is possible to calculate any conditional distribu-
tion of interest. In particular, one can compute 

the conditional distribution of the ground-motion 
parameter of interest Z, given evidence or no evi-
dence of the other parameters. This conditional dis-
tribution is directly linked to the seismic hazard.

REFERENCES

Abrahamson, N.A. & Silva, W.J. (2008). Summary of 
the Abrahamson & Silva NGA Ground-Motion Rela-
tions, Earthquake Spectra 24, 67–97.

Bommer, J.J. & Abrahamson, N.A. (2006). Why Do 
Modern Probabilistic Seismic-Hazard Analyses Often 
Lead to Increased Hazard Estimates?, Bull. Seism. 
Soc. Am. 96, 1967–1977.

Koller, D. & Friedman, N. (2009). Probabilistic Graphical 
Models: Principles and Techniques, MIT Press.

M

Z

R

FM

MMaxb

MOD

VS30

Figure 1. Conceptual graphical hazard model.
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assessment must necessarily be based on a set of 
external indicators or measurements which are 
directly available at the stranding site.

In this respect, the present work adopts a proce-
dure for the identification of the type of indenter 
along with the assessment of its penetration into 
the bottom. This procedure is based on measure-
ments of the draughts of the ship at the stranding 
site at different tide levels during ebb tide. Paral-
lel with these readings, also the reaction forces are 
estimated and the obtained quantities compared 
with a suitable database associated with different 
types of indenter. The appropriate indenter and 
the corresponding penetration are then estimated 
according to a best fit of the observed quantities 
and the database.

In order to facilitate the identification, also a 
categorization of possible indenters into classes of 
similar indenters is introduced. This categorization 
can be used in conjunction with the identification 
procedure in order to assign a stranding scenario 
which is being observed to a certain class.

Clearly, the assessment of the damage must be 
carried out in a variety of potential stranding situ-
ations, i.e. different types of indenters and differ-
ent locations along the bottom of the ship. This 
is required in order to establish a framework for 
near-real-time decision support and intervention 
which is to be applied in real situations. In addi-
tion to this, uncertainties affect the measurements. 
These considerations call for the adoption of a 
probabilistic framework.

In the present study Bayesian Networks pro-
vide this framework. The reason for using BNs is 
the availability of well-established built-in infer-
ence algorithms and the possibility to formally 
include different sources of uncertainties. Moreo-
ver, BNs are versatile and usually easy to model 
and decision making can be modeled as well. This 
last aspect makes BNs extremely attractive for 
the present context, with respect to evaluation of 
emergency plans such as de- or re-weighting of the 
ship, lifting, pull-out strategies and so on.

It is outlined that, in line with common BN ter-
minology, the identification procedure needs to be 

ABSTRACT: Grounding and stranding of 
tankers are some of the main causes of pollution 
to the sea environment, due to the usually large 
amount of oil which is spilled if  rupture of the 
tanks should occur.

In the present paper the so-called stranding sce-
nario is considered. This scenario begins when the 
dynamic grounding phase has passed: the ship is 
steadily stranded on the seabed (the indenter) at a 
given location along her bottom. At this location the 
ground reaction force acts and causes a penetration 
in the ship’s bottom structure. In this situation the 
ship has reduced operability and is exposed to the 
environment, mainly waves and tide. In the present 
work only the latter is considered, and specifically 
ebb tide. In this case, the reaction force increases 
with time and the ship experiences a further set-
tling on the indenter, with consequent increase of 
the penetration. In past accidents this situation 
has been proved to be rather critical, as rupture of 
tanks and subsequent spill of cargo and/or global 
collapse of the hull girder can take place, depending 
on the local characteristics of the indenter.

Contrary to other types of accidents, the dam-
age for such situations is not directly visible. This 
is due to a difficult, if  not impossible, access and 
investigation of the bottom area until the ship is 
actually removed from the stranding location. 
Damages due to grounding can differ considerably 
depending on the characteristics of the indenter: 
from a local cutting/sliding type of damage caused 
by sharp indenters to an extended crushing type of 
damage caused by blunt and large shoals.

For the above reasons, tools for the assessment 
of the structural damage in the stranding situa-
tions, with particular focus on penetration of the 
indenter into the ship bottom and reduction of the 
flexural capacity of the hull girder, are of primary 
importance. This is particularly true in the frame 
of rapid emergency response and salvage engineer-
ing, as mitigating actions must account for the 
specific type of damage which is taking place dur-
ing the stranding scenario. Since the development 
of the damage depends on the type of indenter, 
also this item should be estimated. Moreover, the 
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divided into a diagnostic and a causal estimation 
of the penetration. The first makes use of the 
measurements of draughts, whereas the second 
takes advantage of causal relationships between 
the penetration and the contact force applied to the 
bottom. These relationships depend on the local 
features of the seabed and in the present paper are 
represented by curves of force versus penetration. 
These curves are obtained from finite element sim-
ulations of a variety of possible stranding events 
and constitute the previously mentioned database 
of cases.

Following the diagnostic approach, inference of 
the level of penetration is made in the BN on the 
basis of the history of the draught measurements 
during tide. From there on, at each new tide level, 
the diagnostic inference back-propagates in the 

BN through the causal modeling and updates the 
posterior probability density function of the class 
of indenter.

In order to test the BN, estimates of the class 
of indenters and of the penetration are obtained 
using histories of draught measurements gener-
ated artificially with simulations of stranding onto 
different indenters. It is seen that, in most of the 
tested cases, the BN estimates the right class of 
indenter with a probability higher than 60% within 
1 m of ebb tide variation. Moreover, also the level 
of penetration is usually satisfactorily estimated 
for each tide level simulated.

Considering the preliminary stage of the study 
and the level of details, the performance of the BN 
is deemed satisfactory and further extensions seem 
promising.
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(Figure 1). Here, the spatial reference of the model 
is the municipality level (administrative unit), to 
account for the available data (i.e. fire records 
that are available only for a municipality without 
geo-reference). The temporal reference is one day. 
Therefore, the BN represents the factors influ-
encing wildfire occurrence in a municipality (as 
specified by the corresponding node) during a par-
ticular day.

The nodes of the model represent variables 
influencing wildfire occurrence. Grey nodes repre-
sent the variables used for the calculation of the 
daily fuel moisture and are treated separately in the 
parameter estimation.

Every node has a number of discrete mutually 
exclusive states, meaning that continuous random 
variables (such as Area or Human population den-
sity) are discretized.

The nodes Municipality, Area and Human 
population density are deterministic, and can be 
determined from spatial and demographic data. 
Land cover has labeled states that are related to 
fuel type.

The node FFMC (Fine Fuel Moisture Code) 
represents the continuous variable fuel moisture. 

ABSTRACT: Wildfires are common in geo-
graphic areas where the climate is sufficiently moist 
for vegetation growth but also features extended 
dry hot periods, such as the Mediterranean area. 
Besides climate, human interventions, such as land 
clearing activities, also play an important role in 
the occurrence of wildfires.

The research on wildfire occurrence addresses 
the questions on when, where and why wildfires 
are triggered and start to grow. The answer to 
these questions requires understanding of the 
interrelations among biotic and abiotic factors and 
multidisciplinary approaches are thus needed for 
modeling fire risk.

The interdisciplinary approach to natural 
hazard risk modeling can be supported efficiently 
by Bayesian Networks (BN). Based on acyclic 
graphs, BN enable to model the probabilistic 
dependence among a large number of variables 
influencing the risk. The causalities expressed by 
the arcs between the variables make BN not only 
convenient for graphical communication of the 
interrelations between the influencing factors 
(qualitative part), but also include, through condi-
tional probability tables, a quantitative probabilis-
tic model (Jensen & Nielsen 2007). Dlamini (2009) 
developed a BN model for wildfire occurrence, 
which is used to analyze the influence of 12 biotic 
and abiotic variables on wildfire occurrence in 
Swaziland, including land cover, elevation, mean 
annual rainfall and mean annual temperature.

In this paper, we attempt to construct a BN 
model for wildfire occurrence, which includes the 
effect of weather, vegetation and humans and deals 
with the problem of non observable variables. In 
contrast to Dlamini (2009), our BN model is based 
on continuous (3 hr or 6 hr) weather data and can 
thus serve for prediction purposes. The Fine Fuel 
Moisture Code of the Canadian Fire Weather 
Index (Van Wagner 1987) is utilized in the BN 
to model the effect of weather conditions on the 
fire occurrence. The model is applied to the Greek 
Mediterranean island of Rhodes.

The introduced BN to estimate wildfire occur-
rence rates is based on temporal and spatial data Figure 1. Bayesian Network for fire occurrences.
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The node is a child of the weather variables 
(temperature, wind speed, relative humidity and 
precipitation) and the fuel moisture of the previ-
ous day. The daily values of FFMC are calculated 
deterministically.

The node Occurrence rate represents the mean 
number of wildfire occurrences per day and km2. 
In this model, the rate is a function only of land 
cover, human population density and FFMC, 
which includes all weather related variables. The 
occurrence rate is not observable (hidden variable) 
and is estimated based on historical data.

The parameters of the BN are determined 
through the EM algorithm. The numerical imple-
mentation is carried out with the Hugin software. In 
total 109.994 records, corresponding to daily values 
for 7 years (2000; 2004–2009), each for 43 munici-
palities, are used for parameter estimation.

The main result of the parameter estimation is 
the probability mass function of the occurrence 
rate conditional on the FFMC, the land cover and 
the human population density.

Figure 2 shows the mean occurrence rate for dif-
ferent ranges of human population density. The 
occurrence rate increases with increasing values of 
human population density.

FFMC is found to have only slight influence on 
the occurrence rate. To facilitate interpretation of 
this result, Figure 3 shows calculated FFMC val-
ues for year 2000, together with daily precipitation 
and the observed number of fires. The FFMC val-
ues are generally high, and the only large changes 
occur during and after rainfall events.

The results show that for the investigated area, 
FFMC is only a weak indicator for the rate of wild-
fire occurrence. This might be explained by the fact 
that FFMC was developed for the climate and veg-
etation specific to Canada. In Rhodes, precipitation 

events are rare from May to September (Figure 3). 
As a result, the FFMC remains high (>80%) dur-
ing this period, in which most of the wildfires 
occur. However, it is also observed from Figure 3 
that the meteorological conditions have a clear 
effect on the occurrence of fires. The model must 
therefore be improved by utilizing more expressive 
meteorological indicators.

Once an improved description of meteorologi-
cal conditions is established, the proposed Baye-
sian Network model, since it is based on daily 
weather data, can serve for prediction purposes 
and early warning. In addition, it can be continu-
ously updated with new observations of weather 
conditions and wildfire occurrences, leading to 
an improved model in the future. Future work 
towards these goals includes the validation of the 
model and linking a GIS to the model for better 
visualization of the results to support the manage-
ment of wildfire prevention measures.
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Figure 2. Mean fire occurrence rate and human popu-
lation density.

Figure 3. FFMC values at a representative municipal-
ity, together with observed precipitation at the weather 
station and total number of wildfire occurrences on the 
island for year 2000.

ICASP Book I.indb   94ICASP Book I.indb   94 6/22/2011   12:41:50 AM6/22/2011   12:41:50 AM



95

Applications of Statistics and Probability in Civil Engineering – Faber, Köhler & Nishijima (eds)
© 2011 Taylor & Francis Group, London, ISBN 978-0-415-66986-3

Post-earthquake decision-making using influence diagrams

Michelle T. Bensi & Armen Der Kiureghian
University of California, Berkeley, USA

Daniel Straub
Technische Universität München, Germany

for prioritizing post-earthquake inspections. The 
paper ends with an example application.

INTRODUCTION TO BAYESIAN 
NETWORKS

A BN is a directed acyclic graphical model consist-
ing of a set of nodes representing random variables 
and a set of links representing probabilistic depend-
encies, typically causal relationships. BNs are use-
ful for answering probabilistic queries when one or 
more variables are observed. Probabilistic inference 
in BNs takes two forms: forward (predictive) analy-
sis and backward (diagnostic) analysis. Forward 
analysis calculates the probability distribution of 
any node in the BN based on the assumed prior 
marginal probability mass functions (PMFs) of the 
root nodes and the conditional PMFs of all other 
nodes. Backward analysis involves the computation 
of the posterior probability distribution of a node 
given observations on one or more nodes in the BN. 
While many analysis techniques are able to perform 
forward analysis, the power of BNs lies in the ease 
with which they facilitate information updating, i.e. 
backward analysis. Inference algorithms are avail-
able that efficiently perform calculations in BNs. 
A variety of exact and approximate algorithms is 
available; many of these are implemented in soft-
ware (DSL 2007; Hugin Expert A/S 2008).

INTRODUCTION TO INFLUENCE 
DIAGRAMS

BNs can be extended by decision and utility nodes 
to solve decision problems. The resulting graphi-
cal model is known as an influence diagram (ID). 
An ID can generally be viewed as a compact rep-
resentation of the same information contained in 
a decision tree. Detailed description of IDs can be 
found in Kjaerulff  & Madsen (2008) and Jensen & 
Nielsen (2007). The ID encodes both the probability 

INTRODUCTION

A Bayesian network (BN) is a probabilistic graphi-
cal model that represents a set of random vari-
ables and their probabilistic dependencies. BNs are 
graphical and intuitive, facilitate information updat-
ing, can be used for identification of critical com-
ponents within a system, and can be extended by 
decision and utility nodes into influence diagrams 
(IDs) to solve decision problems. These character-
istics and capabilities make the BN-ID useful for 
assessing and responding to hazards posed to civil 
infrastructure systems. The goal of this paper is to 
demonstrate how IDs can be used to solve decision 
problems in the aftermath of an earthquake affect-
ing a civil infrastructure system. We develop pre-
liminary IDs to solve a specific problem involving 
the post-earthquake inspection and shutdown of 
the components of a system. Specifically, we focus 
on a post-earthquake scenario in which an earth-
quake has occurred and placed seismic demands 
on the components of an infrastructure system. 
Immediately following the earthquake, the owner/
decision-maker must quickly decide, for each com-
ponent of the system, whether to keep it open or 
shut it down, or to conduct an inspection before 
deciding on the fate of the component. The owner 
must make these decisions in an evolving state 
of information as observations about the earth-
quake and its effects are being made. Because of 
finite resources, the owner cannot simultaneously 
inspect all components. Therefore, for components 
for which inspections are required, the owner must 
choose the inspection order.

We begin with a brief  introduction to BNs. 
Then, we provide an introduction to IDs as well 
as their more general counterpart: limited memory 
influence diagrams (LIMID). Later, we develop 
a framework for using IDs in post-earthquake 
decision-making related to the inspection and 
shutdown decisions. We develop this frame-
work for both component- and system-level 
decision-making. We also establish a heuristic 
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model and the decision problem structure, which 
represents a sequence of observations, outcomes, 
and decision alternatives. Solving a decision prob-
lem via ID amounts to (1) calculating the expected 
utility associated with each decision alternative, 
and (2) selecting the optimal decision strategy, i.e. 
the strategy that maximizes expected utility from 
the perspective of the decision-maker. Like a BN, 
an ID consists of nodes representing discrete ran-
dom variables (hereafter called chance nodes) that 
are connected by directed links and are associated 
with conditional probability tables. An ID differs 
from a BN because it includes utility and decision 
nodes. A utility node represents the value associ-
ated with a specific decision(s) and/or the outcome 
of a chance node(s). A utility node has no states; 
instead it is assigned a utility value as a function of 
the states of its parent variables. A decision node 
encodes alternative actions available to the deci-
sion maker. It is defined by a finite set of states 
corresponding to the decision alternatives

A LIMID differs from an ID due to the relaxa-
tion of the no-forgetting assumption associated 
with IDs. Rather than considering that all preced-
ing decisions are known at the time a decision is 
made, only the states of nodes that are direct par-
ents to the decision node are assumed to be known. 
Because LIMIDs do not require a temporal order-
ing on decisions, the possible combinations of 
orders on decision alternatives can be extremely 
large. Rather than explicitly considering all com-
binations and possible orders of decision alterna-
tives, (locally) optimal solutions are determined 
using an iterative procedure known as single policy 
updating. The result is an approximate solution, 
see Lauritzen & Nilsson (2001).

INFLUENCE DIAGRAM FOR POST-
EARTHQUAKE DECISION-MAKING

Within the context of the aforementioned 
inspection-shutdown decision, we consider two 
decision problems. First we consider decision-
making at the component-level without addressing 
system-level effects. Then we consider decision-
making when accounting for system-level effects.

The decision to shut down or reduce the capac-
ity of a component is made under competing 
objectives: on the one hand the owner does not 
wish to lose revenue by unnecessarily shutting 
down or reducing the operating level of a com-
ponent that may not have experienced serious 
damage, while on the other hand the owner does 
not want to incur a liability by making an unsafe 
decision, i.e. keeping the component open when 
it may have sustained serious damage. To reduce 
the uncertainty associated with this decision, the 

owner may elect to conduct an inspection of the 
component, incurring a certain cost, which will 
yield information about the state of the compo-
nent. The decision to close or not close the compo-
nent will then be made after receiving information 
gained from the inspection.

Immediate post-event decisions regarding post-
event inspection and closure of components should 
ideally be made at the system level. Consideration 
of losses at the system level allows the decision 
framework to account for redundancies in the sys-
tem. To facilitate prioritization of post-earthquake 
inspections of components at the infrastructure 
system level, we define a value of information-
based heuristic. The value of information is a con-
cept commonly employed in decision analysis to 
quantify the amount of resources a decision-maker 
is willing to expend to acquire more information 
before making a decision. The heuristic assumes 
that, at each stage, the decision-maker is looking 
for the “next best component” to inspect. Using 
the LIMID methodology, the inspection prioriti-
zation order evolves as new information becomes 
available, e.g. from ground motion measurements 
and information from structural health monitor-
ing sensors, and as inspections are performed and 
decisions are made regarding the shutdown of 
components. The information propagates through 
the LIMID to provide an up-to-date probabilistic 
characterization of the system model and deci-
sion structure. At any stage, the recommendations 
regarding component inspections may differ from 
those made at a previous stage. Thus, the LIMID 
provides the decision-maker with guidance on 
optimal decisions relating to inspection and com-
ponent closure, at any point in time, based on all 
available information up to that time.

The above methodology is demonstrated 
through an example application.
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in use in Hong Kong to test overloading. These 
WIM data can also supply basic information, such 
as traffic flow, and heavy vehicle distribution to 
plan road networks. Bridge loading models are 
very closely related to gross vehicle weights, axle 
weights, axle spacings and average daily number of 
trucks. If  the mathematical distributions of these 
parameters are obtained accurately, bridge live load 
models can subsequently then be easily formulated. 
WIM systems can provide a great amount of real 
traffic data to assist in determine these parameters. 
The problem is how to determine these parameters 
from the measured WIM data. It is impossible to 
determine these parameters in a load model if  the 
tremendous amount of WIM data is not described 
statistically.

This paper discusses the methodologies, ana-
lytical concepts and the statistical models derived 
from the analysis of a 10-year WIM database 
described in (Miao 2001). The statistical analysis 
approach used in this paper is an effective method 
to obtain the Cumulative Distribution Function 
(CDF) of related parameters such as gross vehicle 
weight, axle weight, axle spacing and so on. These 
obtained parameters are the base of formulating 
the bridge live load models (Miao and Chan 2002). 
This approach can provide a distinct CDF and 
a required value of any parameter under a given 
probability level.

2 STATISTICAL PROCEDURE

The statistical procedure adopted to estimate 
the maximum values of the gross vehicle weight 
and axle weight in bridge design life includes the 
following:

1. WIM data collecting and handling
2. Selection of Statistical Processes and Estimation 

of the corresponding Statistical Parameters
3. Grouping of the recorded WIM data
4. Simulation of the selected Stochastic Processes.

ABSTRACT: This paper discusses the statistical 
analyses used to derive bridge live loads models 
for Hong Kong from a 10-year Weigh-In-Motion 
(WIM) data. The statistical concepts required and 
the terminologies adopted in the development of 
bridge live load models are introduced. This paper 
includes studies for representative vehicles from the 
large amount of WIM data in Hong Kong. Differ-
ent load affecting parameters such as gross vehicle 
weights, axle weights, axle spacings, average daily 
number of trucks etc are first analyzed by various 
stochastic processes in order to obtain the mathemat-
ical distributions of these parameters. As a prerequi-
site to determine accurate bridge design loadings in 
Hong Kong, this study not only takes advantages of 
code formulation methods used internationally but 
also presents a new method for modelling collected 
WIM data using a statistical approach.

1 INTRODUCTION

The ability to weigh vehicles as they travel at a 
highway speed has become known as Weigh-in-
Motion (WIM) technology. Using a WIM system, 
virtually a 100% sample of traffic data for statisti-
cal purposes can be obtained. The information can 
be transmitted immediately in real time, or at some 
future time, to locations remote from the WIM 
site via conventional communications networks. 
At present, WIM systems are used for enforcement 
primarily to identify individual vehicles that are sus-
pected of being in violation of weight or size laws 
and for locating sites where relatively large numbers 
of probable weight, speed, or size violations occur. 
Relevant departments of the Hong Kong SAR 
Government (known as Hong Kong Government 
before 1997) decided to install WIM systems in 
Hong Kong several years ago, and a large amount 
of WIM data has been obtained. These WIM data 
can be analyzed to understand the real traffic status 
for comparison with bridge design live load models 
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3 STATISTICAL PROCESS SELECTION

The distributions considered include the followings:

 i. Normal Distribution (ND)
 ii. Weibull Distribution (WD)
 iii. Filtered Weibull Process (FWP)
 iv. Gamma Distribution (GD)
 v. Logarithmic Normal Distribution (LND)
 vi. Extreme Value Distribution—Type I (EVD)
 vii. Inverse Gaussian Distribution (IGD)
viii. Filtered Poisson Process (FPP).

The Monte Carlo method is then used to simu-
late the distributions of maximum value stochastic 
processes of a series of given stochastic processes. 
The expected value and standard deviation for 
Gross Weight, Axle Weight, Headway, Time Inter-
val are then determined.

4 MAXIMUM VALUE ESTIMATION

After identifying the stochastic processes for each 
bridge loading related parameters, the distribution 
parameters of every domain can be obtained. 
The maximum value of vehicle gross weight and 
axle weight for a design return period of bridge 
life can then be determined. The Kolmogorov-
Smirnov approach is used again to check whether 
Normal, Lognormal, Weibull, Gamma, Extreme 
Value Type-I and the Inverse Gauss Distribution 
describe the maximum value distributions of the 
gross weight and axle weight respectively. It is 
interesting to note that the maximum value of gross 
weight and axle weight during bridge design life, 
say 120 years, calculated according to the above 
approach are very close to their legal limitations of 
Hong Kong which are 42 tons for gross weight and 
10 tons for axle weight TDHK (1997).

5 CONCLUSIONS

To meet the demands, the loading carried by a 
heavy vehicle will be getting heavier and heavier, 
a bridge design loading should meet the needs 

of this development. The maximum gross vehicle 
weight within a bridge design life, say 120 years, 
should be obtained and considered in the devel-
opment of bridge design loading models. The 
statistical analysis approach used in this paper is 
an effective method to obtain the cumulative dis-
tribution function (CDF) of related parameters 
such as gross vehicle weight, axle weight, axle 
spacing and so on. These obtained parameters are 
the base of formulating the bridge live load mod-
els. This approach can provide a distinct CDF and 
a required value of any parameter under a given 
probability level.

The WIM data from Hong Kong has been statis-
tically analyzed in this paper as an example of the 
proposed method. The mathematical distributions 
of gross vehicle weights, axle weights and headway 
are obtained accordingly. The maximum values of 
axle weight and gross vehicle weight are compound 
stochastic processes. Their mathematical distribu-
tions are also obtained. Then the maximum gross 
weights and axle weights within bridge design life 
under a probability level are then calculated. It is 
interesting to notice that the maximum value of 
gross weight and axle weight during bridge design 
life, say 120 years, calculated according to the 
above approach are very close to their legal limita-
tions of Hong Kong.
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ABSTRACT: Often in bridge assessment the 
failure of a deterministic assessment at some limit 
state is taken to imply that the structure requires 
either rehabilitation or replacement. There is 
however a third option, probability-based safety 
assessment, which is often ignored by bridge own-
ers/managers but which if  considered can lead 
to considerable savings by avoiding the need for 
costly repair or rehabilitation. The principles of 
probabilistic assessment are no different than the 
techniques used in code derivation. A minimum 
safety index is specified for the structure, depend-
ent upon its importance, expected failure mode 
etc. and at each limit state the computed level of 
safety of the structure is required to exceed this 
minimum. Therefore probabilistic assessment can 
be related to the derivation of a bridge specific 
code for the structure. The approach benefits from 
a lack of generalisation inherent in design codes 
without compromising the level of safety of the 
structure. A logical progression from probabilistic 
assessment of individual structures is the concept 
of safety based maintenance management. The 
basic premise lies in acceptance of the concept 
that when it becomes impossible or too costly to 
maintain bridges to their as-built standard, bridge 
owners must at least ensure that the bridges ful-
fil specified requirements of structural safety. 
Safety based bridge maintenance management is 
attractive as it enables bridge owners/managers to 
extend service lifetimes by reducing or postpon-
ing costly major rehabilitation projects. Instead 
focused repairs are performed on specific critical 
components of the structure to ensure the over-
all level of safety remains above the minimum 
requirement. The critical structural components 
are determined from deterministic assessment. 
Significantly, at no stage in the process is the 
required level of safety compromised. Central to 
the process of probability-based safety assess-
ment is accurate modelling of the resistance and 
load. Original structural drawings and material 
records may be employed to provide information 

on the distributions of the material variables and 
consequently the parameters governing structural 
resistance. Bayesian updating of these distribu-
tions may be performed using results of bridge 
inspections, testing etc. Modelling of the loads to 
which the structure is subjected is often performed 
using codified assessment models or site surveys 
of loading. It is critical to assess random vari-
ables as accurately as possible to reduce the level 
of uncertainty. Of all loads to be modeled, by far 
the most variable are live loads, traditionally pre-
scribed based upon subjective assumptions of the 
maximum expected axle, vehicle or combination 
of vehicles. These assumptions led to conserva-
tive and/or inconsistent design load effects and 
consequently, inconsistency in safety levels among 
structures. Using of Weigh in Motion (WIM) data 
in probabilistic safety assessment reduces uncer-
tainty in the load-modelling process. Statistical 
parameters governing traffic flow at site may be 
accurately recorded and modelled and realistic 
estimates of load effects can be obtained through 
realistic simulations of multiple transverse and 
longitudinal presences. The response of the struc-
ture is also modelled with greater accuracy as the 
WIM system enables computation of the actual 
influence surface for the structure. Therefore the 
actual structural behaviour, incorporating any 
damage or change of structural system is modelled 
rather than that as idealised from finite element 
models or theory. It is however important to rec-
ognise that just as probability-based assessment 
attempts to model structural resistance degrada-
tion with time, some effort is required to allow for 
evolution of traffic with time. This paper presents 
through example the benefit of some of the afore-
mentioned recent advances for reliability based 
safety assessment and maintenance management 
of highway bridges.

From a schematic viewpoint, bridge main-
tenance management through reliability based 
assessment is fundamentally hierarchical by 
resource and information limitations. Three main 
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zones—a) Inspection and Testing, b) Computation 
and c) Decision Making interact with each other 
to reach to an optimised decision. Often, selected 
parts of this scheme are used for actual deci-
sion making based on available cost and/or time 
resources.

Time variant live traffic loads require statistical 
modelling to determine the magnitude of their 
characteristic effects. The levels of extreme values 
of these loads are associated with a return period 
against a certain intensity taking place with a 
given degree of confidence in terms of statistical 
significance. This degree of statistical significance 
and consequently the return period or the intensity 
of the action at a given intensity vary when evolu-
tion of increasing traffic load over time is taken 
into account. It is thus important to establish 
the description of such load in terms of extreme 
value distributions and concentrate on the statistical 
description of the tails, or the extremes of such dis-
tributions. Typically, the Gumbel family of distri-
butions (Gumbel, Frechet and Weibull ) are fitted 
to measured data, recorded over a period of time. 
WIM systems are directly employed for the acqui-
sition of this data.

Subsequent extrapolation of these fitted dis-
tributions for a specified return period yields the 
characteristic value to be used for time variant 
loads. The difference in distributions contained 
within the Gumbel family lies in their tail behav-
iour, i.e., whether they are bounded or unbounded 
in the extreme.

The importance of fitting the tail from WIM 
observations is noted. The same histogram may 
appear to exhibit a reasonable fit on the whole to 
a number of very different distributions. However, 
it is the goodness of fit of the tail that governs the 
site-specific characteristic loading with probabi-
listic descriptions. Consequently, fitting the tail 
very significantly affects the reliability index of the 
structure in an as-built condition. Additionally, 
as shown in the figure, a non-parametric fit may 
exhibit an excellent fit even on the tails but should 
be used with caution due to its high dependence on 
the measured data. The parameters of traffic load-
ing can be significantly changed with time bringing 
about a complete change in the statistical descrip-
tion of traffic loading. Such a situation is usually 

accompanied with an increase in average loading 
and a decrease in the return period of extreme 
loads with time. Additionally, it is also possible 
that the information on the extremes is only partial. 
Significantly compromised measurement would of 
give rise to unrealistic assessment values and con-
sequently the acceptance of a dataset should be 
carried out with care. However, even in the pres-
ence of acceptable datasets the choice of statistical 
description of measured quantities remains criti-
cally importance.

An important application of reliability analysis 
can be related to the problem of sensitivity analy-
sis and over-parametrisation of the number of 
variables involved. The sensitivity analysis results 
on the parameters of reliability index, when com-
pared and ranked, can provide indication of the 
critical parameters that contribute maximum to the 
establishment of the reliability index if  the bridge. 
Additionally, it also allows quantifying the relative 
participation of each parameter. When the param-
eters are from the resistance side, such information 
can be used for choosing locations and methods 
of testing or health monitoring of structures. 
When the parameters are from the loading side, 
to be specific for traffic loading, appropriate lim-
its on maximum loads can be set in conjunction 
with other intervention methods to appropriately 
manage the safety of bridges. However, when 
a structure is overparametrised with too many var-
iables, the sensitivity analysis may mask important 
participation ratios due to the division of par-
ticipation into too many numbers of parameters. 
Consequently, care is required while choosing the 
number of parmeters, even if  a large number can 
be modeled from observed WIM data.

Another important aspect of employing WIM 
data can be related to a realistic estimate of often 
intangible cost to the road user for any interven-
tion on the bridge. The cost to the road user is gen-
erated due to a loss of time, a detour or both. The 
cost of detour per unit length or loss of unit time is 
directly related to the class of vehicle with respect 
to its weight. An appropriate description of the fre-
quency of vehicles above a certain weight directly 
affects and improves the realistic calculations of 
cost to the bridge user when such information is 
readily not available.
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Visualization of live-load probability distribution by Random 
Number generation and a Reliability Analysis of a bridge girder 
based on the Traffic Flow Model

O. Yoshida
Yoshida Engineering Laboratory, Chiba City, Japan

its probability distribution characteristics are 
obtained.

Figure 2 shows the histograms of distributed 
load intensities of Traffic flow C. The dotted line 
is the Normal distribution fit line which has the 
mean value and the standard deviation of Traffic 
flow C.

Several fractile values of distributed loads are 
calculated and compared with the nominal load 
value of the Japanese design code “Specification 
of Highway Bridges”. Through those simulations, 
regulations of uniform load reduction for the 
span length and for the transverse direction can 
be explained theoretically. Using these character-
istics, the expectations on several fractile percent-
ages are calculated. They are shown in Figure 3, 
together with the nominal uniform load value of 
the Japanese design code. This Figure 3 shows the 
relative position between the simulated expectation 
and the nominal load value.

Among these results, we can know that the nom-
inal load value corresponds to which percentages 
expectation value. For example, traffic flow C line 
of 90% fractile is the nearest to the nominal load 
line. And it may not sound strange to our empirical 
recognition that nominal load may be 90% fractile 
or so.

The reduction effect of the fractile value accord-
ing to the loading width exists on the same rea-
son as loading length. Then, the problem can be 

This paper makes a proposal method for setting 
the live-load probability distribution using random 
vehicle weights. Traffic Flow Models which are 
propounded in Japanese “Fatigue design Guide 
Line for Road Bridges” are adopted. In those mod-
els, vehicles are classified into eight categories and 
have hierarchal component percentages. Each cat-
egory has separate weight probability distribution. 
Random Numbers are generated for each category 
in accordance with the probability distributions 
and the component percentage. They are merged 
and shuffled. Thus a random arrayed motorcade is 
built for each Traffic Flow Model. An assumption 
is herein introduced that the generated motorcade 
samples have the similar probability distribution to 
that of traffic loads in the whole bridge life.

Reliability assessment examples for the Plate-
Girder Bridge are carried out using these probabil-
ity characteristics, being compared with allowable 
stress design. Thus, a interrelation of the allow-
able stress design method and Reliability Theory 
is identified for each Traffic Flow Model. In other 
words, allowable stress design method can be con-
verted to Reliability assessment method practically 
on the premise of Traffic Flow classification.

In order to simulate the sequential vehicles on 
the bridge, random numbers are generated for the 
vehicle categories in accordance with the probabil-
ity distributions and the component percentages.

Generated samples are merged and shuffled. 
Thus a random arrayed motorcade is built for 
each Traffic Flow Model. An assumption is herein 
introduced that the generated motorcade samples 
have the similar probability distribution to that of 
traffic loads in the whole bridge life.

Figure 1 shows the histogram of all samples in 
case of Traffic Flow class-E, as the example of the 
heaviest traffic.

Serial vehicle weight of the random arrayed 
motorcade is counted until its summed length 
reaches the loading length. Repeating this from 
the head to the next sequentially, the summed 
weights are divided by the loading length. Thus the 
distributed load intensities are derived. Therefore 

0 10 20 30 40 50 60 70 80 90

Traffic Flow E 

Figure 1. Histogram of all samples (ton).

ICASP Book I.indb   103ICASP Book I.indb   103 6/22/2011   12:41:52 AM6/22/2011   12:41:52 AM



104

analyzed such as the loading length is multiplied 
by the lane number.

Figure 4 shows the reduction coefficients of the 
fractile value by number of lanes, when 90% frac-
tile of traffic flow C is selected.

The allowable stress of SM400 steel is regulated, 
based on the yielding stress divided by about 1,7. 
The variance of the yield stress of actually supplied 
steel material in Japan is researched and reported 
in the reference 3). The probability distribution 
characteristics can be set using this data.

Figure 5 was described as Normal distributions 
by these reported yield stress data.

In case of 30 m span, the probability distribu-
tions of each load share and yield stress are shown 
in Figure 6.

In attempt to realize the tangible analysis exam-
ple, several example model bridges (Plate girder 
pan = 30∼60 m) are taken.

The Reliability assessment for the bridges designed 
by the allowable stress method is carried out.

The Reliability Index based on the second 
moment equation is introduced, using these prob-
ability distributions. By the results, the calculated 
Reliability Indexes gradually increases along the 
increase of span length. It is caused by the reduction 
of live-load share. More economical deign can be 
introduced if the Reliability Index is kept constant.

The allowable stress design method can be con-
verted to Reliability assessment method practically 
on the premise of Traffic Flow classification.

The role of the infrastructure responds to the 
social demands. From that standpoint, traffic flow 
is the most important factor for Bridge design-
ing. Social role of a bridge is to meet the traffic 
demand. The width and the geometric alignment 
of the bridge are decided based on the traffic grade. 
Therefore, traffic load should be decided consider-
ing the traffic grade, in the same sense. When the 
heavier traffic grade is expected than the standard 
one, the bridge must be strengthened in accord-
ance with that. And, if  the percentage of the heavy 
vehicle is expected smaller than the standard, the 
bridge must economically be designed.

The allowable stress design method is widely 
rooted as a de-facto standard. Many a engineer 
shall be able to address the reliability design by an 
accessible method. Then the reliability technology 
shall develop higher being used by many engineers, 
and make a social contribution greatly.

0 0.5 1 1.5 2 2.5

90% fractile 

Figure 2. Histogram of distributed load (tonf/m/lane).

0

1

2

3

4

5

6

0 50 100 150 200
Span (m)

90% Fractile

D
is

tr
ib

ut
ed

 L
oa

d 
(k

N
/m

2 )

Figure 3. Distributed load on loading length.

1 0 .7 6 9 0 .7 3 1 0 .7 1 1 0 .6 9 9 0 .6 9 0

1st lane 2nd lane 3rd lane 4th lane 5th lane 6th lane

Figure 4. Reduction of fractile value by number of lanes.

0 100 200 300 400 500

Measured
in1967
Measured
in2002
k = 1.7A

llo
w

ab
le

 f
ta

 =
 1

40

JI
S 

St
an

da
rd

 f
ys

 =
 2

35

Yield Stress of SM400A

(N/mm2) 

Figure 5. Distribution of yield stress.

0 50 100 150 200 250 300 350

N
om

in
al

 A
ll

ow
ab

le
 S

tr
es

s

N
om

in
al

 Y
ie

ld
 S

tr
es

s
(S

M
40

0)

Dead + Live Load

Yield stress

Stress (N/mm2)

(D
ea

d 
L

oa
d)

Figure 6. Probability distributions of reliability assess-
ment (Traffic Flow C).

ICASP Book I.indb   104ICASP Book I.indb   104 6/22/2011   12:41:52 AM6/22/2011   12:41:52 AM



105

Applications of Statistics and Probability in Civil Engineering – Faber, Köhler & Nishijima (eds)
© 2011 Taylor & Francis Group, London, ISBN 978-0-415-66986-3

Development of live load model for long span bridges
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S.W. Lee
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This paper deals with the development of live 
load model for long span bridges using Weigh-In-
Motion (WIM) system and a comparison with the 
current live load model from various countries. 
The live load model in Korea Bridge Design Code 
(KBDC) was developed about 40 years ago for 
short and medium span bridges less than 200 m. 
In 2006, Design Guideline for Steel Cable Bridges 
(DGSCB) was developed for use with bridges 
longer than 200 m. However, heavy truck data 
is limited and the live load model doesn’t reflect 
the current status of heavy traffic. New live load 
model was proposed based on Weigh-In-Motion 
(WIM) data for short and medium span bridges 
and plan to be adopted in 2011. To be consistent 
with new load model, live load model for long span 
bridges need to be developed. A WIM system was 
installed and has been operated for more than ten 
months to collect real traffic data. To estimate the 
maximum effect, the fictitious traffic jam model 
is assumed, which consider only truck traffic with 
minimum headway distances between front and 
rear trucks. To calculate the actual load effects, two 
long span bridges (one cable stayed and one sus-
pension bridge) are selected. Load effects of main 
members such as cable, pylon and stiffening girder 

are calculated and compared with various live load 
models in the world, such as AASHTO LRFD, 
Korean Bridge Design Code and Japanese Code 
from Honshu-Shikoku Bridge Authority. The 
structural analysis models of selected bridges have 
been developed by MIDAS and RM software. For 
the verification of the model, DL-24 load model 
in KBDC is applied to Incheon Bridge model 
and the live load model in DGSCB is applied to 
Leeshunsin Bridge. The results are compared 
with original design results. There is a maximum 
8% error from original design values for Incheon 
Bridge, which proves the adequacy of the model. 
Results for Leeshunsin Bridge verify the adequacy 
of the analysis model.

To determine the maximum load effects, it is 
assumed that fictitious traffic jam situation is hap-
pened and all trucks without any cars or small vehi-
cles in between are located with bumper to bumper 
with minimum headway distance. Spacing between 
the last axle of the front truck and first axle of the 
rear truck is assumed as 3 m. Then from the series 
of trucks maximum intensity of truck weights are 
determined by calculating the uniformly distrib-
uted load intensity considering the influence line 
as shown in Figure 3. The maximum load intensity 

Figure 1. Incheon Bridge, Cable stayed Bridge, Main 
span length = 800 m.

Figure 2. Leeshunsin Bridge, Suspension bridge, Main 
span length = 1545 m.
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is calculated by total weights of trucks in influence 
length divided by the influence length for each sec-
tion as cable, pylon and stiffening girder. Figure 4 
and Figure 5 show the comparison between live 
load model in various live load models and model 
from traffic jam model. Results show that the traf-
fic jam model generally shows smaller values than 
KBDC model but higher values than DGSCB. 
Also AASHTO LRFD model show much less 

values than other models. In the future, nominal 
load model and load factors should be determined 
with longer term data and additional WIM data.

Figure 3. Traffic jam simulation of truck through the 
length of influence line.

(a) Bending moment in stiffening girder

(b) Bending moment in pylon

(c) Tension force in cable

Figure 4. Analysis results of Incheon Bridge.

(a) Bending moment in stiffening girder

(b) Bending moment in pylon

(c) Tension force in main cable and hanger cable

Figure 5. Analysis results of Leeshunsin Bridge.
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In-situ dynamic behavior of a railway bridge girder under fatigue 
causing traffic loading
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E. Brühwiler
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effect of other velocities and increased trainloads 
on fatigue relevant bridge elements.

In view of this objective, dynamic measure-
ments are conducted on a one-track railway bridge. 
First, the measured behavior is compared with the 
dynamic behavior of a model taking into account 
only train velocity. Then the dynamic behavior due 
to railway-track irregularities is investigated with 
simple models.

2 MAIN RESULTS AND DISCUSSION

Modeling of dynamic behavior: The presented study 
shows that the dynamic behavior as measured from 
a prestressed concrete bridge girder is well repre-
sented by simple models which allow identifying 
fatigue relevant dynamic effects. It may be noticed 
that the dynamic bridge behavior has no signifi-
cant influence on the dynamic behavior of the car 
because of the high difference in stiffness between 
the car suspensions and the bridge structure. Also, 
it is sufficient to represent the first vibration mode 
of the bridge girder. The bridge structure may be 
attributed to a rigid base for the car, and car and 
bridge may be modeled separately.

Fatigue relevant dynamic actions: Track irregu-
larities are found to be the main cause leading to 
amplifications of the bridge dynamic response. 
Typical cases are local settlements in the transi-
tion zone embankment-bridge or a difference in 
elevation of the railway track due to a rail joint 
(misalignment) or bad welding. The wheel force 
variation due to railway track depressions leads to 
an almost immediate bridge response.

As observed in the measurements and simula-
tions, the dynamic amplification factor varies with 
varying train velocity. A maximum occurs at the 
resonance speed for maximum car excitation due to 
track irregularities. High contact force amplitude 
leads to high action effect amplitudes. Maximum 
dynamic wheel forces do however not necessarily 

ABSTRACT: Stresses in bridges due to traffic 
loading need to be determined as accurately as 
possible for reliable fatigue safety verification. In 
particular, the dynamic traffic effect due to run-
ning vehicles has to be considered in a realistic way. 
In-situ measurements of the dynamic behavior of 
a one-track railway bridge have been performed to 
analyze the complex elastic dynamic system con-
sisting of running trains—railway track—bridge 
structure. The main causes for dynamic effects for 
fatigue relevant bridge elements have been identi-
fied to be the vertical track position, i.e. track irreg-
ularities. The dynamic behavior has been modeled 
with sufficient accuracy using simple models when 
fatigue relevant dynamic effects are studied. The 
results of this study allow for the consideration of 
realistic dynamic amplification factors for fatigue 
verification.

1 INTRODUCTION

For the examination of existing bridges, dynamic 
amplification factors for updated traffic loads 
need to be derived for the deterministic verifica-
tion of each the structural safety, serviceability and 
fatigue safety. This paper concentrates on realistic 
dynamic amplification factors to be deduced con-
sidering elastic structural behavior of bridge ele-
ments under fatigue loading.

Stresses in the fatigue vulnerable steel reinforce-
ment of concrete railway bridges due to traffic 
loading have to be determined as accurately as pos-
sible for reliable and realistic fatigue safety verifica-
tion. Therefore, the dynamic traffic effect due to 
running trains has to be considered in detail.

The aim of this paper is to show that the com-
plex elastic dynamic system consisting of running 
train—railway track—bridge may be modeled 
with sufficient accuracy using simple models when 
fatigue relevant dynamic effects are studied. These 
simple models may then allow the study of the 
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occur always at the location leading to maximum 
action effect such as the bending moment.

It should be noted that maximum dynamic 
amplifications due to both train velocity and track 
irregularities should actually not just be added 
to obtain the total dynamic amplification fac-
tor, since it is rather unlikely that the maximum 
dynamic effect of both effects occurs at the same 
time for the occasional case of a carriage with a 
high fatigue relevant load.

Fatigue relevant action effect: The action effect 
of interest (i.e. the maximum moment) is caused 
by more than one bogie. It must not be expected 
that all the bogies increase due to dynamic effects 
their contact force at the same time. Consequently 
for fatigue loading, the sum of the contact forces 
leads to lower amplification factors than those for 
single bogies.

For the investigation of the fatigue safety, the 
dynamic effect of high traffic loads rather than 
medium or lightweight cars running at high speeds 
are of interest.

Dynamic amplification factors for high traf-
fic loads are distinctly lower than for trains with 
lighter carriages as has been shown by many inves-
tigations. In particular, wheel force amplification 
and corresponding action effects (forces) in the 
bridge element due to track irregularities decrease 
with increasing weight of carriage [Herwig 2008, 
Ludescher & Brühwiler 2009] and it may be 
deduced:

− In the case of dynamic amplification due to exci-
tation from train movement (train velocity), max-
imum dynamic effects occur only with regular 
axle spacing in narrow velocity domains. Other 
velocities lead to moderate dynamic effects. Here 
the effect of carriage weight is less pronounced.

− In the case of dynamic effects due to track irreg-
ularities, one needs to consider that the track 
quality varies over time, and since the over-
loaded carriage (as leading action) is an occa-
sional event, it is reasonable to consider track 
irregularities as a quasi-permanent state.

Application: As a consequence and since the 
static load considered in the FLS verifications is 
extreme (high), the dynamic amplification factor 
according to EN 1991-2 may be reduced accord-
ingly. At fatigue limit state FLS, frequent values of 
dynamic action effects are considered to represent 
service load conditions. Based on the foregoing 
considerations, the following dynamic amplifica-
tion factor ϕFLS is suggested [SB4.3.3 2007]:

 (1)

with  and  according to EN 1991-2.

3 CONCLUSIONS

The following conclusions are valid for the inves-
tigated bridge as well for fatigue relevant shorter 
bridges:

− The dynamic behavior of a bridge can be repre-
sented by simple models when fatigue relevant 
action effects are studied. It is sufficient to rep-
resent the first vibration mode of the bridge 
girder.

− Track irregularities are the most important 
cause for fatigue relevant dynamic amplifica-
tions of action effects. This effect occurs at each 
train passage for each car.

− Dynamic amplification factors for elastic struc-
tural behavior at fatigue limit state shall consider 
the effects of two main parameters involved, i.e. 
(1) train velocity and (2) track irregularity.

The investigated prestressed concrete bridge 
girder itself  is actually only little fatigue vulner-
able due to its relatively long span and the fully 
prestressed concrete cross section. Since the inves-
tigated bridge was rather stiff, the assumptions on 
the modeling are however applicable for bridges of 
shorter spans.
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Modelling of highway bridge traffic loading: Some recent advances
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sites in recent years and significant numbers of 
extremely heavy vehicles were recorded. For Monte 
Carlo simulation, it is necessary to use a set of sta-
tistical distributions based on observed data for 
each of the random variables being modelled, and 
gross vehicle weight (GVW) is particularly impor-
tant. A “semi-parametric” method proposed by 
OBrien et al. (2010) uses the measured histogram 
in the lower GVW range where there are sufficient 
data, and models the upper tail with a paramet-
ric fit. This ensures much greater accuracy of the 
probabilities in the tail region. Bridge load effects 
for the spans considered here are very sensitive to 
wheelbase and axle layout. In the simulation model 
described by Enright (2010), empirical distributions 
are used for the maximum axle spacing within each 
vehicle class. The axle position at which this maxi-
mum spacing occurs varies, and is also modelled 
using empirical distributions. Lateral distribution 
of load in multi-lane traffic is incorporated in the 
simulation model by using lane factors which have 
been derived from finite element analysis of typical 
short to medium span bridges. These lane factors 
depend on the type of construction used, and on 
the load effect (moment, shear) being considered.

The availability of relatively large amounts 
of WIM data make it practical to compare daily 
maximum load effects estimated from simulation 
with those calculated from the measured traffic. 
Results for load effects from the simulation show 
good agreement with those calculated from meas-
ured data.

For short to medium span bridges with two same-
direction lanes of traffic, loading events featuring 
one truck in each lane (either side-by-side or stag-
gered) are particularly important. Various patterns 
of correlation are evident in the WIM data, and 
these patterns are difficult to model using conven-
tional techniques. An alternative multi-dimensional 
smoothed bootstrap approach has been developed 
(Enright 2010) which avoids many of the difficulties 
associated with existing approaches. This approach 
draws sample traffic scenarios from the measured 
data, and the GVWs, gaps and speeds that define 
each scenario are modified by adding some “noise” 

1 INTRODUCTION

In recent years, the improved quality and increasing 
use of weigh-in-motion (WIM) technology (Jacob & 
OBrien 2005) has meant that more accurate meas-
urements of vehicle weights are now available for 
relatively long periods of time. These extensive 
measurements can be used to refine probabilistic 
bridge loading models for the assessment of exist-
ing bridges, and to monitor the implications for 
bridge design of trends in vehicle weights and types. 
Site-specific bridge assessment, based on measured 
traffic, can lead to very significant cost reductions 
for maintenance (O’Connor & Enevoldsen 2009).

Different approaches can be used for the estima-
tion of lifetime maximum bridge loading from WIM 
data. One approach is to fit a statistical distribution 
to the calculated load effects for the measured traf-
fic, and to use these distributions to estimate char-
acteristic lifetime maximum effects (Nowak 1993). 
An alternative approach adopted by many authors is 
to use Monte Carlo (MC) simulation (O’Connor & 
OBrien 2005), and this is the approach described 
here. In the MC simulation approach, statistical dis-
tributions for vehicle weights, inter-vehicle gaps and 
other characteristics are derived from the measure-
ments, and are used as the basis for the simulation 
of traffic, typically for some number of years. It is 
thus possible to simulate vehicles and combinations 
of vehicles that have not been observed during the 
period of measurement. Lifetime maximum loading 
can be estimated by simulating traffic for periods of 
1000 years or more, or by extrapolation from the 
results of shorter simulation runs. Both options are 
discussed in the paper, and statistical techniques are 
presented which improve the extrapolation proc-
ess. Recent advances in the probabilistic analysis 
of dynamics and their effect on lifetime loading are 
also discussed.

2 MONTE CARLO SIMULATION

The paper presents details of extensive WIM meas-
urements that have been collected at five European 
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using variable-bandwidth kernel functions (Scott 
1992). This method has been found to provide a 
good fit to load effects calculated from measured 
traffic.

Long-run simulations make it possible to exam-
ine in detail the types of loading events that give 
rise to the characteristic load effects. Bridge load-
ing for the spans and sites considered is governed 
by single-truck and 2-truck events.

3  STATISTICAL TECHNIQUES 
FOR EXTRAPOLATION

Extrapolation directly from measured data or from 
short simulation runs remains a valuable technique for 
predicting lifetime maximum loading. A composite 
distribution statistics (CDS) model is presented 
which separates loading event by type (one-truck, 
two-truck etc.) and combines extreme value distribu-
tions fitted to the load effects for each type.

Since many codes define characteristic values as 
a probability of exceedance in the design life of the 
structure (for example, the Eurocode’s 5% probabil-
ity of exceedance in 50 years definition), it is not a 
distribution of characteristic values that is of inter-
est, but the distribution of lifetime load effect. There-
fore focus should be centred on the estimation of the 
lifetime distribution of load effect, from which the 
characteristic value can then be derived. Predictive 
likelihood is a method for estimation which allows 
both for sampling and modelling uncertainties. It 
is based on the maximization of the likelihood of 
both the data and a predictand (possible prediction 
value). Caprani & OBrien (2010) have applied this 
method to the bridge loading problem and showed 
that the traditional return period approach yields 
different results to the direct estimate of the charac-
teristic value from the lifetime distribution of load 
effect (Caprani & OBrien 2006).

4  ALLOWING FOR DYNAMIC 
INTERACTION

The dynamic amplification factor (DAF) is defined 
as the ratio of total to static load effect, where total 
load effect results from the truck and bridge inter-
acting dynamically. Total and static load effects are 
related through the DAF, which is not constant 
as all loading events differ both dynamically and 
statically. However, there remains a degree of corre-
lation between these statistical variables. The recent 
statistical theory of multivariate extreme values has 
been applied to this problem to extrapolate these 
correlated variables to their design lifetime values 
(Caprani 2005). Their ratio at this level is therefore 

the level of dynamic interaction applicable for the 
bridge design lifetime. This has been termed the 
assessment dynamic ratio (ADR) in recognition 
that it does not arise from any one single loading 
event. A sample application of the statistical analy-
sis for ADR indicates a DAF of about 1.06 which 
is significantly less than the DAF allowed for in the 
Eurocode and has particular importance for the 
majority of bridges that are of short- to medium-
length since it is currently assumed that the gov-
erning loading scenario for these bridges is that of 
free-flowing traffic with associated dynamic effects. 
Analysis shows that the threshold bridge length 
above which congested, rather than free-flowing, 
traffic governs lifetime maximum bridge loading 
depends on the type of load effect, and for hogging 
bending moment on a two-span bridge, this thresh-
old bridge length is found to be as low as 33 m.
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1 INTRODUCTION

The AASHTO LRFD Bridge Design 
Specifications has advanced bridge design to struc-
tural reliability based practice. In developing these 
specifications, failure risks involved were control-
led by prescribing appropriate load and resistance 
factors. On the other hand, this first generation 
of reliability based specifications can be further 
improved.

The design life of bridges is relatively long 
compared with the available measured load data. 
For example, the AASHTO LRFD specifications 
specifies 75 years as the target life span of highway 
bridges, but until several years ago there had been 
very few weight data for trucks in operation, which 
can be reliably used for code calibration. Accord-
ingly common practice to understand and cover 
long term loads is to employ statistical inference or 
projection based on short term data. Using short 
term load data to predict or project to a remote 
future maximum load is exercised for specification 
calibration and development, as for the AASHTO 
LRFD bridge design specifications. However, the 
approaches used have not been adequately evalu-
ated or validated due to lack of long term data, 
which is important for the structures’ safety gov-
erned by these codes. This issue is focused here, 
taking advantage of now available long term truck 
weight data obtained using the weigh-in-motion 
(WIM) technique.

2 A NEW APPROACH

A new projection approach is proposed in this paper 
for reliable prediction, based on the understanding 

of importance of the load probability distribution’s 
high tail. This approach significantly reduces the 
mathematical temporal length for projection and 
thus increases prediction reliability, shown here 
in application examples. In addition, the projec-
tion approach is proposed to be evaluated in each 
application, using quantitative indices. The appli-
cation of temporal prediction can now be guided 
using these quantitative indices about its validity 
and appropriateness.

3 CONCLUSIONS

This paper focuses on the issue of reliably pre-
dicting or projecting the future maximum load 
statistics with application to truck loads on high-
way bridges. In the past, very limited truck weight 
data were available and statistical inference could 
not be performed to a high quality. With more 
truck weight data being made available now, a 
new projection approach is developed here based 
on a larger amount of data. It has been compared 
with other methods reported in the literature. 
Results show that the new approach can produce 
reliable projected statistics for the expected life 
span of bridges, such as 75 or 100 years. For gen-
eral application of this method, two error indices 
also have been developed in this paper to estimate 
the rage of variation associated with such a pro-
jection. Comparison using long term data shows 
that these error indices can realistically indicate the 
real errors. This tool will allow the user to evalu-
ate application of the proposed method for the 
particular data used.
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of the system will be a Cartesian product of  the 
state spaces of  its components. This is due to the 
fact that one must take into account the effect 
of  the interaction of  decisions in each chain on 
the whole problem through the system reliability 
constraint. Such an approach is computationally 
intractable even for very small number of  compo-
nents. For example, considering the case where 
each chain has only seven different possible states 
at the beginning of  each time period (in POMDPs 
the number of  possible states can be in the order 
of  hundreds of  thousands); the number of  pos-
sible combinations for a 15 component system 
becomes 715 = 4.7 × 1011. Clearly, the intractable 
complexity of  constrained MDPs originates from 
the interdependence generated by the constraints. 
Therefore, a natural approach to solve the prob-
lem will be to try to find a new formulation of 
the same problem without the constraints being 
explicit.

Linear programming is usually used to solve par-
allel MDPs subject to global resource constraints 
for each of the time periods (Golabi et al., 1982, 
Murakami and Turnquist 1985, Smilowitz and 
Madanat 2000, Madanat et al., 2006). This meth-
odology however has a major limitation; namely, it 
is restricted to homogenous systems (with respect 
to costs, activities types and deterioration). i.e. 
the different components of the system have to be 
essentially the same.

Following Faddoul et al. (2010) a Lagrangian 
relaxation technique is used for the extension of 
existing dynamic programming methods from 
single component systems to multi-component 
level. By using the Everett theorem we present a 
proposition which is used by the methodology to 
separate the initial combinatorial problem into 
k smaller sub-problems (k being the number of 
components).

ABSTRACT: Markov Decision Processes 
(MDPs) are commonly used for optimization 
of inspection, maintenance, and rehabilitation 
(IM&R) of deteriorating assets and machinery. 
This is especially the case for civil engineering 
infrastructures where management optimization 
systems based on MDPs are by far the most wide-
spread and accepted decision support tools (Golabi 
and Shepard 1997, 1982, Dekker 1996). Most of the 
existing MDP models found in the specialized litera-
ture consider only the minimization of IM&R costs 
generated by single component systems. However, 
real world structures are often multi-component 
systems. Moreover limits are usually imposed by 
the society (often in the form of formal regulatory 
constraints) on the acceptable risk associated with 
the failure of civil engineer structures.

Regardless of the type of the model used for 
IM&R optimization of single component systems, 
its extension to the multi-component systems case 
is far from being straightforward. This is mainly 
due to the interdependences that may exist among 
the components within the system. These interde-
pendences can be either structural/functional, sto-
chastic or economic (Thomas 1986, Dekker et al., 
1997, Durango-Cohen and Sarutipand 2007).

The aim of this paper is the optimization of 
inspection, maintenance and rehabilitation of 
multi-component systems. It is supposed that the 
optimization is constrained by a fixed imposed 
minimum reliability of the whole system during 
each time period during the entire time horizon 
thus creating a structural dependence between the 
decisions related to each of the components.

The problem of  searching for optimal deci-
sions for several simultaneous but independent 
sequences of  decisions over a finite time horizon 
under reliability constraints can be modeled as 
a multidimensional MDP. Then, the state space 
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We discuss the existence of an optimality gap 
i.e. an optimal solution satisfying exactly the 
constraints does exist but the proposed methodol-
ogy may not be able to find it. In that case, a set of 
values of λn that respect the constraints does not 
exist. An optimality gap in Lagrange relaxation 
optimization is due to the non-convexity of the 
problem (Fisher 1981).

The proposed methodology uses existing sin-
gle component MDP or POMDP methodologies 
using discrete-space dynamic programming for 
IM&R or M&R optimization. As opposed to the 
existing methodologies, the components of the 
system do not have to be similar. Thus, different 
sets of feasible maintenance actions, different sets 
of feasible inspection techniques, different models 
for deterioration over time and different direct and 
indirect costs can be assigned to each component. 
The existence of an appropriate set of Lagrange 
multipliers is discussed and a procedure for find-
ing these multipliers is presented. The methodol-
ogy is illustrated by using a Generalized Partially 
Observable Markov Decision Process having a 
decision tree composed of a sequence of two deci-
sions at the beginning of each time period; namely 
an inspection decision followed by a maintenance 
action decision.

A numerical example concerning the optimiza-
tion of inspection, maintenance and rehabilitation 
of a five component bridge is presented.
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exceeding the limit state of life-safety in a 24-hour 
interval is compared to an acceptable threshold. 
The less severe limit states of severe damage and 
onset of damage can be used in a similar man-
ner in order to make decisions regarding the re-
occupancy and serviceability of the structure.

2 METHODOLOGY

The objective of this methodology is to calculate 
the time-dependent probability of exceeding vari-
ous discrete limit states in a given interval of time 
for a given structure subjected to a sequence of 
after-shocks. The methodology presented herein 
for the evaluation of the limit state probability 
in a given time interval can be used for decision 
making between different viable actions such as, 
re-entry/evacuation, re-occupancy/shutting down. 
This methodology starts from the state of the 
structure after it is hit by a main-shock. Therefore, 
given that the main shock wave-forms are available, 
the damages undergone by the structural model 
can be evaluated. The clustering of earthquakes 
usually occurs near the location of the main-shock 
also referred to as the after-shock zone. Therefore, 
it is assumed that for the sequence of earthquakes 
including the main-shock and after-shock events, 
each point within the after-shock zone is equally 
likely to be the epicenter of an earthquake event. 
The aftershock clusters should be eventually clas-
sified based on their generating source, should they 
belong to different fault structures, as in the case 
of L’Aquila Earthquake. An important character-
istic of the sequence of after-shocks following the 
main-shock is that the rate of after-shocks dies off  
quickly with time elapsed since the main-shock. 
The time-decaying parameters of the aftershock 
sequence are estimated by applying a Bayesian 
updating framework to the L’Aquila 2009 sequence 
based on the Italian generic after-shock model as 
prior information. The methodology presented 
is of an adaptive nature; that is, with occurrence 
of more after-shock events, the state of the struc-
ture can be updated by evaluating the damages 

1 INTRODUCTION

The inspection and management of civil structures 
after the occurrence of a severe earthquake event 
is subjected to considerable challenges. The post-
earthquake deterioration as a result of the sequence 
of after-shocks may obstacle significantly eventual 
inspections and/or re-occupancy of these struc-
tures. In fact, a significant main-shock is often fol-
lowed by a number of after-shock events (usually 
smaller in moment magnitude) which take place in 
a limited area (i.e., the after-shock zone) around 
the epicenter of the main event. This sequence 
of after-shock events can last in some cases for 
months. Although these events are smaller in mag-
nitude with respect to the main event, they can 
prove to be destructive on the structure. This is 
due to both the significant number of after-shocks 
(in some cases up to 6000) and to the fact that the 
structure has probably already suffered damage 
from the main event.

The occurrence of main-shock events is often 
modeled by a homogenous Poisson stochastic proc-
ess with time-invariant rate. However, the sequence 
of after-shocks are characterized by a rate of occur-
rence that decreases as a function of time elapsed 
after the earthquake. The first few days after the 
occurrence of main-shock can be very decisive as 
there is urgent need for re-occupancy of the build-
ing (for rescue or for inspection) while the mean 
daily after-shock rate is quite considerable.

The present study presents a procedure for calcu-
lating the time-dependent probability of exceeding 
the limit states corresponding to various discrete 
performance objectives. A simple cyclic stiffness 
deteriorating single degree of freedom (SDOF) 
model of the structure is used in order to study 
the damages induced as a result of a sequence of 
after-shocks. The time-decaying model parameters 
are estimated for the L’Aquila 2009 after-shock 
sequence using a Bayesian updating framework 
based on the Italian generic sequence as prior 
information. As a criteria for assessment of the 
decisions regarding re-entrance for inspections 
purposes, the (time-dependent) probability of 
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undergone by the structural model subjected to the 
sequence of main-shock and after-shocks.

3 NUMERICAL EXAMPLE

The methodology presented is applied to an exist-
ing structure as a case study.

The Bayesian updating framework is used in 
order to calculate the parameters of the aftershock 
occurrence rate for the sequence of after-shocks 
following the L’Aquila earthquake of 6th April 
2009 with moment magnitude equal to Mm = 6.3.

In order to calculate the failure probabilities 
due to the sequence of after-shock events, a set of 
ground motion records (consisting of main-shocks 
and after-shocks) are chosen. Each ground motion 
record is applied sequentially k times on the equiv-
alent SDOF model with cyclic stiffness degrading 
behavior. The probability of failure given that a 
sequence of k after-shocks has occurred is calcu-
lated following the procedure explained in previous 
section. For each sequence of k earthquakes, the 
maximum displacement response of the equivalent 
SDOF system is calculated.

The probability of exceeding the limit state of 
collapse in a day (24 hours) has been. The results 
are plotted in Figure 1 where they are compared 
against an acceptable mean daily collapse rate of 
2 × 10−3/365, as a proxy for life safety considera-
tions. This threshold value is on average equivalent 
to an acceptable mean annual rate of collapse equal 
to 2 × 10−3. This verification is done for ensuring 
life safety for the building occupants.

It can be observed that the low-residual struc-
ture is immediately below the acceptable threshold 
for life-safety limit state; whereas, the high-residual 

case does not verify the acceptable threshold up to 
around one week elapsed after the occurrence of 
the main-shock. After 7 days, due to the decreasing 
rate of occurrence of after-shocks, the structure 
verifies against the life-safety limit state threshold.

4 CONCLUSIONS

A simple methodology is presented for calculat-
ing the probability of exceeding a limit state in 
a given interval of time elapsed after the occur-
rence of the main-shock event. This procedure 
employs an after-shock model based on the modi-
fied Omori law in order to model the time-decay 
in the mean daily rate of the occurrence of signifi-
cant after-shocks. The seismic after-shock hazard 
at the site of the structure is calculated by setting 
the main-shock moment magnitude as the upper 
limit for magnitude and is updated using the Bayes 
formula given that the small-amplitude spectral 
acceleration of the main-shock at the fundamental 
period of the structure is known. Comparing the 
time-variant probability of collapse in a 24-hour 
period of time against an acceptable threshold, it 
can be observed that the strongly damaged struc-
ture could be occupied after a certain amount of 
days has elapsed after the occurrence of the main-
shock while the lightly damaged structure could 
be occupied immediately. This type of verification 
can be useful for evaluation of re-occupancy risk 
for the structures located in a zone prone to after-
shocks, based on the life-safety criterion. In fact, 
the necessary time elapsed after the main-shock for 
the structure to verify the life-safety requirements 
is calculated as a function of different values of 
residual to collapse displacement capacity ratio.
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Figure 1. Probability of exceeding the collapse limit 
state in a day.

ICASP Book I.indb   120ICASP Book I.indb   120 6/22/2011   12:41:56 AM6/22/2011   12:41:56 AM



121

Applications of Statistics and Probability in Civil Engineering – Faber, Köhler & Nishijima (eds)
© 2011 Taylor & Francis Group, London, ISBN 978-0-415-66986-3

Supporting decisions on global health and life safety investments

M.H. Faber
Institute of Structural Engineering, ETH Zürich, Switzerland

E. Virguez-Rodriguez
Urban and Regional Sustainability Research Center, Universidad de los Andes, Bogotá, Colombia

approached from a national perspective. Individual 
nations make decisions on how to allocate their 
resources for the better of their citizens. However, 
there are issues of health and life safety which 
clearly go beyond the borders of the individual 
nations and this concern e.g. sustainable global 
developments and management of disease and 
global catastrophic risks, including mitigation of 
losses due to climatic change. Decisions on such 
issues ultimately should be made on behalf  of 
the global Earth society; a problem of allocation 
and prioritization of globally available and shared 
resources. The question in this problem setting 
remains, how to decide on how much we as a glo-
bal society can afford and should invest into health 
and life safety improvements?

In the present paper this question complex is 
addressed taking basis in the idea that the LQI 
might provide a basis not only for decision making 
in regard to health and life safety investments at 
national scale, but also at global or supra-national 
scale. The paper starts out by addressing the gen-
eral problem context of resource allocation for 
health and life safety management. Here the con-
text of decision making at supra-national scale is 
analyzed, by concerning how shared resources can 
be distributed to different recipient nations and 
prioritized between different activities of health 
and life safety improvements.

Subsequently the basic philosophy and theory 
behind the LQI principle application is provided 
focused on the derivation of the Societal Willing-
ness to Pay (SWTP) from the LQI net benefit cri-
terion, i.e. requiring that any societal activity shall 
lead to an increase in the LQI, and the Societal 
Value of a Statistical Life (SV SL) as indicators 
of the amount of societal resources that must be 
invested on behalf  of health and life safety. There-
after, the assessment of the demographical statistics 
and indicators required for the formulation of the 
LQI are presented. Finally the available empirical 
evidence for the LQI as a societal preference for the 
population of the Earth is produced (see Table 1) 
and discussed.

Health and life safety are not only preferences of 
individuals but are globally considered to com-
prise important demographic indicators concern-
ing the state of societal development. Individual 
societies and their developments are often ana-
lyzed and assessed in terms of cohort life tables, 
the life expectancy at birth, as well as indexes like 
the Human Development Index (HDI) which at 
national scales combines the status of health with 
economic capacity and education.

Decision making with regard to allocation of 
available societal resources into activities aiming to 
improve health and life safety is an issue of stra-
tegic importance. Moreover, in the realm of lim-
ited resources and the pressure from the necessity 
of sustainable developments, it is evident that this 
decision problem is not a trivial one; we all would 
like to have better health and life safety. However, 
the question is: how much investments aiming for 
an improvement in life safety can we afford from a 
societal perspective?

The Life Quality Index (LQI) was proposed 
some 15 years ago by Nathwani, Pandey and 
Lind. The philosophy behind the LQI is that 
the preference of a society in regard to invest-
ments into health and life safety improvements 
may be described in terms of the life expectancy 
at birth, the Gross Domestic product per capite 
and the ratio between working time and leisure 
time. Whereas the LQI was originally proposed 
on the basis of socio-economic theoretical consid-
erations its validity has been empirically justified 
subsequently. The LQI facilitates the assessment 
of decisions with regard to their conformity with 
societal preferences in regard to life safety invest-
ments. Based on the LQI it is possible to derive the 
so-called marginal life saving costs, i.e. the neces-
sary and affordable expenditures which should be 
invested into saving one additional life. Alternative 
approaches from the field of economics such as 
contingent life value evaluations have been found 
to yield results similar to those of the LQI.

Until now societal decision making in regard 
to health and life safety investments is mostly 
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Through the analysis of statistical 
demographical data for all nations in the world it is 
found that the application of the LQI at Earth scale 
can be justified from the observation that 71 coun-
tries, representing more than 70% of the popula-
tion of Earth, have developed in accordance with 

Table 1. SVSL and ESVSL for the year 2008 expressed 
in current thousand US Dollars for different discount 
rates.

Region

Discount rate

1% 2% 3% 4%

Canada $ 8.110 $ 6.301 $ 5.064 $ 4.186
United States $ 6.464 $ 5.060 $ 4.091 $ 3.397
China $ 362 $ 285 $ 232 $ 193
Brazil $ 1.186 $ 926 $ 747 $ 618
Australia $ 11.258 $ 8.711 $ 6.977 $ 5.752
Mozambique $ 36 $ 29 $ 24 $ 20
Mali $ 57 $ 46 $ 38 $ 32
Dem. Republic 
of Congo

$ 16 $ 13 $ 10 $ 9

World (World 
Life Table)

$ 984 $ 775 $ 629 $ 524

the preference underlying the LQI principle. i.e. the 
joint development of health and life safety, econ-
omy and necessary time to work can be explained 
through the preference for investments into life 
safety described by the LQI. Moreover, when 
assessing the demographical indicators required 
for the application of the LQI principle, using data 
representing the Earth as one global society and 
analyzing these indicators for different years it is 
found that the development of the Earth society 
also conforms very well to the LQI preference.

Based on the assessments made it appears that 
there are possibilities to enhance decision mak-
ing concerning management of global problems 
with impact on health and life safety. The assessed 
Earth Societal Willingness To Pay (ESWTP) 
could provide a guidance on necessary and afford-
able investments into life risk reductions, however, 
whether the ESWTP or the usual nation specific 
SWTP apply in a given situation must be care-
fully assessed with a view to whether indeed the 
resources and the health and life safety risks of 
concern are shared.
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thus based on efficiency considerations: Life safety 
investments are required (only) until further invest-
ments are not efficient any more. As pointed out 
by Faber and Maes (2009), this leads to different 
absolute levels of life safety deemed to be accept-
able, depending on the available best practice for 
risk reduction: Low absolute levels of safety are 
accepted in areas where safety measures are expen-
sive compared to high acceptable safety in areas 
where low-cost risk reduction measures are avail-
able. This uneven distribution of life safety is, how-
ever, consistent with the aim of optimal resource 
allocation for life saving measures.

The LQI net benefit criterion can be seen as 
the state-of-the-art method to establish quantita-
tive risk acceptance criteria, being applicable to all 
areas where resources for life saving activities have 
to be allocated. The theoretical foundations of the 
LQI are already well-established and have been dis-
cussed in peer-reviewed literature. A big fraction 
of this discussion has been aimed to understand 
the assessment of life safety benefits in terms of 
mortality reduction. Yet when it comes to applying 
the LQI net benefit criterion to real-world decision 
problems, a number of issues arise concerning the 
assessment of the marginal life saving costs implied 
by the safety measures to be evaluated. The aim 
of the present paper is to establish guidelines on 
how to carry out such an assessment for different 
applications.

The criterion given in equation (1) is based 
on yearly values for −dg and the SWTP. If  costs 
and benefits accrue at different points in time 
they need to be discounted before comparison. 
In practical applications of the LQI principle 
therefore the same problems arise as in classical 

Societal resources for life saving activities are 
scarce and need to be invested in the most efficient 
risk reduction measures available. This can be 
guaranteed by comparing the marginal life saving 
costs to the Societal Willingness To Pay (SWTP) 
for a marginal increase in life safety, i.e. the level 
of expenditure that society is willing to invest into 
saving an additional life.

Societal preferences for life saving investments 
can be quantified with the aid of the Life Qual-
ity Index (LQI) first introduced by Nathwani et al. 
(1997). The LQI is a societal utility function com-
posed of the GDP per capita g, the life expectancy 
e and an exponent q defining the trade-off  between 
wealth (as a requisite for consumption) and lei-
sure time. Based on the LQI net benefit criterion, 
requiring that any societal activity shall lead to 
an increase in the LQI, the following threshold 
criterion for investments into life safety can be 
derived:

− ≥ = ≈dg SWTPWW
g
q

de
e

g
q

C dxC μ  (1)

For technical problems typically only the mar-
ginal mortality reduction dμ can be quantified. 
de/e is then calculated by multiplying the mortality 
change with a demographic constant Cx.

The idea behind the societal acceptance crite-
rion (1) is that safety investments shall be increased 
until the marginal life saving costs −dg are equal to 
the SWTP for the marginal increase in life expect-
ancy de achieved by the investment. Investments 
below the threshold in (1) are not acceptable while 
higher values for −dg are possible, but inefficient 
from a life saving point of view. The criterion is 
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societal cost-benefit analysis: The results are highly 
dependent on the definition of costs and benefits 
as well as the choice of discount rate and the time 
horizon of the decision. In the present paper we 
focus on the last issue, on the question to what 
extent future consequences have to be accounted 
for in the acceptance criterion. The aim is to estab-
lish guidelines on how to define the time horizon 
of the decision when marginal life saving costs and 
societal acceptance shall be evaluated for regula-
tory purposes. An extended discussion also on the 
other issues mentioned above will be published in 
an upcoming journal paper (Fischer et al., (2011)).

First we introduce the general problem of eval-
uating risk reduction measures. We distinguish 
between public decision-makers deciding on behalf  
of society and private decision-makers maximizing 
their own utility. Acceptability of life saving invest-
ments is based on societal preferences and thus 
needs to be imposed on the decision problem of 
the individual decision-makers as a boundary con-
dition. This is shown in Figure 1 where the deriva-
tion of the SWTP for life safety is illustrated in 
the lower part, defining an acceptance threshold 
for the (pure monetary) optimization shown in the 
upper part. A short discussion on how societal life 
saving costs should be defined is provided in the 
paper.

This clear distinction between individual optimi-
zation and societal risk acceptance is the basis for 
the choice of discount rate used for calculating the 
acceptance criterion: As risk acceptance is a soci-
etal issue, a societal discount rate has to be applied 
for discounting both life saving costs and benefits. 
The choice of discount rate will be discussed more 
in detail in Fischer et al. (2011).

The focus of the present paper is to give guide-
lines on how the time horizon of regulatory 

decisions has to be defined. The choice of time 
horizon determines to what extent future costs 
and benefits are taken into account when evaluat-
ing societal risk acceptance based on the LQI net 
benefit criterion. This can have a strong influence 
especially when regarding preventive risk reduction 
measures where high discrete initial investments are 
necessary to achieve a continuous future life safety 
benefit until the end of the safety measure’s service 
life. In this case the required safety investments are 
highly dependent on the time horizon chosen.

Finally we discuss two possible means of risk 
management that can be chosen in the context of 
code-making, namely the definition of design and 
assessment criteria versus required absolute levels 
of safety. The two approaches have different impli-
cations regarding the distribution of life safety 
within the population of regulated structures.

As a result of the discussion we conclude which 
general principles have to be followed when per-
forming an assessment of acceptability based on 
the LQI net benefit criterion. The idea is to provide 
guidelines for a consistent application of the LQI 
principle to a variety of regulatory decisions. 
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Figure 1. The LQI net benefit criterion as a boundary 
condition for optimization.
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2 PROPOSED APPROACH

Focusing on the real time decision optimization in 
the face of emerging natural hazards, the present 
paper proposes an approach for solving the deci-
sion problems without such approximations. 
The proposed approach takes basis in a method 
originally developed for option pricing in finan-
cial mathematics; the Least Squares Monte Carlo 
method (LSM method) proposed by Longstaff  & 
Schwartz (2001).

From a viewpoint of decision analysis, the LSM 
method is seen as a Monte Carlo (MC) simula-
tion based method, which estimates the maximum 
expected value of the utility in sequential decision 
problems. In general, the LSM method is composed 
of three steps: Generate a set of realizations of the 
underlying random phenomena by Monte Carlo 
simulations; estimate the conditional expected val-
ues of the utility at each decision phase by least 
squares regressions as a function of the current 
state of the random phenomena; and determine 
the optimal decision rule. In order to facilitate the 
concept of the LSM method to real time decision 
problems in engineering as described above, sev-
eral extensions are required due to the nature of 
the decision problems; e.g. (1) the underlying ran-
dom processes are characterized by higher-order 
Markov processes, whereas the original LSM 
method assumes first-order Markov processes, and 
(2) the expected values of the utility corresponding 
to terminal decisions are not analytically known, 
and thus the evaluation of the expected values of 
the utility requires additional Monte Carlo simula-
tions. The adaption of the LSM method and its 
extensions with these respects constitute the pro-
posed approach in the present paper.

3 EXAMPLE

For the purpose of illustrating the use and advan-
tages of the proposed method, the example inves-
tigated in Nishijima et al. (2009) is re-examined. 
Note in the present paper, the main focus is 
the solution to the decision problem, whereas 

1 INTRODUCTION

Formal decision analysis in engineering often 
requires that a sequence of decisions has to be 
jointly optimized; i.e. the decision at each decision 
phase must be optimized based on the information 
available up to the current decision phase as well as 
on the consideration of all possible outcomes and 
decisions undertaken in the future. Important exam-
ples of such decision analysis include inspection 
planning of deteriorating structures (see e.g. Straub 
(2004)), quality control of manufactured products 
(e.g. Nishijima & Faber (2007)) and decision sup-
port for real time decisions in the face of emerging 
natural hazards (Nishijima et al., (2008), (2009)).

For the formulation of this type of decision 
problems, the pre-posterior decision framework 
provides the philosophical basis (Raiffa & Schlaifer 
(1961)). It has been applied, among others, in civil 
engineering for the examples mentioned above. 
The framework is general and the formulation 
of decision problems based on the framework is 
straightforward; however, the analytical solu-
tions to the decision problems are available only 
in limited cases (see e.g. Chapter 12 in DeGroot 
(1970)). Quite often, the solutions are not available 
even numerically without any approximations to 
the problems. This is due to the large number of 
combinations of the decision alternatives and the 
realizations of random phenomena at all decision 
phases, which must be considered in the optimiza-
tion. Thus, the original decision problems are often 
simplified; e.g. by reducing the number of decision 
phases and/or decision alternatives at each decision 
phase; otherwise, with coarse discretization of the 
sample space of the random phenomena. How-
ever, the adaptation of appropriate simplifications 
requires trial-and-errors, and the validation of 
the simplifications is often difficult. On the other 
hand, the coarse discretization of the sample space 
may result in significant errors. The lack of algo-
rithms for the solutions to the decision problems 
without these approximations (i.e. simplification 
and coarse discretization) significantly undermines 
the possibility to apply the pre-posterior decision 
framework in practice.
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Nishijima et al. (2009) focus on the formulation of 
the decision framework, the solution to the deci-
sion problem and its efficiency are not examined 
in detail. The example considered here is a deci-
sion situation in which a decision maker is faced to 
decide whether or not the operation of an offshore 
platform should be shut down in the emergence of 
a typhoon event. Figure 1 shows two realizations 
of the typhoon path relative to the platform (indi-
cated by dashed lines with circles).

4 RESULTS

Following the LSM method with the proposed 
extensions, the optimal decision at time zero is 
identified as “evacuation”. In the example, vari-
ous types of basis functions (Linear, Chebyshev, 
Legendre, weighted Laguerre and Power polynomi-
als) with different polynomial degrees are examined 
in the least squares regressions. It is found that the 
estimated value of the minimized estimated cost is 
insensitive to the choice of the basis functions and 
the polynomial degree.

In Figure 2, the convergences of the estimated 
value of the minimized expected cost are shown for 
the case of first-order polynomials. It is seen that 
(1) the estimated value of the minimized expected 
cost is biased low with respect to the number M of  
the realizations in the Monte Carlo simulations for 
the evaluation of the expected costs correspond-
ing to the terminal decisions, and converges as the 
number M  increases, and (2) the estimated value 
converges at b = 2 ⋅ 105 realizations of typhoon path 
simulations. The computational time is approxi-
mately 2 hours with a standard PC with b = 2 ⋅ 105 
and M = 50.

5 CONCLUSION

The present paper (1) introduces the Least Squares 
Monte Carlo method (LSM method) which is 

originally developed for option pricing, (2) points 
out that the method is useful to pre-posterior 
type of engineering decision problem, and (3) 
proposes extensions of the LSM method for the 
application to an engineering decision problem; i.e. 
real time decision making in the face of emerging 
natural hazards. The performance of the proposed 
approach is investigated with an example, and it is 
shown that it is applicable in practice from a com-
putational point of view. Possible improvements 
and applications are briefly discussed.
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Figure 1. Two realizations of the transition of a 
typhoon and the location of the platform (Nishijima 
et al. (2009)).

Figure 2. (top) Convergence as a function of the 
number b of  generated typhoon paths (M = 1); (bottom) 
Convergence as a function of the number M of  the MC 
simulations (b = 2 ⋅ 105).
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characteristics are summarized as imprecision. 
A sound mathematical representation of impreci-
sion is achieved with set—theoretical models.

In addition to a general model which includes 
both uncertainty and imprecision, suitable quan-
tification methods to adjust the model according 
to the available information in each particular case 
are required. Therefore, methods of traditional 
mathematical statistics and Bayesian statistics are 
merged with statistics for imprecise data and set-
theoretical methods.

In the present study, fuzzy probability theory 
(Beer, 2009a) is selected for the simultaneous treat-
ment of uncertainty and imprecision. The fuzzy 
probabilistic model provides a high degree of gen-
erality and flexibility, as it combines probabilistic 
modeling with fuzzy modeling. It enables to take 
into account an entire set of plausible probabilistic 
models complying with the underlying informa-
tion. This is mathematically realized with the aid 
of fuzzy variables for the distribution parameters 
and for the description of the distribution type. 
The associated fuzzy probability distribution func-
tions �F �XFF ( )x  represent a bunch of plausible tradi-
tional distribution functions with fuzzy parameters 
as bunch parameters; their functional values are 
fuzzy numbers.

For the evaluation of crisp statistical data, the 
entire framework of traditional statistics with 
parametric and non-parametric estimation and 
test methods may be utilized. Fuzzy modeling 
is used to numerically represent non-statistical 
information such as linguistic assessments, single 
uncertain measurements, and vagueness in expert 
opinions. The membership functions can be speci-
fied with various basic concepts and according to 
further suggestions and explanations from litera-
ture (Viertl 1996, Möller & Beer 2004, Klir 2006). 
The quantification of subjective uncertainty with 
a probabilistic character in conjunction with sta-
tistical data can be covered with Bayesian methods, 
which incorporate the subjectivity via prior distri-
butions assumed on the basis of experience from 
previous pertinent investigations. For the quan-
tification of imprecise data, respective statistical 

Whenever decision making in engineering is based 
on results from a numerical analysis, it is essential 
that the available information is reflected properly 
in these results. This requires a realistic modeling 
of the available information without distorting it 
or ignoring certain aspects.

In engineering practice, the information basis 
usually consists of plans, drawings, measurements, 
observations, experiences, expert knowledge, codes 
and standards, and so on. Hence, it is frequently 
not certain or precise but rather imprecise, dif-
fuse, fluctuating, incomplete, fragmentary, vague, 
ambiguous, dubious, or linguistic. This type of 
inconsistent information requires a generalized 
uncertainty model to minimize the risk from 
modeling errors under uncertainty in engineer-
ing computations and prognoses. Shortcomings, 
in this regard, may lead to biased computational 
results with an unrealistic accuracy and may there-
fore lead to wrong decisions with the potential 
for associated serious consequences. Uncertainty 
modeling has thus already become an engineering 
task of great importance and interest. Besides the 
traditional probabilistic models including Bayesian 
statistics, a variety of non-probabilistic models 
exist. These include, for instance, intervals, convex 
models, fuzzy sets, theory of rough sets, evidence 
theory, theory of fuzzy random variables, inter-
val probabilities, and imprecise probabilities. The 
selection of an appropriate uncertainty model out 
of this variety of choices demands the investigation 
of the sources of the uncertainty; the underlying 
nature dictates the model. Since uncertainty typi-
cally appears in a hybrid form with different char-
acteristics simultaneously, a unifying approach to 
model hybrid uncertainty originating from a vari-
ety of different sources simultaneously is required.

A mixed probabilistic/non-probabilistic model 
requires an extension from the classification con-
cept of aleatory and epistemic uncertainty towards 
a classification which distinguishes between 
probabilistic and non-probabilistic character-
istics. Such a classification is given with uncer-
tainty and imprecision. While uncertainty refers 
to probabilistic characteristics, non-probabilistic 

ICASP Book I.indb   129ICASP Book I.indb   129 6/22/2011   12:41:58 AM6/22/2011   12:41:58 AM



130

methods extended to set-valued sample elements 
are available (Kruse & Meyer 1987, Viertl 1996, 
Beer 2009b).

The available quantification methods are yet 
insufficient to cover all practical cases. So far, the 
combination of Bayesian methods with imprecise 
information has not been investigated extensively. 
Developments in this direction, summarized with 
the term fuzzy Bayes methods, have been pub-
lished in (Viertl & Hareter 2004, Viertl 2008). This 
approach involves averaging elements regarding 
the propagation of the imprecision during the 
update. In the present study we pursue an alter-
native approach to reflect the imprecision of the 
input information in the predicted distribution in 
compliance with the fuzzy probabilistic model in 
(Beer 2009a).

Bayesian statistics as a copula that combines 
traditional statistics with subjective components is 
extended to dealing with imprecise data and impre-
cise prior expert knowledge. The Bayesian theorem 
is used as a starting point. This provides the fol-
lowing options for the development of fuzzy Bayes 
methods.

One option covers the case where no com-
ponent in the Bayesian theorem is affected by 
fuzziness as in the standard Bayesian approach, 
but where fuzziness is induced by the parameter 
estimation. Another option covers the case of an 
imprecise likelihood function, where according to 
prior information the type of the distribution of 
the random variable cannot be specified precisely. 
The third option covers the case where fuzziness is 
induced due to imprecision in the prior distribu-
tion. Option four is concerned with the scenario of 
a Bayesian update with imprecise data. The four 
basic options can be combined with each other to 
build further quantification options in the gaps 
between the basic options. Herein we focus on the 
latter two options and their combination.

The Bayesian approach extended to inconsist-
ent information is demonstrated by means of an 

example. It is shown, that the Bayesian update 
with imprecise information retains the attractive 
properties of the standard Bayesian approach. The 
imprecision of the input information is reflected as 
imprecision in the estimation results without being 
averaged out. Hence, the predicted distribution 
exhibits both uncertainty and imprecision.
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classifiers, neural network and SVM classifiers are 
constructed according to each feature. Those are 
used to construct classifiers based on various char-
acters. The fuzzy ensemble system estimates weight 
value to each classifier result. The best classifier 
result is selected from the classifiers results using 
this weight value.

3  DAMAGE ASSESSMENT OF BRIDGE 
DECKS

Cracks in a digital image of concrete deck are 
detected in accordance with the following pro-
cedure: First, the digital images undergo a geo-
metric transformation to extract a rectangular 
part containing a crack zone. The binarization is 
a method for transforming grayscale image pix-
els into either black or white pixels by selecting a 
threshold. Because the crack zone exists in only a 
small part of digital image, and also the brightness 
is not uniform through the crack zone due to the 
uneven lighting, the extracted rectangular part is 
divided into smaller blocks. The method proposed 
by Ohtsu is applied to the block unit to deter-
mine the threshold for binary-coding processing. 
Then, each block is divided into sub-blocks and 
the binary-coding processing is applied to each 
sub-block. In these binary images some noise such 
as spots and holes are reduced after the binary-
coding processing. The aim of thinning process-
ing is to reduce the crack zone pixels to lines with 
one pixel width. The crack pattern can be easily 
recognized by such a thinning processing. Finally, 
the smoothing processing such as the reduction of 
insufficient points and the addition of missing line 
are implemented. After all of these processing, the 
crack pattern is obtained and used for extracting 
the characteristics of digital images (Figure 4).

1 INTRODUCTION

In this study, an attempt is made to develop a dam-
age assessment system of Reinforced Concrete 
(RC) slabs by using the pattern recognition tech-
nology with the ability of feature selection. The 
damage of RC slabs is evaluated with the aid of 
digital photos and pattern recognition. Here, the 
fuzzy ensemble classifier system is introduced into 
the pattern recognition process so as to improve 
the recognition performance even for the case with 
insufficient data. Several numerical examples are 
presented to illustrate the efficiency of the pro-
posed method.

2 PROPOSED METHOD

The structures of the proposed fuzzy ensemble 
classifier system are shown in Figure 1. The fuzzy 
ensemble classifier system has two types of fuzzy 
rule-based systems. One is the fuzzy classifier that 
is used for final classification, and the other is the 
fuzzy ensemble that selects a fuzzy classifier from 
an input pattern. Both fuzzy rule-based classifica-
tion systems consist of a set of fuzzy if-then rules. 
However, the consequent parts of the fuzzy if-then 
rules are different.

The proposed fuzzy ensemble classifier system 
consists of fuzzy classifiers, neural network and 
SVM classifiers and fuzzy ensemble system. Fuzzy 

Figure 1. Proposed ensemble classifier system.
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Feature extraction of cracks is conducted from 
binary images. However, binary images are com-
pressed to 50 × 50 pixels rectangle because original 
binary images have 1782 × 1220 pixels and there-
fore take a lot of time to construct classifiers. The 
features that are extracted from the binary images 
are the density of cracks, the average and variance 
of each part and the cross pointing and branch 
pointing.

In the density of cracks, black pixels are searched 
for from top left to bottom right of the binary 
images and the box of 7 × 7 pixels is made center-
ing on black pixels. The number of black pixels in 
this box is used as the feature of density of cracks. 
In the average and variance, the average value and 
the variance value of the number of black pixels 
in each area are used, where the binary image was 
divided into the four regions. In the cross pointing 
and branch pointing, the numbers of cross point 
and branch point are used.

Table 1 shows that fuzzy classifier with 4 fuzzy 
sets and neural network classifier using the density 
as the feature provide the highest performance 
as 81% among the classifiers. For the case with 
the feature of mean and variance, SVM with 
Gaussian kernel function provides the highest 
value of 78.4%. For the case with the feature of 
crossing point, F4 and NN show the highest per-
formance of 83.8%. This 83.8% is the highest rec-
ognition value among all the cases. Table 1 also 
implies that each classifier shows different per-
formance for the three cases of  feature selection. 
Moreover, the selection of feature influences the 

recognition performance even by using the same 
classifier. In this study, it is intended to improve 
the recognition performance by using the recogni-
tion result in the construction of ensemble system. 
The result is presented in Table 2. From Table 2, 
it is seen that both fuzzy ensemble and neural 
ensemble systems can improve the recognition per-
formance to 89.2%. Considering that the highest 
recognition value by a simple classifier is 83.8%, 
it can be considered that the proposed ensemble 
classifier method can improve the recognition per-
formance effectively.

Comparing the results of fifteen classifiers, it can 
be confirmed that there are differences at the rec-
ognition rate by the difference of the features even 
with the classifiers using the same algorithm. The 
ensemble classifier system is constructed based on 
these fifteen classifiers, and the highest recognition 
performance of 92% is achieved. Details of the 
recognition result of each classifier will be shown 
in the next section, and the characteristic of each 
classifier is considered.

4 CONCLUSIONS

In this study, the classifiers were constructed 
according to the features that are extracted from 
digital photos of RC bridge decks and such 
algorithms as fuzzy logic, neural network and 
support vector machine. From the numerical exper-
iments, it is confirmed that the recognition results 
of these classifiers are quite different. By using the 
proposed ensemble classifier system, it is possible 
to select the appropriate classifiers effectively from 
these classifiers and to improve the recognition 
performance effectively.

Figure 2. Digital image.

Figure 3. Binary image.

Feature
Classifier F3 F4 NN P-SVM G-SVM

Recognition rate 59.5% 81.1% 81.1% 70.3% 70.3%
Feature

Classifier F3 F4 NN P-SVM G-SVM
Recognition rate 73.0% 59.5% 59.5% 73.0% 78.4%

Feature
Classifier F3 F4 NN P-SVM G-SVM

Recognition rate 70.3% 81.1% 83.8% 70.3% 70.3%
F3: Fuzzy classifier (3 dimension membership function)
F4: Fuzzy classifier (4 dimension membership function)

NN: Neural network classifier
P-SVM: SVM with polynomial kernel function classifier

G-SVM: SVM with gausian kernel function classifier

Density (Cracks)

Average ·  Variance (Cross division)

Cross pointing ·  Branch pointing

Table 1. Recognition result.

89.2%

NE

89.2%Recognition rate

FEEnsemble system

83.8%81.1%78.4%81.1%81.1%Recognition rate

NNF4G-SVMNNF4Each classifier

Cross pointing

Branch pointing

Average

Variance

(Cross division)

Density

(Cracks)
Features

89.2%

NE

89.2%Recognition rate

FEEnsemble system

83.8%81.1%78.4%81.1%81.1%Recognition rate

NNF4G-SVMNNF4Each classifier

Cross pointing

Branch pointing

Average

Variance

(Cross division)

Density

(Cracks)
Features

FE: Fuzzy ensemble system

NE: Neural ensemble system

Table 2. Recognition result by ensemble system.
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ABSTRACT: The process of solving a multiob-
jective optimization problem for system reliability 
design leads to a discrete approximation of the 
Pareto Front and corresponding Pareto Set of 
design solutions. On this basis, the decision maker 
(DM) is requested to select one or more preferred 
solutions.

The selection task by the DM can be difficult 
when the Pareto Front contains a large number of 
solutions; to make the task feasible, only a small 
number of solutions representative of the Pareto 
Front should be offered for selection to the DM.

In this work, a procedure is proposed for reduc-
ing the set of  solutions in a Pareto Front to a small 
number of representative ones. The procedure is 
made of two main steps. First, the set of  optimal 
solutions constituting the Pareto Front and Set 
is partitioned in a number of clusters (here also 
called “families”) of  solutions sharing common 
features. The clustering is performed by consider-
ing the geometrical distance between solutions in 
the objective values space; three clustering algo-
rithms are analyzed: k-means [1], c-means [2] and 
subtractive clustering [3]; the latter is concluded to 
be most apt to the task. The second step consists 
in selecting for each family (or cluster) the repre-
sentative solution (the “head of the family”) on 
the basis of  the distance from the ideal solution, 
which optimizes all objectives simultaneously; 
by so doing, the DM is provided with the best 
performing solutions.

The procedure is applied to a system reliability 
design problem of literature, with three objectives: 
system availability to be maximized, system cost 
and weight to be minimized [4].

Level Diagrams [5] are used to graphically rep-
resent, analyse and interpret the Pareto Fronts and 
Sets considered in the analyses.

This work has been partially funded by the Foun-
dation pour une Culture de Securité Industrielle of 
Toulouse, France, A0-2009-04.
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criticism usually raised against these techniques is 
related to their computational effort, but the DE 
procedure originally proposed by Storn & Price 
(1997) significantly shortens the implementation 
runtime with respect to the common genetic algo-
rithms, by making use of simple sum and differ-
ence operations to perform the cross-over and the 
mutation tasks. In Casciati (2008), it is shown that 
the convergence can be reached within a reasonable 
number of iterations even when the DE procedure 
is applied to high dimensional problems. The main 
advantages of this procedure include its easiness of 
implementation, its readiness of adaptability for 
the solution of different optimization problems, 
and its high rate of convergence. In this paper, an 
optimization algorithm of differential evolution 
type is employed for the reliability assessment in 
RBDO problems.

Several approaches were proposed in literature 
to tackle the RBDO problem. A recent overview of 
the subject can be found in Aoues & Chateauneuf 
(2010), where a benchmark study is also developed 
to enable a comparison of the numerical perform-
ance and accuracy of the different RBDO meth-
ods. The benchmark study consists of a set of 
examples using mathematical and finite element 
models. Its aim is to define the validity domain 
of each method and to lead to the choice of the 
most suitable approach depending on the engineer-
ing structure to be solved. In the present work, it 
is used to prove that the validity domain of the 
one-level RBDO method based on the Karush-
Kuhn-Tucker (KKT) conditions of the first order 
reliability method (Rackwitz 2002) can be signifi-
cantly enlarged by exploiting the differential evolu-
tion technique as solution strategy. Indeed, when 
the RBDO problem is characterized by a strong 
nonlinearity of the limit state function, an unsat-
isfactory performance of the KKT approach is 
achieved by adopting a traditional optimization 
framework based on a Sequential Quadratic Pro-
gramming (SQP) algorithm. Indeed, a high sensi-
tivity to the initial point leads to an initial increase 
of the objective function when the algorithm starts 
far away from the optimal point. Furthermore, a 
numerical instability of the optimization algorithm 
and a consequent lack of convergence occur as the 

The methods of risk and reliability analysis in 
civil engineering applications mainly developed 
during the last three decades and they are increas-
ingly gaining importance as decision support 
tools (Faber & Stewart 2003). In particular, the 
Reliability-Based Design Optimization (RBDO) 
methods drive the selection of the design param-
eters by seeking the best compromise between cost 
and safety. When the non-deterministic nature of 
the input data is explicitly considered in the struc-
tural optimization problem, the adoption of suit-
able algorithms in order to evaluate the reliability 
constraints is required. The structural reliability 
assessment can be pursued either by stochastic 
simulations or by moment methods. Since the 
Monte Carlo simulations are computationally 
expensive, the moment methods, such as the first 
and second order reliability methods (FORM and 
SORM), are usually preferred due to their simplic-
ity and efficiency. Nevertheless, their computa-
tional cost is still high with respect to deterministic 
optimization and it represents the main obstacle 
to the application of RBDO methods to practical 
engineering structures. The original formulations 
of these traditional approaches for structural reli-
ability calculations can be conveniently revisited in 
light of the most recently emerging soft computing 
techniques in order to overcome their limitations 
and to improve their performance.

Differential Evolution (DE) algorithms are heu-
ristic methods for the direct search of the global 
optimum of an objective function. With respect 
to the classical gradient based algorithms, they do 
not require any assumption on the differentiability 
of the objective function and they lead to results 
which are independent of the initial guess. The null 
gradient condition is replaced by a convergence 
criterion which is satisfied when the optimal points 
retrieved from two successive iterations fall very 
close to each other in the solution space. There-
fore, such a family of algorithms is particularly 
suitable to solve optimization problems which are 
characterized by strong nonlinearities. In general, 
the adoption of an evolutionary strategy to solve 
an optimization problem allows more freedom in 
the selection of the objective function formulation, 
whose gradient has not to be computed. The main 
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nonlinearity of the limit state function increases. 
These issues suggest to resort to evolutionary 
techniques which are, in general, capable to reach 
the optimal solution with simplicity in theory and 
easiness of programming, even when a highly 
nonlinear and partly non-differentiable objective 
function which exhibits many local minima is con-
sidered. Whereas the gradient methods operate 
on a single potential solution and look for some 
improvements in its neighborhood, the global opti-
mization techniques, represented herein by the so 
called evolutionary methods, maintain large sets 
(populations) of potential solutions and apply to 
them some recombination and selection opera-
tors. In particular, the DE approach is adopted as 
a robust statistical, parallel direct search method 
for cost function minimization. Besides its good 
convergence properties, the attractiveness of the 
method also consists of requiring only few input 
parameters which remain fixed throughout the 
entire optimization procedure. The influence of 
the initial guess on the results is removed by apply-
ing the procedure to a population of NP equally 
important (N + D)-dimensional vectors, instead of 
referring only to a single nominal parameter vec-
tor. At the start of the procedure (i.e., generation 
P = 0), the population of vectors is randomly cho-
sen from an uniform probability distribution. For 
the following (P + 1) generation, new vectors are 
generated according to a mutation scheme. With 
respect to other evolutionary strategies, the muta-
tion is not performed based on some separately 
defined Probability Density Functions (PDF), 
but it is solely derived from the positional infor-
mation of three randomly chosen distinct vectors 
in the current population. The trial parameter 
vector is built by adding the weighted difference 
between two randomly chosen population vectors 
to a third random vector. This scheme provides 
for automatic self-adaptation and eliminates the 
need to adapt the standard deviations of a PDF. 
As it is commonly done in the evolutionary strat-
egies, a discrete recombination or cross-over is 
then introduced to increase the diversity of the 
new parameter vectors. The latter ones are even-
tually compared with the members of the current 
population and they are chosen as their replace-
ments in the next generation only when they lead 
to an improvement of the objective function value 
toward the search direction.

The formulation of a pertinent objective func-
tion is crucial to the design process and the mul-
tiple objectives have to be adequately weighted. 

Such an approach can be naturally extended to 
include also a robustness requirement as discussed 
in (Casciati 2007) and (Casciati & Faravelli 2008). 
The differential evolution strategy is applied to 
solve some of the mathematical problems proposed 
by the benchmark study. In particular, the efficacy 
of the method is discussed with reference to prob-
lems characterized by cost functions with different 
degrees of nonlinearities and problems character-
ized by multiple limit states. The results show that 
the DE strategy is quite reliable in terms of find-
ing the solution. Nevertheless, several counterac-
tions need to be performed along the optimization 
process in order to avoid local minima and to limit 
the computational burden. Two further improve-
ments, such as the adoption of response surface 
approximations for the performance functions to 
avoid large finite element computations and the 
fragmentation of the design space in sub-domains 
to decrease the number iterations to convergence, 
are considered as possible themes for future work.
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opposite to local sensitivity measures the sensitivity 
is not assessed for specific points but rather for 
the input spaces. Thereby, the spreading of input 
variables has to be incorporated appropriately in 
the sensitivity approach. For the determination of 
global sensitivity measures several approaches are 
available. In general, two strategies can be distin-
guished. The first strategy assesses the structural 
response itself  by means of evaluating the variance. 
Therefore, the function decomposition is intro-
duced and in consequence respective variances 
are evaluated. Well known approaches are, inter 
alia, fast Fourier transform and Sobol indices. The 
latter is said to provide the best results for com-
plex computational models (Reuter & Liebscher 
2008). The second strategy assesses the first partial 
derivatives of the function in the integral mean and 
can be considered as an extension of local sensi-
tivity measures. First concepts were introduced by 
(Morris 1991) and further improvements were pre-
sented by (Campolongo, Cariboni & Saltelli 2007, 
Kucherenko, Rodriguez-Fernandez, Pantelides & 
Shah 2009, Sobol’ & Kucherenko 2009).

Generally, precise statements about sensitivity 
are not available, since sensitivity is not defined 
strictly. Only measures, evaluating different nuances 
of the function under investigation, are available. 
They assess multiple characteristics and, in conse-
quence, provide diverse results about the sensitiv-
ity. Thus, determining all important measures and 
ponder about the appropriateness in view of the 
specific problem will enable a reasonable assess-
ment about the influence of input parameters.

In result of a global sensitivity analysis, a single-
ton sensitivity measure for each input dimension 
is obtained. All information about the nonlinear, 
complex functional relation of input and result 
variables is condensed to a single value. This is rea-
sonable for a high number of input variables (e.g. 
more than 100). But, for low dimensional problems 
(e.g. up to 30) a more detailed insight is preferable. 
Therefore, the approach of sectional sensitivity 
measures is introduced in (Pannier & Graf 2010). 
The idea is to partition the sensitivity measure per 
input dimension additionally and determine the 

The simulation based design process of engineering 
structures is a complex task, especially, when mul-
tiple input variables have to be handled. Versa-
tile tools are on hand to optimize the structure 
or assess the reliability by means of black-box 
programs. But most often, engineers long for an 
deepened insight into the specific problem to get 
an idea about the underlying reality. Therefore, 
data mining tools can be applied, which enable 
to detect structures in some predetermined point 
sets. These point sets are generated with an initial 
design of experiment, a random sampling or can 
be the results of a prior optimization or reliabil-
ity runs. However, the aim is to reason dependen-
cies between variables, mostly between input and 
result variables. An important issue is to determine 
the influence of individual input variables in view 
of specific result variables. This is done by deter-
mining the sensitivity of input variables (Helton, 
Johnson, Sallaberry & Storlied 2006).

Even though, first approaches of sensitivity 
analysis are rather old, the improvement of sensi-
tivity measures is still of main interest in research. 
An ordinary form of determining sensitivity state-
ments is the evaluation of gradients in a point 
of interest, which are denoted as local sensitivity 
measures (Saltelli, Ratto, Tarantola & Campolongo 
2006). On account of the fact, that first sensitivity 
analysis were applied in experimental investigation, 
the gradients were not available. To appraise the 
influence of inputs on the outputs anyway, individ-
ual input variables are varied in specified ranges, 
one at a time. This sensitivity analysis is adopted 
in numerical investigations and still in broad appli-
cation (Saltelli, Ratto, Tarantola & Campolongo 
2006). Those methods are appropriate for linear 
problems with non-interacted input variables. 
Thus, their application for industry-relevant prob-
lems may be questionable (Saltelli, Ratto, Tarantola 
& Campolongo 2006).

A more general approach offers the approach of 
global sensitivity measures (GSM) since they ena-
ble to capture even non-linear interacted charac-
teristics in the functional relationship of input and 
result variables. Global in this sense means, that 
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global sensitivity section-wise. In result, statements 
about the functional relationship of input and 
result variables can be concluded.

In this paper, the focus is set on the considera-
tion of uncertain input quantities in the sensitivity 
analysis. Even though, variance measures for func-
tions of interest and expectations for their first 
partial derivatives are evaluated, the input quanti-
ties are not uncertain quantities (e.g. design ranges 
of an optimization task). Thus, the definition of 
sensitivity measures has to be extended in order to 
enable the consideration of uncertainty models to 
specify input quantities. First attempts for random 
variables are done in (Sobol’ 2005), here, sensitivity 
measures for fuzzy sets are introduced. Though, 
in (Hanss, Hurlebaus & Gaul 2002, Moens & 
Vandepitte 2007) sensitivity and interval sensitivity 
are presented, here, a more general definition is 
given, focusing especially on global sensitivity 
measures. On the basis of GSM and the incorpora-
tion of random variables in GSM, an approach for 
fuzzy sensitivity measures can be deduced. In view 
of applicability of those measures, details about 
numerical implementation are provided.

While sophisticated sensitivity approaches 
provide worthwhile results, their computational 
expense hinders sometimes the applicability for 
industry-relevant problems. Thus, sensitivity 
analysis may be coupled with metamodels. Here, 
artificial feedforward neural networks are applied. 
Neural networks are capable to reason unknown 
dependencies between variables on the basis of a 
set of initial information. Thereby, properties like 
data storage, derivability and numerical efficient 
evaluation of artificial neural networks can be used 
to determine global sensitivity measures. In this 
paper the focus is on weighting based sensitivity 
measures. While in (Montaño & Palmer 2003) an 
overview about existing weighting based sensitiv-
ity measures is provided, here, some new weighting 
based sensitivity measures are introduced.

In summary, in this paper different soft comput-
ing methods are applied—in detail sensitivity, anal-
ysis fuzzy sets and artificial neural networks—in 
order to obtain information about the impor-
tance of uncertain input quantities. Thereby, the 
definition of sensitivity measures is extended to 
allow for a consideration of fuzzy numbers as 
input quantities. However, the consideration of 
uncertainty characteristics will affect statements 
about the importance of respective input quan-
tities. These sensitivity statements are in favor, 
since the uncertain input variables are the basis 
for reliability assessments and robust optimiza-
tions. Beside formal definitions for sensitivity 
measures under consideration of uncertain input 
quantities, solution statements for the numerical 
realization are presented. Furthermore, artificial 
neural networks are utilized to determine sensitivity 

statements. Thereby, new weighting based as well 
as activation-weighting based sensitivity measures 
are introduced. On the basis of suggested numeri-
cal implementations, features of the sensitivity 
measures are demonstrated by way of a principle 
example and the applicability is underlined by 
means of an industry-relevant example.
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of linear equations to be solved are polynomial or 
rational functions of the parameters. In [4, 14] we 
present approaches to solve such systems, employ-
ing a general-purpose fixed-point iteration using 
interval arithmetic [10], an efficient method for 
bounding the range of a multivariate polynomial 
over a given box based on the expansion of this 
polynomial into Bernstein polynomials [3, 13], and 
interval tightening methods. Most of the problems 
treated in the cited works only exhibit uncertainty 
in either the material values or the loading forces. 
The problem that the lengths of the bars of a truss 
system are uncertain, due to fabrication errors or 
thermal changes, is considered in [6]. However, in 
real-life problems, not only the lengths are uncer-
tain but also the positions of the nodes are not 
exactly known. A statically-determinate problem 
with uncertain node locations was successfully 
solved in [14].

The approach presented here permits a struc-
tural truss problem where all of  the physical model 
parameters are uncertain to be treated. Not only 
the material values and applied loads, but also the 
positions of the nodes are assumed to be inexact 
but bounded and are represented by intervals.

Our new method begins by computing start-
ing guaranteed interval enclosures for the node 
displacements which are relatively wide. These 
solution intervals are iteratively tightenend by 
performing a monotonicity analysis of all the 
parameters coupled with a solver for interval sys-
tems of linear equations. A parametric system of 
linear equations can alternatively be viewed as an 
interval system; its solution set is larger, but easier 
to compute. During the construction of a set of 
related interval systems of equations governing the 
possible monotonicity of the node displacements 
with respect to each parameter, it is necessary to 
implement several optimisations in order to min-
imise the occurence of each parameter and reduce 
the well-known dependency effect from interval 
arithmetic. A simple solver can be employed to 

Many sources of uncertainty exist in models for 
the analysis of structural mechanics problems, 
including measurement imprecision and manu-
facturing imperfections. An uncertain quantity is 
often assumed to be unknown but bounded, i.e. 
lower and upper bounds for the parameter can be 
provided (without assigning any probability dis-
tribution). These quantities can therefore be rep-
resented by intervals, and interval arithmetic, e.g. 
[1, 8], can be used to track uncertainties throughout 
the whole computation, yielding an interval result 
which is guaranteed to contain the exact result.

The Finite Element Method (FEM) is a fre-
quently used numerical method in structural 
mechanics. However, its accuracy is affected by dis-
cretisation and rounding errors and model and data 
uncertainty. The source of parametric uncertainty 
(sometimes also called data uncertainty) is the lack 
of precise data needed for the analysis. In the FEM, 
parameters describing the geometry, material, and 
loads may be uncertain. Parametric uncertainty 
may result from a lack of knowledge (epistemic 
uncertainty or reducible uncertainty), e.g. loads 
are not exactly known, or an inherent variability 
(aleatory uncertainty or irreducible uncertainty) in 
the parameters, e.g. material parameters are only 
known to vary within known bounds, cf. [5].

In the case of a problem where some of the 
physical model parameters are uncertain, the 
application of the FEM results in a system of 
linear equations with numerous interval param-
eters which cannot be solved conventionally—a 
naive implementation in interval arithmetic typi-
cally delivers result intervals that are excessively 
large. The interval arithmetic approach has been 
variously adapted to handle parameter uncer-
tainty in the application of the FEM to problems 
in structural mechanics, e.g. [2, 6, 7, 9, 12]. Most of 
these papers consider the case of affine paramet-
ric dependency. Typically, more advanced models 
involve polynomial or rational parameter depend-
encies, in which case the coefficients of the systems 
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determine in which orthants of Rn these solution 
sets lie, which corresponds to monotonicity infor-
mation. This information is used to reduce the 
range of parameters by iteratively subdividing and 
performing a local monotonicity analysis.

The method is illustrated with a simple mechan-
ical truss structure. In somewhat more than half  
of all cases, a solution component is found to be 
monotone (over the whole parameter domain) 
with respect to a particular parameter. Several of 
the solution components are also locally mono-
tone near the minimum or maximum. It is shown 
that exploitation of the monotonicity information 
yields a significant tightening of the displacement 
intervals.
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ABSTRACT: Geotechnical site investigation is 
generally carried out in two steps. The first step, 
consisting of preliminary soundings, guides sub-
sequent site characterization. The number of 
soundings, required to adequately characterize a 
site, is set on the basis of the engineering judge-
ment following the preliminary investigation, and 
is affected by the geologic context, the area topog-
raphy, the project type, and the knowledge of the 
neighbouring areas.

A Fuzzy Inference System (FIS) is used to 
determine the optimal number of soundings to 
carry out on site for geotechnical investigations of 
common projects. Certain number of parameters 
influences the quantity of  required boreholes for 
a given site. We can quote the geology of the site, 
the type of project, the topography and available 
information about adjoining sites. These param-
eters are generally expressed linguistically depend-
ing on the Engineer’s judgment. Each parameter 
influences the density (number) of  soundings to 
execute.

The parameters like the site geologic nature, 
site topography and project type, which may affect 
the number of soundings, are described and con-
sidered as INPUT parameters, while the density 
(number) of boreholes to obtain is taken as an 
OUTPUT parameter of the system. The theory 
of fuzzy sets allows handling parameters having 
vague or doubtful information as well as treating 
problems presented under linguistic or qualita-
tive form. Each parameter of entry (INPUT) of 
the system indicates if  more or less soundings are 
required. The construction of the Fuzzy Inference 
System permits to implement the rules considered, 
by taking into account their weights, and to evalu-
ate the final decision. An application on an existing 
site investigation is used as calibration of the FIS. 
It permits to determine the number of soundings 
needed for a new site.

An analysis of the FIS input and output is 
completed using Monte Carlo simulations. The 
results of the FIS are analyzed by simulating 
number of realizations of input parameters. The 
random numbers are generated with uniform prob-
ability distributions for each parameter of entry.

Each entry parameter is replaced by a vector (of 
values) composed of random numbers generated 
using uniform probability distributions. Monte 
Carlo simulations are used for this purpose. The 
set “Known-Geology” varying between [0,100] is 
replaced by a random vector r(k) which elements 
are uniformly distributed in terms of probability. 
The same reasoning is completed with “Com-
plexity” of local geology and “Similarity” of pre-
liminary results, their values are replaced by the 
randomly generated vectors q = ( j) and t = (m). 
The “Project type” fuzzy set’s support varying 
from 1 to 10 is taken with the same length as a vec-
tor s(l) randomly generated also. When informa-
tion is available about the geotechnical parameters 
of the ground [1, 3000] kg/cm2 we use a vector p(i) 
which elements are comprised between [1,3000]. 
The number of elements for each vector is set upon 
Monte Carlo simulations.

Given the input vectors with uniform probability 
distributions for each one we search for the prob-
ability distributions of the FIS output (results). 
We look by this way to predict how the results will 
behave, or what will be their tendency if  almost all 
the possibilities of input are taken into account.

The obtained results are expressed in form of 
histograms and probability distributions. The 
results are fitted with non-parametric probability 
distribution and with a “t location-scale” func-
tion which seems to have a good agreement in this 
case. The obtained distributions of output results 
inform about their tendency in general and help 
taking decisions about the density of soundings 
on site.
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Theorem 1 Let x : J → D be an observable, 
m : J → [0, 1] be a state. Define a mapping F: R → 
[0, 1] by the formula F(t) = m(x((−∞, t))):Then F is a 
distribution function.

Denote by B(R) the family of all Borel subsets 
of the real line R. Since F is a distribution func-
tion, there exists exactly one probability measure 
λF : B(R) → [0, 1] such that λF ((a, b)) = F(b) − F(a) 
for any a, b ∈ R, a < b.

Definition 5 Observables x1, …, xn are called inde-
pendent, if

m(x1((−∞, t1)) ∗ x2((−∞, t2)) ∗ … ∗ xn((−∞, tn)) =

= m(x1((−∞, t1))) . m(x2((−∞, t2)))…..m(xn((−∞, tn)))
for any t1, t2, …, tn ∈ R.

Denote Δt
n = { }n

nR u u tn( )nu u u +nR u + +u uu +uu uR)nun R  
and M { }t{ }

{
t Rn .}t R∈t  There has been proved the 

existence of a mapping h Dn th n →t  such that 
the mapping z : J → D defined by the equality 
z hn th n( )t( ) = ( )Δ  is an observable in [9]. More-
over the following theorem ([9], Theorem 2) has 
been proved:

Theorem 2 Let x1,…,xn be independent observables, 
F1,…,Fn be the corresponding distribution functions, 

F Fλ λλ nFF1FF  the corresponding probability measures. 
Then there exists exactly one observable z : J → D 
such that z F F F t

n
nFF( )t( ) = × × (( ),tF F F)t ) × × )λ λ×FFF λ

1 2F FF FF FF F Δ where 

λ λ λF Fλ λ F
n

nFF B R
1 2F FF F ×λFλ × ( ) → [ ]0 1… : nB R( ) → [0  is the product 

of the probabilities λ λ λF Fλ λ FnFF1 2F FF F ,Fλ
2FF , .λF…

Definition 6 The observable z: J → D introduced in 
Theorem 2 is the sum z = x1 + … + xn of independent 
observables x1,…,xn. Moreover, the arithmetic mean 
x of xo xn1, ,  is defined by the equality

x t
n

( , )

.

( )nx xnx ( )t, =

= ( )x xn+x + ( )nt, nt−∞

1

ABSTRACT: MV algebras play the same role 
in many-valued logic as Boolean algebras in 
two-valued logic. Therefore the development of 
probability theory on MV-algebras is important, 
especially on MV—algebras with product ([7], [8]). 
Of course, F. Kôpka introduced the D—posets 
with product (see [4,5]), which are a generalization 
of MV-algebras with product ([7,8]). In the paper 
the strong law of large numbers is proved under 
some weaker assumptions as it was realized in [10] 
(without the assumption of weak σ—distributivity 
of the given MV-algebra).
Definition 1 The structure (D, ≤,−,0, 1) is called 
D-poset if the relation ≤ is a partial ordering on D, 0 
is the smallest and 1 is the largest element on D and

1. b − a is defined iff a ≤ b,
2. if a ≤ b then b − a ≤ b and b − (b − a) = a,
3. a ≤ b ≤ c ⇒
 ⇒c − b ≤ c − a, (c − a) − (c − b) = b − a.

Definition 2 Let (D,≤,–,0,1) be a D-poset. It is called 
the Kôpka D-poset, if there is a binary operation 
∗: D × D → D, which is commutative, associative 
and has the following properties:

1. a ∗ 1 = a, ∀a ∈ D;
2. a ≤ b ⇒ a ∗ c ≤ b ∗ c, ∀a, b, c ∈ D;
3. a − (a ∗ b) ≤ 1 − b, ∀a, b ∈ D.

Definition 3 A state on a D-poset D is any mapping 
m : D → [0,1] satisfying the following properties:

1. m(1) = 1, m(0) = 0;
2. an  a ⇒ m(an)  m(a), ∀an, a ∈ D;
3. an  a ⇒ m(an)  m(a), ∀an, a ∈ D.

If D is a lattice (with respect to the ordering ≤), 
then m is called σ-additive, if m(a ∨ b) = m(a) + m(b) 
whenever a ∧ b = 0.
Definition 4 Let J = {(−∞, t); t ∈ R}. An observable 
on D is any mapping x : J → D satisfying the follow-
ing conditions:

1. An  R ⇒ x(An)  1;
2. An   ⇒ x(An)  0;
3. An  A ⇒ x(An)  x(A).
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Definition 7 Let 
i( )xi =
∞

1
 be a sequence of independent 

observables on a σ-complete Kôpka D-poset D with 
a σ-additive state m. We say that this sequence con-
verges m-almost everywhere to zero, if the following 
equality holds:

lim lim lim ( (( , ))) ,
l k i n k

k i

nm(
l l
,

x

→ →∞ →∞
=)))

( )( ) =

∧ 1 1 1

where )), xxx and

x
n

Rn

( )( ) ( ]( )
( ]( ) + ∀ ∈, ))

α)) x))) −x ∞( ]]( ,x)) ((
αnβ])β]]) ∞ (xn (x]]) x=

∞ ( ,−∞ α β,∧ 1
1

Definition 8 Let x : J → D be an observable, a ∈ R. 
Then we define the observable x − a : J → D by the 
formula (x − a)((−∞,t)) = x((−∞,t + a)).

Theorem 3 Let D be a σ-complete Kôpka D-poset 
with σ-additive state m : D → [0,1], let ( )n n) =

∞
1 

be a sequence of square integrable observables 

such that σ 2σσ
21

( ) .
n

n
n=
∞∑ < ∞  Then the sequence of 

observables

1

1n i

n

( )x Ei iE
=
∑ xix

converges m—almost everywhere to 0.
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2  THE COKRIGING METHOD FOR THE 
STRUCTURAL RELIABILITY

In this paper, a new method—the cokriging method, 
which is an extension of kriging, is proposed to cal-
culate the structural reliability. cokriging approxi-
mation incorporates secondary information such 
as the values of the gradients of the function being 
approximated. The authors describe two basic 
approaches to construct the cokriging model. The 
gradient information can be directly built into the 
cokriging formulation, which we called the direct 
cokriging method. Alternatively, the gradient infor-
mation can be included in an augmented kriging 
model by adding new points to the sample data-
base that are obtained using a linear Taylor series 
expansion about the points at which the gradients 
were computed, which we called the Database Aug-
mentation or the indirect cokriging method. The 
authors use the indirect cokriging method, which 
can be divided mainly into three stages: First, a 
design of experiment method such as grid sample 
design can be selected to form the necessary exper-
imental points. Secondly, the surrogate model of 
the limit state function has been constructed. And 
then, the structural reliability method—FORM 
has be chosen to find the design point correspond-
ing to the reliability index, after the iterative proc-
ess, the reliability results will be obtained.

For Database Augmentation, the additional 
points from the Taylor Series expansion can be 
located at various points in space relative to the 
sample points. One might consider four different 
schemes to augment the database.

Scheme 1 adds one point “diagonally” (i.e. 
or) for each sample point in the original design 
space. So, only one point is added in the neighbor-
hood of each sample point. In total, the number 
of  added, approximate points is the number of 
sample points, n. Scheme 2 adds both and and 
this scheme would effectively triple the size of  the 
database. Scheme 3 adds one approximate sample 
point along each design variable axis for each sam-
ple point in the design space. In total, the number 
of  sample points, n, times the dimensionality of 

1 INTRODUCTION AND BACKGROUND

Approximation methods are widely used in struc-
tural reliability analysis because they are simple to 
create and provide explicit functional relationships 
between the responses and variables instead of the 
implicit limit state function. These methods include 
the Response Surface Method (RSM), Artificial 
Neural Networks (ANN) and so on. Recently, the 
kriging method which is a semi-parameter inter-
polation technique that can be used for determin-
istic optimization and structural reliability has 
been recognized as an alternative to the traditional 
Response Surface Method.

The kriging method is presented as an alternative 
approximation method to RSM for the design and 
analysis of computer experiments since the inter-
polation of the sampled data is carried out using a 
maximum likelihood estimation procedure, which 
allows for the capturing of multiple local extrema. 
However, the accuracy of a kriging model depends 
greatly on the number of sample data points used 
and their locations in multidimensional space. In 
order to fully exploit the advantages of kriging 
models, a large number of sample data points must 
be distributed within the design space. When the 
limit state function is high-dimensional, this sam-
pling process can be very costly and even impracti-
cal in design and computation.

As surrogate models are known to become ineffi-
cient as dimension increased, a third method using 
a cokriging (gradient-enhanced kriging) formula-
tion is presented. It uses a sample limited cokriging 
approach. This formulation was set up to overcome 
the large computational cost needed to build a sur-
rogate model. Actually, the cokriging method is an 
extension of the kriging method that incorporates 
the gradient information in addition to primary 
function values when generating approximation 
models. But its application to a structural reliabil-
ity problem has not been realized.

Against this background, this paper explores 
the use of the cokriging method for structural 
reliability problems and gives some examples and 
discussion.
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the design space, d. Similarly, scheme 4 adds twice 
the number of  points as Scheme 3. In scheme 4, 
two additional points located at and relative to 
a sample point along each design variable axis 
are added. The number of  total points added is 
then 2nd in a d-dimensional design space with n 
sample points. These last two schemes dramati-
cally increase the computing cost, so we choose 
the previous two schemes in this paper to make 
comparisons.

In this paper, the author presents two numerical 
examples to compare the kriging method with the 
cokriging method. In order to verify the efficiency 
and accuracy of the cokriging method, especially 
in the high-dimensional problems, the examples 
are selected to have an explicit limit state func-
tion with three random variables, and five random 
variables.

The sampling quality is essential to obtain an 
accurate model. Classical sampling is space-filling 
and including grid design, orthogonal design and 
uniform design. The grid distribution is the most 
common in engineering, however, it should be used 
with great care, because truncated grids are to 
be avoided and grids in high dimension require 
unreachable sample sizes. Both the orthogonal 
design and the uniform design can reduce the 
number of samples to some extent and the results 
are acceptable. The author uses them to replace the 
grid design in the examples above and compares 
them in the giving tables.

3  CONCLUSIONS AND FUTURE 
RESEARCH

In this paper, the method of improving the accuracy 
of the approximations that are used for the limit 
state function in structural reliability analysis while 
reducing the amount of design space information 
was presented. This was achieved by incorporating 

gradient information and Taylor Series expansion 
into the kriging approximation technique.

The authors explore the use of the cokriging 
method for structural reliability problems and 
make comparisons between the results obtained 
by kriging method and those from the cokriging 
method based on some numerical examples. It can 
be deduced that the cokriging approach can gain 
similar results with a much smaller number of sam-
ples without significantly sacrificing the accuracy. 
In another word, when using the same number of 
sample points, the accuracy of results obtained by 
the cokriging method will be improved. When the 
dimensions increase, the improvement will be more 
visible. Therefore, the cokriging is a viable alterna-
tive to the kriging on the computation of reliabil-
ity. In the cokriging model, the authors present 
four database augmenting schemes and compares 
two of them. The results shows that scheme 2 may 
be better than scheme 1, but the computing cost is 
higher. One realizes that there is always a trade-off  
between the accuracy of the approximation and 
the computing cost. This trade study represents 
an interesting future research topic. The section 
of the discussion concerning the design of experi-
ments shows that the grid design requires unreach-
able sample sizes, especially in high dimensions. 
Instead, both the orthogonal design and the uni-
form design can reduce the number of samples and 
the results are satisfactory at least in the examples 
mentioned in this paper.

Although the approximation method based on 
the cokriging technique has shown a good poten-
tial in structural reliability problems, it is in the very 
beginning stage. Some implementation issues asso-
ciated with the approach such as the experimental 
design, the database augmenting scheme, varying 
the step size for the design variables with sample 
points and nugget effect at added points, have been 
presented and represent topics for future research.
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fuzzy a-priori information concerning the param-
eter θ. The last one is expressed by a fuzzy a-priori 
distribution, frequently given by a fuzzy probabil-
ity density π *(⋅) on the parameter space Θ.

Fuzzy one-dimensional observations can be 
described by fuzzy numbers. These are defined by 
generalizations of indicator functions, so-called 
characterizing functions ξ(⋅).

Definition 1: A characterizing function ξ(⋅) of a 
fuzzy number x* is a real function of one real vari-
able x obeying the following:

1. ∀ δ ∈ (0;1] the so-called δ-cut
Cδ (x*) : = {x ∈ IR: ξ(x) ≥ δ} = [aδ ; bδ] ≠ ∅

2. The support of ξ(⋅), 
supp[ξ(⋅)] : = {x ∈ IR: ξ(x) > 0} is contained in 
a compact interval

Fuzzy numbers are an appropriate mathemati-
cal description of non-precise data.

Fuzzy probability densities on Θ are fuzzy val-
ued functions π*: Θ → ( +) obeying certain 
regularity conditions, where ( +) is the set of all 
fuzzy numbers with supp[ξ(⋅)] ⊆ [0;∞].

In order to define fuzzy probability densities the 
concept of integration of fuzzy valued functions 
is necessary.

Let (Ω, S, μ) be a measure space. The generalized 
integral of a fuzzy valued function f *: Ω → ( +) 
is defined based on the so-called δ-level functions 
f f

δ δff δ( ) ( ) ( ]0fδf δ( )⋅ ∀ ∈δ ( 1; .]1  For ω ∈ Ω and δ ∈ (0;1] 
δ-cut of f*(ω) is a compact interval denoted by 

f f
δ δf( ) ( )ω⎡

⎣
⎡⎡ ⎤

⎦.f δf δ ( )ω ⎤
⎦
⎤⎤  For variable ω the functions 

f
δ ( )⋅  and f δ ( )⋅  are the δ-level functions.
Assuming all δ-level functions are integrable 

with finite integrals

a f dδ δ μf dδ ,( ) ( )∫ ∫f d b
δ

μ bf
δ

b( ) ( )dμdμ) μd (
Ω Ω  

(4)

the generalized fuzzy valued integral 

Ω
∫∫ ( ) ( )f df ( )* μ)d)  is the fuzzy number x* whose 

characterizing function ξ(⋅) is given by the so-
called construction lemma for characterizing func-
tions of fuzzy numbers, i.e.

INTRODUCTION

In case of fuzzy data compare (Bandemer 2006) 
and (Klir & Yuan 1995) Bayesian statistical analysis 
has to be generalized in order to be able to update 
the a-priori information. This is possible by a gen-
eralization of Bayes’ theorem which is also able to 
take care of fuzzy a-priori information. The result-
ing aposteriori distribution is a fuzzy probability 
distribution on the parameter space Θ. For contin-
uous stochastic model and continuous parameter 
space the a-posteriori distribution is represented 
by a so-called fuzzy probability density. Based on 
fuzzy a-posteriori densities the generalization of 
predictive densities is necessary.

In standard Bayesian inference for stochastic 
model X ∼ f (⋅|θ); θ ∈ Θ, a-priori density π (⋅), and 
data D = (x1, …, xn) the a-posteriori density π (⋅|D) 
on Θ is obtained by Bayes’ theorem

π π
π

( | ) ( ) ( ; )
( ) ( ; )

,) (
) ( θ

θD D
D d) θ

= ∀ ∈θ
∫

�

�
Θ

Θ  (1)

where (θ; D) is the likelihood function. The likeli-
hood function is for complete data D = (x1, …, xn) 
given by

� θ .f
i

n

1
( )θ; , , n1 ( )θ|i ∀ ∈θ

=
∏ Θ  (2)

In this standard case the predictive density for 
X, denoted by p(x|D), is given by its values

p f Xf ,d x MXM( )x | D ( )|x ( )| D x∫ ) ( dπ
Θ

 (3)

where MX is the observation space of X, i.e. the set 
of possible values for X.

FUZZY INFORMATION

In the context of this paper two kinds of fuzzy infor-
mation appear: Fuzzy observations xi

* of X, and 
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ξ x IRII( )ξ { }δ δδδ ( ) [ ] ∀ ∈xa b δ [ .δ( )x [δ ∈[b  
(5)

For details compare (Viertl 2011).
Definition 2: A fuzzy probability density f*(⋅) on 

the measure space (Ω,S,μ) is a fuzzy valued func-
tion obeying the following:

1. supp[ f *(ω)] ⊆ [0; ∞] ∀ ω ∈ Ω
2. 

∫∫
( ) ( )

Ω
f d( )* μ)d)) ))  is a fuzzy number x* such that 

for the characterizing function ξ(⋅) of x* the fol-
lowing holds: 1 ∈ C1 [ξ(⋅)]

BAYES’ THEOREM FOR FUZZY A-PRIORI 
DENSITIES AND FUZZY DATA

The generalization of Bayes’ theorem to the situ-
ation of fuzzy a-priori density and fuzzy data is 
possible and yields a fuzzy a-posteriori density 
π*(θ|D*) on the parameter space Θ. For details see 
(Viertl 2008) and (Viertl 2011).

Based on the fuzzy a-posteriori density π (θ|D*) 
the predictive density from section 1 has to be gen-
eralized, i.e. the integral becomes

p f* * *ff .d| D*( )x | DD ( )|x ( )∫ θ*) ( dπ
Θ

 (6)

This is an integral of a fuzzy valued function 
f(x|θ)⋅π*(θ |D*). There are different possibilities to 
define the generalized fuzzy valued predictive den-
sity p*(x|D*) on the observation space MX.

FUZZY PREDICTIVE DENSITIES

The first idea is to apply the generalized integra-
tion from section 2, i.e.

p x D f D d x MXM* * * *D| DD |* .( )) ( )x | (( ) ∈x∫ * θd
Θ

 (7)

Indeed by this definition a fuzzy probability 
density p*(x|D*) is obtained.

But there is another possibility based on clas-
sical densities on the parameter space. Let Dδ be 

the set of all classical probability densities g(⋅) on 
Θ obeying

π πδ δ θ( )θ ( )θ ≤ ( )θ ∀ ∈θg Θ. (8)

Then the fuzzy value of the generalized predic-
tive density for x ∈ MX is defined via the family of 
nested compact intervals [aδ; bδ] ∀ δ ∈ (0;1] in the 
following way:

b f d g D

a f g d

δ δf g d g D

δ i

( )xx | ( ) ( )⋅ ∈
⎧
⎨
⎪⎧⎧
⎨⎨
⎩⎩⎩

⎫
⎬
⎪⎫⎫
⎬⎬
⎭⎪
⎬⎬
⎭⎭
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∫ gg)) ( ))
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Θ

:: g D( )
⎧
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⎬
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∫ δ
Θ

 (9)

The characterizing function ψx(⋅) of p*(x|D*) is 
obtained by the construction lemma:

ψx y IRII( )y { }( )y [ ] ∀ ∈yaa b: sup [)yb ( )a [∈[( )ybbb  (10)

Remark 1: Since the a-posteriori density is a 
fuzzy probability density it follows that the set D1 is 
nonempty and therefore by the above construction 
a fuzzy probability density on MX is obtained.

The last construction seems to be more appro-
priate because it is more connected to the stochas-
tic concept of predictive distributions.

Remark 2: For precise data and classical a-priori 
distributions the results coincide with the standard 
results from Bayesian inference.
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collecting more data, better understanding of the 
problem, strict quality control and further infor-
mation retrieval actions. Nevertheless, epistemic 
uncertainty cannot be prevented completely.

Aleatory uncertainty, also referred to as ran-
domness, occurs as a result of heterogeneity. 
It may be assessed with the aid of random results 
of a test if  the test provides crisp sample elements 
and is repeatable on an almost unlimited number 
of occasions under constant boundary conditions. 
This is an almost unreachable state, because the 
boundary conditions are (apparently) subject to 
arbitrary fluctuations, a comprehensive system 
overview is lacking, the number of observations 
are only available to a limited extend, or the sam-
ple elements are of doubtful accuracy (non-pre-
cise). Therefore, imprecision results in addition to 
the randomness. Imprecision is modelled with the 
uncertainty model fuzziness because of the fact 
that its nature is not conform with the frequentist 
view on probability.

Joining both randomness and fuzziness in a 
proper manner, a fuzzy random variable �U  can be 
defined on the basis of fuzzy bunch parameters. 
The bunch parameter representation enables a 
decoupling of fuzziness and randomness, which 
provides the basis for the numerical realization of 
uncertain structural analysis and reliability assess-
ment. The bunch parameter vector contains typical 
parameters of probability distribution functions 
which are specified as fuzzy variables, such as fuzzy 
mean and fuzzy standard deviation, for example.

The aim of the described robustness measure, 
e.g. introduced in Graf et al. (2010), is to provide 
a measure, which captures different meanings of 
robustness simultaneously and is independent 
of the applied uncertainty model. To meet these 
requirements, uncertain structural analysis is 
repeatedly performed considering selected stress 
processes and local failure events in order to deter-
mine a robust structure in the sense that the struc-
ture will resist a high number of different—also 
extreme—load and alteration processes. In result, 
the design variants are evaluated by means of 
the robustness measure on the basis of selected 

While the terms reliability and safety level are 
well-defined, an overall mathematical formulation 
of the linguistic well-known term “robust structure” 
is missing so far. Many approaches provide only 
qualitative construction rules which are inappro-
priate to compare diverse designs. More extensive 
approaches on the basis of the uncertainty model 
randomness are reviewed in Zang et al. (2005). The 
here proposed approach contributes to the discus-
sion how to quantify robustness in order to com-
pare different structural designs within a computer 
oriented design process.

An appropriate measure is introduced, which 
considers different approaches of robustness, like 
the incorporation of uncertain parameters and the 
consideration of unforeseen events, within an uni-
fied concept. Thus, the robustness measure evalu-
ates consequences of uncertainty on structural 
behavior, the effect of local failure on global struc-
tural resistance as well as the influence of variations 
in load and alteration processes on the structural 
reliability. The proposed robustness measure could 
be applied independently of the measure utilized 
for quantification of the uncertainty. Thus, it is 
possible to consider uncertainty of two kinds—
variability and imprecision—within the robustness 
assessment approach. Due to the different sources 
of variability and imprecision, the imprecise prob-
ability concept “fuzzy randomness” is adopted. 
Consequently, the structural analysis results in 
fuzzy random structural responses, whereas the 
reliability analysis leads to a time-dependent fuzzy 
failure probability. Some basically remarks con-
cerning fuzzy randomness are summarized in the 
paper.

In general, uncertainty exists in loading, mate-
rial characteristics and geometry of structures. The 
sources of this uncertainty may be classified into 
inherently non-deterministic nature of the regarded 
structure and information deficit. The uncertainty 
because of the inherently non-deterministic nature 
is referred to as aleatory uncertainty. It is irreduc-
ible, random, and objective assessable. In contrast, 
information deficit leads to epistemic uncertainty 
(imprecision) which can be reduced by means of 
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uncertain structural responses. The application 
of the robustness measure requires quantification 
of the uncertainty of input and response variables. 
The uncertainty of variables can be quantified by 
means of uncertainty measures. This procedure 
represents the mapping of an uncertain variable 
onto a deterministic value M. Different uncer-
tainty measures for fuzzy, random and fuzzy ran-
dom variables are introduced.

To manage the high computational effort due 
to the repetition of the uncertain structural analy-
sis, an algorithm for the robustness based design 
is presented. The computational cost of a fuzzy 
stochastic structural and reliability analysis is 
almost completely caused by the nonlinear struc-
tural analysis. Thus, the most effective measure 
to increase the numerical efficiency is to replace 
the costly deterministic computational model by 
a fast approximation solution based on a reason-
able amount of initial deterministic computational 
results. The fuzzy stochastic analysis can then be 
performed with that surrogate model, which ena-
bles the utilization of an appropriate sample size 
for the simulation. The surrogate model is designed 
to describe a functional dependency between the 
structural parameters and the structural responses 
in the form of a response surface approximation.

For response surface approximation a variety 
of options exist, see e.g. Pannier et al. (2009). The 
suitability of the particular developments primarily 
depends on the properties of the computational 
model. Due to the very general properties of the 
FE analysis in structural analysis, which can hardly 
be limited to convenient cases, a high degree of 
generality and flexibility of the approximation is 
needed. In this context, an artificial neuronal net-
work, provides a powerful basis for response sur-
face approximation. This can extract information 
from initial deterministic computational results 
and can subsequently reproduce the structural 
response based on the extracted information only. 
According to the universal function approximation 
theorem, artificial neural networks are capable of 
uniformly approximating any kind of nonlinear 
functions over a compact domain of definition 
to any degree of accuracy. There is virtually no 
restriction for a response surface approximation 
with the aid of artificial neural networks.

The applicability of the robustness based design 
approach is demonstrated by means of an example. 
The investigated building has a rectangular 
plan whose dimensions are 10.80 × 20.40 m2. 
In Mandara et al. (2009) the results of the vulner-
ability evaluation have been published. Thereby, 
a three-dimensional FE model of the structure 
has been created considering floors like rigid 
diaphragms in the horizontal plane. Two nonlinear 
static analyses and a set of linear and nonlinear 

time history analyses have allowed to evaluate the 
vulnerability of the structure in the as-built condi-
tion and the effectiveness of the upgrading inter-
ventions. The time history analysis has shown an 
excessive deformability of the original structure, 
not compatible with the structural safety and 
immediate occupancy requirement after seismic 
events, see Mandara et al. (2009). The assumed 
upgrading interventions are aimed at reducing 
the lateral floor displacements of the structure by 
means of steel braces fitted with additional energy 
dissipation devices. Such devices connect the origi-
nal structure at the first floor level with rigid steel 
braces and act due to the relative displacements 
occurring between the original structure and the 
steel braces. The study has been carried out consid-
ering the connection with purely viscous devices.

Nonlinear time-history analyses of the simpli-
fied 2-DOF system have then been performed 
considering the seismic input of El Centro (1940), 
Calitri (1980) and Taiwan (1999) earthquakes, 
scaled to peek ground acceleration (PGA) value of 
0.25 g. For each seismic input, the fuzzy maximum 
displacement �υTDυυ  at the top of the structure has 
been calculated on the basis of fuzzy displacement-
time dependencies.

The results of the structural analyses are applied 
for the robustness assessment. Thereby, the uncer-
tain maximum top displacements are evaluated for 
different viscosities and bracing systems. The three 
considered earthquakes represent three load cases.
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is important because, given the interruption period 
of bridge operations after the collapse, the regular 
income is deferred and, whenever the money value 
changes with time, the income is reduced.

The cracking moment capacity is calculated 
according to standard procedures and the concrete 
strength, the prestressed steel area and the bridge 
live load are considered as random variables.

Finally, the bridge is modeled as a single com-
ponent, being the beam under corrosion the main 
element, the limit state is described by the event 
where the beam moment capacity is exceeded by 
the maximum acting moment.

The bridge failure probability evolves as the 
corrosion develops in the girder and, as the bridge 
is under heavy and frequent vehicles loading, the 
tension stresses trend to accelerate the cracking 
process in the girder. The evolution of the bridge 
reliability index may be used to recommend a time 
to inspect, the bridge condition. If, after inspec-
tion, enough evidences of bridge deterioration 
are found, maintenance or repair works should be 
undertaken.

The proposed formulation is applied to a 
Mexican bridge and the

The acceptable value of the annual reliability of 
2.78 is reached by the bridge reliability at the time 
range between 5.5 and 10.5 years, after corrosion 
initiation, for the coefficient of variation of cor-
rosion initiation time, of 0.1. Cost/benefit studies 
may be used to weight the cost of narrowing this 
range against the benefit of making more precise 
predictions of the bridge inspection time.

The bridge importance will move the acceptable 
reliability index to higher or lower thresholds. Also, 
the corrosiveness of the location environment, and 
stresses demand on the bridge, may produce that 
the girder deteriorates faster and the recommended 
time to inspect and potentially maintain the bridge 
may be shorter.

Improvements and upgrading works to the 
bridge are not considered here.

As the traffic demands grow constantly, and some 
vehicle bridges deteriorate due to corrosion, bridge 
agencies require non expensive procedures to sched-
ule cost-effective maintenance programs. Also, 
due to the growing demand of safe and sustain-
able procedures to keep the bridges within accept-
able operating conditions, new maintenance criteria 
based on life-cycle performance are required to 
assess the bridge conditions and recommend prac-
tical measures to provide a satisfactory care to the 
bridges, specially the oldest ones.

In this paper a reliability-based formulation 
is proposed for prediction of  the next inspec-
tion time including the epistemic uncertainty on 
the corrosion initiation time and as a means to 
generate safe and sustainable bridge maintenance 
procedures. For the identification of  the bridge 
integrity state where little or no follow up has 
been previously made, the prediction of  damage 
state contains a great deal of  epistemic uncer-
tainty. The impact of  this epistemic uncertainty 
on the prediction of  corrosion initiation time 
is appraised for the purpose of  weighting, later 
on, the cost/benefit of  further and more detailed 
studies.

The concept of risk involves the failure proba-
bility and the failure consequences of the structure 
(Ang and De Leon, 2005). In the case of bridges, 
the consequences become critical as an impor-
tant part of infrastructure systems in a region or 
country (Agarwal, 2003).

The bridge reliability is calculated in terms of 
a damage index that depends on the bridge cor-
rosion deterioration and the corrosion impact is 
calculated as a function of the moment capacity 
reduction (cracking moment) and the evolution of 
the bridge failure probability.

As the acceptable failure probability is used 
as the safety threshold, this failure probability is 
calculated from the minimization of the annual 
expected life-cycle cost including the possibility of 
the bridge replacement. This replacement condition 
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The bridge age may play an important role 
as the corrosion may be initiated faster than for 
other newer bridges. Further studies, with other 
spans, ages and importance level, may help to pro-
duce general guidelines for bridge maintenance, 
where corrosion is the major damaging factor, in 
Mexico.
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ABSTRACT: Chloride-induced corrosion in 
Reinforced Concrete (RC) bridges is a mechanism 
caused by the intrusion of chloride ions into con-
crete. This mode of corrosion is more probable 
when RC bridges are located in coastal regions 
and exposed to aggressive environmental condi-
tions. Because of the penetration of chloride ions 
in structural members, the chloride content of 
concrete gradually increases and when the con-
centration of chloride ions in the pore solution on 
the vicinity of reinforcing bar reaches a threshold 
value, the chloride-induced corrosion initiates.

Chloride transport mechanism in concrete is 
a complex phenomenon that may occur in sev-
eral forms, such as ionic diffusion, capillary suc-
tion, and permeation. The rate of this mechanism 
depends on the characteristics of concrete, degree 
of pore saturation, chloride binding capacity, free 
chloride content, and exposure conditions. By 
increasing the duration of time through which a 
bridge is exposed to aggressive conditions, the 
deterioration process of reinforcing bars can get 
relatively fast. This results in cracking or spalling 
of RC members and may lead to severe reduction 
in serviceability of bridges.

The time between corrosion initiation and 
serviceability failure is usually smaller than the 
required time for corrosion to initiate. Therefore, 
the realistic estimation of corrosion initiation time 
has a significant role in the accurate performance 
prediction of RC bridges over time. In the present 
paper, an integrated computational framework is 
proposed to simulate the penetration of chloride 
ions into concrete. Towards this goal, the effects of 
various parameters, such as water to cement ratio, 
ambient temperature, relative humidity, age of con-
crete, free chloride content, and chloride binding 
capacity, are considered to calculate the chloride 
content in different time intervals. It can be seen 
that by increasing the time during which a bridge is 
exposed to the aggressive conditions, the deteriora-
tion process of reinforcing bars can become rela-
tively fast. This causes the cracking and spalling of 
the concrete in addition to reduction in the mass 

and effective cross section of the reinforcing bars. 
Based on obtained results, structural performance 
of a set of short-, medium-, and long-span bridges 
with different structural attributes are evaluated 
using probabilistic lifetime fragility analysis over a 
life cycle of 30 years and the effects of variation 
in corrosion initiation time on the fragility param-
eters are investigated.

Figure 1. Time-dependant fragility curves for deterio-
rated bridges under study.
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bridges is also accounted for and its effect on the 
reliability profile (in terms of connectivity) of the 
entire network along the life-cycle is assessed.

The concepts of preventive (PM) and required 
maintenance (RM) are considered and integrated 
into the analysis. Preventive maintenance includes 
the interventions that are scheduled at predefined 
time instants and that are aimed at keeping the 
bridge performance at a high level all along the 
life-cycle. These interventions can be proficiently 
planned and optimized at the network level. 
Required maintenance (also called “corrective 
maintenance”) indicates the recovery actions and 
the minor interventions that are performed when 
a bridge has just reached a limit state or when it is 
going to reach a distress state imminently.

The design variables of the problem are the 
years of application of the preventive maintenance 
actions on each bridge of the network. If  the 
maximum number of applications that are con-
sidered for each bridge is nMPM and the number 
of bridges belonging to the network is nB, the total 
number of design variables is nMPM ⋅ nB.

The bridge network is described according to 
graph theory. The edges of the network represent 
the highway segments and their traffic flow capac-
ity. Each edge is unidirectional, therefore each 
two-way highway segment is represented by two 
edges. Edges connect an origin node to a destina-
tion node and can be carried and/or overcrossed by 
bridges. The nodes represent the points of access 
to the network and they usually coincide with the 
cities and the points of change in the highway traf-
fic flow capacity.

The first objective of the optimization is the 
maximization of the network connectivity. The 
proposed probabilistic analysis is based on simu-
lation and the connectivity has to be computed 
for each sample, as well as for each considered 
time instant along the life—cycle. The connectiv-
ity matrix Ci(t) of sample i at time t is an nN × nN 
matrix where each row represents an origin node 
and each column represents a destination node, nN 
being the total number of nodes of the network. 

Lifelines and, in particular, transportation net-
works play a critical role in the economy of any 
nation. Moreover, after the strike of extreme 
events, such as earthquakes and floods, the high 
resilience of the civil infrastructure systems is 
required for the prompt response of the emergency 
activities and for the recovery of the region in 
the following months. For these reasons, the 
research interest on this kind of network is rap-
idly increasing (Liu & Frangopol 2006, Gao et al., 
2010, Golroo et al., 2010, Bocchini & Frangopol 
2011b). In fact, even if  the individual components 
of the network (e.g. bridges) need to be thoroughly 
designed, monitored, and maintained, it is the per-
formance of the overall network that determines 
the major impact on the economy and the safety 
of a region subject to an extreme event (in terms of 
the ability to evacuate, bring help, and restore the 
socio-economic activities).

The reliability of the individual components of a 
network and, in turn, of the entire network itself  is 
subject to degradation along its life-cycle. To con-
trast this unavoidable degradation, preventive and 
corrective maintenance actions are applied to the 
network components. The goal of the research 
presented in this paper is to develop a comprehen-
sive numerical tool that assists the planning proc-
ess for maintenance interventions on the bridges 
of a network. While previous papers (Bocchini & 
Frangopol 2011a, Bocchini et al., 2011) focused 
on the performance of the network in terms of its 
ability of distributing the traffic flows and avoid-
ing traffic disruptions and congestions in an ordi-
nary scenario, this paper focuses on connectivity as 
metric for the network performance. In fact, after 
an extreme event that disrupts the network, the 
prompt intervention and all the first aid activities 
rely on the possibility to reach every point of the 
region using the highway system.

The original results presented in this paper are 
based on a model for the simulation of the net-
work traffic flow that accounts for the in/out of 
service state of the bridges and their correlation. 
The time-dependent reliability of the individual 

ICASP Book I.indb   160ICASP Book I.indb   160 6/22/2011   12:42:13 AM6/22/2011   12:42:13 AM



161

Each element of the matrix is equal to 1 if  it is 
possible to go from the relative origin node to the 
relative destination node; otherwise it is equal to 0. 
The value of the connectivity index Ci(t) is then 
obtained as summation of all the elements of the 
matrix Ci(t). Finally, the objective to be maximized 
netconn is computed as:

netconn
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where nS is the total number of samples, C100 and 
C0 are the values of the connectivity index when all 
the bridges are in service and out of service, respec-
tively. The second objective of the optimization is 
the minimization of the total maintenance cost, 
including PM and RM on every bridge. 

Several constraints are implemented in the 
analysis. The first is on the design variables: PM 
actions have to take place within a prescribed time 
horizon. Second, the total maintenance cost has to 
be less or equal to the available funding. Finally, 
the number of PM actions has to be lower or equal 
to a prescribed limit.

By means of  genetic algorithms (GAs), the 
maintenance on the various individual bridges of 
the network can be prioritized and the optimal 
maintenance schedule can be found. The objec-
tives of  the optimization are in general conflict-
ing. For instance the minimization of  the total 
maintenance cost would lead to opposite choices 
with respect to the optimization of  the network 
performance. For this reason, multi-objective GAs 
provide a whole front of  Pareto-optimal solu-
tions among which decision makers can choose 
the one that better fits the needs of  the region, 
according to economic constraints and engineer-
ing judgment.

The large amount of uncertainty involved in the 
problem at hand (i.e. time-dependent reliability of 
the network, effects of the maintenance actions, 
correlation among the bridge in/out of service 
states) is accounted for using stochastic mod-
els, Latin hypercube sampling, and random field 
simulation.

The transportation network shown in Fig. 1 is 
used to validate the proposed approach and the 
resulting Pareto-optimal front is shown in Fig. 2. 
The numerical application shows that the proposed 
methodology identifies the best maintenance strat-
egy in terms of both schedule and number of inter-
ventions. Moreover, the most important bridges 
are automatically identified and the available fund-
ing is allocated accordingly.
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ABSTRACT: The deteriorating health of existing 
bridge infrastructure indicates the potential 
increased risk of structural damage not only under 
operational but also extreme loading conditions, 
such as seismic events. Such damage results not 
only in threats to public safety or economic con-
sequences, but also requires an increased amount 
of energy spent on subsequent repair, restoration, 
or replacement, as well as rerouting of traffic. In 
recent years there has been an increasing interest in 
the life-cycle analysis of infrastructure, for manag-
ing infrastructure systems, prioritizing investments, 
and selecting upgrades. These analyses of lifetime 
cost, energy usage, or emissions typically neglect 
the contribution of extreme events. Further-
more natural hazard risk mitigation planning has 
evolved independently, without explicit considera-
tion of many of these impact metrics. However, the 
required additional energy usage from natural haz-
ard damage, such as earthquake damage, conflicts 
with goals of sustainable bridge and transportation 
infrastructure adopted by many US departments 
of transportation, and its quantification can aid in 
rational prioritization and selection of seismic ret-
rofit cognizant of energy expenditures.

This paper poses a framework to probabilistically 
estimate life-cycle embodied energy associated with 
seismic risk, while considering the time-evolving fra-
gility of aging bridge systems (Figure 1). The scope 

of the embodied energy estimation includes the 
risk of energy expenditure from labor and mate-
rials used for bridge repair or replacement due to 
seismic exposure. A non-homogeneous Poisson 
process model is introduced to assess the cumu-
lative risk of embodied energy usage involved in 
the repair processes along the service life of the 
aging bridge. This model integrates hazard poten-
tial, bridge vulnerability or fragility curves, and 
probabilistic repair models and their associated 
embodied energy estimates. In contrast to the typi-
cal assumption of constant seismic fragility, time-
dependent fragility curves are developed to capture 
the effects of continued corrosion deterioration of 
multiple bridge components considered in the life-
cycle analysis.

A case study is presented for representative mul-
tiple span continuous steel girder bridges to evalu-
ate the embodied energy of the corroded bridge 
system given lifetime exposure to seismic hazards 
(Figure 2). Along with the net values of life cycle 
estimates, the contribution of major repair items 
are also evaluated as shown in Table 1.

Although the decreasing of total embod-
ied energy should be addressed for these major 

Figure 1. Time-dependent fragility curves for deterio-
rating bridge columns.
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Figure 2. Expected values of life-cycle embodied energy 
for pristine and aging MSC steel bridge.

ICASP Book I.indb   162ICASP Book I.indb   162 6/22/2011   12:42:15 AM6/22/2011   12:42:15 AM



163

repair procedures, greater effort should be placed 
on making more commonly performed localized 
minor repairs—such as grouting and wrapping—
sustainable. This is as shown in Figure 3 for 
localized repair procedures which contribute the 
most to life-cycle embodied energy estimates.

The case study findings highlight the impor-
tance of capturing the time evolving deteriorated 
structural condition when evaluating the expected 
embodied energy estimates, as well as the impact 
of uncertainty propagation in the life-cycle analysis 
and effect of variation of input models on the dis-
tribution of lifetime energy usage. Given the ongo-
ing need to develop indicators to measure the level 
of sustainability of a structure, system, or region, 
the proposed framework is also anticipated to help 
guide the selection of rehabilitation or retrofit 
measures for bridge infrastructure based on target 
sustainability metrics related to energy usage.
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Table 1. showing contribution of major repair/
replacement procedures to life-cycle embodied energy.

Repair 
procedure

Bridge 
condition

Embodied 
energy (MJ)

% 
Contribution

Column 
replacement

Pristine 4.29*103 2.6%
Aging 4.55*103 2.25%

Fixed bearing 
replacement

Pristine 1.21*103 0.75%
Aging 1.29*103 0.63%

Expansion 
bearing 
replacement

Pristine 1.91*104 12%
Aging 1.91*104 9.5%

Demolish and 
replace bridge

Pristine 1.33*105 82.8%
Aging 1.74*105 86.3%

Figure 3. Contribution of localized repair procedures 
to the life-cycle embodied energy (MJ).
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Since, non-Gaussian variables are usually involved 
in life-cycle reliability assessment of concrete 
structures, an approximate approach for updating 
is needed. In this study, nonlinear filtering tech-
nique denoted Sequential Monte Carlo Simulation 
(SMCS) is used (Yoshida 2009, Akiyama et al., 
2010) as shown in Figure 1.

Chloride concentration distribution represent-
ing the relationship between the chloride content 
and the distance from concrete surface obtained 
by coring test is used as observational information 
in SMCS. Based on the manual measurement by 
concrete coring, a chloride penetration curve can 
be established. Meanwhile, probes for automatic 
monitoring of chloride penetration into concrete 
have been developed and adopted in real concrete 
structures (Gjørv 2009). This study assumes that 
chloride concentration at various depths below 
the concrete surface is provided by automatic 
monitoring.

Chloride concentration obtained by ordinary 
MCS is used as standard observational information. 
To consider the variability in time of measured 
chloride concentration, white Gaussian noise with 
a mean equal of 0.0 and a standard deviation of 0.5 
or 5.0 is added to chloride concentration obtained 
by MCS. The reliability of PC bridge girders is 
updated under the following conditions.

− AMA: Automatic monitoring A (monitoring 
period = continuous during the lifetime of 
structure)

− AMB: Automatic monitoring B (monitoring 
period = one month, and time interval between 
monitorings Tin (interruption periods) = 1 year, 
5 years, 10 years, or 15 years)

− MM: Manual measurement by concrete coring 
(time interval between inspections Tin = 1 year, 
5 years, 10 years, or 15 years)

ABSTRACT: Corrosion may significantly influ-
ence the long-term performance of Reinforced 
Concrete (RC) and Prestressed Concrete (PC) 
structures, particularly in aggressive environ-
ments. Corrosion of reinforcement in concrete 
components may lead to loss of strength due to 
reduction in steel area and unserviceability. Reli-
ability analysis includes probabilistic information 
from all resistance, loading and modeling variables 
influencing the assessment process and provides a 
rational criterion for the comparison of the con-
sequences of decision making under uncertainty 
(Frangopol 2009). Therefore, it is necessary to 
assess the remaining safe and service life of deteri-
orating structures in aggressive environments using 
structural reliability theory.

For existing structures, the uncertainties asso-
ciated with predictions can be reduced by the 
effective use of information obtained from visual 
inspections and field test data. This information 
helps engineers to improve accuracy on structural 
condition prediction. In addition, recently, novel 
monitoring techniques, such as instrumented-
based non-destructive methods, have become more 
attractive. These techniques are based on the meas-
urement of physical quantities in space and time 
and they provide, consequently, an objective and 
more realistic assessment of structural perform-
ance (Frangopol et al., 2008). The proper han-
dling of the provided monitoring data is one of 
the main challenges in structural health monitor-
ing. A necessary monitoring period and possible 
interruption period has to be investigated. Also, 
the advantage of structural health monitoring over 
simple inspection or manual measurements needs 
to be demonstrated.

This paper presents a probabilistic framework 
for estimating the time-dependent reliability for 
existing PC structures in a marine environment. 
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The effect of  the differences between manual 
measurement and automatic monitoring, time 
intervals, and the degree of variability of measured 
chloride concentrations on the time-dependent 
reliability of PC bridge girders is shown in Fig-
ure 2. When PC bridges are located in aggressive 
environments, structural performance decreases 
with time. To evaluate the time-dependent reli-
ability accurately, updating of random variables 
using the inspection and/or monitoring results is 
needed.

If  measured chloride concentrations include the 
large variability in time, reliability of PC bridge 
girder by manual measurement of coring test 
even with time interval of inspection of 1 year is 
very different from that by AMA. Since measured 
chloride concentrations during monitoring period 
(i.e., one month) in AMB are averaged and used 
as observational information, time-dependent 
reliability updated by AMB is insensitive to 
variability of chloride concentrations. However, 
time interval between monitorings Tin (interrup-
tion periods) needs to be very small to obtain the 
similar updated estimates of reliability as that 
provided by AMA. A lifetime cost optimization 
planning of structures requires the efficient appli-
cation of monitoring in time (Frangopol & Liu 
2007). Optimal time intervals between monitorings 

(interruption periods) should be investigated based 
on the life-cycle cost under uncertainty.
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Figure 1. Flowchart of reliability estimation by SMCS using inspection or monitoring results.
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Figure 2. Effect of the time interval of automatic monitoring and manual measurement on time-dependent reliability 
of PC bridge girders.
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illustrates schematically this concept for each of 
the N inspections considered during the service 
life of a structure. At each inspection, four feasi-
ble alternatives are considered. Indeed, inspection 
of a bridge component can indicate (Orcesi and 
Frangopol 2011b) no damage when there is no 
damage (branch 1), damage when there is no dam-
age (branch 2), no damage when there is damage 
(branch 3), and finally damage when the compo-
nent is damaged (branch 4).

By repeating the analysis shown in Figure 1 for 
each of the inspection times, the event-tree analysis 
can be conducted for the N inspections during the 
service life of the structure.

It is noted that branches 1 and 3 in Figure 1 
are associated with a probability of false alarm 
(PoFA) and a probability of no detection, respec-
tively (Orcesi & Frangopol 2011b). Considering 
the specific case of flaws detection in fatigue steel 
details, the probability of no detection can be due 
to human error in case of a visual inspection (VI). 
When considering in-depth inspection such as 

Maintenance of aging bridges is a challenge for 
stakeholders since failure leads, most of the time, 
to drastic social, environmental and/or economic 
consequences. Under uncertainty and limited 
financial resources, bridge owners need efficient 
tools to decide when maintenance strategies should 
be applied (Estes & Frangopol 2001, Estes et al., 
2004, Frangopol & Liu 2007, Orcesi et al., 2010, 
Orcesi & Cremona 2011, Orcesi & Frangopol 
2011a,b, Frangopol 2011).

Choosing between preventive maintenance, 
essential maintenance and major rehabilitation is a 
crucial issue for aging bridges under uncertainties 
and financial constraints (Estes & Frangopol 1999, 
Orcesi & Frangopol 2011c,d). Optimal decisions 
on maintenance/rehabilitation have to be made 
based on accurate assessment of the structural 
performance. A model using lifetime functions to 
assess the probability of survival of aging bridges 
is proposed. The impact of inspecting the struc-
ture is modeled by updating the probability density 
function (PDF) of time to failure. Depending on 
the type of inspection, the uncertainty associated 
with the inspection result varies. Visual inspec-
tions are associated with greater uncertainties 
than in-depth inspections. Therefore, in the case 
of visual inspections, the information provided 
is less accurate and the updating of the PDF of 
time to failure is less effective. An event-tree based 
optimization procedure handling conflicting crite-
ria is proposed. Expected inspection, maintenance 
and failure costs are minimized in a conflicting 
way. This methodology should enable to find the 
optimal lifetime inspection strategy for an aging 
bridge.

In this paper, the case of in-depth inspection 
related to the fatigue of steel girders is chosen as an 
illustrative example. In theory, only two outcomes 
are possible after each inspection: either the struc-
tural component survives or it has already failed. 
However, in practice, inspections are subject to 
various uncertainties and the probabilities of (i) non 
detection and (ii) false alarm have to be considered 
to fully characterize inspection outcomes. Figure 1 
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Figure 1. Event-tree based framework for bridge com-
ponent inspections.
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magnetic particle inspection (MPI) and ultrasonic 
inspection (UI), the probabilities of no detection 
and false alarm can be quantified by considering 
the probability of detection (PoD) curves for dif-
ferent types of inspections as proposed by (Chung 
et al., 2006).

The objective of the optimization process is 
to determine optimal inspection times and types 
(assumed herein to be no inspection (NI), VI, 
MPI and UI). A bi-objective optimization proc-
ess is considered to minimize both the sum of 
the expected inspection and rehabilitation costs 
(denoted E[Cm,1]) and the sum of the expected 
failure and preventive maintenance costs (denoted 
E[Cm,2]). Optimal solutions are Pareto solutions 
obtained by using genetic algorithms. The bridge 
considered in the illustrative example is a reinforced 
concrete slab supported by nine standard-rolled, 
compact steel girders. The benefit of preventive 
maintenance (PM) is clearly demonstrated. This is 
due to the fact that the expected cost of failure is 
dramatically decreased when PM is applied. Also, 
the impact of probabilities of false alarm on the 
maintenance decision is investigated.

The framework proposed in this paper enables to 
determine optimal inspection strategies for fatigue 
details of steel bridges. Several inspection types 
are considered and optimal inspection strategies 
are determined. In this paper, the impact of prob-
abilities of false alarm on the maintenance deci-
sion is investigated and the benefit of preventive 
maintenance is shown. It is noted that this model 
is practical and does not require expensive compu-
tational time. It is a promising approach for bridge 
owners who need efficient management tools. It 
is also noted that the approach can be adapted to 
degradation phenomena which are different from 
the fatigue of steel details.
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Improved bridge capacity rating methods based on system 
reliability assessment

N. Wang, B.R. Ellingwood & A.-H. Zureick
Georgia Institute of Technology, Atlanta, Georgia, USA

in regions of low seismicity in North America). 
Finite element models of these bridges were devel-
oped; subsequently, the bridges were instrumented 
and load-tested to validate their finite element 
modeling (O’Malley et al., 2009). Following the 
analysis and validation phase, these bridges were 
used in a system reliability analysis. Virtual load 
tests were conducted using the finite element 
models to determine the fragility of typical older 
bridge systems designed using what would now be 
considered archaic (and inadequate) loads. The 
uncertainties associated with material properties, 
dimensions and modeling error were propagated 
through the FE analysis using Monte Carlo simula-
tion with Latin Hypercube Sampling. It was found 
that such bridges typically have capacities that are 
substantially in excess of what the AASHTO rat-
ing procedures would indicate. Moreover, their 
reliability indices in the in situ condition may equal 
or exceed the reliability targets stipulated for new 
bridges in the AASHTO LRFD Bridge Specifica-
tions (AASHTO 2007). These reliability analyses 
suggest that many older bridges are posted unnec-
essarily. The research program has led to several 
recommendations for improvements in current 
bridge rating methods that facilitate the incorpo-
ration of in situ test data in the rating process in 
a format that is consistent with the LRFR option 
in the Manual for Bridge Evaluation (AASHTO 
2008).
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ABSTRACT: Condition assessment and safety 
verification of existing bridges may be prompted 
by changes in traffic patterns; concern about 
faulty building materials or construction methods; 
discovery of a design/construction error after the 
structure is in service; concern about deterioration 
discovered during routine inspection; and damage 
following extreme load events. Condition assess-
ment and decisions as to whether a bridge requires 
posting currently are addressed through analysis, 
load testing, or a combination of these methods. 
In the United States, the rating process is described 
in the American Association of State Highway and 
Transportation Officials (AASHTO) Manual for 
Bridge Evaluation, First Edition (AASHTO 2008), 
which permits ratings to be determined through 
allowable stress, load factor, or load and resist-
ance factor methods, the latter of which is keyed 
to the AASHTO LRFD Bridge Design Specifica-
tions, Fourth Edition (AASHTO, 2007) and has 
a reliability basis (Minervino et al., 2004). These 
three rating methods may lead to different rated 
capacities and posting limits for the same bridge 
(Wang et al., 2009), a situation that cannot be 
justified from a professional engineering view-
point and one that has potentially serious implica-
tions with regard to the safety of the public and 
the economic well-being of businesses and indi-
viduals who may be affected by bridge postings 
or closures. The economics of bridge upgrading 
or posting makes it imperative to determine con-
dition assessment criteria and methods (either by 
analysis or by testing) that are tied in a rational 
and quantitative fashion to public safety and func-
tional objectives.

This paper summarizes a recently completed 
multi-year coordinated research program of bridge 
analysis and load testing aimed at improving the 
current bridge rating process using structural reli-
ability methods (Ellingwood et al., 2009). A sam-
ple of bridges with steel or reinforced concrete 
girders that are typical of those that are candidates 
for possible posting, with ages ranging from 20 to 
50 years, were selected from the Georgia bridge 
management system database (these bridges are 
believed to be typical of non-interstate bridges 
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1 INTRODUCTION

Aging reinforced concrete bridges have been 
subjected to not only in-service loading but also 
an aggressive environment. These may cause 
the degradation of  structural resistance, and 
affect not only the safety of  the bridges, but also 
their serviceability characterized by concrete 
cracking and the excessive member deflection. 
Many of  existing reinforced concrete bridges 
in China have been in the ill condition state 
due to concrete carbonation and reinforcement 
corrosion. Owing to the social needs for using 
these existing bridges, especially for the public 
and transportation safety, it is very urgent to 
assess the safety and serviceability, to predict the 
remaining service life and to monitor the health 
of  some key bridges.

In this paper, the time-dependent reliability of 
deteriorated reinforced concrete bridges for the 
serviceability limit states is analyzed based on the 
original design situations and the inspection data. 
The first-passage probability method is utilized to 
calculate the reliability index for the concrete crack 
limit state and member defection limit state. The 
hazard curves for the two limit states mentioned 
above also are obtained, as shown in Figure 1. 
The service load reference period for assessment 
is determined by the principle of  equal exceed-
ance probability, and then, the target reliability 
index in service is derived from the target reliabil-
ity index in design according to the principle of 
equal exceedance probability and the service load 
reference period. The calculated time-dependent 
reliability index is compared to the target reliabil-
ity index in service to check if  the bridge is in the 
serviceability state or not, as shown in Figure 2. 
Finally, the time for the concrete girders to be 
unserviceable due to concrete crack and member 
deflection is predicted based on the design and 
inspection data. The results of  this study can be 
used to aid bridge engineers and asset manag-
ers to develop a risk-informed and cost-effective 
strategy in the management of  corrosion-affected 
concrete bridges.

(a) Crack width 

(b) Member deflection 

Figure 1. Hazard function curves of serviceability.

(a) Crack width 

(b) Member deflection 

Figure 2. Reliability assessment of serviceability.
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health monitoring
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data and reducing the complexity of the model. 
To prevent over-fitting, a penalty term is added 
to the optimization function. The information 
criteria considered in this paper are based on the 
likelihood function of the model plus some penalty 
term. We can calculate the optimal number of clus-
ters by minimizing the information criteria over 
the number of estimated clusters. The four infor-
mation criteria that we investigate in this paper are 
defined as follows.

The Akaike information criterion (AIC), which 
is given by Akaike (1973) as

AIC( ) k( )og e oodlog likelihood( )i il lik lih dlog likelihoodlog  (1)

where k is the number of estimated clusters. 
However, as the −2 × (log-likelihood) result 
becomes larger, the penalty term becomes increas-
ingly insignificant. For large data sets, there is a 
high probability that the log-likelihood values will 
grow large.

Bozdogan (1993) argued that the penalty fac-
tor of 2 is not correct for finite mixture model 
based on the asymptotic distribution of the like-
lihood ratio for comparing two models with dif-
ferent parameters. Instead, he suggested using 3 
as the penalty factor. This information criterion is 
referred to as AIC3.

The idea of using the minimum description 
length (MDL) for model selection was developed 
by Rissanen (1978). As the estimation error, he used 
the length of the Shannon-Fano code for the data, 
which implies the complexity of the data given a 
model in information theory. The idea is to choose 
the model that results in the minimum description 
length (or the minimum of the combination of the 
model complexity and the estimation error). MDL 
uses klog ( )

ppp
n  as the penalty where, n is the number 

of data. It is assumed that log ( )n  represents the 
precision for each parameter of any given model.

Olivier et al. (1999) developed a new informa-
tion criterion, ϕβ, which is given as

ϕβ (k)= − × −⎛
⎝
⎛⎛⎛⎛
⎝⎝
⎛⎛⎛⎛ ⎞

⎠
⎞⎞2 conditional log likeli-

hood given parameters
⎞⎞⎞⎞
⎠⎠⎠⎠
⎞⎞⎞⎞⎞⎞⎞

+ kn nβ log(log( ))  (2)

1 INTRODUCTION

The ability to detect damage in a structure using 
remote sensors has far-reaching ramifications for 
structural engineering (Chang 2007). Real-time 
detection of damage would allow for substantial 
savings in maintenance costs as well as increased 
performance and safety. In addition, following a 
major catastrophe such as an earthquake, struc-
tural health monitoring would allow emergency 
response and repair crews to focus immediately on 
the most heavily damaged structures.

One method to detect damage is to apply sta-
tistical pattern recognition methods to struc-
tural responses to ambient vibrations and extract 
a damage sensitive feature (DSF) whose value 
migrates as the damage occurs to the structure. 
Nair et al. (2006) showed that autoregressive (AR) 
coefficients extracted from structural acceleration 
responses are suitable DSFs. Structural responses 
are collected from the structure in various dam-
age states including undamaged state. The DSFs 
extracted from the undamaged structure is referred 
to as baseline. Then, the number of clusters in the 
mixed set of DSFs is identified as the number of 
damage states present in the data set. In general, 
determining the optimum number of clusters 
present in a given data set is a difficult problem.

In this paper, we investigate methods using dif-
ferent information criteria, including Akaike infor-
mation criteria (AIC), AIC3, minimum description 
length (MDL), and Olivier et al.’s ϕβ criterion, for 
clustering DSF values into each damage state. We 
hypothesize that there will be one cluster of DSFs 
for each damage scenario plus the baseline case. 
Then those methods are applied to both simulated 
data and field data in order to compare their per-
formance. Among the investigated information 
criteria, the criterion developed by Olivier et al. 
(1999) performed most accurately for estimating 
the number of damage states in the data set.

2 THEORY

A good estimator for the optimal number of clus-
ters must balance closely fitting the model to the 
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where n is the total number of points in the data 
set and 0 < β < 1 is a parameter that is input by 
the user to scale the information criterion. Olivier 
et al. (1999) derived desirable lower and upper 
bounds for β, which are

log(log( ))
log( )

log(log( ))
log( )

n
n

n
n

< < −β 1  (3)

3 VALIDATION

These information criteria are first applied to a set 
of simulated data to verify their performance, and 
then applied to two sets of field data collected from 
the structures subjected to systematically increas-
ing extent of damage.

The results for numerically simulated data are 
shown in Figure 1. ϕβ,min, ϕβ,avg, and ϕβ,max cor-
responds to ϕβ criteria with different β values—
lower bound, average of lower and upper bound, 
and upper bound, respectively. For comparison, 
−2 × (log-likelihood) values are also shown in 
Figure 1. In general, the ϕβ criterion with β = 0.3 
or 0.4 produces reasonable results.

Two different structures undergoing progressive 
damage tests are considered. The first is the Z24 
Bridge in Switzerland subjected to settlement in 
one pier. The other is a three-story benchmark steel 
frame in Taiwan subjected to the reduced flange 
width of the ground floor columns. Only the results 
for the Taiwanese benchmark structure are pre-
sented in this abstract. Figure 2 shows the values of 
various information criteria over cluster estimates 
of 1 through 5. The result of AIC is very similar 
to that of AIC3, thus omitted in the figure for sim-
plicity. The AIC3, MDL, and ϕβ with β set at its 
lower bound are not significantly different than the 
−2 × (log-likelihood), and all of them overestimate 
the number of clusters. On the other hand, setting 
β at its upper bound penalizes additional complex-
ity too harshly and, as a result, underestimates the 

number of clusters. However, using an average of 
the upper and lower bounds for β to compute ϕβ 
results in a minimum value for three clusters, which 
is the true number of damage scenarios.

4 CONCLUSIONS

Olivier et al.’s ϕβ criterion works noticeably better 
than other similar information criteria in identify-
ing optimal number of clusters for both simulated 
and field data. However, identifying a suitable 
β parameter is important. We conclude that taking 
an average of the upper and lower bound is a good 
starting point for β, and this method works well in 
identifying the number of clusters.

REFERENCES

Akaike, H. 1973. Information theory and an extension 
of the maximum likelihood princple. In B.N. Petro & 
F. Csaki (eds), Second International Symposium on 
Information Theory: 267–281. Budapest: Akademiai 
Kaido.

Bozdogan, H. 1993. Choosing the number of component 
clusters in the mixture-model using a new information 
complexity criterion of the inverse Fisher informa-
tion matrix. In O. Opitz, B. Lausen & R. Klar (eds.), 
Information and Classification, Concepts, Methods and 
Applications: 40–54. Berlin: Springer.

Chang, F-K. (ed.) 2007. Proceedings of the 6th Inter-
national Workshop on Structural Health Monitoring, 
Stanford, 11–13 September 2007. Lancaster: DEStech 
Publications.

Nair, K.K., Kiremidjian, A.S. & Law, K.H. 2006. Time 
Series-Based Damage Detection and Localization Algo-
rithm with application to the ASCE Benchmark Struc-
ture. Journal of Sound and Vibration 291(2): 349–368.

Olivier, C., Jouzel, F., & EL Matouat, A. 1999. Choice of 
the number of component clusters in mixture models 
by information criteria. Proceedings of the 12th 
conference on Vision Interface, Trois-rivieres, Canada, 
18–21 May 1999.

Rissanen, J. 1978. Modeling by the shortest data 
description. Automatica 14: 465–471.
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A Bayesian approach to the assessment of fracture toughness 
of reactor components

M.D. Pandey & M. Wang
University of Waterloo, Waterloo, ON, Canada

The current deterministic approach to define the 
lower bound and assess KIH from data is somewhat 
restrictive, as it does not account for variability 
associated with KIH in a logical manner. Therefore, 
the industry and the regulator are interested in 
developing a probabilistic definition and interpre-
tation of lower bound KIH.

The next important task is the interpretation 
of new material surveillance data, collected from 
operating reactors, in relation to the defined lower 
bound. Material surveillance data ate typically 
obtained from the testing of samples taken from 
components removed from the reactor. Since frac-
ture toughness is considered as a random variable, 
reasonable variability in the test data is anticipated. 
Although new data are mostly expected to exceed 
the lower bound, there is a possibility that a few 
data points could be lower than the lower bound 
KIH. This is reasonable, since a random variable can 
take any value in its entire range. Thus, a few low 
values of KIH cannot be considered to invalidate 
the lower bound, rather new information should 
be used to revise the confidence associated with it. 
Actual value of lower bund should be revised, only 
when the associated confidence level has severely 
eroded by new sample of data.

The paper proposes that the lower bound should 
be defined as Xq|p, which is a qth percentile of the 
fracture toughness (X) distribution estimated at a 
pth confidence level. The interpretation of the lower 
bound is that the fracture toughness (KIH) in the 
population is expected to exceed the lower bound 
Xq|p with probability (1-q). Furthermore, the lower 
bound should be estimated from a sample of data at 
p% confidence level. For example, X10|95 means 10% 
of the population is expected to have X less than 
this value and there is a 95% confidence associated 
with the sample estimate of lower bound. In other 
words that if  several samples are drawn and lower 
bound estimated from each sample, 95% of esti-
mated lower bounds will exceed the value of X10|95. 
Conceptually, this definition is similar to that of the 
“best estimate” used in probabilistic risk analysis 
(PRA) literature in the nuclear engineering.

The objectives of this paper are to (1) propose 
the definition and method of estimation of the 

ABSTRACT: Zirconium alloys are susceptible 
to a stable cracking process called delayed hydride 
cracking (DHC), which can compromise the integ-
rity of pressurized components in the nuclear 
reactor. For example, pressure tubes in CANDU1 
reactors are susceptible to DHC when hydrogen 
concentration in the alloy exceeds a threshold in 
the vicinity of stress raisers, such as flaws or cracks 
(Sagat et al., 1994). Fracture mechanics based 
models and experimental data have shown that the 
DHC initiation takes place when the applied stress 
intensity at a stress raiser exceeds a threshold value, 
denoted as KIH. This is also referred to as DHC 
initiation toughness of zirconium alloy, an intrinsic 
material property that provides protection against 
the DHC of flaws in the zirconium alloy.

The DHC initiation toughness, like any other 
toughness related material property, exhibits con-
siderable variability due to micro-structural vari-
ations, effect of neutron irradiation and operation 
temperature (Pandey and Radford 2008). In order 
to monitor variability and possible changes over 
time, material surveillance programs are adopted 
by the nuclear industry. As an example, a surveil-
lance pressure tubes is removed at a 5–10 year 
interval from an operating reactor and fracture 
toughness related properties, such as KIH, are eval-
uated (CSA 2005).

The assessment of material property data 
obtained from testing of specimens taken from a 
surveillance pressure tube is considered satisfactory, 
so long as KIH exceeds a lower bound specified by 
the CSA Standard N285.8 [Clause D.6.2], such as

KIHK =
⎧
⎨
⎪⎧⎧
⎨⎨
⎩⎪
⎨⎨
⎩⎩

4 5

15 0.

 MPa m

 MPa m

(radial-axial direction)    

(rradialrr -transverse direction)
 

(1)

The variability in KIH is evident from 
experimental data collected from surveillance 
pressure tubes removed from various CANDU 
reactors in Canada over the past several years 
(Sagat et al., 1994), as shown in Section 2.

1 CANada Deuterium Uranium, trademark of Atomic 
Energy of Canada Limited.
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lower bound threshold fracture toughness (KIH), 
(2) develop a Bayesian method to update the lower 
bound and evaluate its sensitivity to potential new 
values, and (3) prepare control charts that can 
be used for fitness for service disposition of new 
data.

The paper presents a probabilistic definition 
of the lower bound KIH, and its Bayesian inter-
pretation to address both aleatory and epistemic 
uncertainties. The paper proposes a new method 
to update the lower bound KIH as new surveil-
lance data become available from the testing of 
components removed from operating reactors. 
A concept of a control chart is introduced to sup-
port the disposition of new surveillance data. The 
main advantage of the proposed approach is that it 
provides a practical, risk-informed basis for fracture 
toughness assessment of pressurized components. 
The proposed method is generic, and it can be 

applied to assessment of civil and mechanical 
engineering structures and components.
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A numerical study of maintenance strategy for concrete structures 
in marine environment
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the maintenance strategy is to minimize the whole 
life cost without compromising the structural safety 
during the operation of the structure. A numerical 
example will be provided to illustrate the applica-
tion of the maintenance strategy with a view to pre-
vent unexpected failures of the structure during its 
whole service life. The proposed methodology can 
help the management in making correct decisions 
concerning the intervention to ensure the safe and 
serviceable operation of the structures. This will, in 
turn, result in better asset and capital utilization.

2 THEORY

Crack width is a parameter of the most practical sig-
nificance for the design and assessment of reinforced 
concrete structures. Crack width can be expressed as
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The practical performance criteria related to 
concrete cracking of reinforced concrete structures 
is to limit the crack width to an acceptable level. 
In the theory of structural reliability, this criterion 
is expressed in the form of a limit state function 
and the probability of structural failure due to 
concrete cracking and delamination can be deter-
mined by (Melchers 1999).

pc P wcr t P t cr t( )t [ (G , ,w ) ] [ (w ) (wcr )]P wcr w t[G ,w ) = P t(w )
 

(2)

pd P wd t P t d t( )t [ (G , ,w ) ] [ (w ) (wd )]P wd w t[G ,w ) = P t(w )  (3)

Eventually, the rebar corrosion in concrete will 
lead to the rupture at the critical cross-section of a 
structural member. The probability of failure for 
structural rupture can be expressed as

pr P R Ra t P a t t( )t [ (G , ,a ) ] [ (a[ (R ) (R )]P R R t[G , ,RaR tP[ (RaR  (4)

ABSTRACT: Reinforced concrete structures 
located in marine environment are susceptible to 
chloride induced steel corrosion in concrete, which 
causes severe structural deterioration and ultimate 
structural collapse. Corrosion-induced structural 
deterioration is a gradual process, consisting of a 
number of phases during the service life of rein-
forced concrete structures. These include corrosion 
initiation, concrete cracking, delamination and 
the ultimate collapse due to loss of strength of the 
structure. This paper presents a numerical method 
for developing a maintenance strategy based on 
risk-cost optimization of corrosion affected con-
crete structures during the whole life of service. 
The associated risks for concrete cracking, delami-
nation and rupture are quantified based on Monte 
Carlo simulation. The proposed methodology can 
help the management in making optimal decisions 
concerning the intervention to ensure the safe and 
serviceable operation of the structures. This will, in 
turn, result in better asset and capital utilization.

1 INTRODUCTION

Maintenance of civil infrastructure systems aims 
to fulfill a large number of technical requirements 
under economical constraints. Initial construction 
costs are not the only costs that must be considered 
in infrastructure system design. In some cases, the 
maintenance costs on a system can exceed the ini-
tial costs. Asset managers need to be able to develop 
the optimal strategy regarding inspection as well as 
maintenance works or rehabilitation works.

The main objective of this paper is to formu-
late a maintenance strategy based on risk-cost 
optimization of the structure during its whole 
service life. A performance based model is pro-
posed to determine each phase of service life of 
corrosion-affected reinforced concrete structures. 
The proposed methodology is comprehensive and 
quantitative, comprising structural response for 
corrosion-induced cracking, delamination and rup-
ture of a structural member. The associated risks for 
each phase of service life are quantified based on 
Monte Carlo simulation. The overall objective of 
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The attainment of a limit state at each phase, i.e. 
cracking, delamination and rupture, is quantified 
by a probability pc, pd and pr, respectively. Clearly 
only when pc or pd is greater than an acceptable 
limit respectively will the corresponding mainte-
nance be warranted to achieve cost effectiveness. 
Similarly, pr has to be smaller than an acceptable 
limit to eliminate undue risk of rupture. With these 
constraints, the time and number of maintenances 
can be determined through conventional minimi-
zation in terms of a total cost, CT. Mathematically 
this can be expressed as (Li et al., 2007).
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Subject to

p p p pc c c t a r L r a( )tct , (pd ) ,pd a ( )tLt, ,a d d dpd ) pd ,≥ p tt, (pd ) ≤  (6)

3 WORKED EXAMPLE

To illustrate the application of the proposed meth-
odology for a maintenance strategy, a reinforced 
concrete seawall is used as an example. Assume that 
a segment of the long wall is selected for investiga-
tion. The wall has a dimension of 1000 (wide) × 2000 
(high) × 150 (thick). Table 1 shows the total cost and 
associated risk for different number of maintenance 
due to cracking and delamination with service life 
of 70 years. For service life of 70 years, the total cost 
is 8.49 relative to the initial construction cost of the 
structure when nc = 1 and nd = 1. The high total cost 
is due to the high probability of rupture (0.9986) 
and the high cost of structural rupture.

The outputs of the optimization are shown in 
Table 2 based in minimum total cost. Thus, for 
instance, if  the structure is designed for 100 years, 
the maintenance strategy is nc = 2 and nd = 5 with 

the minimum total cost of 1.87 relative to the initial 
construction cost of the structure. The associated 
confidence for the remaining safe life is 0.0049.

4 CONCLUSION

A practical methodology is proposed for the pre-
vention of failures based on risk-cost optimized 
maintenance strategy for the management of 
whole life operation of the concrete structure. 
The proposed methodology is comprehensive and 
quantitative, comprising structural response for 
corrosion-induced cracking, delamination and rup-
ture of a structural member. Stochastic models for 
failure mechanism of concrete cracking, delamina-
tion and rupture are developed and the associated 
risks are quantified based on Monte Carlo simu-
lation. The overall objective of the maintenance 
strategy is to minimise the whole life cost without 
compromising the structural safety during the oper-
ation of the structure. Tradeoffs between risks, cost 
and frequency of repairs are examined through a 
life cycle cost analysis to determine the most cost 
effective option. It has been found that there exits 
an optimal number of maintenances for cracking 
and delamination that returns the minimum total 
cost for the structure in its whole service life. It 
can be concluded that the proposed maintenance 
strategy can help structural engineers, operators, 
and asset managers make decisions with regards to 
repairs of corrosion-affected concrete structures.

Table 1. Total cost and (associated risk) for different 
number of maintenance due to cracking and delamina-
tion with service life of 70 years.

nc = 1 nc = 2 nc = 3 nc = 4 nc = 5

nd = 1 8.49 7.93 4.97 2.22 1.45

(0.9986) (0.9186) (0.5124) (0.1325) (0.0191)

nd = 2 6.07 2.80 1.54 1.39 –

(0.6634) (0.2155) (0.0360) (0.0041)

nd = 3 1.73 1.38 – – –

(0.0655) (0.0081)

Table 2. Outputs of optimization from the maintenance 
strategy for the example structure based on minimum 
total cost.

Service 
life

Minimum total 
cost

Maintenance 
strategy pr

70 1.38 nc = 2; nd = 3 0.0081
75 1.43 nc = 1; nd = 4 0.0056
80 1.51 nc = 3; nd = 3 0.0092
85 1.57 nc = 2; nd = 4 0.0063
90 1.65 nc = 1; nd = 5 0.0043
95 1.77 nc = 3; nd = 4 0.0072
100 1.87 nc = 2; nd = 5 0.0049
105 2.02 nc = 4; nd = 4 0.0081
110 2.16 nc = 3; nd = 5 0.0056
115 2.37 nc = 7; nd = 3 0.0046
120 2.54 nc = 4; nd = 5 0.0063
125 2.77 nc = 3; nd = 6 0.0043
130 3.06 nc = 5; nd = 5 0.0072
135 3.35 nc = 4; nd = 6 0.0049
140 3.70 nc = 1; nd = 8 0.0067
145 4.13 nc = 5; nd = 6 0.0056
150 4.61 nc = 2; nd = 8 0.0076

ICASP Book I.indb   182ICASP Book I.indb   182 6/22/2011   12:42:21 AM6/22/2011   12:42:21 AM



183

REFERENCES

Li, C.Q., Mackie, R.I. & Lawanwisut, W. 2007. A risk-
cost optimized maintenance strategy for corrosion-
affected concrete structures. Computer-Aided Civil and 
Infrastructure Engineering 22: 335–346.

Melchers, R.E. 1999. Structural Reliability Analysis and 
Prediction. Chichester: John Wiley and Sons.

ICASP Book I.indb   183ICASP Book I.indb   183 6/22/2011   12:42:23 AM6/22/2011   12:42:23 AM



184

Applications of Statistics and Probability in Civil Engineering – Faber, Köhler & Nishijima (eds)
© 2011 Taylor & Francis Group, London, ISBN 978-0-415-66986-3

Structure lifecycle as a non-stationary random process

G. Fu
Guangdong University of Technology, Guangzhou, China
Fuzhou University, Fuzhou, China
Tongji University, Shanghai, China
Wayne State University, Detroit, USA

D. Devaraj
Wayne State University, Detroit, USA

ABSTRACT: Structural components or systems 
deteriorate and renew with time. Deterioration 
and renewal modeling is an important step in man-
agement operation of structures. In the popular 
bridge management system Pontis, a stationary 
Markov Chain model is used to describe bridge 
element deterioration and renewal. The core part 
of this model is its transition probability matrix, 
which describes the deterioration process using a 
probability measurement for the likelihood that 
the element deteriorates or renews (transits) from a 
condition state to another. Namely, those elements 
that deteriorate faster are assigned higher transi-
tion probabilities from a better condition state to 
a worse one. Elements also renew according to 
the action of maintenance, repair, and/or replace-
ment. It is interesting though to point out that this 
approach does not take into account the age of the 
element. In other words, an older bridge element 
is assigned the same transition probabilities from 
better conditions to worse ones as a much younger 
one, because only one transition probability matrix 
is used in the stationary Markov Chain. In addi-
tion, inaccuracy in transition probability matrix 
estimation can cause large errors for prediction 
over the lifecycle.

This paper presents a new model of 
non-stationary Markov Chain as a random proc-
ess to take into account the element’s age. There-
fore, a number of such matrices are used to model 
the entire lifecycle of the bridge element’s deterio-
ration process.

he following formulation is developed for esti-
mating or identifying the non-stationary) transi-
tion probability matrices for each bridge element:

Minimize Σi = 1, …, N|Yi–Predicted[Yi, P(Ai)]|2 (1)

Subject to Σk = 1, 2, ..., S pjk(Ai) = 1 for all j (2)

0 ≤ pjk(Ai) ≤ 1 for all k and j (3)

where N is the total number of condition transition 
data pairs used; Yi is the condition state vector right 
after the ith transition for the corresponding data 
pair; Predicted [Yi, P(Ai)] is the predicted condition 
state vector for the same element involved in the 
ith transition, using the transition probability 
matrix P(Ai) depending on the element’s age Ai. 
The symbol |x| means the magnitude or modu-
lus of vector x. The transition probabilities pjk 
for j, k = 1, 2, …,S are the elements of matrix P, 
and S is the total number of possible states for 
that element. The constraints for them to satisfy 
in Equations 2 to 3 are for consistency that was 
violated in the Pontis approach.

A fitting scheme is also proposed here to esti-
mate the non-stationary transition probabilities 
depending on age. In addition, a new screening 
scheme is formulated in this study for initial data 
screening to filter inconsistent raw data. Applica-
tion of the proposed model to Michigan bridge 
inspection data shows improved modeling results. 
This approach was also applied to the bridge con-
dition rating data in the National Bridge Inven-
tory format and thereby produced more realistic 
predictions.
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function f, followed by a Monte-Carlo sampling 
method applied to the meta-model. The strategies 
compared in this paper belong to this group.

This paper recalls the stepwise uncertainty 
reduction algorithm (SUR) proposed in Vazquez & 
Bect (2009), which is in essence a Bayesian sequen-
tial search algorithm similar to the algorithm EGO 
in Jones et al. (1998) for finding a global optimum 
of a function. More precisely, the SUR strategy 
is based on the sequential maximization of the 
one-step lookahead expected mean square error 
J fSUJJ R nUU n)ff ) | }2α)ff −ˆ Fn 1  where α̂nα  is an esti-

mator of α( f ), and Fn−1 represents the information 
that has been learned about f after n−1 evaluations. 
Implementation details are provided in the full 
paper.

The SUR strategy is then compared, on the 
basis of numerical experiments, to other Bayesian 
sampling strategies; namely, the targeted integrated 
mean square error (tIMSE) method of Picheny 
et al. (2008), the contour approximation strategies 
of Ranjan et al. (2008) and Bichon et al. (2008), 
and the AK-MCS method of Echard et al. (2010).

The average performance of the criteria recalled 
is first evaluated using simulated sample paths of 
a Gaussian process. A mean-square error (MSE) 
criterion is adopted to measure the performance 
after N evaluations:

 
(2)

where M = 4000 is the number of simulated sam-
ple paths and α̂N

l  is the probability of failure esti-
mated on the lth path.

Figure (1) shows the result of a numerical com-
parison of SUR with other criteria proposed in 
the literature, in terms of mean-square estimation 
error (MSE). The SUR strategy turns out to be 
the most efficient. The tIMSE strategy of Picheny 
et al. (2008), presented here with its tuning param-
eter set to the empirically best value ( )ε

2 , also 
has good performances. The other strategies are 
less efficient but provide interesting alternatives 
because of their smaller computational cost.

In many engineering problems, it is important to 
estimate the probability of a system to be operated 
under dangerous conditions due to uncertainty 
on some design parameters or input factors. The 
performance of a system is usually quantified by 
a real valued function f : X → R, where X ⊆ Rd is 
the space of uncertain design parameters or input 
factors. Usually, f is not given in closed form, but 
can however be evaluated pointwise using compu-
ter simulations of the system. Given a probability 
distribution P

X
 on X, and a threshold T ∈ R, our 

objective is to estimate the probability α( f ) = P
X
 

({x ∈ X : f(x) > T}) of the excursion set of f above 
T. The probability α( f ) can be estimated using the 
Monte-Carlo estimator

m fα X
i

m

m i
: ,f X(ff ) }TT

=
∑1 1

1

 (1)

where the Xis are independent random variables 
with distribution P f XiX

PP , { f ) }T1  is the excess indi-
cator which equals to one when f(Xi) > T and zero 
otherwise, and m is the Monte-Carlo sample size.

However, it is well-known that αm converges 
to α very slowly when m increases. When dealing 
with complex engineering problems (for instance, 
in aeronautics), the total budget of evaluations of 
f may be limited due to the cost of the evaluation 
of the performance function. Therefore, it is very 
useful to develop methods that will make it possi-
ble to estimate a probability of failure with a good 
accuracy and a small number of evaluations of the 
performance function.

There exist two main approaches to deal with 
this problem in the literature. One approach is 
based on approximating the contour S(f ) = {x ∈ X 
: f(x) = T} by a simple geometrical shape. The most 
popular methods are the first- and second-order 
reliability methods (FORM and SORM) [see, e.g., 
Bjerager (1990)]. However, the accuracy of the 
approximation depends on the actual shape of S(f ) 
and its resemblance to the approximated shape: in 
general, they do not provide statistically consist-
ent results. Another category of methods utilizes 
a cheap meta-model to approximate the expensive 
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Then we apply all criteria on a benchmark 
example in structural reliability. The objective is 
to estimate the probability of failure of a so-called 
four-branch series system [see e.g. Schueremans 
(2001), Deheeger (2008)]. A failure happens 
when the system is working under the thresh-
old T = 0. The performance function f : R2 → R 
is two-dimensional. In our experiments, we will 
extend this test function to a d-dimensional func-
tion by considering a number (d − 2) of non-influent 
variables.

To evaluate the rate of convergence, we define 
nγ as the number of evaluations needed before the 
relative error of the estimation stabilizes in an 
interval of width 2γ around αm:

 

(3)

Table 1 presents the total number of evaluations 
N = n0 + nγ for all criteria in different dimensions. 
We can see that the SUR strategy is more efficient 
than other criteria in low dimensional cases. When 
the dimension of the input space increases, all cri-
teria tend to have similar performance. It is also 
noticed that all estimators converge to αm with the 

required accuracy, except in the case of the criterion 
JtIJJ MSII ESS 2E  with σε

2 1= . We found that this conver-
gence problem is caused by the estimation error on 
the parameters of the covariance function.

Here we only show the design of 16 points cho-
sen by SUR strategy in different dimensions in 
Figure (2). However, designs from other criteria 
and in different dimensions are also provided in 
the full length paper.

Encouraged by these promising results, our 
next stage of work will to apply the SUR strat-
egy to more realistic high dimensional industrial 
problems.
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Figure 1. Comparison of different criteria in terms 
of MSE.

Table 1. Comparison of the convergence to αm for dif-
ferent dimension d, total number of evaluations N, where 
n0 = 5d, γ = .001.

Dimension d

Criteria 2 6 10 50 Parameters

JSUR 37 66 65 275 –
JtIMSJJ E1EE

51 67 75 271 σε
2 6σσ 10=

JtIMSJJ E2EE
> 100 > 120 > 150 > 320 σε
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JRANJ 48 69 79 272 α = 2
JBIC 46 65 77 272 α = 2
JECH 43 63 73 270 –
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Figure 2. The first 16 points (red circle) evaluated using 
sampling criterion JSUR, in dimension d = 2 (on the left) 
and d = 50 (on the right). Numbers near circles indicate 
the order of evaluation. The location of the n0 = 10 points 
of the initial design are indicated by cross for d = 2.
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Sensitivity and reliability analysis of a globe valve using 
an adaptive sparse polynomial chaos expansion
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A globe valve is a type of valve used for isolating a 
piping part inside a circuitry. It generally consists 
of a movable element and a stationary seat which 
are relatively moved in order to create flow shut-
off. The choice of material is crucial due to the 
presence of many constraints (pressure, tempera-
ture, corrosion, etc.). Among others, the rod has 
to resist to a possible high water pressure inside 
the circuit, and valve tightness has to be ensured. 
Three quantities of interest are of interest in this 
study, namely the maximum displacement of the 
rod and two contact pressures located at different 
parts of the glove valve.

In practice, the material properties of the system 
components are not exactly known and the model 
responses are therefore affected by uncertainty. 
Then it is of major interest to quantify the respec-
tive influence of the various input parameters on 
the model output (sensitivity analysis). Moreover, 
it is important to assess the probability of failure 
of the system (reliability analysis).

Sensitivity and reliability analysis may be car-
ried out using standard methods based on inten-
sive simulation schemes, such as Monte Carlo 

simulation. However these methods reveal time 
consuming for our study since a single model eval-
uation takes about 3 minutes. In order to reduce 
the computational cost, one uses the so-called 
polynomial chaos (PC) expansion technique. The 
latter consists in replacing the random vector of 
model responses by a decomposition onto a basis 
made of  orthonormal polynomials. In this con-
text, the problem is reduced to the estimation of 
a finite set of  coefficients, which may be achieved 
using a non intrusive regression scheme. However, 
the number of  unknown PC coefficients blows 
up when increasing the degree of  the decompo-
sition, hence a possible unaffordable computa-
tional cost.

To overcome this difficulty, an iterative pro-
cedure based on Least Angle Regression (LAR) 
is used in order to build up a sparse PC approxi-
mation, i.e. a representation that contains a small 
number of nonzero terms, which may be computed 
by means of few model evaluations. Eventually sen-
sitivity and reliability analysis of the system may be 
carried out at a negligible cost by post-processing 
the sparse PC expansion.

Keywords: adaptive sparse polynomial chaos expansion, Least Angle Regression, globe valve, sensitivity 
analysis, reliability analysis
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principally cut-HDMR and ANOVA-HDMR. 
The latter is also referred to as Random sampling 
(RS)-HDMR. Defining the model

Y = f (X) ∈ R, (1)

where f is an analytical expression or a “black box” 
code, Y is the model output and X = (X1, X2, …,Xp) 
are the uncertain parameters that are modeled by 
independent random variables. HDMR consists in 
decomposing a function f (X) in terms of increas-
ing dimensionality yielding an expression of the 
form:

f f f f
i

ij p
i j p

,+f +f +∑ ∑f
≤i ≤

1f ffijff +fijff +0ff +ff ∑ ∑fiff 2
1

…  (2)

where the total number of summands is 2p. The 
use of HDMR for metamodelling is based on the 
observation that in most physical models, higher 
order interaction terms are negligible. This means 
that that the series (2) could be truncated to a 
reduced number of low order terms (in general 
first and second order terms are sufficient) without 
considerable loss of precision.

However, in many real-life applications, all of 
the output variability cannot always be explained 
by the set of chosen input parameters. Let us con-
sider the truncated HDMR:

fijff
i j p1

+f +fijff ∈
≤i ≤

0ffff
i

∑ ∑fiff .  (3)

In this expression, we have put ∈ = ∈c + ∈r where ∈c 
models the contribution of neglected higher order 
terms while ∈r represents the contribution due to 
effects not explained by the model parameters. The 
truncated terms can be modelled by a Gaussian 
random variable, considering them as a sum of 
a large number of independent centred random 

Industrial (FEM-) models used for seismic 
vulnerability analysis contain generally an impor-
tant number of DOFs and are computationally 
intensive since complex damage models and fail-
ure modes have to be considered. This is why the 
choice of an accurate metamodel is crucial for 
uncertainty propagation and sensitivity analy-
sis. Moreover, we have to account for stochastic 
input, that is the stochastic processes modelling 
seismic ground motion. Indeed, in many real-life 
problems, the stochastic input is often character-
ized by a single parameter (or sometimes a couple 
of parameters) that cannot entirely describe the 
random phenomenon. This paper addresses the 
use of High Dimensional Model Representation 
(HDMR) for the construction of such metamodels. 
We develop an ANOVA-HDMR based metamodel 
that can be used for seismic vulnerability analy-
sis. The terms of the decomposition are evaluated 
by means of state-dependent regression model, 
recently proposed by Ratto et al., 2007. The results 
of this paper demonstrate that ANOVA-HDMR 
decomposition provides a convenient framework 
to account for stochastic uncertainties.

High Dimensional Model Representation 
(HDMR) is a generic tool for modeling high dimen-
sional input-output system behavior. It consists in 
decomposing a function into terms of increasing 
dimensionality that can be used for principally two 
purposes:

• Construction of a computational model from 
field data or creation of metamodels,

• Identification of key model parameters and sen-
sitivity analysis.

HDMR has been initially introduced by Sobol’, 
1993 for the purpose of sensitivity analysis and 
further investigated in (Sobol’, 2003). Differ-
ent approaches have been proposed in literature 
since for evaluating the HDMR terms: these are 
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variables (Ratto et al., 2007). The unexplained 
effects, due to stochastic input may be obtained 
as noise terms. When noise is not dependant on 
the parameter values (homoscedastic behavior), 
then it is easy to evaluate its characteristics from 
data and to introduce it into the model. This is 
unfortunately not the case for seismic analysis 
where the the variance of the noise depends on 
on the parameter values. The following sections 
give a description of how the parameter depend-
ent noise is handled here. One of the advantages 
of  the ANOVA-HDMR is the independence of 
the decomposition terms. This allows for a step 
by step evaluation of the functional terms using 
only input output samples, making the method 
very versatile from a practical viewpoint. It namely 
allows here to treat parametric and stochastic 
uncertainties separately. The terms corresponding 
to uncertain model parameters are evaluated using 
the ANOVA-HDMR as described in the paper 
while terms related to stochastic input ∈r, that is 
uncertainty not explained by the model param-
eters, are introduced in a second time as described 
in this paper.

The metamodel allows us to evaluate fragility 
curves at very low cost. Moreover, we address the 
topic of sensitivity analysis of both seismic capac-
ity and fragility curves. Indeed, when the quanti-
ties of interest are not variances but probabilities, 
then the use of other importance measures then 
the Sobol’ indices might be more meaningful. 
Indeed, moment independent importance meas-
ures, as introduced in (Borgonovo, 2007), are more 
appropriate for addressing the issue of impor-
tance ranking when probabilities and not variance 
is considered. Two sets of importance measures 
emerged (Borgonovo et al., 2010): The first set 
quantifies the relevance of an uncertain param-
eter to capacity. In this case, one can rely on the 
moment independent importance measure intro-
duced in (Borgonovo, 2007). In the second case, 
when the fragility curve is the decision-criterion, 
then one needs importance measures for the whole 
cdf. Such importance measures are introduced 
in (Borgonovo et al., 2010, Zentner et al., 2010) 
as extension of the importance measures for 
densities.
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In practice, this variance is compared to the 
unbiased estimate of the failure probability in 
order to decide whether it is accurate enough 
or not. The coefficient of variation is defined as 
δ σ ˆσ / ˆpfδ pfˆ pfˆMC MC MC. Given N, this coefficient 
dramatically increases as soon as the failure event is 
too rare (pf → 0) and proves that the Monte-Carlo 
estimation technique intractable for real world 
engineering problems for which the performance 
function involves the output of an expensive-to-
evaluate black box function—e.g. a finite element 
code. Note that this remark is also true for too fre-
quent events ( pf → 1) as the coefficient of variation 
of 1− p̂ f MC exhibits the same property.

In order to reduce the number of simulation 
runs, different alternatives to the brute-force 
Monte-Carlo method have been proposed and 
might be classified as follows.

One first approach consists in replacing the orig-
inal experiment by a surrogate which is much faster 
to evaluate. Among such approaches, there are the 
well-known first and second order reliability meth-
ods (e.g. Ditlevsen and Madsen, 1996; Lemaire, 
2009), quadratic response surfaces (Bucher and 
Bourgund, 1990) and the more recent meta-models 
such as support vector machines (Hurtado, 2004; 
Deheeger and Lemaire, 2007), neural networks 
(Papadrakakis and Lagaros, 2002) and kriging 
(Kaymaz, 2005; Bichon et al., 2008). Nevertheless, 
it is often difficult or even impossible to quantify 
the error made by such a substitution.

The other approaches are the so-called variance 
reduction techniques. In essence, these techniques 
aims at favoring the Monte-Carlo simulation of 
the failure event F in order to reduce the estima-
tion variance. These approaches are more robust 
because they do not rely on any assumption 

ABSTRACT: Reliability analysis consists in 
the assessment of the level of safety of a system. 
Given a probabilistic model (a random vector X 
with probability density function (PDF) f ) and a 
performance model (a function g), it makes use 
of mathematical techniques in order to estimate 
the system’s level of safety in the form of a failure 
probability. A basic approach, which makes refer-
ence, is the Monte-Carlo simulation technique that 
resorts to numerical simulation of the performance 
model through the probabilistic model. Failure is 
usually defined as the event F = {g (X) ≤ 0}, so that 
the failure probability is defined as follows:

p X f x xf g
X

≤∫g∫P( )( )FF = (P { (gg ) 0≤ }) f=
≤∫ )d

( )x 0
 (1)

Introducing the failure indicator function g≤0 
being equal to one if  g (x) ≤ 0 and zero otherwise, 
the failure probability turns out to be the mathe-
matical expectation of this indicator function with 
respect to the joint probability density function 
f of  the random vector X. The Monte-Carlo esti-
mator is then derived from this convenient defini-
tion. It reads:

ˆ ˆ [p̂ [
Nf f g gN k

N

[ ( )( )x
=

∑E l ( )]X( =)]X( l∑ 0g≤gN
( )]X(

N
l=)]X( )]X( )]X( =)]X( ∑

1

1  (2)

where {x(1), … , x(N)} N ∈ * is a set of samples of 
the random vector X. According to the central limit 
theorem, this estimator is asymptotically unbiased 
and normally distributed with variance:

σ ˆ [ ˆ ]
( )

p fˆ [ f f(
f

p
p (f (

NMC
V MC

2 =[ ]f[ p= V MC
 (3)
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regarding the functional relationship g, though 
they are still too computationally demanding to be 
implemented for industrial cases. For an extended 
review of these techniques, the reader is referred to 
the book by Rubinstein and Kroese (2008).

In this paper an hybrid approach is developed. 
It is based on both margin meta-models—e.g. kriging 
(Santner et al., 2003) or P-SVM (Platt, 1999), and 
the importance sampling technique. It is then 
applied to an academic structural reliability prob-
lem involving a linear finite-element model and a 
two-dimensional random field.
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response denoted by Y =  (X) is also random. 
Throughout this paper, a vector valued response 
Y: = {Y1, …,Yk}, K ≥ 2 is considered. Provided that 
the quantity [||Y||2] is finite (where || ⋅ || denotes 
the usual Euclidean norm), random vector Y may 
be expanded onto the so-called polynomial chaos 
(PC) basis (Soize and Ghanem 2004). In this setup, 
characterizing the random response Y is equivalent 
to computing all the coordinates of the response in 
the PC basis, i.e. the PC coefficients.

This can be achieved using an Ordinary Least 
Squares (OLS) scheme (Berveiller, Sudret, and 
Lemaire 2006, Sudret 2007). This method requires 
the choice of a truncation of  the infinite PC series 
ab initio. However, the required number of model 
evaluations (i.e. the computational cost) increases 
with the PC size, which itself  dramatically increases 
with the number of input variables when the com-
mon truncation scheme of the PC expansion is 
applied (i.e. retain all the multivariate polynomi-
als of total degree not greater than a prescribed p). 
This can lead to intractable calculations in high 
dimensions for a computationally demanding 
model .

An adaptive strategy has been proposed in 
(Blat-man and Sudret 2010b, Blatman and Sudret 
2010a) in order to overcome this difficulty. It is 
based on the Least Angle Regression (LAR) (Efron, 
Hastie, Johnstone, and Tibshirani 2004) algorithm, 
which is an iterative variable selection method in 
statistics. LAR is aimed at selecting those basis 
polynomials that have the greatest impact on the 
response component Y, among a possibly large 
set of candidates. LAR eventually provides a 
sparse PC approximation, i.e. which only contains 
a small number of terms compared to a classi-
cal full representation. LAR reveals efficient to 
build up accurate sparse PC approximations of 
scalar model responses. In case of a vector-valued 
response Y: = {Y1, …,YQ}, the procedure should be 
applied componentwise. However such a strategy 

Polynomial chaos (PC) expansions allow one to 
represent explicitly the random response of a 
mechanical system whose input parameters are 
modelled by random variables. The PC coefficients 
may be efficiently computed using non intrusive 
techniques such as projection (Ghiocel and Ghanem 
2002) or least squares regression (Berveiller, Sudret, 
and Lemaire 2006). However, the required number 
of model evaluations (i.e. the computational cost) 
increases with the PC size, which itself  dramati-
cally increases with the number of input variables 
when the common truncation scheme of the PC 
expansion is applied (i.e. retain all the multivariate 
polynomials of total degree not greater than a pre-
scribed p). To overcome this problem, an iterative 
procedure based on Least Angle Regression for 
building up a sparse PC approximation (i.e. a PC 
representation containing a small number of sig-
nificant coefficients) was devised in (Blatman and 
Sudret 2010b, Blatman and Sudret 2010a). This 
method allows an automatic enrichment of both 
the PC basis and the experimental design (i.e. the 
set of model evaluations to be performed). It has 
to be noticed though that LAR-PC was mainly 
devoted to scalar model responses, e.g. the maxi-
mal Von Mises stress in a finite element calcula-
tion. In case of vector-valued model responses, it 
is necessary to build up separate LAR-PC meta-
models for each output variable, which may reveal 
cumbersome when the model response has a large 
dimension, e.g. a discretized field such as the Von 
Mises stresses at all the integration points of all 
elements.

Consider a mechanical system described by 
a numerical model  which can be analytical or 
more generally algorithmic (e.g. a finite element 
model). Suppose that this model has M uncertain 
input parameters which are represented by inde-
pendent random variables {X1, …, XM} gathered 
in a random vector X with prescribed joint prob-
ability density function fX(x). Hence the model 
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may be cumbersome in case of a large number K 
of  response components (e.g. a discretized field 
such as the Von Mises stresses at all the integration 
points of a finite element model).

In order to decrease the computational effort, we 
propose to perform a principal component analysis 
(PCA) of the vector random response, allowing 
one to capture the main stochastic features of 
the response by means of a small number K’ of  
(non physical) variables compared to the original 
number K of  output components. This allows a rel-
atively small number of calls to the adaptive LAR 
procedure in order to characterize the original ran-
dom response Y. The computational flowchart of 
the LAR-PCA algorithm is sketched in Figure 1.

The LAR-PCA procedure is tested on an aca-
demical problem, namely the analysis of a truss 
structure subjected to point loads (Figure 2). 
The problem involves ten input random variables 
(namely the Young’s moduli and the cross-section 
areas of the bars as well as the point loads), and 
the model random response Y is the vector of 
nodal displacements which is here of size 26, since 
the model comprises 13 nodes with two degrees of 
freedom, namely the horizontal and vertical com-
ponents of displacement.

The gPC-LAR approach is first used for each 
single nodal vertical displacement (an experimen-
tal design of 300 computer experiments is used). 

Eventually the gPC-PCA approach is run, which 
makes it possible to get the PC expansion of the 
vector of all nodal displacements from a reduced 
number of gPC-LAR analysis (corresponding to 
the number of retained eigenvalues in the PCA 
decomposition). It is observed that rather accurate 
estimates of statistical moments and quantiles of 
nodal displacements are obtained from a single 
gPC analysis corresponding to the first principal 
component (one single eigenvalue) of the PCA 
decomposition. Moreover, it appears that the 
PDF are almost exactly superposed to the refer-
ence solution, which means again that the result 
obtained using one single eigenvalue in the analysis 
is already very accurate.

A similar efficiency is expected to solve problems 
featuring smooth random fields (e.g. fields made 
of mechanical tensors such as stresses and strains). 
This will be the scope of further investigations.
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Figure 1. Computational flowchart of the PCA-LAR 
procedure.

Figure 2. Truss structure comprising 23 members.
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MS_128 — Meta-models/surrogate models for uncertainty 
propagation, sensitivity and reliability analysis (2)
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(1973), Kriging presents several interesting 
differences with the other metamodels. First, it is 
an exact interpolation method, i.e. the points of 
the design of experiments are interpolated. This 
is an interesting property as mechanical models 
such as Finite Element Models give same results if  
run twice with the same inputs. In addition to this, 
thanks to its stochastic property, Kriging provides 
not only a predicted value in a point but also an 
estimation of the uncertainty on the prediction 
(Kriging variance) which can be used to identify 
the most uncertain prediction among a popula-
tion. This characteristic can be used to develop 
active learning method as the metamodel can be 
improved step by step. In fact, Kriging has been 
used intensively in optimisation problems in the 
nineties with active learning methods such as the 
Efficient Global Optimisation EGO by Jones et al. 
(1998).

The first applications of Kriging to reliability 
are rather recent (Romero et al., 2004, Kaymaz 
2005). At first, Kriging was not performed in fully 
active learning methods. The methods were in sev-
eral iterations however Kriging variance was not 
used to determine the next most interesting point 
to evaluate. Furthermore, Kriging is used as an 
approximation metamodel. Following this, Bichon 
et al. (2008) propose a first active learning method 
inspired by EGO and the Kriging contour estima-
tion method by Ranjan et al. (2008). The method 
is found to be extremely efficient as it enables to 
focus on the evaluation of points in the vicinity of 
the limit state. However, it still uses Kriging as an 
approximation metamodel. Indeed, the limit state 
is approximated in the whole design space and 
therefore, even in regions where configurations 
show very weak densities of probabilities and have 
negligible effects on the probability of failure.

This article proposes an active learning method 
which uses Kriging as a classification surro-
gate model and not an approximation one. The 
method is called AK-MCS for Active learning 
method combining Kriging and Monte Carlo 

Structural analyses in industry commonly involve 
complex computational models such as finite ele-
ment methods. Despite the advances in computer 
technology, these models may require extremely 
long lasting computation times (several minutes to 
several hours) which can become a delicate issue in 
the case of structural reliability analyses. In fact, 
the study of reliability demands very numerous 
repeated calls to the mechanical model in order to 
evaluate accurately the probability of failure. Con-
sequently, reducing this number of calls has become 
an important domain of research in reliability in 
order to bring this concept to industrial applica-
tions. To do so, meta models (or surrogate models) 
are a well-recognised solution. Commonly, a meta-
model aims at approximating the response of the 
model thanks to a design of experiments, i.e. a few 
evaluations of the model. Then, the computational 
expensive model is replaced by its metamodel and 
classic reliability methods such as Monte Carlo 
simulation, are then conducted on it. Quadratic 
Response Surfaces (Gayton et al., 2003) and 
Polynomial Chaos (Ghanem and Spanos 1991) are 
examples of these surrogate models. Other meta-
models such as Support Vector Machine (Hurtado 
2004) have a different objective. They perform a 
classification which consists, in the case of reliabil-
ity, in identifying, among a population, the nega-
tive performance function values and the positive 
ones. These classification surrogate models are 
found to be extremely efficient as they focus only 
on the sign and not the value of the performance 
function. In fact, to calculate the probability of 
failure, only the sign of the performance function 
is needed and more information on the model’s 
response is not required (unless sensibilities are 
to be calculated). This article focusing on the effi-
cient evaluation of the probability of failure, we 
propose a new classification method based on the 
stochastic metamodel called Kriging (or Gaussian 
Process).

Developed for geostatistics in the fifties and 
sixties by Krige and then theorised by Matheron 
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Simulation. It consists in predicting by Kriging 
the performance function’s signs of a Monte Carlo 
population thanks to a design of experiments com-
posed of only a few evaluated points. A learning 
function called U is proposed in this paper to select 
wisely these points among the population which, if  
evaluated, would improve the most the quality of 
the Kriging classification model. In fact, the learn-
ing function is able thanks to the Kriging vari-
ance to identify the point whose prediction’s sign 
is the most uncertain. By adding it to the design 
of experiments, the updated classification model is 
then more accurate and consequently the probabil-
ity of failure too.

In this paper, AK-MCS is performed on two 
examples. The first one is chosen for its high non-
linear and non-convexity limit state in 2D. Several 
populations are tested to show that AK-MCS gives 
accurate results on the probability of failure for 
any Monte Carlo population. The second exam-
ple is a truss structure with 10 random variables. 
AK-MCS is compared to Monte Carlo simulation 
and results of polynomial chaos metamodel from 
literature. It is proved to guarantee a great accu-
racy on the probability of failure with less calls to 
the performance function than the approximation 
metamodels.
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the reliability index and the probability of  failure 
(Ditlevsen and Madsen 2007, Lemaire 2009). 
Applications of  the stochastic finite elements 
method to structural reliability have been shown 
(Sudret and Der Kiureghian 2002, Choi et al. 
2004). Besides, according to Walz and Riesch-
Oppermann (2006), the use of  confidence bounds 
provide “important information on the accuracy 
of failure probability predictions in the light of 
the uncertainties of the available data base”. Tak-
ing into account that in the industry new data’s 
can be very expensive to obtain the use of  resa-
mpling techniques provides an additional tool to 
obtain more information without new mechanical 
computations (Efron 1979, Efron and Tibshirani 
1993, Gayton et al. 2003, Lemaire 2009). From a 
general point of  view, the objective of  this paper 
is to demonstrate the contribution of  resampling 
techniques in polynomial chaos based approaches. 
Such metamodelling technique requires the trun-
cation of  the PC representation. It is well known 
that the number P of  basis functions may be pro-
hibitively large when the number of  input random 
variables M increases. Indeed, when truncating the 
PC expansion, only the basis polynomials of  total 
degree not greater than p are retained. In practice, 
the degree p is chosen a priori. Such an assessment 
is of  crucial importance since the accuracy of  the 
results of  an uncertainty or a reliability analysis 
will directly depend on the goodness-of-fit of  the 
response surface. That is why the estimation of 
the approximation error is essential. It has to be 
noted that the error estimation should not require 
additional model evaluations (since the latter may 
be computationally expensive), but rather reuse 
the already performed computer experiments. 
To tackle this problem, we propose a new approach 
coupling polynomial chaos expansions and con-
fidence intervals. This approach, which we call 

ABSTRACT: In materials science, fatigue is the 
progressive and localized structural damage that 
occurs when a material is subjected to cyclic load-
ing. If  the loads are above a certain threshold, 
microscopic cracks will begin to form at the sur-
face. Eventually a crack will reach a critical size, 
and the structure will suddenly fracture. The shape 
of the structure will significantly affect the fatigue 
life. For example, square holes or sharp corners will 
lead to elevated local stresses where fatigue cracks 
can initiate. According to the ASTM (American 
Society for Testing and Materials), the fatigue 
life (Nf) is defined as the number of stress cycles 
that a specimen sustains before the failure occurs. 
Fatigue is a random process in essence. The ran-
domness comes from the loading process and the 
fatigue resistance of material. Monte Carlo simula-
tion methods are commonly used to solve this kind 
of problems. Even if  these methods have strong 
advantages (Papadrakakis and Papadapoulos 
1996, Stefanou and Papadrakakis 2004), they 
usually become computer time-consuming as the 
complexity and the size of the embedded determin-
istic models increase. In order to find an alternative 
to Monte Carlo simulations, the so-called Spectral 
Stochastic Finite Element Method (SSFEM) has 
been developed in the early 90’s by Ghanem and 
Spanos (1991) to solve structural mechanics prob-
lems featuring spatially random parameters. The 
model response (i.e. the vector of nodal displace-
ments) is expanded onto a particular basis of the 
probability space, made of Hermite polynomials, 
called the polynomial chaos (Ghanem and Spanos 
1991, Puig et al. 2002, Soize and Ghanem 2004, 
among others).

In the industry, the prediction and the valida-
tion of  the fatigue resistance of  a structural com-
ponent is crucial in the assessment of  its reliability. 
Structural reliability methods allow computing 
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RPCM (Resampling Polynomial Chaos Method), 
aims at exploring an existing database to find the 
best chaos order which allows to reach the reli-
ability index. The idea behind the RPCM method 
comes from the work by Gayton et al. (2003) who 
have introduced the use of  Bootstrapping tech-
niques for reliability analysis and Lemaire (2006) 
who has first mentioned the contribution of  con-
fidence intervals for PC expansions.
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Figure 1. Resampling Polynomial Chaos Method 
procedure.
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In practice, we select multivariate orthogonal 
polynomials ψα of  a total degree not greater than a 
maximal degree p:
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The size of the basis is determined by:
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  (5)

Experience shows that especially when consider-
ing a high degree p, most of the aα’s are 0. To avoid 
the computation of all the originally possibly null 
co-efficients, the adaptive sparse polynomial chaos 
approximations based on Least Angle Regression is 
used (Blatman 2009). This technique uses the LAR 
algorithm (Efron, Hastie, Johnstone & Tibshirani 
2004) that calculates the most significant coeffi-
cients until the target accuracy is reached. Then 
the metamodel  may be evaluated at low cost for 
suitable postprocessing such as sensitivity analysis 
(Sudret 2008).

In this paper, we investigate a new moment-
independent uncertainty importance measure origi-
nally introduced in Borgonovo 2007. It is defined 
by the shift between the conditional distribution of 
the output fY (y) and its conditional distribution 
when Xi is known fY|Xi(y):

s f y f y dyYff Y Xff
D i

YDD
( )XiX −fff= ∫D∫ )y)yy )y|  (6)

It corresponds to the area between the two prob-
ability density functions as shown in Figure 1. The 
importance measure δi is defined by:

δ i = [ ]is1
2
E iXi   (7)

where E[s(Xi)] represents the expected value of s(Xi) 
over the domain of variation of Xi and where the 

Global sensitivity analysis aims at studying how 
uncertainty in the model input variables can influ-
ence the uncertainty in the model output. Methods 
based on the decomposition of the variance of the 
output are the most famous techniques for the sen-
sitivity analysis (Saltelli et al., 2004). Considering 
the following model:

Y = (X), X = (X1, … , Xn) (1)

with n uncertain input variables, variance-based 
methods allow one to decompose the total vari-
ance V of  Y into partial variances, which leads to 
sensitivity indices such as Sobol’ first order and 
total indices after some normalization.

The computation of the conditional moment 
Var [E[Y | Xi ]] is required. The numerical cost of 
a variance-based method is then the number of 
evalutions of the model , which can be over a 
million. When  is not an analytical function but 
a numerical model such as a finite element code, 
each evaluation can last from a few seconds to a 
few hours and it is obviously impossible to run it 
so many times.

Metamodeling techniques enable to build an 
accurate representation  of the model  via 
only a limited number of model evaluations. In this 
paper we will focus on a technique called polyno-
mial chaos expansion. The approach consists in 
the approximation of the random response Y of  
a model  into a suitable finite-dimensional basis 
{ψα(X), α ∈ A} Ag as follows:

 (2)

where the ψα’s are multivariate orthogonal 
polynomials with respect to the input joint PDF 
fX(x) and the aα’s are coefficients to be computed. 
α denotes the multi-indices that define the polyno-
mials and:

| | α|
=
∑ iα
i

n

1
  (3)

ICASP Book I.indb   203ICASP Book I.indb   203 6/22/2011   12:42:31 AM6/22/2011   12:42:31 AM



204

coefficient ½ is introduced for normalization. This 
global sensitivity indicator assesses the influence of 
input uncertainty on the entire output distribution 
without any reference to a specific moment of 
the output. In addition, this moment independ-
ant importance measure can also be properly 
defined when the input parameters {X1, …, XN} 
are dependent.

Traditionally, the dependence structure of the 
input parameters is taken into account using cor-
relation coefficients such as the Bravais-Pearson 
correlation coefficient ρ, or the Spearman rank 
correlation coefficient ρS. These two coefficients 
offer good results provided the correlation is linear 
or monotonic but show limitations in the case of 
complex dependence structures. The copula theory 
(Nelsen 1999) allow a more comprehensive model-
ling of the dependence structure.

The main equation that rules the copula theory is 
the Sklar’s theorem. Let H be the joint distribution 
function with margins F and G. Then there exists a 
copula function C such that for all x,y in :

H(x,y) = C (F(x), G(y)) (8)

Provided the margins are continuous, the copula 
is unique and defined by:

C(u, v) = H(F−1(u), G−1(v)) (9)

In other words, the copula is what remains 
of a multidimensional distribution (n  2) once 
the effect of the marginal distributions has been 
erased. Thus, a copula can be seen as a dependence 
function.

In this paper, we propose a methodology 
to address sensitivity analysis on models with 

dependent input parameters based on three 
ingredients:

• the moment-independent uncertainty importance 
measure δi,

• the polynomial chaos expansion,
• and the copula theory.

The methodology is applied to a multilevel 
nested modelling of a composite beam under dead 
weight illustrated in the Figure 2.

The example investigated illustrates the strong 
role the dependence structure the parameters 
could have on sensitivity analysis and point out the 
informations offered by an indicator adapted to 
problems with dependent variables.
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at stake or involves partial safety factors in order 
to cope with some unconsidered failure scenarii, pp
P( ( ( )) ) , , ,gl fl p))X ( l n, ,))) ) ,flP) f l)  are the so-

called reliability constraints involving the vector 
of uncertain variables X and the maximum failure 
probabilities that are tolerated by the code of prac-
tice { }P l nflP p

0 1, ,l 1 ,= . Note that, in this paper, X is 
distributed according to its joint probability den-
sity function fX(•, θ) which is parameterized by the 
design parameters θ.

METHODOLOGY

In essence, RBDO methods have to mix optimi-
zation algorithms together with reliability calcu-
lations. The classical approach known as “double 
loop” consists in nesting the computation of the 
probability of failure with respect to the current 
design within the optimization loop. Crude or 
advanced simulation methods are not applicable to 
industrial models (e.g. finite element models) due to 
the associated computational burden. In contrast, 
methods based on the approximation of the reli-
ability (e.g. FORM) may not be applicable to real-
world problems. The interested reader may refer to 
the book by Tsompanakis et al. (2008) which pro-
vides a complete review of existing approaches.

In order to try to circumvent the aforemen-
tioned drawbacks of existing approaches, an origi-
nal method has been developed. It is based on both 
the adaptive construction of a kriging meta-model 
for the original time-consuming mechanical model 
(Santner et al., 2003), and the use of the subset 

INTRODUCTION

In order to ensure that their design is safe enough, 
mechanical engineers and other stake-holders usu-
ally cope with uncertainty using partial safety fac-
tors. Such factors are usually prescribed in specific 
standards depending on the field of application 
and are calibrated with respect to both experience 
and scatter of environmental, material and struc-
tural properties. However, they might either intro-
duce an excessive degree of conservatism or on the 
contrary, they might lack exhaustivity about the 
servicing conditions of the system to be designed. 
This is the reason why Reliability-Based Design 
Optimization has gained much attention in the 
past decades as it allows one to consider explicitly 
uncertainty in the design optimization procedure.

RBDO aims at designing the system in a robust 
manner by minimizing some cost function c with 
respect to a set of characteristic design parameters 
θ (e.g. means) under reliability constraints instead 
of the original deterministic constraints. The reli-
ability-based optimal design θ* of  interest is thus 
defined as the following minimizer:

θ
θ θ

* g i ( )θθ :

( ( ( )θ( )θθ ) ) , ,

∈θθ D

i c, ,

gl fl

f i( )θθ ≤i ( )θ ,≤ n

X ( )θθ ) l

1==i,,

1) , =flP) ≤) f l0 …P ,, np

⎧
⎨
⎪⎧⎧
⎨⎨
⎩⎪
⎨⎨
⎩⎩  (1)

where Dθ is the admissible design space, 
{ fi, i = 1, …, nc} are classical deterministic con-
straints that either do not put the system’s safety 
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simulation technique for the efficient and accurate 
computation of the failure probability (Au and 
Beck, 2001) and its associated sensitivities w.r.t. the 
design variables (Song et al., 2009). The strategy is 
briefly described in this paper before the applica-
tion to the design of imperfect submarine pressure 
hulls. The interested reader may find some more 
detailed explanations in a forthcoming paper (?).

RELIABILITY-BASED DESIGN 
OF AN IMPERFECT SUBMARINE 
PRESSURE HULL

The design study addressed in this paper is 
inspired from Dubourg et al. (2008). It aims at 
finding the optimal dimensions of a single bay of 
a ring-stiffened cylinder representative of a sub-
marine pressure hull under external hydrostatic 
pressure. The single bay is illustrated in Figure 1. 
The stochastic model accounts for uncertainties 
in the material properties, in the amplitudes of 
its imperfections and in the design parameters 
(e, hw, ew, wf, ef). The imperfections of the hull are 
supposed distributed over the two most critical 
buckling modes in a first simplified approach: the 
overall and interframe buckling modes. They are 
also supposed to be triggered by two typical shapes 
of imperfection, respectively: out-of-roundness and 
out of-straightness whose amplitudes are denoted 
by An and Am. These imperfections are illustrated 
in Figure 1 for the case studied in this paper where 
n = 2 and m = 14.

The collapse pressures are determined by means 
of closed-form and semi-analytical formulas that 
are commonly used for preliminary design in the 
submarine industry (e.g. the BS5500). These pres-
sures are then compared to an arbitrary reference 
diving pressure in order to define the limit-state 
functions for the reliability constraint. The relia-
bility-based optimal design is defined as the one 

that minimizes the expected “hull weight” / “water 
displacement” ratio.

The algorithm is run for three different mini-
mum reliability constraints β0 = {3.00, 4.50, 6.00} 
and convergence is achieved within a few hundred 
evaluations of the mechanical model. The optimal 
designs are compared to the FORM-based optimal 
designs from Dubourg et al. (2008). The results 
provided in this paper provides a first sound basis 
for a future application involving a higher fidelity 
non-linear shell finite element model.
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equations are not available, parametric methods 
are chosen. Uncertainties from the model itself  are 
thus not considered in this description.

As a Vampire simulation (Vampire being much 
faster than Simpack and Vocolin) of a train on a 
classical track of several kilometers lasts around 
100 seconds, the simulation time becomes a key 
point in the propagation of the variability.

Moreover, when probabilities of exceed-
ing thresholds are of interest, the tail of the 
distribution has to be characterised very precisely. 
Fiability methods have been developed in order 
to compute more efficiently these probabilities, 
by focusing on these tails without computing 
the whole probability density function. FORM/
SORM methods are the most classical methods to 
the assesment of Pf. If  the model is analytical, dif-
ferentiable, and depends on a limited number of 
input, Algorithms such as Rackwitz Fiessler give 
access to very good assesments of Pf from only a 
few dozen of simulations. Nevertheless, in railway 
simulations, the model response is very fuzzy, and 
the number of sources of uncertainty may be very 
high, which makes these methods become unsuit-
able. On the contrary, subset methods seem to be 
very promising.

In addition, to optimize the conception or the 
maintenance of  the track and of  the vehicle, it is 
interesting to compute the importance factors of 
the different inputs on the outputs. In this con-
text, polynomial chaos expansion methods may 
be very efficient. Based on projections of  the 
values of  interest on known and chosen orthon-
ormal polynomial basis, these methods aim at 
building a meta-model for each component 
of  the output to substitute the long and costly 
mechanical codes. Hence, inputs and outputs are 
directly linked thanks to an analytical model, 
which allows many time benefits. Once com-
puted, the meta-model allows to calculate more 
easily importance and sensitivity factors, such as 
Sobol indices.

The track/vehicle system contains several sources 
of variability: variability of the mechanical param-
eters of a train among a class of vehicles (mass, 
stiffness and damping of different suspensions), 
variability of the contact parameters (friction coef-
ficient, wheel and rail profiles) and variability of 
the track design and quality. This variability plays 
an important role on the security, on the ride qual-
ity, and thus on the certification criteria.

When using simulation for conception and certi-
fication purposes, it seems therefore crucial to take 
into account the variability of the different inputs. 
In particular, by making homologation become 
probabilistic, we accept the possibility of exceed-
ing a normalized threshold, but this risk has to be 
computed and monitored. The probabilistic stand-
ardization has thus to define thresholds but also 
the corresponding tolerated risks of exceedance.

A method to take into account the input variabil-
ity in the railway dynamic modelling is proposed.

The first step is to formulate the railway sto-
chastic problem from classical railway dynamic 
problem.

When a stochastic model is considered, it is 
very interesting to calculate most of the statistical 
content of the quantities of interest, such as mean 
values, deviations, probability density functions, as 
well as probabilities of exceeding thresholds Pf.

Nevertheless, the track/vehicle system being 
very non-linear, every statistical moments of the 
output cannot be computed directly: the variabil-
ity has to be propagated through the model using 
uncertainty propagation methods.

There are two families of methods to propa-
gate the variability in mechanical models (Soize 
2005): the parametric methods, which only con-
sider input uncertainties, and can be used on ana-
lytical models as well as on black-box codes, and 
the non-parametric methods, which consider both 
input and model uncertainties. The commonly used 
railway dynamic codes (Vampire, Simpack, ...) 
beeing commercial codes in which the constitutive 
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This methodology can thus be applied to the 
analysis of the influence of the wheel/rail contact 
variability on a railway certification criterion. The 
wheel and rail profiles are fully parameterized 
thanks to analytical functions. A set of measured 
profiles are rebuilt and the parameters distribu-
tions and their dependencies are determined. These 
input characteristics are then propagated through 
the deterministic multi-body model thanks to 
polynomial chaos expansion methods. Finally, the 

stochastic content of the certification criterion is 
analysed.

REFERENCE

Soize, C. (2005). A comprehensive overview of a 
non-parametric probabilistic appoach of model uncer-
tainties for predictive models in structura l dynamics. 
Journal of sound and vibration 288, 623–652.
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1. Ensembles augment the hypothesis space 
(Dietterich 2000, Polikar 2006): Each model 
is a candidate hypothesis from the space of all 
possible hypotheses i.e. the space of all possi-
ble parametrisations of the model. It may occur 
however that no model from the space of all 
possible models, is capable of adequately fitting 
the data at hand. In this case, our hypothesis 
space is simply not “rich” enough. However, 
using multiple models in the form of an ensem-
ble can augment the hypothesis space and allow 
us to adequately represent the data.

2. Statistical viewpoint: Imagine a classification 
task where an ensemble of models classifies 
data items either as class 0 or 1. Each model is 
given an input and it predicts a class, independ-
ently of the other models. The prediction of the 
ensemble is taken to be the class predicted by 
most models. Thus, the ensemble commits an 
error, only if  the majority of models is incor-
rect, which leads to better prediction perform-
ance (Kuncheva, Whitaker, Shipp & Duin 2000). 
Similarly ensembles perform well in regression 
tasks in terms of generalisation provided the 
individual regression models commit uncorre-
lated errors (Rosen 1996, Liu & Yao 1999).

3. Ensembles may help alleviate other types of 
problems (Polikar 2006): For instance, in a classi-
fication task where data appear in large volumes, 
training a single classifier may be a computation-
ally demanding task. A viable solution is to split 
the data into manageable subsets and train one 
classifier per subset and subsequently combine 
all trained classifiers into an ensemble.

Popular ensemble methods include Bagging 
(Breiman 1996), Adaboost (Freund & Schapire 
1996) and Mixture of Experts (Jordan & Jacobs 
1994).

Ensemble methods in the context of GMMs

In ensemble methods, as presented in ML, data 
drive both the learning of the individual models 
and their combination into an ensemble. This is not 
entirely the aim in our case; rather, we are provided 
with several physically plausible predictive models 

INTRODUCTION

An ensemble is a collection of models where each 
model has been set-up or trained to solve the same 
problem. One of the main motivations for using an 
ensemble, rather than a single model, is the superior 
performance in terms of generalisation error. In 
the paper we wish to highlight certain ideas behind 
ensemble methods and motivate why such meth-
ods are relevant in the context of ground motion 
model (GMM) aggregation. GMMs are an impor-
tant component of PSHA. GMM uncertainty is 
an important factor controlling the exceedence 
frequency of e.g. peak ground acceleration (PGA) 
(Bommer & Abrahamson 2006). Several GMMs 
have been proposed, and these differ considerably 
in the way they have been derived, resulting in dif-
ferent functional forms and in the number and 
kind of predictor variables used to characterize the 
earthquake source, path and site effects.

In PSHA it is crucial to take into account the 
so-called epistemic uncertainty that arises from the 
inadequacy of any single model being able to per-
fectly capture all aspects of ground motion. This 
is particularly important when we are interested in 
a region for which no dedicated GMM has been 
developed. In the de facto guideline for PSHA (col-
loquially referred to as the SSHAC guidelines—
Senior Seismic Hazard Analysis Committee) a 
significant emphasis is put on incorporating all 
opinion diversity in the levels of experts and mod-
els. However, the recommendations do not detail 
how this should be implemented.

ENSEMBLE METHODS

Motivation

In ML, ensemble learning has been an active 
area of research that has yielded many important 
results and algorithms for combining models in a 
principled way. The main motivation for employ-
ing ensembles in machine learning is the improved 
generalisation ability that they exhibit over single 
models. Justification of how this gain arises may 
be obtained from different viewpoints:
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of ground motion, but acknowledge the fact that 
no single GMM captures the full truth. Contrary 
to ensemble methods, data are not allowed to alter 
the “physics” of these individual models, however, 
they are allowed to dictate the combination of the 
GMMs.

Often we may be interested in predictions about 
a region for which no dedicated GMM has been 
developed. In this case, we do not expect any 
GMM to give accurate predictions, i.e. to gener-
alise well in the new region. Nevertheless, we hope 
that data available for this new region in question, 
can guide us on how to aggregate the available 
GMMs into an ensemble that can then be used for 
obtaining predictions. As a first step in the paper 
we investigate the following types of aggregation 
techniques: mixture models, conditional mixture 
models and linear Gaussian models. The full ver-
sion of the paper presents experimental results on 
aggregating 12 GMMs from the literature on data 
that originate from the Europe/Middle East. The 
ensembles are trained via the Expectation Maximi-
sation algorithm or MCMC methods.

CONCLUSION

The paper presents a first investigation into intro-
ducing ensemble methods in the context of GMMs. 
While in ML there exist established techniques that 
prescribe how to combine models into an ensemble 
(i.e. type of combination such as linear combina-
tion, mixture of experts, etc.) and how to train the 
ensemble, it is not yet understood how to aggregate 
GMMs into an ensemble. GMMs are not merely 
regression models that predict ground motion; 
physical considerations are incorporated during 
their development. Forming an ensemble by tak-
ing a linear combination of GMMs needs to be 
justified, since a linear combination does not nec-
essarily yield a physically plausible model. Future 

research will explore the problem of forming 
GMM ensembles that are physically sound.
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ABSTRACT: The Collaboratory for the Study of 
Earthquake Predictability (CSEP) aims to increase 
the understanding of earthquake predictability and 
earthquake physics through a global collaboration. 
CSEP promotes rigorous earthquake predictability 
experiments in various tectonic environments and 
has so far established 4 earthquake forecast test-
ing centers around the world. Within these centers, 
more than 100 earthquake forecast models in 6 test-
ing regions are being evaluated using a rigorous 
and truly prospective testing procedure. Centers are 
operating in Los Angeles (US), Wellington (NZ), 
Tokyo (JP), and Zurich (CH), covering many differ-
ent regions and tectonic environments: California, 
New Zealand, Western Pacific, Japan, and Italy. In 
addition to regional earthquake forecast testing, 
CSEP has started a global testing program which 
is targeting the magnitude range of destructive 
earthquakes that are relevant for seismic hazard 
and risk.

The current testing program is the first link in 
the chain of facilities that aim to test comprehen-
sively models of seismic hazard and risk (and their 
underlying hypotheses). To complement the current 

activities, CSEP is developing methods to assess the 
reliability of earthquake early warning algorithms, 
to understand the uncertainties and limits of earth-
quake source inversions, and to gauge the accuracy 
of ground motion prediction models. Because most 
earthquake forecasting models are composed of 
various hypotheses and assumptions about earth-
quake physics and/or earthquake occurrence, the 
underlying assumptions and hypotheses need to 
be tested separately. CSEP researchers are working 
on creating testable models for many seismologi-
cal hypotheses, e.g. characteristic earthquakes and 
relations between maximum magnitude and fault 
length.

The open, collaborative structure of CSEP 
involves many research institutions (e.g., SCEC, 
ERI, GNS, ETH, INGV, etc.). CSEP is also col-
laborating with large modeling efforts like the 
Uniform California Earthquake Rupture Forecast 
(UCERF3) and the Global Earthquake Model 
(GEM). We present the ongoing activities, first 
results, and give perspectives for the future devel-
opment of CSEP and its global collaboration.
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reject the Gutenberg-Richter hypothesis in favour 
of the characteristic earthquake model within the 
Poisson counting error, even when visually the 
extreme events appear as significant outliers on a 
log frequency-magnitude plot.

The epistemic and aleatory uncertainties 
described here must also be taken into account in 
assessing the skill of time-dependent hazard mod-
els relative to the uncertainties in time-independent 
models, or in comparison with higher-order null 
hypotheses that include triggering.

Epistemic uncertainty

Perhaps the greatest source of systematic bias in 
earthquake hazard analysis is the very slow rate of 
the process relative to the scale of a human life-
time, so that the large, damaging events are always 
insufficiently sampled by instrumental, historical 
and even palaeoseismic data. Average earthquake 
recurrence intervals for such events are typically 
from hundreds to tens or even hundreds of thou-
sands of years. In most cases the absence of a large 
event implies that hazard is typically underesti-
mated from fitting the Gutenberg-Richter law to 
frequency-magnitude data. On the other hand, if  
a large event occurs by chance near the start of a 
catalogue the hazard from the largest events will be 
overestimated.

Fig. 1 illustrates the temporal sampling effect by 
studying the effect of the occurrence off  the MW 9.3 
2004 Boxing-day earthquake in Sumatra on global 
earthquake occurrence statistics using the global 
CMT catalogue. This event was the largest in the 
modern era of digital recording, and extended the 
Gutenberg-Richter trend significantly (Fig. 1a). 
This mega-earthquake and its aftershocks did 
not significantly change the mean monthly event 
rate for all magnitudes, which had converged from 
below by about 1996, and was not strongly affected 
by Sumatran mega-earthquake and its aftershocks 
(Fig. 1b).

The standard deviation in monthly event rate 
is still around 1/3 of the mean (Fig. 2b), and 

SUMMARY

According to a recent UN report, seismic risk from 
large earthquakes continues to increase globally in 
line with infrastructure and population increase in 
developing nations. This implies the vulnerability 
is not decreasing relative to increased exposure. 
Specific examples include recent devastating earth-
quakes in Haiti and Sumatra in areas of known 
seismic hazard, but clearly this is part of a much 
wider problem. Seismologists and engineers can 
play a key role in public engagement, in commu-
nicating known best practice to local planners and 
practitioners on appropriate mitigation strategies, 
and in fundamental research to quantify seismic 
hazard in a probabilistic way.

All probabilistic hazard forecasts are subject 
to epistemic (systematic) and aleatory (statistical) 
uncertainty. To date it has been assumed that the 
major uncertainties in probabilistic seismic hazard 
analysis are due to uncertainties in ground motion 
attenuation. As new strong ground motion data 
become available, and site response is better char-
acterized locally in advance of major earthquakes, 
this uncertainty will reduce. Here we address the 
generic problem of quantifying the effect of sam-
pling bias and statistical error in determining earth-
quake recurrence rates from seismic catalogues.

We find even simple parameters such as mean 
event rate converge to a central limit much slower 
than would be expected for a Gaussian process. 
The residuals in the frequency-magnitude distribu-
tion instead follow a Poisson distribution to a good 
approximation at all magnitudes, and converge to 
the Gaussian limit only very slowly.

We also examine the statistical significance of 
a range of hypotheses for the occurrence rate of 
extreme events, including the pure Gutenberg-
Richter law, the tapered Gutenberg-Richter law, 
and the characteristic earthquake hypothesis. For 
the former two we find the best-fitting distribu-
tion for the global earthquake population can be 
changed by a single large event and its aftershocks. 
In regional studies it is currently not possible to 

ICASP Book I.indb   214ICASP Book I.indb   214 6/22/2011   12:42:35 AM6/22/2011   12:42:35 AM



215

increasing. Clearly global earthquake frequency 
data are not yet exhibiting the inverse square root 
convergence of a Gaussian process.

Aleatory uncertainty

Fig. 1a illustrates how the random or statistical 
scatter in the data increases significantly for the 
rare, large events. We can estimate this source 
of statistical error and the magnitude scatter 
using synthetic models for the seismic process. 
Fig. 2 shows the results of 1000 randomly-drawn 
samples of 500 events each drawn from 500,000 
events sampled from a parent Gutenberg-Richter 
frequency-magnitude distribution. The multiple 
small samples cover the same magnitude range 
as the single large sample, but the horizontal cut 
off  at a minimum of one event in each bin (log 
F = 0 on Fig. 2a) introduces a magnitude scatter 
that spans five magnitude units. This horizontal 

cut-off  also leads to a significant bias at higher 
magnitudes, expressed by a skew in the distribu-
tion range to the right of the parent distribution’s 
line in Fig. 2b. In contrast the single realization of 
500,000 events shows much less horizontal scatter, 
except for the largest few points that deviate from 
the trend, indicating the eventual statistical conver-
gence of a larger sample.

Figure 1. (a) Frequency of occurrence of earthquakes 
in the CMT catalogue prior to (lower curve) and after 
(upper straight line) the 2004 Sumatra Boxing day earth-
quake. (b) Mean event rate (black) and its standard 
deviation (grey) for earthquakes above a seismic moment 
magnitude of 5.8, after Main et al. (2008, Nature 
Geoscience 1, p. 142).

Figure 2. (a) Synthetic incremental frequency-magnitude 
distributions for 1000 samples of 500 earthquakes 
(crosses) and the whole data set (circles) sampled from 
an unbounded Gutenberg-Richter law (solid line), after 
Naylor et al. (2009, Geophys. Res. Lett. 36, L20303). 
(b) Histogram of residuals for the frequency at a given 
magnitude from the data in (a).
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of Y, decreasing monotonically from 1.0 for Y = 0, 
through 0.5 for Y Y M R( )( )ˆ , ,R( ))  towards 0.0 as Y 
continues to increase. The seismicity model, n(M,x)
dMdx, gives the number of earthquakes per year in 
a magnitude range of width dM and an area (or vol-
ume) of size dx. R(x) is the distance from the earth-
quake at location x to the site of interest. For a finite 
fault, x is defined as in the GMPE. The integrals 
in Equation 2 are over relevant magnitudes and the 
relevant volume of the Earth. The exceedance rate 
curve is thus estimated from a model, and must be 
treated as a scientific prediction, subject to testing.

The exceedance rate curve is tested by the PBRs 
using vector-valued PSHA, incorporating sophis-
ticated modeling of the physics of overturning. 
The two dimensional description of the method 
is easy to visualize. The rock is parameterized by 
the angle, α, between vertical and the line from 
the center of gravity to the rocking point, and the 
moment of inertia. Given these parameters, the 
probability of the rock being toppled by ground 
motions is parameterized as a function of the peak 
acceleration (PGA) and the acceleration response 
spectral value at a period of 1 second (SA(1 sec)). 
Equation 2 is generalized so that Y is a vector con-
sisting of these two parameters, and the rate of 
toppling as a function of vector Y is calculated as 
the product of the probability of toppling and the 
vector exceedance rate curve. The integral over the 
toppling rate surface gives the overall toppling rate. 
Multiplied by the age of the precarious feature, the 
probability of the feature surviving is calculated. 
If  the probability of surviving is very small, then 
the hazard estimate is inconsistent. Using this 
approach, several studies have found numerous 
examples of PBRs that are inconsistent with the 
2008 USGS National Hazard Map.

Testing a specific λc(Y ) by an appropriate FGF 
may thus be considered a forward problem, and is 
relatively straightforward. Identifying the cause of 

EXTENDED ABSTRACT

Probabilistic Seismic Hazard Analysis (PSHA) 
attempts to answer a simple question: at what 
rates are different levels of strong ground motion 
exceeded? The reliability of PSHA results depends 
on the quality of the input. Primary interest is 
in exceedance rates of less than 10−2 per year so 
instrumental verification is not possible. How-
ever, in some Places Precariously Balanced Rocks 
(PBRs), with ages of ∼104 years, can be used to test 
the predictions of exceedance rates in this range 
of interest. A PBR is a type example of a Fragile 
Geological Feature (FGF) that is suitable for test-
ing PSHA. Another potentially valuable class of 
FGF is speleothems, since their preservation in 
caves is not dependent on climate.

The output of a PSHA is a calculated (ground 
motion) exceedance rate curve, λc(Y), that esti-
mates the number of times per year that an earth-
quake motion will exceed the amplitude Y. If  the 
Poisson model holds, the probability of exceeding 
Y in a time interval of duration T is:

P exp( )Y T,T ( )TC ( )Y1  (1)

In this paper, P(Y,T) is called a (ground motion) 
exceedance probability curve. A generalized expres-
sion for λc(Y) is:

 (2)

The term  is developed 
from a Ground Motion Prediction Equation 
(GMPE), and gives the probability that an earth-
quake with magnitude M at location X will cause 
a ground motion that equals or exceeds Y. The 
median value of Y from the GMPE is , ,Y M R( )x( )
and σT is the standard deviation. Equation 2 is valid 
for any functional form of Φ, which is a function 
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an inconsistency, in contrast, is an inverse problem 
and may not have a unique solution.

The way to resolve it is by modifying the input 
to Equation 2. We consider it given that there must 
be a solution, because there must be a “true” haz-
ard curve for existing precarious rocks that is con-
sistent with the continued existence of the rock. It 
follows that the “true” hazard is determined from 
the “true” input.

Up to this point, we have approached the inverse 
problem from a largely empirical, and intuitive, 
perspective. We start with knowledge of the input 
and an understanding of how changes to the input 
will affect the hazard curve. From this we identify 
the features of the input that are most likely to 
resolve the inconsistency.

The following is a brief  summary of different 
input features that have been called into question 
by PBR observations in different locations.

Few observations control the GMPEs at large 
magnitudes and small distances. Precarious rocks 
on the foot wall of normal faults suggest that 
GMPEs overestimated the mean ground motions 
for those conditions. Similarly, precarious rocks 
are consistent with the hypothesis that transten-
sional segments of strike-slip faults have relatively 
lower ground motions than other segments.

Consideration of the PBRs in the Mojave Desert 
near the San Andreas fault led the recognition that 
GMPE development makes an ergodic assumption: 
the uncertainty at a single station is estimated from 
the scatter of ground motions over a network 
of stations. An approximate way to resolve this 
problem is to truncate the large-amplitude tails of 
the GMPEs, although justification for this step is 
lacking.

Seismicity models for PSHA often include back-
ground, area source zones. Precarious rocks suggest 
that the methodology of estimating seismic activ-
ity in background zone of the US National Seismic 
Hazard Map contributes the discrepancy with pre-
carious rocks in a zone between the Elsinore and 
San Jacinto faults and in the Mojave desert.

Precarious rocks above two faults in southern 
California are inconsistent with the activity rates 
assigned to those faults, suggesting that geolo-
gists reevaluate the strength of the evidence for 
the assigned slip rates. Precarious rocks in another 
region of southern California may help identify, 
or rule out, which fault broke in a poorly-known 
earthquake early in the history of the region.

When the PSHA uses multiple weighted models 
to incorporate epistemic uncertainty, it is possible 
to test each of the contributing hazard curves for 
consistency with the FGF, and use the results to 
evaluate the probability each branch is valid and to 
learn about the character of input models that are 
consistent with the rocks.

Eventually, following the lead of the Southern 
California Earthquake Center, we consider it pos-
sible that the practice of PSHA will switching to 
scenario-based models. By this method, possible 
fault ruptures are identified, and realistic syn-
thetic seismograms are calculated from each—thus 
replacing the GMPE. By this approach, the details 
of the regional crustal structure can be realistically 
incorporated. PBRs that are known to have sur-
vived specific historical earthquakes can be tested 
by synthetic time series of those earthquakes, 
which tests whether the synthetic ground motions 
are realistic. Such tests may also constrain whether 
specific faults consistently rupture in a preferred 
direction.

Finally, we accept that in some cases, it is neces-
sary to live with discrepancies between PSHA and 
PBRs. This is necessary when resolving the dis-
crepancy requires collecting detailed data on site 
and regional conditions, and collecting that data is 
cost prohibitive.

Considering the many ways PBRs have sug-
gested improvement to the input of PSHA in 
southern California, we suggest that studying 
PBRs and resolving discrepancies has the potential 
to result in widespread and general improvement 
of PSHA.

As the prediction of PSHA for any ground 
motion amplitude is the result of an integral over 
all possible earthquake sources, improvements in 
the input that resolve inconsistencies at any point 
on the hazard curve will affect the entire hazard 
curve, both at the site of the test and at nearby 
sites. Tests at low probabilities afforded by PBRs 
are particularly important for two distinct reasons. 
One is that the resolution of tests at high prob-
abilities is low. The other is that low-probability 
hazards to critical facilities are very important. 
Thus we conclude that to gain confidence in PSHA 
inputs and statistical assumptions it is important 
to use PBRs to test hazard curves at low probabili-
ties whenever data is available.
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The CSEP experiments are truly prospective, 
i.e., they are meant to compare forecasts and future 
seismicity. Of course this testing phase may require 
many years to be completed. Meanwhile, we can 
get some preliminary information about the fore-
casting capability of models through a retrospec-
tive test (Werner et al., 2010). Retrospective tests 
do not represent the optimum strategy to test mod-
els and forecasts because some sort of retrospective 
(conscious or unconscious) adjustment or over-
fit can never be rule out. On the other hand, this 
testing phase aims at showing unreliable models 
(models that produce unreliable forecasts) and the 
retrospective skill of the forecasts of each model, 
providing a first preliminary objective ranking of 
the EO models.

The results of retrospective tests carried out in 
Italy have been very recently used to build the “best” 
EO model for the next ten years (Marzocchi, Amato, 
Akinci, Chiarabba, D’Agostino, Lombardi & 
Pantosti 2011); the model will be used by Civil 
Protection to prioritize risk reduction strategies 
across Italy in the next few years. Once the reliabil-
ity and skill of the EO models have been checked 
in the retrospective experiments, we have merged 
the ten-years forecasts of the reliable models, 
weighting them according to their retrospective 
skill. A remarkable feature of this approach is the 
reduction of the subjectivity introduced by expert 
opinions.

Despite we emphasize here the paramount 
importance of the testing process, we also remark 
that, in some case, there might be difficulties for its 
implementation. In general, the choice of the “best” 
model to be applied in hazard assessment may be 
less straightforward than expected. Marzocchi and 
Zechar 2011 discussed in detail this point for two of 
the most important initiatives in California: RELM 
and the Uniform California Earthquake Rupture 
Forecast (UCERF). We believe that this discus-
sion can be painlessly extrapolated to almost all 
hazard approaches commonly used. In a nutshell, 
Marzocchi and Zechar 2011 emphasize the role of 
expert opinion that may be very helpful to achieve a 
general agreement on one consensus model, assem-
bling different pieces of scientific information; on 
the other hand, the use of expert opinion generates 

We review very recent initiatives aimed at testing 
Earthquake Occurrence (EO) models in Italy. All 
the material presented here has been published or 
is under consideration for publication in scientific 
journals.

Earthquake forecasting is a basic component of 
any kind of seismic hazard assessment at different 
time scales (decades, years, days). This means that 
the success of a seismic hazard model indispen-
sably depends, among others, on the use of reli-
able and skillful earthquake forecasting models. 
In a nutshell, a forecasting model has to produce 
forecasts/predictions compatible with the future 
seismicity, and the forecasts/predictions have to be 
precise enough to be usable for practical purposes 
(i.e., they need a good skill). Moreover, if  a set of 
reliable models is available, it is important to know 
what is the “best” one(s), i.e., the one(s) with the 
highest skill.

The evaluation of these pivotal features char-
acterizing each forecasting/prediction model is 
the primary goal of the Collaboratory Studies 
for Earthquake Predictability (CSEP; http://www.
cseptesting.org; Jordan 2006). CSEP provides a 
rigorous framework for an empirical evaluation 
of any forecasting and prediction model at dif-
ferent time scales (from 1 day to few years). Basi-
cally, the CSEP experiment compares forecasts 
produced by several EO models in testing centers 
with real data observed in the testing regions after 
the forecasts have been produced (Schorlemmer 
et al., 2007, Zechar et al., 2010). CSEP can be con-
sidered the successor of the Regional Earthquake 
Likelihood Model (RELM) project. While RELM 
was focusing on California, CSEP extends this 
focus to many other regions (New Zealand, Italy, 
Japan, North- and South-Western Pacific, and 
the whole World) as well as global testing centers 
(New Zealand, Europe, Japan). The CSEP experi-
ment in Italy (Marzocchi, Schorlemmer & Wiemer 
2010) has started on Aug. 1, 2009. The coordinated 
international experiment has two main advantages: 
the evaluation process is supervised by a scientific 
international committee, not only by the model-
ers themselves; the cross-evaluation of a model 
in different regions of the world can facilitate its 
evaluation in a much shorter period of time.
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untestable models. In general, each forecasting 
and hazard endeavor is characterized by a bal-
ance between scientific and practical components. 
These are not necessarily opposing forces but they 
do influence the approach for building or select-
ing the best model. That said, it is easy to foresee 
a wider application of the testing procedures in 
hazard assessment, probably embracing also the 
Ground Motion Prediction Equations (GMPEs). 
The basic idea behind this larger application is that 
every reduction of subjectivity implies in parallel 
a reduction of possible controversies. Testing is 
behind science and even though nowadays it turns 
to be not always possible, it has to represent the 
ultimate goal of each hazard assessment.

REFERENCES

Jordan, T. (2006). Earthquake predictability, brick by 
brick. Seismol. Res. Lett. 77, 3–6.

Marzocchi, W., Amato, A., Akinci, A., Chiarabba, C., 
D’Agostino, N., Lombardi, A. & Pantosti, D. (2011). 
A ten-years earthquake occurrence model for Italy. 
Bull. Seismol. Soc. Am., submitted.

Marzocchi, W., Schorlemmer, D. & Wiemer, S. (2010). 
Preface to the special volume “An earthquake forecast 
experiment in Italy”. Ann. Geophys. 53, 3.

Marzocchi, W. & Zechar, J. (2011). Earthquake forecast-
ing and earthquake prediction: different approaches 
for obtaining the best model. Seism. Res. Lett.

Schorlemmer, D., Gerstenberger, M., Wiemer, S., 
Jackson, D. & Rhoades, D. (2007). Earthquake likeli-
hood model testing. Seismol. Res. Lett. 78, 17–29.

Werner, M., Zechar, J., Marzocchi, W. & Wiemer, S. 
(2010). Retrospective tests of the long-term earth-
quake forecasts submitted to CSEP-Italy predictabil-
ity experiment. Ann. Geophys. 53, 11–30.

Zechar, J., Gerstenberger, M. & Rhoades, D. (2010). 
Likelihood-based tests for evaluating spaceratemag-
nitude earthquake forecasts. Bull. Seismol. Soc. Am. 
100, 1184–1195.

ICASP Book I.indb   222ICASP Book I.indb   222 6/22/2011   12:42:37 AM6/22/2011   12:42:37 AM



223

Applications of Statistics and Probability in Civil Engineering – Faber, Köhler & Nishijima (eds)
© 2011 Taylor & Francis Group, London, ISBN 978-0-415-66986-3

On the use of observations for constraining probabilistic seismic 
hazard estimates—brief review of existing methods

Céline Beauval 
ISTerre/LGIT, IRD-UJF-CNRS, Grenoble, France

As probabilistic methods are now the standard for 
estimating long-term seismic hazard, it is tempt-
ing and legitimate to use as much as possible 
past observations to validate (or cast doubt) on 
PSHA estimations. Dealing with the output of a 
Probabilistic Seismic Hazard (PSH) calculation, 
these observations can be of at least three types: 
strong-motion recordings, intensity assignments 
and fragile geological structures. Probabilistic seis-
mic hazard estimates by definition correspond to 
rare phenomena. For example, the ground-motion 
with return period 475 years, currently still in use 
for conventional building, has a 10% probability 
of being exceeded at least once in a 50 yrs-time 
window. In other words, this ground-motion has 

a mean occurrence rate of 1 every 475 years. In 
nuclear safety, the design ground-motions of ref-
erence correspond to much longer return periods. 
Here, the aim is to encourage the use of ground 
motions, intensities, or other observations, to 
derive methods to compare observed occurrences 
with probabilistic estimations. We discuss advan-
tages and shortcomings of existing testing tech-
niques, and encourage future authors to perform 
such studies with full transparency on the hypoth-
eses underlying any of the testing methods. Other-
wise, results might be over-interpreted, and in the 
case of validating or rejecting probabilistic hazard 
maps to be used in building regulation, conse-
quences can be tremendous.
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the SOMs. This allows the representation of epis-
temic uncertainties on ground-motion models in 
terms of “model proximity maps” which quantify 
the relative information loss between ground-mo-
tion models on a continuous interval scale.

This paves the way for a radical paradigm 
change. Instead of viewing the set of candidate 
ground-motion models in a seismic hazard study as 
a set of mutually exclusive and collectively exhaus-
tive categorical set of models, which is a rather 
strong assumption, we consider it more appropri-
ate to consider the set of candidate models as a 
set of samples from a continuous model domain. 
One possible way to quantify such a model domain 
could be in terms of a finite region of a model 
proximity map. Each model could then be seen 
as representing a particular part of the complete 
model region.

Making the conceptual transition from treat-
ing a set of candidate models as categories on a 
categorical scale to which subjective probabilities 
are assigned as illustrated by the vertical bars in 
(Fig. 1a) to seeing models as points in a model 
continuum also provides a new look at the prob-
lem of model redundancy. For ground-motion 

ABSTRACT: The quantification of epistemic 
uncertainties is still a major challenge in seismic 
hazard analysis. Uncertainties in the context of 
selecting ground-motion models and judging their 
appropriateness for example are known to often 
dominate seismic hazard assessments at low prob-
ability levels. Current practice is primarily based 
on using logic trees which is conceptually limited 
to exhaustive and mutually exclusive model sets. 
For a discussion of issues related to these aspects 
see for example Bommer and Scherbaum (2008). 
A major issue is caused by the fact that within the 
standard logic tree framework, models are com-
monly judged from a purely descriptive, model 
based perspective, in other words on a categori-
cal or nominal scale (Scherbaum et al., 2005). Due 
to the absence of distance metrices for nominal 
scales (Stevens, 1946), a quantitative compari-
son of model proximity is impossible and model 
redundancy can obly be dealt with in an ad-hoc 
fashion. As a practical consequence for seismic 
hazard analysis, this invites creating unintended 
inconsistencies regarding the weights on the cor-
responding hazard curves. On the other hand, for 
human experts it is usually difficult to judge from 
a value-based perspective, which would require to 
confidently express degrees-of-beliefs in particular 
numerical ground-motion values. In a previous 
paper (Scherbaum et al., 2010) we have demon-
strated for ground-motion models how the model 
and the value-based perspectives can be partially 
reconciled by using high—dimensional informa-
tion-visualization techniques.

The key idea is to represent ground-motion 
models in terms of high-dimensional feature vec-
tors. These feature vectors can be thought of as 
spanning a two-dimensional model manifold in 
a high-dimensional space. The structure of this 
manifold can be analysed through a combination 
of SOM (Kohonen, 2001) and Sammon’s mapping 
(Sammon, 1969). Here, in extension of our earlier 
work we use an information-theoretic distance 
metric (Cover and Thomas, 2006) to express the 
mutual relationship between ground-motion mod-
els (Scherbaum et al., 2009) for the construction of 
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Figure 1. Sketch of the consequences of the concep-
tual transition to a model continuum for the weighting. 
Instead of a set of discrete weights for the categorical 
perspective (a), for the continuous model the weights 
become a weight surface on the model domain (b). 
Individual model weights can be seen as samples of this 
weight surface (c).
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models, the problem of model redundancy may 
arise in cases where ground-motion models have 
been constructed from partially overlapping data 
sets or even on identical data set but for different 
functional forms. On the nominal scale, model 
redundancy can only be dealt with in an adhoc 
way by down weighing those models assumed to 
be affected.

On the continuous model domain, however, 
epistemic uncertainty is no longer defined as 
a discrete set of weights, but by a continuous 
weighting function over the domain (Fig. 1b). The 
degree-of-belief  values on the individual models 
in the logic tree perspective are then nothing else 
then scaled samples of this weighting function at 
the locations given by the location of the models 
on the proximity map (Fig. 1c).

Reusing a dataset or a part of a data set for a 
new model will generate a new model vector loca-
tion in the vicinity of already existing ones. During 
the generation of the SOM, this will pull in more 
prototype vectors into that region but will not 
pose any conceptual problem, since in the continu-
ous model domain the distance between models is 
taken into account. As a consequence, on a con-
tinuous model domain model redundancy can be 
easily dealt with in a systematic way.

In the present study we explore ways to reconcile 
the basic idea of logic trees to work with a finite set 
of models with the notion that these models can 
be seen as samples from a model continuum. We 
illustrate the concept for ground-motion models 
only, but we do not see a reason why this could not 
be applied to other aspects of a hazard model. The 
basic idea is to represent the models as finite-length 
model feature vectors. As a consequence of this 
transformation, the task of weighting individual 
models on a purely nominal scale is transformed 
into the problem of defining a weight “surface” 
function on the model manifold. This function 
represents a PDF of the epistemic uncertainty on 
the model manifold. The condition that the weights 
have to sum up to 1 translates into the condition 
that the volume under the surface (taken over the 
model manifold) has to be one. Using a tesselation 
of the model manifold with the cell centers defined 
by the individual model representation vectors, 

the cell size of each vector is proportional to the 
area this model exclusively represents on the model 
manifold. Therefore it could directly be used to 
normalize the degree-of-belief  values which an 
expert may have given to a ground-motion model 
to the area it exclusively represents on the model 
region.

Representing models as discrete high-
 dimensional feature vectors opens up new roads 
of  dealing with epistemic uncertainties in seismic 
hazard analysis. We admit that that there is still a 
lot of  roadwork ahead to make this roads passable 
but we believe it is definitely worth exploring.
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processes. However, a variation of the concrete 
characteristics is expected from the design stages, 
while the variability of batches and workmanship 
during the construction of a structure add to this. 
Furthermore, factors such as the concentration of 
harmful substances differ among the various loca-
tions of a concrete structure since they are exposed 
to different environments. The consistent consid-
eration of the spatial variations in the realized 
structure have lately started to be a focus point e.g. 
Faber & Gehlen (2002), Malioka & Faber (2006), 
Straub et al. (2009). In Malioka (2009) an approach 
is presented on how acceptance criteria for the spa-
tial variation of the as—built concrete material 
properties may be formulated on the basis of the 
owners’ requirements, how they can be assessed 
and communicated.

In the present paper a methodical framework 
for setting up quality control acceptance criteria is 
summarized aiming to present the modeling and 
application advantages but also limitations of the 
approach. Measurements of the concrete cover 
depth of a Swiss road tunnel are then used for the 
presentation of an application of the framework. 
The acceptance criteria are formulated focusing on 
the future structural performance of a tunnel seg-
ment subjected to corrosion due to carbonation.

2 METHODICAL FRAMEWORK

It is proposed that the owner requirements for 
the service life performance shall be formulated 
in terms of the probability that more than a per-
centage of a structural zone is in a certain condi-
tion state at a reference time i.e. after a period of 
time in service. This facilitates comparison of the 
performance of a given structure with specified 
requirements. At the same time, the formulation 

1 INTRODUCTION

In what concerns the construction of large 
concrete structures, a problem often faced is the 
lack of providing the owner of the structure with 
a reliable forecast of the structural performance. 
Uncertainties involved in the design and construc-
tion stages deem the performance of the realized 
structure uncertain in terms of the fulfillment of 
the owner’s requirements.

Research concentrated on the assessment of the 
performance of existing structures, neglecting the 
fact that if  structures were more sufficiently con-
trolled at the beginning of their structural lives 
several of the faced serviceability and economi-
cal problems could have been avoided or treated 
with reduced costs. The decision problem faced 
by owners of large scale concrete structures, upon 
their completion, is their acceptability upon the 
fulfillment of a number of requirements. The cur-
rent practice is that few properties, e.g. compres-
sive strength, are measured upon completion of 
the structure and its acceptability is based on a 
standard set of requirements. A structure though 
is exposed during its service life to several factors 
that affect its performance in time. Faber & Rostam 
(2001) pointed out the necessity of providing own-
ers with a realistic forecast of the future structural 
performance based on information made available 
at the handing over phase of newly built structures. 
Within this context, owners’ requirements shall 
have the form of acceptance criteria, related to the 
quality control of the final structure, upon fulfill-
ment of which the contractor could be released 
from his contractual obligations.

Latest advances in research provide the tools 
for setting up such acceptance criteria. Focus 
has been given mostly on acceptance criteria for 
the temporal and local effects of deterioration 
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enables to account for the spatial variability of the 
uncertain parameters that are decisive for the serv-
ice life durability performance.

A prerequisite for the assessment of the spa-
tial variability is the division of the structure into 
homogeneous zones and then into individual ele-
ments. That allows the assessment of two types 
of spatial variability, namely the within and the 
between the elements variability. These can be 
assessed by testing of the as-built material prop-
erties in the structure. The two types of spatial 
variability are assessed in terms of sample statis-
tics and their compliance or not to the specified 
requirements can easily be proved.

The division of the structure to homogeneous 
zones follows from the consideration of a number 
of initial condition indicators, e.g. age, exposure 
environment etc. The further division into indi-
vidual elements is based on a study of the namely 
correlation radius or length that is a measure of 
the distance within which strong correlation per-
sists. Various aspects and limitations regarding the 
assessment of the correlation radius are discussed 
in the paper.

The probabilistic characteristics of the dete-
rioration process at each element are assessed 
using the DuraCrete (2000) model that describes 
the degradation process and its progress in time. 
The condition states of the individual elements 
are interdependent due to common influencing 
parameters in the system. This stochastic depend-
ency is accounted in the assessment of the spatial 
characteristics of deterioration through the use 
of common influencing parameters as explained 
in e.g. Faber et al. (2006) and Straub et al. (2009). 
Conditional on the realization of the common 
influencing parameters, the elements constituting 
a specific homogeneous zone are considered to 
behave statistically independent in terms of their 
deterioration characteristics.

The random variables in the model are identi-
cally distributed for all individual elements. Their 
distribution characteristics have parameter val-
ues (mean and standard deviation) according to 
the initial condition indicators based on which 
the homogeneous zone of consideration has been 
defined. Spatially distributed material properties 
are represented in the model by uncertain random 
variables i.e. their mean value is not constant but is 
an uncertain variable itself. In that way the within 
and between the elements variability are directly 
incorporated in the model. In the paper it is dis-
cussed how the statistical characteristics of the 
spatially distributed variables can be assessed from 
measurements performed in the considered zone.

From the probabilistic modeling of the degrada-
tion process over time, a prior probability density 
function of the probability of degradation of one 

element is established by. Monte Carlo simulation 
over the random variables representing statistical 
and model uncertainties. Using this prior prob-
ability, the probability of distributed degradation 
is estimated for a percentage of the examined zone 
being in a condition state of interest. Provided 
that this probability fulfils the acceptance crite-
ria set by the owner, the spatial variability of the 
concrete material property can be accepted. The 
proposed framework has the advantage that all 
possible combinations of the within and between 
the elements variability can be calculated prior to 
any measurements i.e. prior to the submission of 
the structure. These combinations are illustrated in 
the form of iso-contours for different acceptabil-
ity levels. That enables the direct assessment of the 
acceptance of the structure upon its submission or 
at any construction stage when measurements are 
made available.

3  APPLICATION IN THE ST. GOTTHARD 
TUNNEL

An application of the presented framework is pro-
vided in the St. Gotthard road tunnel in Switzerland. 
The bidirectional traffic tunnel with an approxi-
mate length of 16.4 km is one of the longest road 
tunnels in the world. It is shown how the quality 
control acceptance criteria are formulated and then 
assessed for the purpose of quality control of the 
concrete cover depth. A homogeneous zone of the 
false ceiling of the tunnel, lying approximately in 
the middle of the tunnel, is examined. The statisti-
cal characteristics of the concrete cover depth are 
assessed based on measurements carried out dur-
ing an inspection, Ernst Basler + Partner (2004). 
The future performance of the structure in terms 
of the carbonation progress is assessed. For dif-
ferent acceptability levels that could be set by the 
owner, it is examined whereas the spatial variability 
of the concrete cover depth is acceptable or not.
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The following four cost correlations and one 
cost-time correlation are identified in the construc-
tion of rail lines and highways:

1. Correlation between the costs of a repeated 
activity in a structure. The costs of repeated 
activities are expected to be positively cor-
related because of the repetitiveness of the 
processes. A good example of repeated activi-
ties occurs in tunnels, where activities can be 
independent, perfectly correlated (same cost for 
each repeated activity) or partially correlated 
at an intermediate level, i.e. the cost per meter 
is randomly selected for each meter, and if  one 
cost per meter is above average, the next cost per 
meter will tend to be also above average.

2. Correlation between the costs of different activi-
ties in a structure. The cost of different activities 
in a structure are expected to be positively corre-
lated because these activities might be subject to 
the same type of constraints. Such possibly cor-
related activities occur in viaduct construction. 
They will be described later in this abstract.

3. Correlation between the costs of activities in 
adjacent structures. Typical adjacent structures 
are cuts and embankments in a cut and embank-
ment sequence, cuts and tunnels at the tunnel’s 
portals, and embankments and viaducts at the 
viaduct’s ends. The costs of activities in adja-
cent structures are expected to be positively 
correlated because they might be sharing con-
struction activities.

4. Correlation between the costs of the same 
activities in the same type of structures. Positive 
correlations between the cost of same type of 
structures (e.g. between tunnel I and tunnel J) 
are expected if  geology is similar. Since the cost 
distribution of e.g. a tunnel is a function of the 
geology, similar geologies produce similar cost 
distributions.

5. Correlation between the cost and time of 
the same activity in a structure. Correlations 
between cost and time of an activity do occur 
regularly. It is expected that the cost and the time 
of an activity are positively correlated. In fact, 
if  an activity lasts longer than the average time, 
one can expect the cost of the activity to be also 

ABSTRACT: Cost and time overruns in con-
struction occur often. Many internal and exter-
nal factors may play a role. The objective of  this 
paper is to investigate the effect of  cost and/or 
time correlations between construction entities. 
Several studies in building construction have 
shown that construction costs are correlated 
and produce larger standard deviations of  total 
cost compared to assuming independence. This 
paper expands on these findings by investigating 
the effect of  cost and time correlations in linear 
infrastructure (rail lines, highways and similar) 
construction.

Total construction cost is obtained by sum-
ming all project costs while total construction 
time is obtained by summing the times along the 
critical path. To represent correlated costs or cor-
related times, one needs correlation models, which 
in turn are based on correlation matrices (coef-
ficients) and marginal probability distributions. 
The NORTA correlation model and the Spear-
man correlation coefficient are used here, while 
the marginal distributions are lognormal for cost 
and triangular for time, both skewed toward the 
higher values.

The central part of this paper is the identifica-
tion of correlation types that need to be considered 
in linear infrastructure construction. As a matter 
of fact, these correlations also apply to any net-
worked construction project; however, in order to 
stay with concrete and practical issues the follow-
ing will be related to linear infrastructure projects 
such as rail lines or highways. Such projects con-
sist of four major structure types, namely, tunnels, 
viaducts (bridges), embankments and cuts. The 
construction of each of these structures consists 
of one to several activities for which correlations 
might have to be considered:

• Tunnel: One activity—excavation and support 
of one meter tunnel.

• Viaduct: Several activities—pier foundation, 
pier, deck section, abutment, technical block.

• Embankment: Several activities—clearing, 
improvement, filling, capping, sub-ballast.

• Cut: Several activities—clearing, excavation, 
capping, sub-ballast.
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larger than average. However, if  activities are 
done in parallel, they may not increase the total 
duration (time of critical path activities) but 
increase cost.

Practically speaking one needs to simulate con-
struction of these typical structures by simulat-
ing cost and time of the pertinent activities. This 
is done through a construction simulation model 
based on an extension of the Decision Aids for 
Tunneling. To investigate the effect of correla-
tion, the construction model needs to be combined 
with the correlation model mentioned above. With 
this, one can make cost/time predictions of infra-
structure projects considering the various types of 
correlation.

Two examples cases are described to demon-
strate the effect of correlations: the construction 
of a viaduct is simulated first modeling correlation 
type 2, the correlation between the costs of differ-
ent activities in a structure, and then correlation 
types 5, the correlation between the cost and time 
of the same activity in a structure. The viaduct is a 
395 m long viaduct of the Portuguese High Speed 
Rail network.

In correlation type 2, the construction of the pile 
set, the footing and the pier may be similarly con-
strained by site access. These activities can, there-
fore, be independent (no site access constraint) or 
partially positively correlated if  constrained by site 
access, i.e. if  pile set cost is high, footing and pier 
costs are also high. In the example case study we 
assume that pile set, footing and pier, which form 
a unit, are correlated with correlation 0.8. Mod-
eling correlation type 2 and comparing the total 
cost and total time distributions with those assum-
ing independence shows an increase of 8.3% in the 
standard deviation of the total cost. A sensitiv-
ity analysis investigates the impact of the viaduct 
length, i.e. the number of units, on the standard 
deviation of the total cost. Simulations with 2, 
9, 30, 50, 100 units show that the means and the 
standard deviations increase with number of units. 
Most importantly the total cost standard deviation 
when modeling correlation increases faster than 
that when modeling independence. For 100 units, 

the standard deviation of the correlated costs is 
15.5% larger than the one of independent costs. 
When comparing this to the aforementioned dif-
ference of 8.3% for a nine-unit viaduct it is evident 
that length (i.e. the number of activities) plays an 
important role.

In correlation type 5, the cost and the time of 
each activity are correlated, whilst costs are inde-
pendent of one another and times are independ-
ent of one another. In the example case study the 
correlation is assumed equal to 0.8. The results 
show that the total cost and the total time distri-
butions are equal to those modeling independence. 
However, the correlation between total cost and 
total time is equal to 0.38. Similarly to correlation 
type 2, a sensitivity analysis investigates the impact 
of the viaduct length on the correlation between 
total cost and total time. Of particular interest 
is the result that with increasing number of units 
in the viaduct, i.e. increasing length of the viaduct, 
the correlation between total cost and total time 
increases. The final important result shows that 
despite the correlation between the total cost and 
the total time, the means, the 80th and the 95th 
percentiles of the total cost are equal to the case 
modeling independent cost and time. This indi-
cates that correlation between cost and time of 
each activity does not impact the marginal distri-
butions of the total cost and total time.

The investigation underlying this paper shows 
that four types of  cost correlations and one cost-
time correlation play a role when determining 
infrastructure cost. The standard deviation of 
total cost can substantially increase if  activities 
are correlated and this becomes more significant 
as the number of  correlated activities (gener-
ally associated with the length of  the structure) 
increases.

All this is incorporated in a construction simu-
lation model, which allows one to make cost/time 
predictions for linear infrastructure projects. The 
examples shown in this paper stem from work on 
an application to High Speed Rail lines of RAVE 
in Portugal.
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− The impact of these damages is such that at any 
time the insurers may refuse to get involved in 
projects.

Between all actors of the life cycle of a project, 
knowledge bases and practices (methods and tools) 
in the risk management of risk is quite fragmented 
and compartmentalized. Studies relating to project 
risk in the construction sector are still scarce and 
fragmentary. The main stakeholders in the world 
of civil engineering world remain uninvolved in 
methodological developments and do not actually 
change their behaviors and their relationship to the 
projects.

Our research is using a 3D-approach: phase, 
impact and stakeholder.

Decomposition of the project into different 
phases can be done at different levels of detail. In 
our study, we estimated that the following events 
delineate the significant phases with respect to 
risk management: decision to start, general design, 
building permit, call for tenders, contracts sign-
ing, preliminary works, main works, acceptance of 
works.

Many studies have attempted to establish a 
typology of risk (in terms of causes, impacts …). 
In order to limit the scope of our research, we 
finally considered 8 impacts: financing, project 
economics, delay, user safety, worker safety, envi-
ronmental, technical, operability.

The owner is responsible for the work, the result 
of a set of actions to be undertaken to reach an 
objective. He aims to identify needs and to define 
the work that will satisfy those needs. He will also 
identify and mobilize the resources necessary to 
carry out the work. He finally checks the conform-
ity of the work done.

ABSTRACT: Notable development in civil and 
urban engineering (such as projects involving pub-
lic and private) as well as the difficulties and acci-
dents during the project (or after commissioning 
of works), have marked the evolution of the pro-
fession of Civil Engineering in recent decades.

The evolution of regulation and legislation 
(public-private partnerships, expansion of activi-
ties of project management to decentralize …), 
the involvement of local politics may constrain or 
modify any project and the multiplicity of actors 
also contributed to a more complex project control 
and risk management.

These projects sometimes led to serious failures 
(technical, financial or commercial) to a question-
ing of traditional objectives (cost, schedule and 
performance) or specifically related (environment, 
sustainable development, industrial accidents, …) 
or their final abandonment.

That’s why the project management and man-
agement of project risks have become a major issue 
for many organizations.

Germa is a national research project aiming 
with risk and control in complex civil engineering 
projects. Our proposal aims to carry on the perform-
ances improving in engineering field in its role of the 
management of complex projects in civil engineer-
ing. The methodology of the project will integrate 
risks related to this complexity of projects.

A first analysis, conducted from spectacular 
damages for major projects in recent years, lead us 
to believe that:

− The lack of basic knowledge database increases 
the cost of insurance

− The current regulatory framework is inadequate 
for large projects
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Three main stakeholders are considered: the 
owner, which function is assured by the owner 
himself  but also by the developer, the operator, 
the user, the client; the project management and 
engineering, assumed by the person or entity that 
is responsible for the design and the realization of 
a work; the realization, corresponding to the con-
struction of the building.

Our approach considers the incidence of the risk 
management on the functional level of the relations 
between owners, project managers, designers and 
civil engineering firm. It approaches the incidence 
of the generic risk management from the point of 
view of the insurance. The present research aims to 
analyze the risk management according to the stage 
of the project (project definition, design, building 
license, contracting, work, end of project), the 
type of impact (cost, delay, safety, environment, 

technics, …) and the concerned stakeholder 
(owner, project manager, firm). We have presented 
the result with a three-dimensional matrix.

Main results of our research are:

− A large literature review
− The definition of a fictional stakeholder (the 

project it-self)
− The edition of a methodological guide
− The definition of a risk observatory.

These results are presented in the full article. 
Another important result is the development of a 
‘training package’.

This research was undertaken by a multi-field 
team (universities, project managers an design-
ers, civil engineering firm) and it as been funded 
by French National Research Agency and by the 
cluster Advancity.
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different crossing locations in micro and/or macro 
region. Usual problem with such comparisons 
comes from the use of unit prices that are of ques-
tionable decent and usually are not coming from 
some other comparable strait crossing structure.

Strait crossings are still rare structures and 
experience made on one of them could not be 
fully taken over to another strait crossing. For the 
Fehmarn belt crossing different crossing options 
have been developed comparing basically bridge, 
bored tunnel and an immersed tube options pro-
viding different traffic capacities (Fig. 1).

OPTIMIZATION MODULE “FAUST”

The module FAUST is dedicated basically to tun-
nel structures. It implies series of negative scenar-
ios that may happen within one tunnelling project 
concerning surrounding conditions as geology 
and water, tunnel structural capacity and differ-
ent design decisions and solutions, influences from 
construction and hazards during construction pro-
cedure. Project risks are implemented over nega-
tive scenarios about possible influences that may 
disturb planned procedure or can have direct influ-
ence on the structural elements or construction 
methodology. This analysis and optimization can 

INTRODUCTION

Experience based design knowledge is especially 
used and applied in early project phases as concep-
tual and preliminary design. During these two early 
design phases very important design decisions have 
to be made that have direct and dominant impact 
on the final cost estimation and overall project 
budget of each structure, by underground struc-
tures as well. Therefore one new approach and 
methodology of influence in early design phases 
has been developed in last years. It is based on the 
implemented design decisions and is already used 
on several on-going tunnelling project performed 
as SCL (NATM) tunnels or TBM driven tun-
nels. The methodology “FAUST” uses evaluation 
of predicted procedures that may happen during 
project development and construction from con-
ceptual design toward final construction works. 
It enables the optimization of different tunnel 
options and methodologies as well and is based on 
the final economic evaluation of tunnel variants.

STRUCTURES FOR STRAIT CROSSINGS

Comparison of different structural options will 
usually be performed on few interesting but 

Figure 1. Fehmarn belt: overview of tunnel and bridge options for a 19 km long crossing (Jensen 2000).
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be applied in very early project phases. Estimation 
of overall construction costs is based on the struc-
tural concepts and used structural elements and 
pertinent construction methodology. Regular 
cost estimation covers the part we know as “basic 
costs”. There is another amount of costs called 
“additional costs” that comes from unexpected, 
undefined or unknown reasons. This part of costs 
is responsible for massive cost overruns and has 
its base in: weak project planning, rough estima-
tions in early project phases, unknown project 
scenarios that come with the higher level of the 
project size, but also in political decisions, making 
project more attractive for investors, in giving rea-
sons to start the project and in generally making 
the project more feasible. The module “FAUST” 
consists of qualitative and quantitative part of 
analysis and uses experienced based knowledge 
collected on other tunnelling projects for defining 
negative risk scenarios for analyzed project and 
pertinent project phase and further they are eco-
nomical valued as additional costs.

The intention to analyse Fehmarn belt crossing 
cost estimation results comes from very low dis-
persion of cost estimation results for completely 
different structural options. It was to be expected 
that some differences may influence overall con-
struction cost results because the present analysis 

Table 1. Fehmarn Belt, Danemark-Germany: total predicted construction cost overview.

Opt. 
Nr.

Type of 
structure

Overall 
estimated 
constr.
costs 
Mill. [€]

Relation 
[%]

Additonal Overall predicted Relat. Constr. 
costs per 
m2 traff. 
surface min/
max [ €/m2]

Costs 
Min 
Mill. [€]

Costs 
Max 
Mill. [€]

con. costs 
Min 
Mill. [€]

con. costs 
Max 
Mill. [€]

Min 
[%]

Max 
[%]

1 Bored tunnel 
0+2

3.391,0 118 508,7 644,3 3.899,7 4.035,3 15 19 15.404/
15.939

2 Immersed 
tube 0+2

3.545,0 123 602,7 780,0 4.147,7 4.325,0 17 22 18.657/
19.455

3 Cable stayed 
bridge 4+2

3.040,0 106 668,8 760,0 3.708,8 3.800,0 22 25 6.691/
6.856

3.1 Suspension 
bridge 4+2

3.573,0 124 750,3 1.071,9 4.323,3 4.644,9 21 30 7.815/
8.396

4 Bored tunnel 
4+2

4.420,0 154 1.060,8 1.326,0 5.480,8 5.746,0 24 30 9.240/
9.687

5 Immersed 
tube 4+2

3.780,0 132 907.2 1.209,6 4.687,2 4.989,6 24 32 8.846/
9.416

4.1 Bored tunnel 
3+1

2.992,0 104 448,8 568,5 3.440,8 3.560,5 15 19 9.004/
9.317

5.1 Immersed 
tube 3+1

2.874,0 100 574,8 718,5 3.448,8 3.592,5 20 25 10.103/
10.524

has been performed in the very early project 
development phase. The evaluation of known 
project circumstances has been limited on collected 
published information but still some of investiga-
tion gave relatively clear picture about dominant 
expected influences on this crossing location and 
partly from other similar project locations in vicin-
ity where similar projects have been developed and 
constructed within last 30 years.

CONCLUSION

Herewith presented capacity of the module 
“FAUST” shows the ability to predict the total con-
struction project costs of tunnelling strait crossing 
options. The method is based on the evaluation of 
the negative risk scenarios based on the character 
of the structural solution and on the information 
about the conditions on the location of the cross-
ing. Negative risk scenarios have been developed 
for the specific tunnel project options but are 
based on the experience of similar conditions or 
limitations on other known and available tunnel 
projects. The quality of estimation and predic-
tion is based on the range and quality of available 
project information.
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general no clear definition of the meaning of risk 
categories, and the same words can cover different 
items. Another difficulty comes from the definition 
of the rules enabling the transfer of qualitative/
quantitative information on risks across the tree. 
The sensitivity of the results to the rules deserves 
a careful study.

Our aim is to develop a methodology which 
profits of all advantages of RBS, without suffer-
ing its usual drawbacks. Therefore, the challenges 
are to ensure: (a) consistency of the picture and 
between several pictures, (b) possibility of evolu-
tion, (c) ability to select a more appropriate picture 
according to explicit criteria. Of course, the meth-
odology must be both general enough to cover all 
construction projects and specific enough to be 
adapted to a given particular project. Once more, 
RBS is a convenient tool, since it suffices, keep-
ing the same frame, to develop the branches cor-
responding to a specific context (i.e. tunnel works 
or railway infrastructure). The idea will be that of 
« tailor-made RBS » (Mehdizadeh et al., 2010).

The methodology is based on:

a. Establishing a taxonomy of risk events RE and 
risk categories RC, based on an extensive review 
of existing literature.

b. Identifying a database of elementary trees, or 
micro-trees MT, which highlight how each risk 
category can be subdivided into subcategories.

c. Synthesizing the knowledge base, which includes 
the risk events, the risk categories and the micro-
trees, by building a matrix which formalizes all 
possible hierarchical links.

d. Defining a series of criteria which enable one to 
quantify the “quality” of a RBS. The issue of 
quality is central, since there is not an “optimal 
RBS” but RBSs which are more or less adapted 
to a given situation and objective.

e. Elaborating a strategy for building a RBS which 
satisfies the main requirements, which are 
expressed in a given situation.

f. The last step will be to define the rules ena-
bling the transfer of information (frequencies/ 
probabilities and magnitude/impact) from the 
bottom to the top of the RBS.

Project Risk Management (PRM) is aimed at 
reducing the probability of failure to reach the 
project objective at a residual, identified and 
acceptable level.

Main objectives of the project usually are cost, 
time and quality. “Quality” can cover the function-
ality of the product, but also other dimensions, like 
the worker afety or environmental impacts. In the 
following, we will consider:
− project risk as a measure of consequences (posi-

tive or negative) for the project, which can result 
for the occurrence of uncertain events,

− risk event (RE) as any fact or event whose occur-
rence can have some impact/consequence on at 
least one of the objectives of the project,

− risk category (RC) as a way to group several risk 
events. Any category can be split into subcate-
gories when wanting a more detailed view or, 
reversely, grouped with other categories when 
wanting a more general view.
The hierarchical description of risks can be 

based on the risk breakdown structure—RBS, 
which offers a global view on the risks (Chapman, 
2001) and is a very adequate tool for risk 
management:
a. since each stakeholder can have his own view on 

the project, RBS can be helpful, at any stage of 
the project in offering different pictures of the 
same state of knowledge, making certain that 
the various pictures remain consistent,

b. the RBS can “live” with the project, its branches 
being more or less developed (or replaced with 
others) when some risk categories become more 
or less important. At each stage of the project 
and for each possible user, explicit rules must 
justify the selection of the appropriate RBS,

c. the time evolution of the tree also concerns the 
rules according to which the project risks are 
calculated.
The RBS however suffers several drawbacks, 

the main one being that there is no consensus on 
how to develop it. A detailed study has shown 
(Mehdizadeh et al., 2010) that lack of clarity and 
inconsistencies are not uncommon. There is in 
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We developed a knowledge base containing 
three interactive components (Fig. 1):

− a library of Risk events RE,
− a library of Risk categories RC,
− a library of Micro-trees MT.

Risk events

The RE database must answer two questions: that 
of the identification of RE, that must be consistent 
in terms of level of detail and that of their classifi-
cation which consists in defining all RCs to which 
the RE can belong. One practical difficulty is 
that the RC database is developed in parallel, thus 
requiring many iterative checks, Table 1 represents 
a small part of the RE database.

Risk categories and micro-trees

The development of the RC database raises the 
same type of questions as that of the RE database. 
The bibliographical analysis has lead to more than 
300 RC, but they have been reviewed in detail, 
such as to ensure consistency and to avoid a fac-
torial multiplication of the possibilities. It is only 
through many comparisons and iterations that we 
could define a limited number of categories and 
elementary trees that cover a very large percent-
age of existing trees. At the end of the process, the 
database contains a list of MT and a list of RC, 
with all belonging relations defining:

− For any MT, all RC it contains,
− For any RC, to which MT it can belong (who are 

all the possible father nodes).

These rules ensure the propagation of informa-
tion from the bottom level to the top level in the 
RBS. For the existing database, it also appears that 
some of the RC are not further decomposed (they 
never are a “father node”). These RC are “bottom 
categories” to which RE can be directly attached. 

For all others RC, it is only through propagation 
that RE are attached.

The authors are fully aware that the solution 
is not unique and that our choices are somehow 
subjective, but they result from a long maturation 
process, during which the criteria for decisions 
were: elimination of useless solutions, reduction of 
the possibilities, consistency checking.

BUILDING RBS PROCESS—A MULTISCALE 
AND DYNAMIC VIEW

Three criteria define what is a “good” RB to com-
pute several notes for comparison between RBSs.

a. a RBS must be developed at a “convenient” 
level (neither too much nor too little),

b. a RBS must decompose the risks in agreement 
with the users view (what are his objectives? on 
what performance does he wants to focus?),

c. a RBS must decompose the risks such as to 
highlight the more important ones. The focus is 
given of contrast between “high risks” and “low 
risks”.

It is finally on the basis of five notes (with three 
notes for the second criterion) that all RBS can be 
compared and the best ones selected, using a final 
multicriteria decision process. At the present stage 
of development of this work, the propagation 
rules of risk values throughout the RBS have not 
yet been fixed, but they will be implemented so as 
to make possible the propagation of quantitative 
information, as well as that of qualitative informa-
tion, like that of a Likert scale.
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Figure 1. Relations between the 3 components of the 
database.

Table 1. Abstract of the RE list.

Delay payment to contractor during project 
implementation phase

Failure of equipment during construction
Lack of qualified staff  working for contractor
Financial difficulties of contractor
Change in management system of the owner of 

the project
Unpredicted increase of needed material price 

in implementation phase
Improper intervention of government during 

contract phase
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Most project managers are proud to announce 
that they have an integrated system of managing 
quality and risk as well as safety. Such an inte-
grated vision rests on classical technical engineer-
ing determinism. This paper shows that this type 
of alleged integration is bound to lead to errone-
ous steps of prevention/protection. Consequently, 
bad results will happen more than could have been 
obtained. Project’s life is too uncertain, engineer 
and manager’s brain too bounded to secure con-
struction project objectives. Thus, actually, ex-ante 
plans on delays, costs and quality are not com-
pletely executed. Results can over or under per-
form expectations.

We argue that this integration is simply a his-
torical misconception that has led to mistakes. To 
avoid the latter the authors develop basic principles 
of risk management, which should be regarded as 
necessary specifications of any admissible method 
of risk management.

The first one is a probabilistic view of the world. 
It is not an easy change because it breaks the com-
mon managerial culture of perfect control and 
managerial “misconception of chance”. Project 
risk should not be considered as being only det-
rimental because it overlooks most of the time 
residual risks and hence assurance cost.

Project risk evaluation methods should enable 
to compare different risks on a single dimen-
sion providing an operational approach to man-
age tradeoffs between project actors at all project 
stages. It should therefore refer to some practical 
metric (interval scale).

To create such a project risk governance, one 
need also a person in charge of organizing all 
this sense making. It should remain on the direct 

authority of the project chief  and has to coordinate 
all along the project lifetime risk taking behaviors 
in accordance with an project risk appetite framed 
by the project owner.

It is easy to note differences between these three 
fundamental requirements of  risk management 
and quality management quoting the famous 
14 principles (Deming, 1982) and its fundamen-
tal premises: understanding past variations; trust 
people giving up numerical goals. Moreover, Dem-
ing’s total quality improvement processes rest on 
two sequential action’s categories: (i) to enhance 
system stability (ii) to reduce systemic errors. 
In this framing, risk management is reduced to 
minimize defaults, because something has been 
done inadequately and should be corrected. It 
is in sharp contrast to our three precedent basic 
principles.

The authors then show that the major presently 
used methods of risk management do not meet 
such requirements in general: Failure Mode and 
their Effects Analysis (FMEA), Bow-Tie models, 
Risk Matrices.

To conclude, a clear revision is called for. The 
recently published norm ISO 31000 may be a rel-
evant guide toward such a revision, as it lays down 
principles of risk management.

The issue, however, goes beyond principles and 
encompasses the question of the tools to use. If  
current tools do not fit the requirements presented 
above, are other tools available and do they comply 
with the principles put forward in this paper? It is 
particularly impressive that the norm ISO 31010 
lists 31 tools, which, by far, are not all in compli-
ance with the principles put forward by the mother 
norm ISO 31000.
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modeling with the ABV. In their study they applied 
the ABV approach developed by Porter (2000) for 
earthquake engineering based on specific structural 
and non-structural details of a single woodframe 
building. These details included the dimensional 
and quantitative information for all the damage-
able components within the house.

The numerical hurricane model considers the 
location of a community, or subdivision, or houses 
in proximity to a hurricane path and wind field 
model. This can be accomplished by applying 
the Rankine vortex model (Liu 1991). Hurricane 
properties including intensity, size, and track are 
considered in the model to be used in the wind loss 
estimate. ASCE-7 (2005) wind loading is applied 
to a detailed finite element model of the building. 
Loss to the residential building due to rainwater 
instruction during the hurricane is estimated using 
five damage states, which then can be converted to 
a percentage loss in terms of replacement values. 
Variation of such loss estimation is determined. 
The loss due to the hurricane wind including rain-
water intrusion is computed using the method of 
Dao and van de Lindt (2010).

Buildings within a kilometer or two of the coast-
line may also be affected by storm surge during 
hurricanes. This type of damage was widespread in 
hurricane Katrina in 2005. In the present study the 
regressive model developed by Irish et al. (2008) 
is used to determine the statistical distribution of 
storm surge height for a given hurricane defined by 
several size and intensity parameters. A hurricane-
induced surge model which includes the effect of 
the intensity and size of the hurricane as well as 
other hurricane properties such as central pressure, 
and the associated uncertainties is used in this 
paper. Although wave action can certainly result in 
damage immediately on the coastline, the present 
work is limited to flood damage as a result of hur-
ricane storm surge using the flood loss estimation 
methodology of Taggart & van de Lindt (2009).

Table 1 shows the maximum wind speed (Vmax), 
the radius to maximum wind speed (Rmax), surge 
height, and the loss for each hurricane. The loss 

ABSTRACT: Residential buildings in coastal 
areas are often at risk to more than one natural 
hazard, such as hurricanes, costal inundation 
or river flooding. While the United States (US) 
averaged $1.6 billion in hurricane damage annu-
ally from 1950–1989, this figure rose dramatically 
between 1989–1995, to approximately $6 billion 
annually (Pielke & Pielke 1997). The average 
annual normalized hurricane damage in the US 
was about $10 billion in recent years, with more 
than $150 billion in damage in 2004 and 2005 
(Pielke et al., 2008). Greater than 75% of declared 
Federal disasters are a result of flooding. As of 
2003, approximately 53% of the US population, 
or 153 million people, lived in coastal counties 
(Crosset 2008). This is an increase in population 
of 33 million since 1980, and it is estimated that 
the US coastal population will increase by another 
12 million by 2015 (W & PE 2003). Increases in 
population and the wealth of this population lead 
an increased risk in potential hurricane losses. 
In addition to loss due to hurricane wind, hurricane-
induced surge caused significant damage to resi-
dential buildings. The National Weather Service 
(2009) estimates that 60% of Hurricane Katrina’s 
losses can be attributed to hurricane-induced 
surge; this emphasizes the importance of a com-
prehensive hurricane risk assessment model.

Although current design codes do con-
sider load combinations, these are generally for 
non-environmental (natural hazard) loading and 
focus on dead and live loads and then their com-
bination with each environmental load individu-
ally. In this paper, a methodology for loss analysis 
for combined wind and surge is proposed in this 
paper. Correlations between hurricane and wind-
induced surge are considered. A simple rectangu-
lar residential building is used to demonstrate the 
methodology.

The loss due to hurricane wind including rain-
water intrusion and hurricane-induced surge are 
both determined using assembly-based vulner-
ability (ABV), including extensive wind field 
modeling, rainwater intrusion modeling, and loss 
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due within the table is presented for wind, surge, 
and for the combined loss.

Combining the ABV for flood due to surge, wind 
damage, and rainwater intrusion requires consid-
eration of which damageable components would 
essentially be counted twice within the framework. 
In the approach presented here, the probability of 
exceeding a particular level of loss for the example 
building is determined as a function of hurricane 
intensity and size. The method for estimating loss 
due to combined wind and surge in hurricanes may 
be used for design code assessment and proposals, 
retrofit of buildings in the coastal areas, disaster 
planning purposes, and potentially for insurance 
underwriting.
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Table 1. Combined loss from wind and surge.

Hurricane 
ID

Vmax Rmax

Mean 
surge 
height

Combined 
loss

m/s km m

Ratio to 
house 
value

1 43.5 20 1.20 0.238
2 54.4 11 1.59 0.318
3 66.0 19 2.65 0.444
4 43.5 26.5 1.26 0.239
5 54.4 43 2.02 0.372
6 66.0 40.3 2.68 0.492
7 43.5 33 1.32 0.292
8 54.4 74 2.40 0.436
9 66.0 56 2.91 0.567
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design for regions with strong wind and seismic 
hazards is the belief  that such provisions should 
be determined strictly by the fact that the probabil-
ity of simultaneous occurrence of such hazards is 
negligible. Actually the provisions should be deter-
mined, in addition, by the fact that

P(s1 U s2) = P(s1) + P(s2) (1)

where U denotes union, P(s1) and P(s2) are, respec-
tively, the annual probabilities of the events s1 and 
s2 that the wind and seismic loads are larger than 
those required to induce the limit states associated 
with design for wind and earthquakes, and P(s1Us2) 
is the annual probability of the event that s1 or s2 
occurs. It follows from Eq. 1 that P(s1Us2) > P(s1) 
and P(s1Us2) > P(s2). If  P(s1) = P(s2) the increase is 
twofold. Such an increase can occur, for example, 
for lower-floor columns of buildings or towers. 
A case study that considers a water tower (Fig. 1) 
is presented in some detail.

3 OPTIMIZATION

Optimization under N hazards (N > 1) is a means 
of integrating the design so that the greatest pos-
sible economy is achieved while satisfying specified 
safety-related and other constraints. We consider a 
set of n variables (i.e., a vector) (d1, d2, ...,dn) char-
acterizing the structure. In a structural engineering 
context we refer to that vector as a design. Under 
a single hazard, we subject those variables to a set 
of m constraints

g1(d1,d2, ...,dn) ≤ 0, g2(d1,d2, ...,dn) ≤ 0, ...,  
 gm(d1,d2, ...,dn) ≤ 0 (2)

Examples of constraints are minimum or 
maximum member dimensions, design strengths, 
and allowable drift and accelerations. A design 
(d1, d2, ...,dn) that satisfies the set of m constraints 
is called feasible. Optimization of the structure 
consists of selecting, from the set of all feasi-
ble designs, the design denoted by ( , , ..., )d, dnd1 2,dd,  

1 INTRODUCTION

There is a growing interest in the development of 
procedures for the design of structures exposed to 
multiple hazards. The goal is to achieve safer and 
more economical or “greener” designs than would 
be the case if  the demands on structures were calcu-
lated independently for each individual hazard and 
an envelope of those demands were used for mem-
ber sizing. To date a number of useful, if  mostly ad-
hoc, approaches to multi-hazard design have been 
proposed. However, a broad, multidisciplinary 
foundation for multi-hazard design remains to be 
developed. We argue that such a foundation should 
include probabilistic, structural analysis, optimiza-
tion, and structural reliability components.

It has recently been determined by the authors 
that ASCE 7 Standard provisions on design of 
structures in regions subjected to strong winds and 
earthquakes can be unconservative. 

The authors have also shown that modern 
optimization procedures applied to multi-hazard 
design, notably interior point methods, can help 
to achieve significant reductions in materials and 
energy consumption while maintaining requisite 
safety levels.

2  PROBABILITIES OF EXCEEDANCE 
OF LIMIT STATES FOR REGIONS WITH 
STRONG WIND AND SEISMIC HAZARDS

One explanation for the development of the cur-
rent ASCE 7 Standard provisions on structural 

Figure 1. Schematic of water tower structure.
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that minimizes a specified objective function 
f(d1, d2, ...,dn). The objective function may represent, 
for example, the weight or cost of the structure. 
The selection of the optimal design is a nonlinear 
programming problem (NLP). We consider struc-
tures whose configuration is specified, and whose 
design variables consist of member sizes.

In multi-hazard design each hazard i (i = 1,2, ...,N) 
imposes a set of mi constraints. Typically the 
optimal design under hazard i is not feasible under 
(i.e., does not satisfy the constraints imposed by) 
hazard j ≠ i e.g., the optimal design that satisfies 
the drift constraints under one hazard may not 
satisfy drift constraints under another hazard). 
Common engineering practice is to obtain sepa-
rately feasible designs di corresponding to each 
hazard i (i = 1, 2, ...,N). Those designs are used to 
construct an envelope d such that the constraints 
imposed under all hazards are satisfied. Such a 
design will in general be suboptimal.

The NLP is more difficult to solve in the 
multi-hazard case. However, recent progress in 
the field of nonlinear programming (in particular 
interior point methods) now renders the solution 
of complex multi-hazard problems a practical 
possibility.

4 CONCLUSIONS

Wind engineering in a multi-hazard context has 
features that concern optimization, probabilistic, 
and structural design aspects in ways not currently 
addressed by building codes. We provide an over-
view of research and results that allow design of 
structures subjected to wind and earthquakes to be 
performed more rationally, resulting in structures 
that are safer and more economical than was here-
tofore possible.
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level of  irrationality increases as the consequences 
of the event increase or become less certain at the 
same time that the probability of occurrence of 
the event decreases. Similar irrational patterns can 
be observed in decision-making of groups or insti-
tutions when the probable maximum losses exceed 
capital resources. Risk aversion is a major contrib-
utor to irrational behavior in decision-making; its 
roots and how it affects the irrationality in decision 
processes are not fully understood, especially in 
the context of dealing with low-probability, high-
consequence events affecting civil infrastructure.

This paper explores the nature of risk aversion 
embedded in decisions regarding safety of civil 
infrastructure subjected to low-probability, high-
consequence natural hazards such as earthquakes, 
hurricanes, or flooding using analytical and statisti-
cal approaches. Insights are achieved by examining 
the nature of risk aversion and how it is understood 
in the insurance industry and, from this examina-
tion, drawing inferences that are applicable to civil 
infrastructure decision-making regarding rare 
events. In the insurance industry, the concept of 
a volatility multiplying factor, defined as the ratio 
of insurance premiums to claims, has been intro-
duced to price risks [Walker, 2008]. The volatility 
multiplying factor is determined based on dynamic 
financial analysis considering average annual losses, 
targeted average annual return on initial capital, 
and probability of insolvency, and increases as 
the magnitude of covered losses increases or the 
coefficient of variation of annual losses increases. 
The volatility factor reflects the willingness of the 
insurance company to tolerate the underwritten 
risks or, in other words, how risk-averse the insur-
ance company is in underwriting risks from dam-
ages from natural hazards and other catastrophic 
events, such as earthquakes or hurricanes, or 
flooding. Since corporate risk aversion is embed-
ded in the volatility multiplying factor, the nature 
of risk-aversion (at least as viewed by a corporate 
entity) can be inferred from it and can be utilized 
to guide the development of possible value systems 
for other large civil infrastructure-related decisions. 
The process is illustrated with the structural design 

ABSTRACT: Quantifying risk to civil infra-
structure requires two components: probability 
of a potentially damaging event and the corre-
sponding consequence of the damage, measured 
in financial or human terms. Although the limit 
state probability (or reliability index) itself  has 
provided a sufficient measure of risk in the devel-
opment of first-generation probability-based limit 
states design codes [Ellingwood, 2000; Elling-
wood and Wen, 2005], a more complete consid-
eration of the consequences of failure will need 
to be included to advance the new paradigm of 
performance-based engineering and risk-informed 
evaluation and decision regarding civil facilities. 
Various decision models, such as cost-benefit 
analysis, expected utility theory, cumulative pros-
pect theory, life quality index-based analysis, and 
capability-based analysis, have been developed 
and implemented in various contexts during the 
past two decades to incorporate both probability 
and consequence in decision-making [Tversky and 
Kahneman, 1992; Nathwani, Lind, and Pandey, 
1997; Goda and Hong, 2008; Murphy and Gar-
doni, 2007]. The application of such models to 
decision-making involving low-probability, high-
consequence events affecting civil infrastructure 
requires a fundamental understanding of risk 
acceptance and how it affects individual and group 
choices. Risk acceptance attitudes determine the 
willingness of individuals, groups and institutions 
to assume or transfer (socialize) risk, and affect 
the manner in which stakeholders value the limit 
state probability as well as the consequence of fail-
ure. Risk-aversion is an important aspect of risk 
acceptance [Keeney and Raiffa, 1976]; risk-averse 
decision-makers tend to overestimate possible 
losses and limit state probabilities, especially for 
low-probability, high-consequence events, and thus 
resist choosing a decision alternative which a tradi-
tional quantitative risk assessment (e.g., minimum 
expected cost analysis) suggests is near-optimal. 
A substantial amount of evidence suggests that 
individuals, in particular, do not evaluate the prob-
abilities and consequences of rare events ration-
ally in actual decision processes. Moreover, the 
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of a 9-story steel moment-resisting frame building, 
allowing the role of risk aversion to be examined 
in the context of a practical structural engineering 
problem involving risk-informed decision-making.
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definitions (and event descriptions corresponding 
to specific hazard levels) for use in performance-
based engineering applications.
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(ii) the angle of impact at landfall θ; (iii) the central 
pressure cp; (iv) the forward speed during final 
approach to shore vf; and (v) the radius of maxi-
mum winds Rm. These variables ultimately con-
stitute the model parameters vector, x, describing 
each hurricane scenario. The variability of the hur-
ricane track and characteristics prior to landfall is 
approximately addressed by appropriate selection 
of the hurricane track history prior to landfall, 
so that important anticipated variations are effi-
ciently described.

In this setting, let z denote the vector of response 
quantities of interest throughout the entire region 
of significance. Such response quantities include the 
(i) the still water level (SWL), the (ii) wave breakup 
level (WBL), or (iii) the significant wave height Hs 
along with the corresponding period of wave oscil-
lation Ts. The response vector z for a specific hur-
ricane scenario, described by the model parameter 
vector x, may be accurately estimated by numerical 
simulation, once an appropriate high fidelity model 
is established. Since the high-fidelity model requires 
extensive computational effort for each analy-
sis, a surrogate model is also developed for simplifi-
cation of the risk evaluation. This surrogate model 
is based on information provided by a number of 
pre-computed evaluations of the computation-
ally intensive high-fidelity model, and ultimately 
establishes an efficient approximation to the entire 
response vector for each hurricane scenario, ẑ.

Hurricane risk is finally expressed in terms for 
the response ẑ; if  p(x) is the probability model 
describing the uncertainty in the hurricane model 
parameters, then each risk component Rj is 
expressed by the stochastic integral

R h p dj jR h
X∫X

( )p) xdd  (1)

where X corresponds to the region of possible val-
ues for x and hj(.) is the risk occurrence measure 

1 INTRODUCTION

Hurricane surge risk assessment has received a lot 
of attention the past years, in response to 2005 and 
2008 hurricane seasons. Conventional approaches 
are based on parametric or non-parametric analy-
sis of data from historical storms or on simulation 
of hurricane design events. A different methodol-
ogy, frequently referenced as the Joint Probability 
Method (JPM), relies on a simplified description 
of hurricane scenarios through a small number 
of model parameters. Characterization of the 
uncertainty in these parameters, through appro-
priate probability models, leads then to a proba-
bilistic characterization of the hurricane risk. This 
probabilistic approach is gradually emerging as the 
standard tool for hurricane risk evaluation (Resio 
et al., 2009). One of the greater recent advances in 
this field has been the development and adoption 
of high-fidelity numerical simulation models for 
reliable and accurate prediction of surge responses 
for a specific hurricane event (Resio and Westerink 
2008). These models permit a detailed representa-
tion of the hydrodynamic processes, albeit at the 
cost of greatly increased computational effort 
(Westerink et al., 2008).

In this work an efficient computational frame-
work is developed for evaluation of hurricane risk 
for coastal regions with particular emphasis on 
online risk estimation. This framework is based on 
the parameterization of each hurricane scenario 
by five model parameters and the development of 
response surface approximations as a surrogate 
model for efficient estimation of the surge response 
for any potential hurricane scenario.

2 FRAMEWORK

Each hurricane event is approximately described 
by only five variables: (i) the location of landfall xo; 
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that is related to ẑ  and ultimately depends on the 
definition for Rj. Through appropriate selection of 
hj(.) all potential hurricane risk quantifications can 
be addresses through this framework. Note that 
for online risk estimation during an approaching 
event, the probability model p(x) may be ultimately 
selected through information provided by the 
National Weather Service (NWS). Finally the risk 
integral (1) is estimated by stochastic simulation; 
using a finite number, N, of  samples of x simulated 
from p(x), an estimate for Rj is

/ ( )R /jR k
k

N

=∑1
1

x  (2)

where vector xk denotes the sample of the uncer-
tain parameters used in the kth simulation. Based 
on the surrogate model this estimation can be effi-
ciently performed and whenever the prediction 
for p(x) are updated (as the hurricane approaches 
landfall) the estimate (2) may be also updated.

3  APPLICATION TO ONLINE RISK 
ESTIMATION FOR OAHU

3.1 High fidelity modeling and simulations

The surge and wave responses in this study are 
accurately calculated by a combination of the 
ADCIRC and SWAN numerical models. ADCIRC 
solves the shallow-water equations for water lev-
els and the momentum equations for currents 
while SWAN solves for wave action density which 
evolves in time, geographic space and spectral 
space. SWAN+ADCIRC are fully integrated 
into a comprehensive modeling system allow-
ing full interaction between model components 
and highly efficient parallel implementation. The 
computational domain developed for the high-fi-
delity simulation of the hurricane response in this 
study, encompasses a large portion of the north-
ern Pacific Ocean and extends from 0 (equator) 
to 35 degrees north and from 139 to 169 degrees 
west. The grid incorporates 1,590,637 nodes and 
3,155,738 triangular elements. For the numerical 
simulation, SWAN applies 10 minute time steps 
while ADCIRC applies 1 second time steps. 
A SWAN+ADCIRC simulation runs in 16 wall 
clock minutes per day of simulation on 1024 cores 
on Diamond, a 2.8 GHz dual quad core based 
machine. For the wave breakup 750 transects are 
considered around the island and for each transect 
a matrix of combinations of wave height and water 
level is created. One dimensional Boussinesq model 
analysis is then performed for all these parameter 
combinations, yielding a prediction for the wave 

runup along each transect (Demirbilek et al. 2009). 
These results are then used through a simple two 
dimensional interpolation scheme, to provide an 
estimate of maximum inundation distance along 
that transect for any input for wave or water level 
required for the risk assessment.

3.2 Surrogate modeling

Based on information from the NWS on histori-
cal storms, a suite of 300 hurricane scenarios is 
created, chosen so that they cover most future 
hurricane events that are anticipated to have sig-
nificant impact on Oahu. The response for these 
storms is then computed by the ADCIRC+SWAN 
model, a process which required ultimately more 
than 500,000 computational hours, and all results 
of interest were stored. Using the information 
from these pre-computed storms as support points 
a moving least squares response surface surro-
gate model is built. This surrogate model facili-
tates a computationally efficient prediction of the 
response, in particular the still water level zsj  and 
significant wave height ĤsjH , for any desired hurri-
cane scenario and simultaneously for all locations 
of interest around the island. The interpolation 
scheme discussed previously for the wave breakup 
is then be used to additionally calculate the wave 
breakup for each transect using as input the previ-
ous predictions for ẑsj  and ĤsjH .

3.3 Online risk assessment tool

A risk assessment tool is finally developed for the 
online hurricane risk estimation. The tool accepts 
as input the parametric configuration for the most 
probable hurricane track as well as the estimate for 
time till landfall, used in the current version to select 
p(x). Based on this input and the pre-computed 
information from the high fidelity simulations, the 
surrogate response surface approximation is used to 
predict either the output for the most probable hur-
ricane or the hurricane risk, estimated as the thresh-
old with a pre-specified probability of exceedance. 
In the latter case N = 2000 is used for the stochastic 
simulation (2). The outputs from the risk estima-
tion are graphically presented as contours for the 
SWL and WBL around the island. The total time 
needed for the tool to provide the required output is 
less than 2 min on a 3.2 GHz single core processor 
with 2 GB of RAM, which illustrates that it can be 
efficiently used for online risk evaluation.
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This study discusses an alternative seismic 
design approach that can be nested in a structural 
optimization algorithm. Incremental Dynamic 
Analysis (IDA) (Vamvatsikos & Cornell 2002), 
a resource—demanding but powerful seismic 
performance estimation method is replaced by 
an approximate and suitable for design pur-
poses method, known as Static Pushover to 
Incremental Dynamic Analysis (SPO2IDA) 
(Vamvatsikos & Cornell 2005, 2006). SPO2IDA 
is employed to provide quickly an estimate of  the 
demand at various performance levels. A Genetic 
Algorithm is used to handle the resulting seismic 
design problem. A three and a nine storey steel 
moment-resisting frames (SMRF) are used to 
demonstrate the efficiency of  the proposed seis-
mic design approach.

2  STRUCTURAL PERFORMANCE 
ESTIMATION

According to the Incremental Dynamic Analysis 
(IDA) method the mathematical model of the 
structure is subjected to a suite of ground motion 
records incrementally scaled to different levels of 
seismic intensity. This method provides a thorough 
insight of the structural capacity at the cost of 
increased computational resources. This fact paves 
the way of using cost-efficient methods to obtain 
the structural demand and capacity.

To avoid the costly IDAs, approximate per-
formance estimation methods can be also adopted 
within a structural optimization environment. The 
approximate method here adopted is SPO2IDA 
where the static capacity curve is approximated 
with a quadrilinear curve and the extracted 
properties of the approximated curve are given 

ABSTRACT: A new approach for the 
performance-based seismic design of  buildings 
using a structural optimization framework is 
proposed. Incremental Dynamic Analysis (IDA), 
one of  the most powerful seismic performance 
estimation methods, requires numerous nonlin-
ear response history analysis and thus often is not 
practical for the seismic design of  buildings. To 
overcome the increased computing cost of  IDA 
we adopt an approximate seismic performance 
estimation tool, known as Static Pushover to IDA 
(SPO2IDA). The SPO2IDA tool is nested within 
the framework of  a Genetic Algorithm resulting 
to an efficient tool for seismic design. The Genetic 
Algorithm is able to locate the most efficient design 
in terms of  the minimum weight of  the structure. 
A three and a nine-storey steel moment resisting 
frames are used to demonstrate the design algo-
rithm proposed. The proposed methodology leads 
to the efficient building designs within reasonable 
computing time and therefore is suitable for prac-
tical design applications.

1 INTRODUCTION

Advancements in structural optimization have 
made possible the move from traditional trial-and-
error design procedures towards fully automated 
ones using a structural optimization search-engine. 
For complex and realistic nonlinear structural 
design problems, evolutionary-based optimizers 
are the only reliable approach, since most mathe-
matical programming algorithms will converge to a 
local optimum or may not converge at all. A review 
paper discussing alternative seismic design frame-
works using structural optimization tools can be 
found in Fragiadakis & Lagaros (2011).
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as input to the SPO2IDA tool. The fractile IDAs 
are instantaneously recreated in normalized coor-
dinates of the strength reduction factor R versus 
the ductility μ. The final approximate IDAs are 
obtained after a series of calculations on the avail-
able R-μ data (Fragiadakis & Vamvatsikos, 2010). 
A comparison of the actual median IDA curve 
and its corresponding SPO2IDA approximation is 
shown in Figure 1.

3 METHODOLOGY

A discrete deterministic-based structural optimiza-
tion problem (DBO) is formulated as:

min F(S)

subject to gj(S) ≤ 0 j = 1, …,m
 si ∈ Rd  i = 1, …,n  (1)

where F(S) = objective function to be mini-
mized; Rd = a given set of discrete values; and 
si (i = 1, …,n) = the design variables that can take 
values only from this set.

For the structures considered the objective 
function is their total material weight and the 
design variables are the cross sections of the mem-
bers, chosen from tables of commercially avail-
able sections. The constraints are used to satisfy 
the requirements set by European design provi-
sions. The ultimate purpose of the design prob-
lem at hand is to find the best combination of 
cross sections that leads to minimum total weight. 
The steps of the proposed methodology are briefly 
summarized:

1. Initialization step: Random generation of an 
initial population of vectors of the design vari-
ables xj (  j = 1, …,npop).

2. Analysis step (Fitness evaluation): Firstly, 
perform checks that do not require analysis 
to ensure that the design complies with the 
“strong-column-weak-beam” philosophy and 
any detailing requirements. Subsequently, per-
form linear elastic analysis to obtain the demand 
for the non-seismic load combinations and then 
perform Static Pushover for the seismic actions. 
Use the SPO2IDA tool to obtain the demand. 
Assign penalties on the constraints if  the design 
violates them.

3. Selection, Generation and Mutation step: Apply 
the GA operators to create the next population 
tj (j = 1, …,npop).

4. Final check: If  a prespecified number of gen-
erations has been reached stop, else go back to 
step 2.

4 RESULTS AND CONCLUSIONS

The performance-based optimal seismic design 
with the use of the SPO2IDA method has been 
adopted on a three and nine steel moment-resisting 
frames (SMRF). The resulting designs are summa-
rized in Table 1. The Genetic Algorithm (GA) was 
implemented for the solution of the design problem 
leading to efficient optimal solutions through an 
iterative procedure. Our results reveal the efficiency 
of the proposed approach for the design of first-
mode dominated structures reducing considerably 
the computing time and therefore resulting to a 
powerful and efficient seismic design approach.
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Figure 1. Median IDA curve and its SPO2IDA 
approximation. The curves refer to the optimal design 
obtained using the proposed GA-based design procedure 
for the three-storey SMRF.

Table 1. Optimum designs for the two SMRF 
buildings.

Case study

Volume Optimal design 

m3 inches

3 SMRF 24 W33 × 118, W27 × 84, 
W21 × 44, W14 × 26, 
W14 × 22

9 SMRF 175.8 W40 × 167, 
W40 × 167, W40 × 149, 
W36 × 160, W36 × 160, 
W36 × 135, W33 × 118, 
W33 × 141, W27 × 84, 
W21 × 50, W14 × 30, 
W14 × 43, W14 × 22
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(FL), East Coast (EC), North East (NE), and 
Mexico (MX).

When a hurricane moves further inland, it 
typically travels at a slower speed and decays at a 
slower rate. In order to determine the boundary for 
the inland region, equation 1 was used to compute 
the central pressure deficit curve of each historical 
hurricane record. The positions of hurricane eye 
for nineteen hurricanes at the moment when the 
decay rate (or slope of the decay curve) changes 
abruptly were used to define the boundary between 
the inland and the coastal regions.

Least-square fitting was used to obtain the decay 
rate (parameter a) for each geographic region. The 
error term, ε, of  each decay model was calculated 
as the difference between the model and the actual 
decay rates recorded in HURDAT. The error terms 
were modeled using the Johnson Unbounded Dis-
tribution. The fitted decay coefficients are summa-
rized in Table 1 and the associated error terms are 
summarized in Table 2.

3 MODEL COMPARISON

Using the decay coefficients and error terms 
derived for different regions (Tables 1 and 2), 
central pressures and gradient wind speeds for all 
historical hurricanes that made landfall in the US 

1 INTRODUCTION

According to the post hurricane reconnaissance 
reports compiled by the National Hurricane Center 
(NHC), structural damage and loss of lives due to 
hurricanes are closely related to the condition of 
the storms at landfall. Not only the coastal regions, 
but cities and towns located several hundred of kil-
ometers inland were also affected by hurricanes. 
Development of better models to predict pre- and 
post—landfall behavior of hurricanes is essential 
for accurate prediction of hurricane risk. One of 
the key components in hurricane simulation is the 
filling-rate model (also known as the decay model), 
which describes the post landfall decay rate of 
hurricanes.

2 DECAY MODELS

In this study, a central pressure decay model 
was derived using central pressure and track 
information in the hurricane database (HURDAT). 
Similar to the model proposed by Vickery and 
Twisdale (1995), the new filling rate model utilizes 
the post landfall time as a key predictor for the 
decay rate:

ΔP(t) = (Pa – Pco) exp (a × t) (1)

where Pc is the central pressure at t hour after land-
fall, a is the decay coefficient given as: a = a0 + ε. 
The values of the filling rate coefficients, a0, were 
determined using historical data. For modeling 
purpose, hurricanes were grouped into four classes 
based on the travel direction and distance: (1) hur-
ricanes entering the land from sea (landfalling hur-
ricanes), (2) hurricanes traveling from the coast to 
sea (exiting hurricanes), (3) hurricanes traveling 
along or parallel to the shoreline (along-shore hur-
ricanes), and (4) hurricanes travelling relatively 
far into the land and away from the shoreline 
(inland hurricanes). The coastal areas of North 
America are divided into five geographic regions 
for modeling the decay behavior of landfalling 
hurricanes (Figure 1): Gulf Coast (GC), Florida 

Figure 1. Geographic regions for modeling the decay 
rate of landfalling and inland hurricanes.
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were computed and compared to historical data in 
HURDAT. Ten cities located at a distance approx-
imately equal to 50 km away from the coastline 
are selected and the cumulative density function 
(CDF) of the gradient wind speeds are plotted in 
Figure 2 (Five of them are shown here). As can be 
seen, the gradient wind speeds estimated using the 
new model follow the general pattern of the his-
torical wind speeds better than that of an existing 
decay model.

4 SUMMARY AND CONCLUSIONS

Building on the foundation of previous hurricane 
central pressure decay models, a new scenario-based 
multi-region decay model was developed and cali-
brated using the information in HURDAT. In the 
new model, the decay behavior of a hurricane at a 
given time step is described using one of the four 
cases (landfalling, along-shore, exiting, and inland 
hurricanes). Through an evaluation of the wind 
speeds computed using the new and a previous 
decay model, it has been shown that the previous 
model, which does not consider the heading direc-
tion of hurricanes (e.g. exiting and along-shore) 
generally underestimated the wind speeds at both 
near-shore and inland locations in Easy Coast and 
North-East Coast regions, but overestimated the 
wind speeds in Florida region. It has been shown 
that the new model can be used to produce bet-
ter wind speed predictions than that of the earlier 
decay models. This multi-region decay model can 
be implemented into hurricane simulation frame-
works for long-term hurricane simulation.

Table 2. Modeling error terms for the new decay model.

Region

Johnson system distribution 
parameters

γ η ε λ

Along-Shore 0.202 0.942 −0.012 0.017
Exiting −1.181 0.898 −0.037 0.055
Gulf Coast −0.712 0.933 −0.011 0.018
East Coast −0.427 0.452 −0.011 0.006
North-East −0.003 0.270 −0.019 0.002
Florida −0.198 0.540 −0.003 0.013
Inland −1.250 0.936 −0.037 0.018
Great Lake −0.217 0.391 −0.000 0.009
Mexico −2.033 0.830 −0.045 0.011

*Type of Johnson System Distribution is unbounded Su.
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Figure 2. Cumulative distribution of gradient wind speeds for cities located approximately 50 km from the 
coastline.

Table 1. Central pressure decay parameters.

Region Model format Parameter a

Along-Shore y = (a+ε) × t +1 0.00137
Exiting y = (a+ε) × t +1 0.00879
Gulf Coast y = exp[(a+ε) × t] −0.03408
East Coast y = exp[(a+ε) × t] −0.03183
North-East y = exp[(a+ε) × t] −0.02656
Florida y = (a+ε) × t +1 −0.01035
Inland y = exp[(a+ε) × t] −0.02010
Great Lake y = (a+ε) × t +1 −0.00186
Mexico y = exp[(a+ε) × t] −0.02402

*t is the time after the storm enters the region of interest.
*ε is the modeling error (see Table 3 for more details).
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enhancements and new developments. This helped 
keeping the system up to date, eased data interpre-
tation and allowed for an adaptation of the dis-
semination of the avalanche bulletin to modern 
technologies. However, due to the various changes 
in the system components, its configuration 
became more and more complex.

During the FTA, a total of  75 primary failures 
was found. The fault tree was validated in terms 
of syntactically and semantically correctness. 
This ensured that every event has been linked to 
a well-defined primary event. In order to analyze 
the fault tree qualitatively, minimal cut sets (MCS) 
were generated. Therefore, a recursive algebraic 
method was used. A MCS is a primary failure or a 
set of  primary failures, which—if occurring—will 
result in the top event. A relatively high number of 
44 MCS of order 1 were found. 16 MCS were of 
order 2, whereas 13 MCS of order 3 were revealed. 
To get deeper insights into the MCSs failure prob-
ability, all order 1 MCS were complemented with 
qualitative danger levels ranging from 1 to 3, with 
danger level 3 expressing the highest criticality. 
Influencing factors for the danger level were on 
the one hand the estimated failure probability 
and on the other hand the expected time needed 
to solve the problem. The estimations were made 
by IT specialists at SLF with long-time experience 
in maintaining the various system components. 
During this analysis, one MCS was estimated to 
have danger level 3.

As a validation of the results of the fault tree 
analysis we used a failure database containing all 
major problems of the avalanche warning system 
since the winter 1999 / 2000. The entries of this 
database were regularly logged by the technical 
support team of SLF. 276 failures were recorded 
during the last ten years. No significant positive 
or negative trend in the frequency of faults during 
this period can be observed, which means that the 
system’s failure probability did not change over the 
last 10 years.

A frequency analysis summarizing the number 
of failures per system component revealed inter-
esting results (see Fig. 1). The two most critical 
system components (found with FTA) caused fail-
ures relatively often. The bulletin editor triggered 

The establishment of monitoring networks for 
various measurements relevant for management 
of natural hazards and the enhancements of fore-
cast models in the past 25 years have tremendously 
enhanced the possibility to warn against natural 
hazards (Bründl et al., 2004; Romang et al., 2009). 
Electronic, software-based warning systems are 
currently being established in this field. However, 
there is a lack of experience in observing the reli-
ability of such systems.

The WSL Institute for Snow and Avalanche 
Research (SLF) operates the national warning cen-
tre for avalanches in Switzerland. In order to pro-
vide consistent avalanche warning, SLF uses a wide 
variety of data acquired automatically by measure-
ment stations and manually by field observers. In 
addition to that, meteorological models and the 
deterministic snow cover model SNOWPACK 
(Lehning et al., 1999) deliver basic information for 
avalanche forecasting. The combination of data 
with the expertise of the avalanche forecasters at 
SLF allows for a dependable and continuous warn-
ing against avalanches issued twice a day during the 
winter. However, little is known about the reliabil-
ity of the complex system consisting of monitoring 
networks, server infrastructure, software, and the 
humans involved in the warning process.

In order to develop a concept for the system-
atic reliability analysis of early warning systems, 
we have conducted an analysis of the performance 
of the Swiss avalanche warning system. Thereby, 
the following four research questions were asked: 
(1) What is the constructional design of the ava-
lanche warning system? (2) Which methods are 
applicable for reliability analyses of warning sys-
tems? (3) Which components are the least reliable 
in the avalanche warning system? (4) How can a 
concept for reliability analysis of early warning 
systems look like?

In order to answer the above mentioned research 
questions, a system sketch of the avalanche warn-
ing system was drawn. After a literature review of 
established methods for reliability assessment, the 
method of Fault Tree Analysis (FTA) was chosen 
for analysing its reliability.

The avalanche warning system was continuously 
developed over the last decades by integrating 
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14.7% (45 malfunctions) of the recorded failures 
and ‘Cengalo’ 4.3% (13 malfunctions).

After a detailed analysis of the failure database, 
it was found that in case of a failure of one com-
ponent, the avalanche warning system frequently 
offers numerous workarounds to protect itself  
from collapse. This is one of the reasons why the 
system operated relatively steady during the last 
years even though it suffers from a high amount 
of order 1 MCS.

The present fault tree is a first attempt to visual-
ize the system reliability. In a further step it needs 
to be refined and enhanced. Especially for quan-
titative analysis, the use of undeveloped events 
is suboptimal. Extending them to independent 
sub-trees with basic events (i.e. failures which are 
not intended to be analyzed in more detail) could 
help defining failure rates and therefore making 
quantitative analysis possible. Due to the fact, that 

the avalanche warning system is very complex not 
only in terms of computer system usage but also in 
terms of input and output parameters it is hardly 
possible to create a fault tree, considering every 
possible fault.

As a conclusion, we found in general that 
detailed preliminary works such as the drawing of 
system sketches are essential in getting an overview 
of a warning system’s structure on the component 
level. Generating fault trees is a time-consuming 
endeavor. Nevertheless, it is regarded to be worth 
the effort. Throughout this study, FTA helped vis-
ualizing and analyzing problematic elements in the 
avalanche warning system. Moreover, it approved 
the assumptions on critical system elements made 
by the avalanche warning staff, the system develop-
ers and the IT supporters.

A warning system, being partly dependent on 
computer software and human decisions based on 
experience, cannot be analyzed entirely with FTA. 
Using complementary methods such as Human 
Factor Analysis or FMEA is therefore recom-
mended. A combination of several methods could 
enhance analysis. Moreover, the development of 
guidelines for reliability analysis of warning sys-
tems against natural hazards would be important.

The possibility to provide solid integral risk 
management in the natural hazard domain is 
highly dependent on extensive information about 
the current and forecasted state of the environ-
ment. Combined with human experience in data 
interpretation, early warning systems form cru-
cial elements for hazard mitigation. Reliability 
of such systems has not been considered enough 
yet. Therefore, we suggest taking this subject into 
account more explicitly in a scientific as well as in 
a practical context.
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Figure 1. Frequency diagram depicting the number of 
failures per system component from 1999 to 2009. Most 
of the components are blurred due to confidentiality 
reasons.
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2 HAZARD MODEL OF SDSI ( )T

2.1 Probabilistic model of seismic hazard

It is assumed that the basic information on the 
seismic hazard is expressed by the suite of probabil-
ity distributions of the maximum spectral displace-
ment of elastic oscillators in n years, SDnSE ( )T h . 
Such information can be obtained through a seis-
mic hazard analysis, which generally involves the 
following steps.

1. Simulate the occurrence of earthquakes at the 
faults that could cause a strong ground motion 
at the site for the next n years.

2. Estimate the response spectrum at the site for 
each earthquake considering the variability 
and the correlation among the residuals from 
the spectrum estimated by an attenuation 
formula.

3. At each natural period, take the maximum 
response among the ground motions estimated 
in Step (2) as the sample of the maximum 
response in n years.

4. Repeat Steps (1)–(3) many times to obtain the 
probability distribution functions of the n-year 
maximum displacement, SDnSE ( )T h .

In this research, the seismic hazard at the city 
hall of Nagoya, which is located in the central part 
of Japan, is estimated and used in the following 
analysis.

The seismic hazard is estimated by analyzing 
4,000 samples for 50-year seismic activities. An 
acceleration response spectrum for each ground 
motion at the site is estimated by the attenuation 
formula proposed by An-naka, et al. (1997). The 
corresponding displacement response spectrum is 
estimated by multiplying the acceleration response 
spectrum with (T1/2π)2. It is assumed that the 
residuals of a response spectrum are lognormally 
distributed with the coefficient of variation (c.o.v.) 
equal to 0.5 and with the correlation coefficient 

1 INTRODUCTION

Predictors of seismic structural demands (such as 
interstory drift ratios) that are less time consuming 
than nonlinear dynamic analysis (NDA) are useful 
for structural performance assessment and design. 
Several techniques for realizing such predictors 
have been proposed using the results of a nonlin-
ear static pushover analysis (e.g., Yamanaka, et al., 
2003). These techniques often use the maximum 
response of an inelastic oscillator (computed via 
NDA) that is “equivalent” to the original frame

In reliability-based seismic design of a structure, 
it is necessary to express the maximum response of 
the inelastic oscillator probabilistically. In practice, 
such information could be obtained using simple 
methods such as an equivalent linearization tech-
nique (EqLT, e.g., Shimazaki 1999) using an elastic 
response spectrum. Design spectra are being devel-
oped on the basis of probabilistic approaches 
such as a uniform hazard spectrum (UHS) and 
a conditional mean spectrum (CMS, Baker & 
Jayaram 2008).

A UHS is obtained by plotting the response with 
the same (i.e., uniform) exceedance probability for 
a suite of elastic oscillators with different natural 
periods, T1, and hence, a UHS does not represent 
any specific ground motion. There exists some corre-
lation among the spectral responses of elastic oscil-
lators to a ground motion (e.g., Baker & Jayaram 
2008); however, perfect correlation is implicitly 
assumed in the use of a UHS. In such a scenario, 
the response could be overestimated via EqLT 
when a very rare event is considered.

The correlation among the spectral responses 
could be considered by using a CMS, which is the 
mean spectrum conditional to the event that the 
spectral displacement of an elastic oscillator with 
a certain period, Tc, equals the displacement with, 
say, 10% exceedance probability in 50 years. How-
ever, guidelines for the selection of Tc are not well 
established.
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proposed by Baker & Jayaram (2008), which are 
taken into account in Step (2).

2.2 Approximate estimate of SDSI ( )T  
using UHS/CMS

The exceedance probability of the maximum dis-
placement of an inelastic oscillator in 50 years is 
estimated by the CS method using either the UHS 
or the CMS. It is assumed that the damping factor 
is 0.05; the yield base shear coefficient of the ine-
lastic oscillator, Cy, is 0.3 or 0.5; the elastic natural 
period is 0.3, 0.5, 1.0, or 1.5 s; and the second stiff-
ness ratio, k2, is 0.0 or 0.03. The probability is com-
pared with “accurate” one estimated by employing 
the following steps:

i. Apply the CS method in the T – SD coordinate 
to the response spectrum of each ground motion 
during each period of 50 years (see Step (2)) to 
estimate the maximum response of an inelastic 
oscillator to that ground motion.

ii. Take the maximum response within each period 
of 50 years as the sample of the 50-year maxi-
mum value.

There are many cases in which the use of the 
EqLT with a UHS provides fairly accurate esti-
mates, especially when the elastic natural period is 
longer than or equal to 1.0 s. The error becomes 
smaller when k2 = 0.03. However, when T1 = 0.3 or 
0.5 s, the error in the estimation obtained using a 
UHS becomes large. When T1 = 0.3, the correlation 
coefficient is relatively small, which is far from the 
perfect correlation implicitly assumed in the UHS. 
The error is more noticeable when Cy = 0.5.

The estimates obtained using a CMS are fairly 
accurate when the elastic natural period is longer 
than or equal to 1.0 s. However, it always provides 
an estimate that is optimistic by 10% to 25% when 
T1 = 0.3 or 0.5. The error is especially noticeable 
when Cy = 0.3 and k2 = 0.

2.3 New approximation method

The use of the CMS presented in the previous 
section is based on the condition that the spectral 
displacement at T1 is equal to the value with 10% 
exceedance probability in 50 years. However, there 
could be many other possible events with “10% 
exceedance probability in 50 years.” An inelastic 

oscillator with an elastic natural period of T1 could 
reach its maximum value in 50 years when the 
spectral response at a period longer than T1 takes 
a larger value than the response with 10% exceed-
ance probability in 50 years. If  such possible events 
are ignored, the response could be underestimated 
and a large error could occur.

Considering such observations, a new approxi-
mation method is proposed here assuming that 
Tc is a random variable uniformly distributed 
between T1 and TeqUHS, where TeqUHS is the equiva-
lent natural period estimated using the UHS. Then, 
the response is estimated as the expected value in 
terms of Tc.

The response of the inelastic oscillators cor-
responding to the 10% exceedance probability 
in 50 years estimated by the proposed method 
is discussed. When T1 = 0.3 or 0.5, the accuracy 
improves considerably compared to that of the 
method using a single CMS with Tc = T1. The error 
is fairly minor except for the case in which Cy = 0.3 
and k2 = 0.03. It is interesting to note that when an 
EqLT using the CMS with random Tc provides an 
estimate with a noticeable error, an EqLT using the 
UHS provides a fairly accurate estimate, and vice 
versa.

At the end of the paper, some of the results 
are further investigated using a generic model 
expressed in a stationary standard normal stochas-
tic process.
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groups of parameters IM and SP are considered 
uncorrelated; on the contrary, the interaction 
parameters IP are strongly dependent on both the 
environmental IM and structural SP parameters.

The central objective of the procedure is the 
assessment of the adequacy of the structure 
through the probabilistic description of a set of 
decision variables (DVs). Each DV is a measur-
able attribute that represents a specific structural 
performance, which can be defined in terms of the 
interest of the users or the society. In Wind Engi-
neering, typical DVs are the number of lives that 
are lost during windstorms, the economic losses 
resulting from windstorms, the exceeding of a (col-
lapse or serviceability) limit condition, the discom-
fort of the occupants, etc.

Regardless the target performance, the struc-
tural risk can be conventionally measured by the 
probability of exceeding a relevant value of the 
corresponding DV (Ciampoli et al., 2009):

G G
f f

DV DM
Ef DPEE

( )V ( )∫∫∫∫∫
⋅ ( ) ( )
⋅ ( ) (

IM, ,
,

IP
IM

SP

S ff ( ) ⋅,IP IM SP )) ⋅ ( )
⋅ ⋅ ⋅

f
d d⋅ d d⋅ dSPEDP IP  (1)

where EDP is a scalar engineering demand param-
eter, representing the structural response (e.g. the 
inter-storey drift) and DM is a scalar damage 
measure (e.g. the damage to the partitions and 
claddings in a building as a function of the inter-
storey drift). The formal extension to vectors DM 
and EDP is straightforward.

By means of Equation 1, the problem of risk 
assessment is disaggregated into the following 
elements:

• site-specific hazard analysis, that requires the 
assessment of the joint probability density func-
tion f(IM);

• structural characterization, that requires the 
assessment of the joint probability density func-
tion f(SP);

• interaction analysis, that requires the assessment 
of the conditional probability density function 
f(IP|IM, SP);

1 INTRODUCTION

During the last decades, the risk assessment of 
structures under wind actions has been the subject 
of many researches. It has been recognized that 
Performance-Based Design represents the most 
rational way of assessing and reducing the risks 
of engineered facilities and infrastructures also in 
Wind Engineering.

The probabilistic procedure illustrated in 
(Augusti & Ciampoli 2008, Ciampoli et al., 2009) rep-
resents a general theoretic setup for the assessment 
of the performances of structures subject to wind 
actions. It has been developed in the framework of 
the so-called Performance-Based Wind Engineering 
(PBWE), and derived by extending the approach 
proposed for Performance-Based Seismic Design 
(PBSD) by the researchers of the Pacific Earthquake 
Engineering Research Centre (Porter 2003).

In this paper, the procedure is briefly described, 
and applied to an example case: the assessment of 
the occupant comfort for a high-rise building. The 
occupant comfort is related to the perception of 
building vibrations under wind actions. Specific 
emphasis is put on the proper characterization of 
the random variables governing the problem.

2  THE PROCEDURE FOR PERFOMANCE-
BASED WIND ENGINEERING

In assessing the Aeolian risk of structures, differ-
ent sources of uncertainty can be distinguished by 
considering the free-field conditions in the envi-
ronment and the wind-structure interaction. Spe-
cific attention has to be given to the choice and 
probabilistic characterization of the minimum 
number of parameters that are needed to charac-
terize the wind field and the structural response. In 
what follows, the parameters that characterize the 
wind field in the environment (the free-field condi-
tions) are grouped in the Intensity Measure vector 
(IM); the parameters that characterize the struc-
tural behavior are grouped in the vector of Struc-
tural Parameters (SP); the parameters modeling 
the wind-structure interaction are grouped in the 
vector of Interaction Parameters (IP). The two 
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• structural analysis, aimed at assessing the 
probability density function of the structural 
response f(EDP|IM, IP, SP) conditional on the 
parameters characterizing the wind field, the 
wind-structure interaction and the structural 
properties;

• damage analysis, that gives the damage probabil-
ity density function f(DM|EDP) conditional on 
EDP;

• finally, loss analysis, that requires the assessment 
of G(DV|DM), where G(⋅) is a complementary 
cumulative distribution function.

If  the performance is expressed by the fulfill-
ment of a limit state, and the limit state condition 
in terms of an EDP, the whole procedure can be 
simplified, assuming DV = EDP, and Equation 1 
becomes:

G G
f f
f d d d

EG DPEE( ) ( )
( ) ( )
( )

∫∫∫∫
⋅ f
⋅ f ⋅d

IM IP

IM

, ,IP
,

SP
S

SPPP  (2)

3 AEOLIAN RISK ASSESSMENT

The PBWE procedure briefly described in Section 2 
is applied to assess the comfort of the building 
occupants. The selected EDP is the peak accelera-
tion aL

p at the top of the building in across-wind 
direction. The comfort is evaluated by compari-
son of the EDP with the threshold values given 
in CNR (2008). The risk is conventionally evalu-
ated in terms of the complementary cumulative 
distribution function G(EDP), as indicated by 
Equation 2 . The characteristics of the considered 
random parameters are reported in Table 1.

In Figure 1 the complementary distribution 
function G(aL

p) evaluated by Monte Carlo 

simulation (5000 runs) is reported: the corre-
sponding annual probabilities of  exceeding the 
human perception thresholds for apartment and 
office building vibrations are 0.0576 and 0.0148 
respectively.

4 CONCLUDING REMARKS

A general probabilistic framework for the 
Performance-Based Design of structures subject 
to wind action is applied to an example case. The 
main objective of the procedure is the assessment 
of the adequacy of the structure with specific ref-
erence to the occupant comfort evaluated in terms 
of the motion perception of building vibrations 
due to wind. The examined structure is a 74 storey 
steel building; the assumed DV is the peak value 
of the across-wind acceleration at the top of the 
building.

Figure 1. Complementary cumulative distribution 
function of aL

p (Monte Carlo simulation 5000 runs).

Table 1. Characteristics of the considered random variables.

Variable Distribution type and parameters

IM V10 [m/s] Mean wind velocity at 10 m height Weibull PDF
θ [deg] Direction of mean wind velocity Derived from the NIST wind velocity database
z0 [m] Roughness length Lognormal PDF

SP ξ Structural damping Lognormal PDF
IP gr Peak factor Gaussian PDF

CL, CD Aerodynamic coefficients Gaussian PDF
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of strain-compatible soil profiles obtained from 
the site response analysis and uses SSI analysis to 
determine a conservative estimate of the required 
response as the envelope of the SSI results from 
LB, BE and UB soil cases. In contrast, the probabi-
listic SSI analysis propagates the uncertainty in the 
soil and structural properties and provides rigor-
ous estimates for the statistical distribution of the 
response parameters of interest.

An example site-structure system representa-
tive of a nuclear industry practice (Figure 1) on a 
deep soil site is used as a case study to illustrate 
the probabilistic SSI approach and compare it to 
the deterministic SSI methodology. The SSI analy-
sis results are provided for both methods using the 
input ground motion at 10,000 year return period. 
Note that the design level defined for performance-
based seismic design of nuclear buildings is 

Soil-structure interaction (SSI) dominates the 
seismic response of stiff  structures on relatively 
soft soil sites. Typical examples include nuclear 
facilities and civil infrastructures such as tun-
nels, dams and lock-head structures. Currently 
most SSI analyses are performed deterministically 
incorporating limited range of variation in soil 
and structural properties. This is mainly due to 
the fact that the computational cost of performing 
SSI analysis has been prohibitive for the incorpo-
ration of comprehensive probabilistic approaches. 
As such, bounding deterministic approaches have 
been preferred by the industry and accepted by 
the regulatory agencies. However, the need for a 
probabilistic-based approach to the SSI analysis is 
becoming clear with the advances in performance-
based engineering and the utilization of fragility 
analysis in the decision making process whether by 
the owners or the regulatory agencies. Probabilistic 
SSI analysis is the more robust approach to evalu-
ate the performance of the facility which is often 
decided on a probabilistic basis.

This paper demonstrates the use of both proba-
bilistic and deterministic SSI analysis method-
ologies to identify important engineering demand 
parameters (EDPs) in the structure. Note that the 
term deterministic SSI analysis should not be taken 
as a single analysis with prescribed values for soil 
and structural properties. Rather, the deterministic 
approach examined here is consistent with ASCE 
4-98 and performance-based provisions of ASCE 
43-05 methodology targeted to determining an 
upper bound (often interpreted as one-standard 
deviation higher than the median or roughly an 
80th percentile) seismic response. In both deter-
ministic and probabilistic approaches, the analysis 
begins at the rock level using the low frequency and 
high frequency rock input motions obtained from 
Probabilistic Seismic Hazard Analysis (PSHA) 
and the site response analysis is conducted with 
randomized soil profiles and accompanying soil 
nonlinearity curves. The deterministic approach 
utilizes three strain-compatible soil profiles (Lower 
Bound (LB), Best Estimate (BE) and Upper 
Bound (UB)) determined based on the variation 
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a) Plan view 

b) 3-dimensional view 

Figure 1. Example structure.
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typically defined using a response spectra between 
10,000 year and 100,000 year return period using 
prescribed frequency dependent design [weight] 
factors, ASCE (2005). However, the applicability 
of these factors to the full probabilistic SSI analy-
sis results is not clear. Therefore, 10,000 year return 
period is used for consistent comparison between 
the deterministic and probabilistic SSI analysis 
results.

The EDPs evaluated are the shear wall forces 
and In-Structure-Response Spectra (ISRS) for the 
example structure. Application of the probabilistic 
SSI analysis in fragility function calculation and 
further in quantitative risk assessment (e.g. annual 
probability of failure calculation) using Integrated 
Soil Structure Fragility Analysis (ISSFA) method-
ology, Hashemi & Elkhoraibi (2009), is demon-
strated and contrasted with deterministic based 
seismic margin analysis methodology.

For selected nodes on the base mat and roof 
of the example structure, the ISRS are calculated 
and presented using both deterministic and proba-
bilistic SSI methodology. The deterministic ISRS 
is compared with percentiles of the probabilistic 
ISRS as shown in Figure 2.

The shear demand forces in the critical section 
of the wall are also determined both determinis-
tically (envelope of LB, BE, and UB cases) and 
probabilistically for each of the 30 LHS cases and 
their distribution is illustrated in Figure 3(a). Fig-
ure 3(b) shows the cumulative density function 
(CDF) of the probabilistic results and the CDF 
of a corresponding log-normal distribution with 
the mean and standard deviation calculated from 
the probabilistic SSI results, as well as the results 
obtained from deterministic SSI analysis.

The ISRS comparisons indicate that for 
the example structure, the application of the 

deterministic SSI analysis methodology results in 
an overly conservative ISRS, especially at the peak 
ISRS values. This finding has important implica-
tions since the calculated deterministic ISRS are 
typically used for seismic qualification of the non-
structural components, piping and equipment and 
constitute a significant portion of the plant con-
struction qualification costs.

The force comparisons shown indicates that for 
the example structure, the deterministic SSI analy-
sis forces correspond to a 97 percentile demand 
force instead of the generally stated conservative 
target of 80th percentile. This finding suggests 
much larger margin in the design of structural 
members than previously thought.

In summary, the implementation of the per-
formance based deterministic and probabilistic 
SSI analysis are demonstrated and contrasted for a 
representative example structure and the following 
conclusions are summarized:

• For the example structure, the deterministic SSI 
analysis overestimates the shear wall forces result-
ing in a 97th percentile design force. This finding 
indicates larger design margins than previously 
thought when using deterministic SSI analysis.

• For the example structure, the deterministic SSI 
analysis overestimates the ISRS, especially at the 
peak spectral values with significant potential 
implications for piping and equipment seismic 
qualification in nuclear facilities.

• The comparison between deterministic based 
and probabilistic fragility functions and annual 
probabilities of failure indicates that simplified 
deterministic methods generally produce results 
within the same order of magnitude from those 
of the probabilistic results and bounded by the 
16th% and 84th% confidence intervals on the 
probabilistic results. However, the perceived 
conservatism of the simplified seismic margin 
analysis is doubt.

Note that before the presented results can be 
further generalized, additional studies are needed 
including cases with embedded structures and 
shallow soil sites.
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and material properties. Probability distribution 
type and related parameters for each random vari-
able were selected according to previous studies 
and bridge construction documents.

In general, fragility curves illustrate the prob-
ability of exceeding demand (D) by capacity (C) of 
the structure for different damage levels. This prob-
ability can be expanded for a variety of intensity 
measures which is a ground motion characteristic.

To determine this probability, seismic demand 
and capacity of each component should be defined. 
Probabilistic seismic demand models (PSDM) can 
be developed by using analysis results of bridge 
samples.

Figure 1 shows probabilistic seismic demand 
model (PSDM) for column curvature ductility. 
In this figure, maximum curvature ductility in 
columns is plotted against PGA (in terms of g) 
in a logarithmic scale. The best linear regression 
equation is taken as the seismic demand model for 
the column curvature ductility.

The capacity of monitored bridge components 
should be expressed for each considered dam-
age state. Four qualitative damage states—slight, 
moderate, extensive and complete damages—were 
assumed to evaluate functionality of the bridge 
components and structure. The capacity of bridge 

ABSTRACT: In presented study, an existing 
multispan curved bridge with continues compos-
ite girders is investigated for horizontal earthquake 
excitations. Based on the complex modal behav-
ior of irregular bridge structures, such as curved 
bridges, their seismic response might be greatly 
affected by changing analysis assumptions. Using 
fragility analysis, a comprehensive damage assess-
ment of the bridge structure has been done for dif-
ferent qualitative damage levels.

The radius of horizontal curve is 162 m con-
stantly, providing almost 75 degrees of rotation. 
Bridge deck is rigidly connected to driven H-section 
steel piles at both abutments while sitting on radi-
ally fixed bearing devices at central pier and guided 
bearing devices at two adjacent piers. Three dou-
ble rectangular column piers are standing on 1.2 m 
thick pile caps on a group of driven H section steel 
piles. In considering live load effects, four design 
lanes are assumed as the maximum bridge func-
tion regards to deck width. The four-span bridge 
structure is designed according to AASHTO guide 
specifications for horizontally curved steel girder 
highway bridges.

Statistically generated bridge samples were 
used in probabilistic evaluation of bridge struc-
ture. For this reason, 60 different bridge models 
were generated applying various geometry, mate-
rial properties and load conditions. A nonlinear 
three dimensional dynamic analysis was performed 
for each bridge model using a randomly selected 
ground motion record with random direction.

To evaluate generated bridge models, 60 differ-
ent ground motions for New Madrid seismic zone 
were applied in this study. Applying finite element 
method, all dissimilar 3D models were subjected to 
nonlinear direct integration time history analysis. 
Furthermore, P-delta effect and justified damping 
ratio were taken into account in each analysis.

Latin hypercube method has been used to gen-
erate uncorrelated random bridge models. Apply-
ing this method facilitates using smaller number of 
samples with respect to Monte Carlo simulation 
technique, while covering the entire sample space.

Variable parameters consist of ground motion 
direction, soil properties, damping, dead load/
mass factor, live load factor, bearings properties 

Figure 1. Probabilistic seismic demand model for col-
umn curvature ductility.
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components can be obtained by using analytical 
methods, empirical data or even engineering 
judgments. In this research, medians and disper-
sion capacity values (Sc, βc) for bridge components 
at each damage level were selected according to 
previous studies.

Figure 2 shows concluded fragility curves for 
moderate damage state for each observed compo-
nent. In each curve, vertical coordinate declares 
the probability of passing damage level criteria for 
given pick ground acceleration. In this particular 
bridge, high rigidity of fixed and guided bearing 
devices led to a safe behavior of these elements 
while increased damage in other components such 
as pier columns, effectively. Based on nonlinear 
analysis results, most damages in columns were 
observed at pier no. 1 and 3, even though pier 
no. 3 is almost 35% shorter than pier no. 2. It is 
noticeable that different skew angles between each 
pier cap and roadway centerline makes the bridge 
structure more irregular and unpredictable.

Results of each single analysis announce high 
dependency on ground motion direction. To improve 
the accuracy of analysis results, a seismic hazard 
analysis for the bridge site is recommended. By 
identifying possible earthquake sources, magni-
tudes and directions, more dependable probabilis-
tic distribution can be selected for ground motions. 
As an example, current uniform distribution for 

earthquake direction (0 to π radians) could be 
represented by a normal distribution function using 
specified direction as the mean value.

For the complete damage state, abutment dam-
ages are not applicable, although excessive dam-
age in pier columns can lead to collapse of bridge 
structure. It has been observed that even large 
displacement of abutments in active, passive, and 
transverse direction cannot terminate the bridge 
operation for a long time and be considered as a 
complete or extensive damage.

According to concluded fragility curves, trans-
verse and active deformation of abutments are 
the most vulnerable issues for slight damage state, 
while for higher damage levels column curvature 
ductility acts as the critical damage in bridge struc-
ture (Fig. 3). Confidently, the repair or replace-
ment of columns is considerably more expensive 
than repair of abutments. Hence, using isolation 
bearings could effectively reduce plastic damages 
in columns and associated repair cost.

Compared to straight multispan bridges, this 
examined curved bridge declared more sensitiv-
ity to some analysis assumptions such as ground 
motions. For future research/design purposes, it 
is recommended to analyze curved bridges for 
different directions of  ground motion if  a com-
prehensive fragility analysis is not practically 
feasible.Figure 2. Fragility curves for moderate damage state.

Figure 3. Median PGA values for each damage 
state (g).
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critical design variables and building performance 
for improving the consistency of code provisions 
conventional design practice. The importance of 
considering uncertainties in snow engineering is 
intensified by global climate change, which has 
alteredgeographic distributions, frequenciesand 
severities of snowstorms (U.S. CCSP 2008).

2  FRAMEWORK FOR PERFORMANCE-
BASED SNOW ENGINEERING

The theoretical framework for performance-based 
snow engineering is modular, separating hazard 
analysis, structural analysis, damage assessment, 
and loss and risk analysis. Key components of each 
module are described below, highlighting concep-
tual challenges that arise in development of proba-
bilistic assessment methods for snow engineering.

2.1 Characterization of ground snow hazard

A ground snow hazard curve, like a seismic haz-
ard curve, describes the mean annual frequency of 
exceeding the ground snow load of specified inten-
sity at a particular site. The site-specific ground 
snow hazard curve is a function of weather pat-
terns, site location and elevation and snow density, 
which can vary substantially according to geogra-
phy and season. Ground snow hazard curves can 
be constructed where sufficiently detailed historic 
climate and weather data is available. Characteri-
zation of the ground snow hazard is a crucial input 
to the evaluation of structural response and build-
ing performance limit states.

2.2 Roof snow loads

In this study, roof snow loads are defined as a con-
version factor on the ground snow load. These con-
version factors, which relate ground snow load at 
a particular time to the snow load on the building 
at the same time, are different from those typical 
presented in building codes and other design 

1 MOTIVATION

Extreme snow loading can cause significant dam-
age to buildings and even collapse, requiring costly 
repairs, interrupting business, damaging building 
contents, and potentially endangering life safety. 
While past storms have caused few deaths in the 
U.S., snow-related damage and building closure 
can have significant societal and economic impacts 
on businesses and communities. In many cases, 
snow loads dominate roof design.

This paper describes a framework for performance-
based snow engineering that enables explicit con-
sideration of the risks of snow-induced failure in 
decisions about structural design. Performance-
based engineering is a methodology for design and 
assessment of engineered facilities, which ensures 
that building performance under normal and extreme 
loads meets the needs of owners, occupants and the 
public (Krawinkler and Miranda 2004). Goals for 
building performance are used to inform decisions 
about design to reduce life-cycle costs and mitigate 
risks. However, efforts to develop performance-
based methods have focused primarily on seismic 
and, more recently, wind engineering, and potential 
applications to snow engineering have not yet been 
fully developed. The performance-based framework 
for extreme loads developed here builds on this past 
research to account probabilistically for the many 
sources of uncertainty in the magnitude and distri-
bution of roof snow loads and their impact on struc-
tural behavior and response.

The metrics of building performance obtained 
can inform decisions about structural design and 
assessment to mitigate the impacts of snow loads. 
This information is particularly important for 
structures for which the consequences of snow-
related failure are high, either because of the large 
number of potential building occupants (as in are-
nas or theaters), or because of the high costs of 
business interruption if  the building is damaged 
or evacuated (as in some manufacturing facilities). 
Performance-based snow engineering can also 
advance understanding of the relationship between 
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documents, which relate the maximum ground 
snow load in a season to the maximum roof load 
in the season and may occur at different times. 
Characterization of all roof snow loads, not only 
yearly maxima, allows us to combine roof snow 
load models with the probabilistic characteriza-
tion of ground snow hazard to predict structural 
response under any level of snow load to obtain a 
comprehensive prediction of risk.

Roof snow loads depend on the snow load on 
the ground, as well as the exposure (accounting 
for terrain and wind conditions), building thermal 
properties (specifically the amount of insulation, 
measured by the roof’s thermal resistance), roof 
material (e.g. shingled roofs tend to have higher 
snow loads than metal roofs) and geometry (slope). 
Drift loads will depend on wind speed and direc-
tion, the density of snow, obstructions (e.g. gables, 
parapets, mechanical equipment), and roof con-
figuration (slope, multi-levels etc.).

In this study, a model has been developed to 
predict the distribution of roof snow loads as a 
function of ground snow load. Roof snow loads 
can then be determined through Monte Carlo 
simulations which generate realizations of the roof 
snow load, depending on the ground snow load 
and the uncertainty in the roof snow load result-
ing from to snow transport, drift distribution and 
formation and weather conditions.

2.3 Evaluation of structural response

The outcome of the roof load probability models is 
a set of possible realizations of roof snow load for 
each value of ground snow load of interest. Each 
realization produces a different magnitude and dis-
tribution of roof load to which the structure will 
be subjected. Accordingly, each of these different 
loading scenarios leads to a different prediction of 
structural response. Structural response can then be 
evaluated at a variety of different levels of ground 
snow loads to obtain predictions ranging from 
very low to high snow loads for a particular struc-
ture. The variability in roof deflection associated 
with each level of ground snow load is associated 
with uncertainties in prediction of roof snow load. 
Besides roof deflection, other structural response 
parameters of interest may include the ratio of stress 
in critical member to yield stress and roof failure.

2.4  Assessment of limit state probabilities 
of exceedance

Building performance limit states of  interest are 
related to the potential consequences building 

owners or society wish to avoid. Snow loads 
can cause structural and nonstructural damage, 
economic losses due to costs associated with 
repairing snow-related damage, downtime and 
business interruption or collapse. Broadly speak-
ing, building owners and occupants are interested 
in assessments of  safety (i.e. collapse risks) and 
downtime and economic losses, which facilitate 
life-cycle assessment of  design decisions. There-
fore, metrics for performance-based snow engi-
neering may include (i) repair costs exceeding X% 
of  building replacement cost, (ii) building closure 
or downtime exceeding Y days, or (iii) the risk of 
structural collapse. Limit states related to signifi-
cant beam deflection (i.e. the onset of  significant 
damage) are illustrated in this paper for a case 
study building.

3 NEXT STEPS

This framework for performance-based snow engi-
neering can be used to quantify the behavior and 
reliability of structures subject to extreme snow 
loading, advancing risk-informed decisions about 
snow design. It is applicable to a wide variety of 
structures and, by extension, vulnerable lifeline 
systems. Assessments of building performance 
under snow loads improves understanding of the 
key sources of uncertainty governing snow design 
and the impacts of snow design decisions and code 
provisions on structural response and other limit 
states of interest to building owners.

Future research will explore the application 
of this methodology to complex real structures, 
focusing on long-span light-frame metal structures 
that have been shown to be particularly vulnerable 
to snow-related building damage.
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MS_226 — Performance-based design for structures 
subject to natural hazard (2)
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loss is developed with a J-integral characterization 
of  fracture demand (Rice 1968), coupled with 
detailed finite element simulations. The main fac-
tors (e.g. initial flaw size and yielding strength of 
beam sections) affecting the fracture are mod-
eled probabilistically and incorporated into the 
simulations through Latin hypercube sampling. 
The probability distribution of  the connection 
strength is then derived by comparing the prob-
abilistic fracture demands with the statistical 
result of  the weld fracture toughness reported by 
Kaufmann & Fisher (1997) and Patterson et al. 
(1998). The probabilistic connection behavior 
model is verified by comparing to connection 
test results from the SAC project (FEMA 2000). 
The capability of  such connections to develop 
catenary action following damage (Byfield 2004; 
Khandelwal & El-Tawil 2007) and its contribution 
to subsequent collapse behavior of  the connec-
tions also is examined. Following the develop-
ment and validation of  the connection model, 
the robustness of  several steel frames designed in 
the SAC project is assessed separately by (1) the 
deterministic method utilizing the requirements 
in the new Unified Facilities Criteria (2009) and 
(2) a system reliability analysis method in which 
the uncertainties in gravity loads and resisting 
capacities described by the probabilistic connec-
tion model are taken into account. The impor-
tance of  considering uncertainties in connection 
behavior is investigated by comparing the assess-
ment results from these two methods. The results 
of  this analysis offer insight on the contribution 
of  connection behavior to disproportionate col-
lapse risk of  steel frame buildings.
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ABSTRACT: Disproportionate (or progressive) 
collapse has become an increasingly important 
building structure performance issue following the 
collapses of the Alfred P. Murrah Federal Build-
ing in Oklahoma City in 1995 and the World Trade 
Center in 2001. Unified guidelines for providing 
progressive collapse resistance for new Federal 
building construction and major modernization 
projects in the United States recently have been 
issued (DoD 2009). These guidelines utilize, among 
other strategies, the alternative path method (APM) 
of analysis (Ellingwood & Dusenberry 2005), in 
which the robustness of a structure is assessed 
analytically by notionally removing major gravity 
load-bearing elements (columns, bearing walls), 
one at a time, and determining whether the dam-
aged structure can sustain the local damage with-
out further collapse. As currently implemented, 
however, these robustness assessment methods are 
entirely deterministic in nature, and do not take 
into account uncertainties in structural demands 
and resisting capacities subsequent to initiating 
damage (Stevens et al., 2008). Moreover, most 
recent research on the collapse resisting capacity 
of frames and their connections utilizes determin-
istic methods (e.g., Khandelwal & El-Tawil, 2007), 
although large variation of the capacities are 
known to exist. Little research has been conducted 
on the effects of these uncertainties on robustness 
assessment of structures.

In this paper, the robustness of  moment-resisting 
steel frames that were typical of  construction 
in seismic regions prior to the 1994 Northridge 
earthquake is assessed probabilistically, taking into 
account the uncertainties in the collapse demands 
and the resisting capacities of  the connections in 
the frames. A failure mode involving fracture in 
the weld metal connecting the beam and column 
flanges was identified as the dominant failure 
mode in pre-Northridge steel moment resisting 
connections. A probabilistic model for this failure 
mode under scenarios involving sudden column 
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The characteristics of these models are 
not known with absolute certainty, though. 
Uncertainties may pertain to the properties of 
the structural system, to the variability of future 
seismic events, or to parameters related to the 
fragility of the system components. For explicitly 
incorporating these uncertainties in the modeling 
process, let  denote the augmented vec-
tor of model parameters where Θ represents the 
space of possible model parameter values. Vector 
θ is composed of all the model parameters for the 
individual structural system, excitation, and loss 
evaluation, models. The uncertainty in these model 
parameters is then quantified by assigning a prob-
ability model p(θ) to them, which incorporates our 
available prior knowledge about the system and its 
environment into the modeling process.

In this setting, the overall cost, for a specific 
structural configuration and seismic excitation, 
described by θ, is denoted by h(θ). The expected 
life-cycle is then simply given by the expected value 
of h(θ) over the chosen probability models

 (1)

Since the models adopted for characterization 
of the earthquake loses can be complex, i.e. may 
involve a large number of model parameters and 
various sources of nonlinearities, the expected 
value (1) cannot be calculated, or even accurately 
approximated, analytically. An efficient alternative 
approach is to estimate this integral by stochastic 
simulation. In this case, using a finite number, N, 
of  samples of θ simulated from some importance 
sampling density q(θ), an estimate for (1) is given 
by the stochastic analysis:

 (2)

where vector θ j denotes the sample of the uncer-
tain parameters used in the jth simulation and {θ j} 
corresponds to the entire sample set. Though 
appropriate selection of system and probability 
models, this approach efficiently takes into account 
all uncertainties about the properties, excitation 

1 INTRODUCTION

Life-cycle loss estimation in earthquake engineer-
ing requires proper integration of (i) approaches for 
treating the uncertainties related to the seismic haz-
ard and to the structural behavior over the entire 
life-cycle of the building, (ii) methodologies for 
evaluating the structural performance using socio-
economic criteria, as well as (iii) algorithms appro-
priate for stochastic analysis (Taflanidis and Beck 
2009). One of the most important components of 
this process is appropriate modeling of earthquake 
losses. Initial methodologies for this task expressed 
these losses in terms of the global reliability of the 
structural system. Recent advances in performance-
based engineering quantify, more accurately, repair 
cost, casualties, and downtime in relation to the 
structural response, using fragility curves to develop 
such a relationship. In this context, approaches have 
been developed that approximately describe the 
nonlinear structural behavior by the static pushover 
response and/or estimate earthquake losses in terms 
of global response characteristics. Other research-
ers have developed more thorough analytical tools 
to evaluate seismic vulnerability on a more-detailed 
level. According to this methodology, the nonlinear 
time-history response of the structure under a given 
seismic excitation is used to calculate damages in a 
component level. This paper discusses a probabilis-
tic framework for assessment and sensitivity analy-
sis of the life-cycle repair cost, based on such an 
earthquake loss estimation methodology.

2 LIFE-CYCLE SEISMIC COST 
ASSESSMENT

For evaluation of seismic cost adoption of appro-
priate models is needed for the structural system 
itself, the earthquake excitation and for loss evalua-
tion. The combination of the first two models pro-
vides the structural response and in the approach 
adopted here this is established in terms of non-
linear time-history analysis. The loss evaluation 
model quantifies, then, earthquake performance in 
economic terms based on that response.
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and performance of the structural system through 
the specified lifetime.

This framework may be also extended to addi-
tionally investigate the sensitivity of the seismic 
risk with respect to each of the uncertain model 
parameters. This sensitivity analysis is based on 
the novel ideas discussed in (Taflanidis 2009). 
Foundation of this methodology is the definition 
of an auxiliary probability density function that is 
proportional to the integrand of the life-cycle cost 
integral

 (3)

Comparison between the marginal distribution 
π (θi) and the prior distribution p(θi) expresses 
the probabilistic sensitivity of the seismic risk 
with respect to θi. Uncertainty in all other model 
parameters and stochastic excitation is explic-
itly considered by appropriate integration of the 
joint probability distribution π (θ) to calculate the 
marginal probability distribution π (θi). As quan-
titative metric to characterize this sensitivity the 
relative information entropy, between probability 
distributions π (θi) and p(θi) is used and a com-
putationally efficient sampling-based approach 
is discussed for evaluation of this entropy 
(Taflanidis 2009).

3 LOSS ESTIMATION METHODOLOGY

For estimating earthquake losses the comprehen-
sive methodology described in (Goulet et al., 2007) 
is adopted; the components of the structure are 
grouped into damageable assemblies. Each assem-
bly consists of components of the structural system 
that have common characteristics with respect to 
their vulnerability and repair cost. For each assem-
bly j different damage states are designated and a 
fragility function is established for each damage 
state. These functions quantify the probability the 
component has reached or exceeded its kth dam-
age state, conditional on some engineering demand 
parameter which is related to the time-history 
response of the structure (for example, peak tran-
sient drift, peak acceleration, maximum plastic 
hinge rotation, etc.). Damage state 0 is used to 
denote an undamaged condition. A repair cost is 
then assigned to each damage state, which corre-
sponds to the cost needed to repair the component 
back to the undamaged condition. The expected 
losses in the event of the earthquake is then calcu-
lated based on this information. This approach can 
be extended to evaluating the cost of injuries and 
fatalities, or downtime cost.

4 GROUND MOTION MODEL

This life-cycle assessment framework requires devel-
opment of a probabilistic model of the entire ground 
motion time history that will adequately describe the 
uncertainty in future earthquake events. A stochastic 
ground motion modeling methodology is adopted 
for this task. This model is based on modulating a 
stochastic sequence through time-domain and fre-
quency domain models. The parameters of these 
models are correlated to earthquake (type of fault, 
moment magnitude and epicentral distance) and 
site characteristics (shear wave velocity, local site 
conditions) by appropriate predictive relationships. 
Description of the uncertainty for the earthquake 
characteristics and the predictive relationships leads 
then to a complete probabilistic model for future 
ground-motion time-histories. In particular, a point-
source stochastic ground motion model (Boore 
2003) is adopted in this study for this purpose.

5 ILLUSTRATIVE EXAMPLE

The framework was illustrated in an illustrative 
example for a three-storey reinforced- concrete 
office building. The detailed assessment of the 
repair cost, per floor and per damageable assem-
bly, provided a valuable insight into the seismic 
performance and vulnerabilities of the structure. 
With respect to the sensitivity analysis, the seis-
mic hazard characteristics, i.e., the magnitude and 
epicentral distance, were recognized as the most 
important parameters influencing the total repair 
cost, whereas interesting differences were identi-
fied between the sensitivity results with respect to 
the different damageable components.
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A method for probabilistic seismic design of RC structures
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 (1)

where  is the intensity meas-
ure (IM) value that induces a median demand  
equal to the median limit-state capacity , while 
β σD Dβ σβ l  and β σC Cβ σβ l  are the demand and 
capacity dispersions. The above expression holds 
under the assumption that demand and capac-
ity distribute lognormally with median demand 
varying with the IM according to the power law 

, and that the MAF of the IM (hazard) 
approximates as λIM

kk x( )x −
0kk .

Under the assumed validity of the equal-
displacement rule, the response of the structure 
depends only on the elastic properties of its ele-
ments, i.e. the section axial and flexural stiffnesses, 
EA and EI. For RC structures the effect of crack-
ing on flexural stiffness is taken care of by means 
of reduction factors. Cross-section dimensions are 
grouped into a vector d. The gradient of the MAF 
in Eq. (1) with respect to the design variables d1 can 
be expanded as:

∇ = ∂
∂

∂
∂

+ ∂
∂

∂
∂

+ ∂
∂

∂
∂

+ ∂
∂

∂
∂d d d d d∂ ∂ ∂ ∂1

0

0

1 1 1 1∂ ∂ ∂ ∂d dd∂ ∂ ∂ ∂
λ λ λ λ λ∂ ∂ ∂ ∂

k0

k0

k b
b  (2)

The paper presents analytical expressions for the 
terms in (2).

2.2 Search algorithm

The performance constraints that the structure 
must comply with are expressed in terms of λ of  
the limit-state violations for a number of limit-
states of interest, e.g. a serviceability limit-state, 
such as light damage (LD), and a safety-related 
one, such as collapse prevention (CP). For example 
(the limits on the frequencies being arbitrary):

λ λLDλ LD years=λLD
*λλ 1 100  (3)

1 INTRODUCTION

This paper presents a method for performance-
based seismic design of RC structures which is 
based on explicitly probabilistic design constraints 
in terms of mean annual frequencies (MAFs) of 
exceedance of chosen performance-levels/limit-
states. The method, which is an approximate one, 
rests on the validity of two basic results of earth-
quake engineering: the closed-form expression 
for the MAF of exceedance of a limit-state from 
(Cornell et al., 2002) and the well-known, so-called 
(empirical) “equal-displacement” rule. Limits of 
validity of the above results are clearly recognised 
and are inherited by this proposal. The approxima-
tion of the method is explored with reference to a 
15-storey RC plane frame structure.

2 METHODOLOGY

The method iteratively modifies a design solution 
until it satisfies multiple probabilistic constraints, 
i.e. constraints on the MAFs of multiple per-
formance-levels (e.g. light damage, collapse, etc), 
employing the gradients of the MAFs with respect 
to the design variables. By virtue of the assumed 
validity of the “equal-displacement” rule, the itera-
tion process is carried out on a (cracked) elastic 
model of the structure whose deformed shape, as 
obtained from multi-modal response spectrum 
analysis, is taken as a proxy for the true inelastic 
shape. The assumption of elasticity allows explicit 
analytical evaluation of the gradients of the MAFs, 
needed in the search algorithm employed to find 
a design that satisfies the constraints, a fact that 
increases manifold the computational effective-
ness of the procedure. Flexural reinforcement is 
designed only when the iteration process on the 
cross-section dimensions has ended. Shear rein-
forcement is capacity-designed as the last step.

2.1 Gradients of the MAF

The “SAC/FEMA” closed-form expression of the 
mean annual frequency of exceedance λ of  a struc-
tural limit-state reads (Cornell et al., 2002):
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λCPλ CP years≤ =CPλ* 1 2500  (4)

When working with multiple constraints it is 
useful to normalize each of them according to: 

* 1*λ = λ λ/% . This allows to define the govern-
ing constraint at each iteration, as that having the 
largest value of λ% . At the end of the process only 
one of the constraints is satisfied in equality, while 
the remaining ones are satisfied with more or less 
wide margins.

The search for a feasible design solution, i.e. 
the problem of finding a zero for the ( )((% %

,,
λ λ=  

function, is carried out by means of a quasi-
Newton method, transforming it into the problem 
of finding a minimum for 2

g
%λ , where the gradient 

2 .∇ =2
d 0λ  In practice, since the feasible design must 

also satisfy a number of other practical constraints 
related, e.g., to construction (column tapering, 
minimum section dimensions, etc), the problem is 
cast in the form of a constrained optimization:

2min

subject to 0

s⎧ =⎪⎧⎧
⎨
⎪⎪

≤⎪
⎨⎨
⎩⎪⎪

d

c

%λ
 (5)

where the vector c(d) = Ad + b ≤ 0 collects the n 
constraints ci(d) which are formulated to take upon 
positive values whenever the corresponding con-
straint is violated.

2.3 Reinforcement design

Design of  longitudinal reinforcement is carried 
out for a “seismic” combination of  gravity loads 
and a seismic action characterized by a given aver-
age return period, chosen to limit structural dam-
age (yielding) for frequent earthquakes. Design 
of  longitudinal reinforcement is carried out for 
a seismic action with an average return period 
related to the λ*

LD  limit on the light damage 
performance-level.

Capacity design procedure, not strictly required 
for the relative flexural strength of beams and 

columns, since drifts are explicitly limited in the 
method, is a good practice that would certainly 
reduce the uncertainty associated with the drift 
prediction and increase the reliability of the pro-
posed method. Capacity design is clearly employed 
for determining the shear strength of members 
and joints. The distribution of flexural reinforce-
ment along the height is carried out aiming at a 
as uniform as possible ratio of moment demand 
to capacity (see also Figure 1, where this is shown 
with reference to the example application).

3 VALIDATION

The method has been implemented in a Matlab© 
code the employs the built-in optimization func-
tions (in particular the constrained minimization 
algorithms in fmincon) and performs response 
spectrum analysis of linear elastic frames, comput-
ing both response and its sensitivity. Validation 
of the obtained design is carried out by means of 
inelastic time-history analysis within the finite-
element code OpenSees (McKenna and Fenves, 
2001). A meaningful comparison of the risk value 
obtained by means of linear analysis at the end of 
the design iteration process with the “exact” value 
must take into account the inter-analyst dispersion 
of “exact” values computed by different analysts 
employing different sets of records. To obtain an 
estimate of the distribution of “exact” risk values 
the bootstrap (Efron and Tibshirani, 1993) tech-
nique has been used.

4 CONCLUSIONS

As far as it is allowed by the limited validation that 
has been carried out, it is feasible to design in an 
explicitly probabilistic manner a RC frame struc-
ture on the basis of two basic approximations: the 
so-called “Cornell” closed-form for seismic risk 
and the well-known “equal-displacement” rule. 
This latter rule appears to maintain its approxi-
mate validity also for MDOF structures, on the 
condition that the reinforcement design is carried 
out to provide the structure with a “uniform” dis-
tribution of the actual to required strength ratio, 
in order to maintain similarity of the deformation 
pattern between the elastic and inelastic response 
regimes.

Current efforts are focusing on relaxing the reli-
ance on the equal displacement rule, introducing an 
intermediate single-step iteration on stiffnesses to 
account for the influence of the designed strength 
(reinforcement) on the cracked stiffness, as well as 
of axial force.

Figure 1. Geometry and reinforcement of the fifteen-
storeys RC plane frame.
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ABSTRACT: The performance of composite 
floor steel trusses in fires is a function of the steel 
temperatures within the trusses. For any given 
specified fire and composite system design, the 
temperatures depend on three factors that vary 
randomly with position: (1) the thermal behavior 
of the concrete slab, (2) the thermal behavior of 
the spray applied fire resistive material (SFRM), 
and (3) the thickness of the SFRM spray. Mod-
els of the dependence of steel truss temperatures 
on these three factors are needed to predict the 
temperatures within the truss and, therefore, the 
performance of the trusses corresponding to those 
temperatures. To develop the models it is necessary 
to make use of the measured temperature data. 
Such measurements were obtained in four Standard 
Fire Tests (2 full scale and 2 half  scale) conducted 
at the Underwriters Laboratories fire testing facil-
ity using two furnaces. The furnaces were heated 
by 80 individual floor mounted burners following 
the American Society for Testing and Materials 
(ASTM) E119 standard time-temperature curve, 
and furnace temperatures were monitored at 24 
locations in the larger furnace and 16 locations in 
the smaller furnace. Time-temperature data were 
collected at specific locations along the truss near 
the top chord, at mid height of the web, and at the 
bottom chord.

A first step in the development of statistical 
models for the three factors mentioned earlier is 

an approximate analysis of the dependence of the 
influence of thermal mass of the concrete slab on 
the temperatures recorded at a particular location 
on the steel truss. The analysis indicates that this 
influence is small at the level of the lower truss 
chord. Therefore, the variability of the tempera-
tures at that level can be assumed approximated as 
due only to the joint effect of the variability of the 
SFRM properties and thickness. Once the effect 
of the thermal mass of the slab is understood on 
the basis of measurements obtained on the lower 
chord, it is possible to estimate the influence of 
the thermal mass of the slab on recorded steel 
temperatures by analyzing data measured close 
to the slab and at mid-truss level. This estimation 
requires the subtraction of the effect of the vari-
ability of the spray properties and thickness from 
the total observed variability.

In the present study, experimentally recorded 
temperature data collected during the fire resistance 
tests are analyzed to understand the influence of 
the concrete slab and the spray applied fire resistive 
material (SFRM) on the temperature profile in 
the steel truss. It was shown that the effect of the 
SFRM thickness on steel temperatures was more 
pronounced at the lower chord than it was at the 
level of the mid web. The conclusions of this work 
help to clarify the correlation of the variability in 
temperature data with the thermal mass of the 
concrete.
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2  CONVENTIONAL PROBABILISTIC 
MODELS

The following conventional models of basic 
variables are intended to be used as prior theoretical 
models that could be accepted for general reliabil-
ity studies and calibration procedures in connec-
tion with foreseen revisions of codes for structural 
design. The models may also be applied as prior 
models in the framework of Bayesian updating.

The theoretical models may be used in time-
invariant reliability analyses of simple structural 
members. In addition, parameters describing time-
variant properties of selected actions are provided 
for time-variant reliability analyses.

Table 1 includes the three fundamental categories 
of basic variables (actions, material strengths and 
geometric data) supplemented by the uncertainty 
factors for action effects and structural resistance. 
The data indicated in Table 1 represent conventional 

1 INTRODUCTION

Probabilistic models of basic variables used in 
various studies of structural reliability are signifi-
cantly different. Obviously, the reliability studies 
may then lead to dissimilar results and undesirable 
discrepancies in recommendations concerning par-
tial safety factors, combination factors and other 
reliability elements.

The present paper aims to summarize and pro-
pose conventional probabilistic models in order 
to enable an efficient comparison of  reliability 
studies of  various structural members made of 
different materials (steel, concrete, composite). 
Proposed models represent average values of 
action and material properties, common struc-
tural conditions and normal quality control. As an 
example reliability a generic steel member is ana-
lysed considering the recommended probabilistic 
models.

Table 1. Conventional models of basic variables.

Name Sym. X Dist. Mean μX St.dev. σX Prob. FX(xk)

Permanent action G N gk 0.03−0.10μX 0.5
Imposed load (5y.) Q Gum 0.2qk 1.1μX 0.995
Imposed l. (50 y.) Q Gum 0.6qk 0.35μX 0.953
Wind (1 y.) W Gum 0.3wk 0.5μX 0.999
Wind (50 y.) W Gum 0.7wk 0.35μX 0.890
Snow (1 y.) S Gum 0.35sk 0.70μX 0.998
Snow (50 y.) S Gum 1.1sk 0.30μX 0.437

Yield strength steel fy LN fyk + 2σX 0.07−0.10μX 0.02
Ultim. streng. steel fu LN κ μfy

* 0.05μX −
Concrete strength fc LN fck + 2σX 0.10−0.18μX 0.02
Yield streng. reinf. fy LN fyk + 2σX 30 MPa 0.02

IPE profiles A, W, I N 0.99xnom 0.01−0.04μX 0.73
L-sections, rods A, W, I N 1.02xnom 0.01−0.02μX 0.16
Cross-section b, h N bk, hk 0.005−0.01 m 0.5
Cover of reinforce. a BET ak 0.005−0.015 m 0.5
Additional eccentr. e N 0 0.003−0.01 m −

Model unc. load θE LN 1 0.05−0.10 −
Model unc. resist. θR LN 1−1.25 0.05−0.20 −

* the coefficient κ can be considered as follows—κ = 1.5 for structural carbon steel; κ = 1.4 for low 
alloy steel; and κ = 1.1 for quenched and tempered steel, JCSS (2006).
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models only, which may not be adequate in specific 
cases (e.g. wind actions on high-rise buildings).

3 NUMERICAL EXAMPLE

As an example reliability of the generic steel mem-
ber exposed to snow and wind loads is analysed 
using the proposed conventional models. The steel 
member is designed according to relationship 
(6.10) given in EN 1990 (2002). The load ratio χ of  
the total characteristic variable load effect to the 
total characteristic load effect is considered. The 
variable load ratio is defined as the characteris-
tic wind action over the characteristic snow load 
k = wk/sk. Failure probability is estimated consider-
ing the reference period of 50 years. Combination 
of the time-variant loads is approximated by the 
rule proposed by Turkstra (1970).

The results of the reliability analysis given in 
terms of the reliability index β, EN 1990 (2002), 
are shown in Figure 1. The reliability index is plot-
ted as a function of the load ratio for three values 
of the variable load ratio—k = 0.01 (snow load 
only), k = 0.5 (dominant snow load) and k = 0.99 
(the snow and wind loads of similar effects). Target 
value of the reliability index βt = 3.8 recommended 
in EN 1990 (2002) for the ultimate limit states of 
buildings designed for a 50-year working life is also 
indicated in Figure 1. It follows that the reliability 
index significantly varies with the load ratio and 
decreases below the target level with an increasing 
load ratio. The predicted reliability level is lower 
for a single snow load as compared with the com-
binations of the actions.

4 CONCLUDING REMARKS

The proposed conventional models of basic vari-
ables, intended primarily for comparative studies, 

are indicative and should be applied in normal 
conditions only. In the reliability analysis of a 
particular structure probabilistic models should 
be specified taking into account actual loading, 
structural conditions, and relevant experimental 
data. When considering the proposed models, the 
following remarks should be taken into account:

1. Actual variability of self-weight and other per-
manent loads may vary in the broad range from 
0.03 up to 0.10; as a first approximation the per-
manent load may be described by the normal 
distribution having the mean μG = gk and coef-
ficient of variation VG = 0.1.

2. 50-year maxima of the sustained imposed load 
may be described by the Gumbel distribution 
having the indicative mean μp,50 = 0.6qk and 
coefficient of variation VQ50 = 0.35 (for an office 
area of a middle size and middle level of action 
variability).

3. 50-year maxima of a wind action may be 
described by the Gumbel distribution having 
the indicative mean μW50 = 0.7wk and coefficient 
of variation VW50 = 0.35.

4. 50-year maxima of a snow load may be 
described by the Gumbel distribution having 
the indicative mean μS50 = 1.1sk and coefficient 
of variation VS50 = 0.3.

5. The probabilistic models for material properties 
and geometric data indicated in Table 1 corre-
spond to a normal quality control.

6. Input data for a reliability analysis should always 
be carefully specified with respect to actual con-
ditions of a structure.
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− Derivation of partial factors of basic variables,
− Applicability in case of non-stationary conditions.

3 NUMERICAL EXAMPLE

3.1 Basis of analysis

The approaches are applied in probabilistic relia-
bility analysis of representative steel portal frames 
designed according to Eurocodes. Intermittent 
snow load and always present wind action are con-
sidered. Models for the climatic loads and material 
properties are based on meteorological data for six 
locations in Germany and data collected from pro-
ducers of rolled profiles, respectively.

3.2 Reliability analysis

Reliability index β obtained by the probabilis-
tic analysis for the six locations is indicated in 
Figure 1. Two basic cases are distinguished:

1. Snow and wind loads are of comparable 
effects (particularly for Bremen, but also for 
Münster and Aachen): Turkstra’s rule rather 
overestimates reliability level. However, the 
differences between Turkstra’s rule and FBC 
models are small (up to 0.3 in terms of β ). The 
upper bound for intermittent renewal processes 
is in some cases rather conservative (reliability 
index lower by about 0.1–0.4 compared to FBC 
models).

2. Snow is dominant (particularly for Braunlage): 
differences among the approaches are small 
since load combination aspects are insigni-
ficant.

Reliability index as a function of the load ratio 
χ (characteristic variable over characteristic total 
load effect) is shown in Figure 2 for Berlin.

It follows from Figure 2 that the difference 
between Turkstra’s rule and FBC models is insig-
nificant, for the whole range of the load ratio up 
to 0.1. For χ < 0.4 the upper bound becomes overly 
conservative (difference up to 0.8).

1 INTRODUCTION

1.1 Motivation

Civil engineering structures are, as a rule, exposed 
to combinations of time-variant loads. Selection 
of an appropriate model for the load combination 
is one of the key issues of probabilistic calibrations 
of reliability elements in codes.

Models for load combinations are often based 
on the rule proposed by Turkstra (1970). Another 
widely used model is based on rectangular wave 
renewal processes with fixed durations of load 
pulses proposed by Ferry Borges & Castanheta 
(1971)—“FBC models”.

Alternatively random load fluctuations in time 
can often be described by rectangular wave renewal 
processes with random durations between renewals 
and random durations of load pulses. Such proc-
esses seem to be applicable for a wide range of 
loads on structures. In reliability analyses an upper 
bound on the failure probability is mostly used.

The paper is aimed at comparison of these 
techniques.

1.2 Basic assumptions

Basic variables used in the analysis include:

− Time-invariant resistance and geometry variables, 
permanent actions and model uncertainties,

− Time-variant actions Qi(t) such as climatic 
actions, imposed loads etc., that can be described 
by stationary, ergodic and regular processes.

2 GENERAL COMPARISON

General comparison of the considered approaches 
is provided focusing on differences among the 
approaches with respect to:

− Applicability of standard reliability methods 
available in commercial software products,

− Accuracy of the techniques for different combi-
nations of intermittent and sustained loads,
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Partial factors of basic variables are then derived 
using the three approaches. It appears that for the 
time-invariant variables, Turkstra’s rule and FBC 
models lead to nearly same partial factors while 
somewhat higher values are obtained for intermit-
tent renewal processes. Different partial factors are 
estimated for time-variant loads; however, influ-
ence on design is insignificant.

4 CONCLUSIONS

Selection of an appropriate model for the load 
combination may be one of the key issues of 

probabilistic calibrations. Comparison of the 
considered approaches indicates that:

1. Turkstra’s rule:
− Reliability can be assessed by any method for 

the time-invariant analysis.
− The rule may lead to overestimation of an 

actual reliability, but the error is insignificant.
− Estimation of partial factors is straight-

forward.
2. FBC models:

− Analysis is usually based on the Rackwitz-
Fiessler algorithm that may not be available in 
software products.

− The exact solution is found if  time-variant 
loads are well described by FBC models.

− Estimation of partial factors may be compli-
cated.

3. Intermittent renewal processes:
− An upper bound on failure probability can be 

evaluated by any system reliability method; 
however, it is not available in software 
products.

− Estimation of partial factors is straightfor-
ward if  a dominant load case is identified.

Numerical example reveals that:

− Differences between Turkstra’s rule and FBC 
models are insignificant,

− When time-invariant variables are dominant, 
the upper bound becomes conservative.

− Turkstra’s rule rather overestimates significance 
of the leading action while intermittent renewal 
processes overestimate significance of time-
invariant variables when time-invariant variables 
are dominant.

For common calibration studies, Turkstra’s rule 
is recommended. Results can be verified by the 
analysis based on FBC models.
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the principles of these methods the basic variables 
are considered as random variables with appropri-
ate distributions. It is verified that a limit state of a 
member is exceeded with a probability lower than 
the target value pt

P(g(X) < 0) < pt (1)

where g(X) denotes the limit state function, for 
which the inequality g(X) < 0 indicates that the 
limit state is exceeded. The condition (1) may be 
replaced by the inequality β > βt, where β denotes 
the reliability index. EN 1990 (2002) recommends 
the target probability pt = 7,24 × 10–5 correspond-
ing to the reliability index βt = 3,8 for 50 year design 
working life.

The limit state function of the reinforced con-
crete beam is based on equation (2) given as

g(X) = KR (As fs (h − a − 0,5 As fy /(b αc fc))) − 
 −KE (G+ Q + W) (2)

and in the case of short column the limit state 
function is based on equation (3)

g(X) = KR (As fy + 0,8 Ac fc) − KE (G + Q + W) (3)

The limit state functions (2) and (3) include 
coefficients of model uncertainty KR and KE, which 
take into account model uncertainty of resistance 
and action effects.

Probabilistic models of the basic variables are 
given in tables in full conference paper, based on 
materials of JCSS (2001) and previous research of 
the Klokner Institute (KI CTU).

Selected results of the reliability analysis of the 
beam are illustrated in Figures 1 to 3.

An effect of alternative load combination rules 
A to D of a beam is illustrated in Figure 1 for basic 
production quality.

Obviously the combination B leads to a better 
balanced reliability than the combination rule A. 
Combination B and newly proposed combination 
D are practically equivalent.

Combination C with parameters NDPs selected in 
some CEN countries where the value of partial factor 
for permanent load is γG = 1, 2 in exp. (6.10a,mod.) and 

ABSTRACT: The Eurocodes are currently 
applied as exclusive standards for the design of 
structures in several CEN Member States includ-
ing the Czech Republic. National choice of the 
Nationally Determined Parameters (NDPs) is 
specified in the National Annexes. Presently avail-
able information indicates that most European 
countries have accepted the values of partial fac-
tors and other reliability elements recommended in 
EN 1990 (2002) for the basis of structural design. 
About half  of the countries accepted the expres-
sion A (6.10) for combinations of actions for veri-
fication of ultimate limit states (ULS of type STR) 
and others twin expressions B (6.10a,b). Both 
alternatives (6.10) or (6.10a,b) are also allowed 
to be applied in some countries including the 
Czech Republic. In few countries modified twin 
expressions C (6.10a,b) are used where in the first 
expression permanent actions are considered only. 
Moreover, alternative D is considered here where 
the partial factor of variable actions γQ = 1 + χ 
depends on the ratio χ between characteristic vari-
able actions to total actions. This rule was partly 
applied for imposed loads in the Czech original 
standards for basis of structural design.

Some countries which preferred the twin expres-
sions (6.10a,b) decided to increase the value of 
reduction factor ξ for non dominant permanent 
actions from the recommended value 0,85 up to 
0,93 diminishing the difference in application of 
both alternative load combinations. Therefore, 
the reliability of structures designed according to 
the nationally implemented Eurocodes may differ 
from country to country what is allowed by EC as 
a matter of their national safety.

Combined effects of reliability differentiation 
provided in EN 1990 (2002) and reduced material 
factors recommended in EN 1992-1-1 (2004) are 
also analysed. Nationally selected parameters of 
some CEN Member States are taken into account. 
A reinforced concrete beam and a column exposed 
to permanent and two variable loads designed 
according to recommendations of Eurocodes are 
analyzed using probabilistic methods of structural 
reliability.

EN 1990 (2002) allows a design directly based 
on the probabilistic methods. In accordance with 
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γG = 1,0 in exp. (6.10b), for variable loads γQ = 1, 5, for 
concrete γc = 1, 45 and for reinforcement γs = 1, 2 leads 
to a rather low reliability level of the beam. It should 
be noted here that the target reliability accepted by 
these countries for the reliability class RC2 has been 
reduced and the reliability index βt = 3, 3 is consid-
ered only for structures in class RC2.
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Figure 1. Variation of the reliability index β of  the 
beam with the load ratio χ (ρ = 1%), for the basic produc-
tion quality and load combinations A to D.
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Figure 2. Variation of the reliability index β of  the 
beam with the load ratio χ for the basic production qual-
ity and load combinations A and B (for ξ = 0,85, 0,89 
and 0,925).
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Figure 3. Variation of the reliability index β of  the 
beam with the load ratio χ (ρ = 1%), for the increased 
production quality and load combinations A, B and D.

Figure 2 shows the significance of national 
decision concerning the value of reduction factor 
ξ in alternative B, exp. (6.10b), on the reliability of 
the beam which is approaching the alternative A.

Variation of the reliability index β of  the beam 
with the load ratio χ (ρ = 1%), increased produc-
tion quality and load combinations A, B and D is 
shown in Figure 3.

Alternative rules for load combinations provided 
in EN 1990 (2002) may lead to considerably differ-
ent reliability levels of designed structures. The most 
uniform distribution of reliability level is provided 
by the combination rule B (6.10a,b) or proposed 
combination rule D. The national selection of rule C 
leads to significantly low structural reliability level.

Alternative rules for load combinations pro-
vided in EN 1990 (2002) may lead to considerably 
different reliability levels of designed structures. 
The most uniform distribution of reliability level is 
provided by the combination rule B (twin expres-
sion (6.10a,b)), or proposed combination rule D. 
The national selection of combination rule C lead 
to a significantly low structural reliability level.

Reliability level of the beam designed with 
reduced partial factors recommended in EN 1992-
1-1 (2004) for increased production quality appears 
to be lower for prevailing variable loads.

Reliability of reinforced concrete members 
depend on reinforcement ratio (the reliability of a 
beam increases with increasing reinforcement ratio 
while of a column decreases). The partial factors 
should be, therefore, adequately differentiated.

The load combinations and partial factors given 
in the present generation of Eurocodes should be 
further harmonised on the basis of calibration 
studies and analyses of nationally selected NDPs.
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a lower reliability index for designed steel tension 
members rather than steel or concrete girders.

To develop resistance models for steel tension 
members both yielding and fracture failures are 
considered. Applied models in current study include 
discretization factor, d, in addition to material, M, 
geometry, G, and professional, P, factors:

R = GMPd (1)

Table 2 illustrates latest suggested resistance 
parameters for steel tension members in yielding 
and fracture. Statistical parameters are based on 
collected data from thousands of tested steel prod-
ucts, made by major suppliers in North-America 
during 1999 and 2000.

According to AASHTO LRFD Bridge Design 
Code, the factored resistance, Pr shall be taken as 
the smallest value of the yield and fracture resist-
ance of the section:

Pr = ϕyFyAg (2-a)

Pr = ϕuFuAnU (2-b)

where Fy and Fu are the yield and fracture strength 
of steel, Ag and An are the gross and net cross sec-
tional area of the member, and U is the reduction 
factor due to the shear lag effect in connections. 
Resistance factors, ϕy and ϕu, insure a safer design 
by considering uncertainty of the predicted yield 
and fracture resistance of steel members.

ABSTRACT: Providing a reasonable balance 
between cost and safety of structures has always 
been the major concern in developing design codes 
and specifications. A more conservative design will 
enhance the structural safety along with increasing 
cost of the construction. Evidently, re-calibration 
of existing design criteria, even those with reliabil-
ity analysis backbone is unavoidable due to numer-
ous technical improvements and change in cost 
factors. In fact, the latest dependable experimental 
data for both load and resistant parameters should 
be considered for any re-evaluation of current 
design criteria. However, simplification of design 
equations offers more conservative criteria in most 
cases.

The objective of this study is re-calibrating 
steel tension members design criteria in AASHTO 
LRFD bridge design code based on the latest 
applicable load and resistance models.

Most predominant applying loads on high-
way bridges; dead load and live load (including 
dynamic effect) have been considered as random 
variables due to the uncertainty in the actual 
amount of each applied load. Table 1 shows uti-
lized load models with their distribution functions 
and related random parameters based on the latest 
existing statistical data.

According to cumulative distribution functions 
for recorded vehicular dynamic load allowance, 
IM, for through trusses, deck trusses, and rigid 
steel frames, the average Coefficient of Variation 
(COV) is considerably larger than calculated COV 
for steel or concrete girders (V = 1.25 vs. V = 0.71 
for steel girders and V = 0.56 for P/C AASHTO 
concrete girders). This high ratio of COV leads to 

Table 1. Load components random parameters.

Distribution
function

DC DW LL IM

normal normal lognormal lognormal

Bias factor 1.04 1.40 1.30 0.52
Coef. of var. 0.09 0.25 0.12 1.125

Table 2. Resistance statistical parameters.

Steel section

Yielding* Fracture*

λR VR λR VR

WWF 1.18 0.070 1.28 0.077
Rolled W 1.09 0.081 1.19 0.080
HSS (class C) 1.36 0.103 1.20 0.088
HSS (class H) 1.32 0.094 1.24 0.084

* For tested steel equivalent to M270/A702 Grade 50 
(Fy = 50 ksi, Fu = 65 ksi).
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To evaluate reliability of current AASHTO 
criteria, Monte-Carlo simulation technique has 
been employed in this study.

For yielding mode, where the failure is specify-
ing a ductile behavior, a minimum reliability index 
equal to 3.0 has been chosen. However, higher 
target reliability should be taken for fracture 
mode due to undesired brittle failure. Consider-
ing target reliability index equal to 4.5, maintains 
the probability of fracture failure, securely low 
enough.

Figure 1 shows the reliability curves for yield-
ing of Rolled W sections (with minimum β values) 
in current AASHTO code. In presented diagrams, 
horizontal axis shows the dead load to total load 
ratios, and vertical axis declares the calculated reli-
ability index, β, for a specific section and differ-
ent load modification factors, η. It was observed 
that steel sections with lower bias factor or higher 
coefficient of variation experience lower reliability 
indices. Based on analysis results, it is concluded 
that using current ϕy = 0.95 is relatively conserva-
tive (minimum reliability indices in practical dead 
to live load ratios with η = 1.0 is around 3.5).

Similarly, Figure 2 demonstrates calculated reli-
ability indices for Rolled W sections considering 
variation of load ratios and load modification fac-
tor, η. As it can be seen, effective minimum reli-
ability index for sections is significantly less than 
target reliability index βT = 4.5.

To increase existing reliability of fracture 
design equation, increasing nominal percentage of 
dynamic load allowance is examined up to 75%. 
Figure 3 shows new reliability curves for Rolled W 
sections with minimum values among all sections. 
This correction has modified reliability indices to a 
minimum reliability equal to 4.3 for shorter spans 
and about 5.3 for longer spans.

In conclusion, results of executed reliability 
analysis on current yield and fracture design 

Figure 1. Reliability analysis results for yielding 
equation using current AASHTO criteria: Rolled W.

Figure 2. Average reliability indices for all four sections 
designed for fracture for corrected IM percentage 
(IM = 75%).

Figure 3. Reliability analysis results for fracture 
equation using current AASHTO criteria: Rolled W.

equations, validate a conservative design for 
yielding mode, while declare an unsafe perform-
ance of mentioned elements for fracture situa-
tion. Thus, by suggesting 75% nominal vehicular 
dynamic load allowance, instead of conventional 
33% nominal value, the reliability indices are 
pushed up to β = 4.3. Also a new resistance factor 
for yielding of the gross section, ϕy = 1.00, has been 
evaluated and suggested for design purposes.
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Equation (3); and characteristic values (Xk) for a 
given target level of reliability βT can be expressed 
as the function f{GSF; χ}.

χ
μ

μ μ

χ
χ

χ

meanχ Qμ

G Qμ μμ

kχ Q

G mχχ ean Q meanχ meanχ
kQ

k kG

=
+

=
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=
+

=

μRR

μ μG Q+
χk

χm

;

 (3)

where μX represents the mean value of the basic 
variable X and kX = Xk/μX.

2.2 Basic case for South African practice

The probability models for basic variables used in 
calibrating SANS 10160-1989 are given in Table 1 
(Kemp et al., 1987). These basic variables are used 
for the first assessment of revised procedures ref-
erenced to EN 1990. The target reliability βT = 3 
applies to South Africa (Milford 1988).

2.3 Design verification functions

The general expression for design verification 
related to Equation (1) is given in Equation (4), with 
the basic expression for γR given by Equation (5).

1 INTRODUCTION

The development and implementation of Eurocode 
EN 1990 as head standard for a unified approach 
in structural design and as basis for harmonisation 
of European practice represent the most recent 
demonstration of the utility of the principles of 
structural reliability.

The merit of accepting Eurocode as reference for 
the next generation of South African standards for 
structural design is generally accepted locally. Due 
to wide differences in construction, environmental 
and institutional conditions, such implementation 
of Eurocode requirements and procedures into 
South African standards is not a straightforward 
process. The only rational manner in which stand-
ards from elsewhere could be adopted, adapted 
and calibrated for a specific set of conditions is 
to base the process on the principles of structural 
reliability.

Various initiatives are in progress or have 
recently been completed in applying selected stand-
ards and parts of Eurocode as adopted or adapted 
South African standards. The paper describes the 
way in which calibration procedures are used to 
assess action combinations schemes and associ-
ated partial factors, and for structural resistance 
procedures with special reference to geotechnical 
design (Dithinde 2007), concrete and water retain-
ing structures (Holický et al., 2090 & 2010).

2 FUNDAMENTAL RELIABILITY MODEL

2.1 Representation of reliability requirement

The reliability performance function g(X) of the 
limit state is expressed as a function of the basic 
variables of resistance (R); permanent actions (G) 
and variable actions (Q) as follows:

g R( )X ( )G Q= R =)Q 0 (1)

FORM solutions of Equation (1) in terms 
of χ given in Equation (2) versus GSF given in 

Table 1. Representative basic variables for South 
African conditions.

Variable X Distribution
μX/Xk 
(1/ kX) VX pk(%)

Permanent 
load G

Normal 1.05 0.10 68

Office floor Q Gumbel 0.96 0.25 36
Resistance 
[5% characteristic]

Lognormal [1.28] 0.15 [5]
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R G Qk RR G kG Q kQQ/ ( )γR G(R γ Q+GkG ≥ 0 (4)

γ βR Rγ αγ βT R REXPX VR( .βRα βT Rβ Vα βRα T Rββ −RVα βRα T Rββ )6. 4  (5)

where αR = 0.8 is the sensitivity factor for 
resistance.

The design function can then be compared to 
the reliability requirement for SABS 0160-1989, 
shown in Figure 1 and SANS 10160-1:2010 shown 
in Figure 2. In addition to γR = 1.12 from 
Equation (5), the effect of  adjusting γR by a factor 
of  1.05 is also shown.

3 CONCLUSIONS

The general methodology presented here is to 
separately determine the reliability requirement for 

structural performance and the design verification 
procedure. Such comparison provides a clear over-
all view of the efficiency of the design verification 
functions. The influence of the various partial fac-
tors can conveniently be inspected by the calibra-
tion procedure presented here.

Matching the advanced, comprehensive set of 
Eurocodes to the specific South African needs 
and conditions require careful assessment. The 
set of calibration exercises presented in this paper 
confirms the utility of using structural reliability 
as the basis for such transference, adoption or 
adaptation.

The more explicitly the design procedures are 
based on the principles of reliability, the easier it 
is to perform (re)calibration. Assessment of the 
procedures from EN 1990 was relatively straight-
forward. For EN 1992-1-1 it is more problematic, 
since the reliability based applications are imbed-
ded in the procedures. For EN 1997 principles of 
reliability are not implemented explicitly at all, 
which is a complication in transferring standard-
ised procedures.

Structural reliability not only provides a proper 
basis for the development of standards for struc-
tural design, but also enhances the degree of har-
monisation and consistency that can be achieved, 
whilst allowing for calibration to very specific 
conditions of safety levels, the local economy and 
environmental conditions.
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Figure 1. Comparison of SABS 0160-1989 design func-
tion to reliability requirement for office floor load and 
βT = 3.
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Figure 2. Comparison of SANS 10160-1:2010 design 
function to reliability requirement for office floor load 
and βT = 3.
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2  USING ENHANCED MONTE CARLO 
TO OPTIMIZE A DESIGN PARAMETER

A general situation, typical in the context of 
calibration of design specifications, consists of 
having the safety margin controlled by a design 
check function c(x1c, x2c, …, xnc, α) involving char-
acteristic values xic of  each basic variable Xi, and 
where α acts as a design factor which “controls” 
the reliability of the structure or component. 
Admissible designs are such that c(α) ≥ 0. Minimal 
acceptable designs are marked by c(α) = 0, an 
assumption which is made throughout this paper. 
Often the design check function c is selected to 
be the same mathematical function as G but this 
is not required—all that matters is that the result-
ing safety margin M(α) = G(X1, …, Xn | c(x1c, …, 
xnc, α) = 0) is monotonic with respect to α in its 
approach to the target αT. Hence the objective is to 
determine αT as follows:

αT: Prob(G(X1, …, Xn | c(x1c, …, xnc, 
 α) = 0) ≤ 0 = pfT (3)

Typically now pfT is a very small target probabil-
ity and hence the behavior of pf as a function of α 
is similar to a deep tail estimation problem so that 
it is reasonable to assume that:

( ) ( )exp{ ( ) }
T

c
fp q( )f a(

α αT

) (q)
→

−)exp{(q  (4)

where q(α) is slowly varying compared to the 
exponential expression. This function is used for 
optimized fitting and prediction of αT.

3  EXAMPLE: COMPONENT LOAD 
FACTOR CALIBRATION

The example in the following two sections all have 
simple explicit limit state functions in terms of the 

1 INTRODUCTION

A new Monte Carlo (MC) based method for 
estimating system reliability was recently developed 
by Naess et al. (2009). The aim of this method is to 
reduce computational cost while maintaining the 
advantages of crude MC simulation, specifically, 
its ease in dealing with complex systems. The key 
idea is to exploit the regularity of tail probabili-
ties to enable an approximate prediction of far tail 
failure probabilities based on small Monte-Carlo 
sample results obtained for much more moderate 
levels of reliability.

The fundamentals of the Naess et al. 
(2009) method are as follows. A safety margin 
M = G(X1, …, Xn) expressed in terms of n basic vari-
ables, is extended to a parameterized class of safety 
margins using a scaling parameter λ (0 ≤ λ ≤ 1):

M(λ) = M − (1 − λ)E(M) (1)

The failure probability is then assumed to 
behave as follows:

p q af
c( ) ( ( ) ) ( ) p{ ( )b }λ λ) ( (M ) λ λa)exp{ (

λ
)λ(M ) ≈ q

→1
 

 
(2)

where the function q(λ) is slowly varying compared 
with the exponential function exp{−a(λ – b)c}. 
Clearly, the target failure probability pf = pf (1) 
can be obtained from values of pf (λ) for λ < 1. It 
easier to estimate the failure probabilities pf (λ) for 
λ < 1 accurately than the target value itself, since 
they are larger and hence require less simulations. 
Fitting the parametric form (2) for pf (λ) to the 
estimated values would then allow us to provide an 
estimate of the target value by extrapolation. The 
viability of this approach is demonstrated by both 
analytical and numerical examples in Naess et al. 
(2009) and Naess et al. (2010).
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basic random variables. The computational issue 
is therefore minor and no effort has been made 
to investigate the possibility of implementing 
more effective sampling strategies. If the proposed 
method were to be used in combination with com-
putationally demanding procedures involving e.g. 
a FE method for calculating the sample, it would be 
necessary in general to use more effective sampling 
strategies than the brute force procedure used here.

In this first example, the 10-bar truss structure 
shown in Figure 1 is studied. An enhanced Monte-
Carlo reliability analysis of this truss is given in 
Naess et al. (2009). Here a load factor for a trans-
versal load P is calibrated in order to achieve a 
target reliability of (1 ⋅ 10–6) with respect to the 
horizontal sway of the truss. The ten truss mem-
bers are cut from three different aluminum rods 
with cross-sectional areas A1, A2 and A3, as shown 
in Figure 1.

The structure is subjected to external loads P as 
shown in Figure 1. The horizontal displacement D 
at the upper right hand corner of the truss struc-
ture can be written as:
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where DT = 4 A2
2(8 A1

2 + A3
2) + 4√2 A1A2A3(3A1 

+ 4A2) + A1A3
2(A1 + 6A2) and E is Young’s mod-

ulus. The random variable B accounts for model 
uncertainties. It is assumed that A1, A2, A3, B, P, 
E are independent basic random variables. Their 
properties are summarized in Table 1. Also shown 

are the characteristic values used in the design 
check Equation (7).

The safety margin

M(α) = d0 – D(A1, A2, A3, B, E, P(α)) (6)

and the design check constraint is

c(α) = d0 – D(A1c, A2c, A3c, Bc, Ec, αPc(α)) (7)

where α represents the transversal load factor.
Figures 2 show the optimized fitted parametric 

curve to the empirical data in a log plot for sam-
ple size 105. Applying the proposed procedure with 
a sample of size 105 gives the estimated value of 
αT = 1.47 with a 95% confidence interval (1.46, 
1.48). CPU time 40 seconds on a standard laptop 
computer.

A crude Monte Carlo simulation using 3 ⋅ 109 
samples verifies that αT = 1.46 for pfT = 10–6 to within 
2.5% at 95% confidence. This requires a computa-
tion time of about 24h on a laptop computer.

REFERENCES

Naess, A., Leira, B.J. & Batsevych, O. 2009. System 
reliability analysis by enhanced Monte Carlo simula-
tion. Structural Safety, 31: 349–355.

Naess, A., Leira, B.J. & Batsevych, O. 2010. Efficient 
Reliability Analysis of Structural Systems with a high 
Number of Limit States”, Proc. 29th International 
Conference on Ocean, Offshore and Arctic Engineer-
ing, Paper no. OMAE2010-21179, Shanghai, China, 
2010.

P

P

L

L

L

A2

A3

A3

A3

A3

A2

A1

A1

Figure 1. Ten-bar truss structure.

Table 1. Basic variables.

Mean value COV
Probability 
distribution

Characteristic 
value in (21)

A1 1.0⋅10–2 m2 0.05 Normal 1% quantile
A2 1.5⋅10–3 m2 0.05 Normal 1% quantile
A3 6.0⋅10–3 m2 0.05 Normal 1% quantile
B 1.0 0.10 Normal Mean
E 6.9⋅104 MPa 0.05 Lognormal 1% quantile
P based on (21) 0.10 Gumbel 95% quantile
d0 0.1 m – – –
L 9.0 m – – –
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Figure 2. Sample size 105—weighted regression.
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(2010a,b), that the combination load distribution 
crosses the crossing point of the partial load dis-
tributions. Therefore the combination distribu-
tion based on the convolution equation must have 
alteration called here normalization. It means 
that the deviation obtained from the convolution 
equation is changed so that the combination dis-
tribution crosses the crossing point of the partial 
distributions.

3 QUANTILE SUM METHOD

As the Monte Carlo method is used to combine 
dependent loads, one seed number is given to all 
loads, i.e. the combination distribution is obtained 
by adding up the partial distributions by quantiles. 
It stipulates us to convert this idea to an analytic 
form. The load G and Q are combined by adding 
up the quantile values of the partial loads.

4  MATERIAL FACTORS OF THE 
EUROCODE

This example deals with the material safety factors 
γM at a base case of the eurocode: The material 
safety factors γM are presented in Figure 1 as a 

1 INTRODUCTION

The current calculation of structural reliability 
is undetermined. The calculation is based on 
independent combination EN 1990 (2002), 
Gulvanessian et al. (2002), Ranta-Maunus et al. 
(2001), but loads are sometimes combined without 
a combination factor i.e. dependently. The author 
has explained earlier, Poutanen (2010a,b), that the 
loads are dependent.

This paper set out two methods: a normalized 
convolution equation method and a quantile sum 
method of calculating the safety factors depend-
ently. As a comparison, a convolution equation 
method is presented to calculate the safety factors 
independently. The present independent calcula-
tion is unsafe, i.e. the design reliability is less than 
the target reliability, and the partial safety factors 
are too small.

Usually the safety factors are calculated indi-
rectly through a reliability index β. It is not needed in 
the calculation explained here and therefore the 
conceptual error of the reliability index is avoided.

The eurocode is used here as a model code and 
the basic assumptions are selected equal to this 
code except for the independent loads.

1.1 Setting the basic parameters

The basic distribution parameters μG, σG; μQ, σQ; 
μM, σM are obtained from the actual distribution 
functions, the coefficients of variation and the 
design point. The parameters of the failure state 
are obtained by multiplying or dividing these dis-
tributions with the safety factors.

2 CONVOLUTION METHOD

The convolution equation is the basic equation 
to combine distributions. It is needed here to 
combine two loads and to combine the load and 
the material property. A convolution equation 
makes a combination of independent distribu-
tions. The load and the material property are inde-
pendent and the normal convolution equation can 
be used. However, the loads must be combined 
dependently. The author has explained, Poutanen 
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VM = 0 
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Figure 1. Material safety factors γM, as the coefficient 
of variation VM is 0, 0.1, 0.2 and 0.3. Solid lines apply 
dependent combination calculated by using the deviation 
method, dashed lines apply quantile sum calculation, 
dotted lines denote independent combination according 
to the current hypotheses.
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function of the load ratio α, assuming that all 
variability is included in the listed variability val-
ues. The solid lines apply to dependent calculation 
based on the deviation normalization. The dashed 
lines apply to the values calculated by the quantile 
sum method and the dotted lines to independent 
combination.

The factors γM are assumed constant in current 
codes, i.e. these curves are assumed horizontal. 
Thus the the current codes have a considerable tex-
tural variation.

5 LOAD FACTORS OF THE EUROCODE

γM-values were calculated above when γG and γQ 
are fixed. In this example, we do the opposite and 
calculate the γGQ-values, presented in Figure 2, as 
γM-values are fixed.

6 RELIABILITY INDEX

The safety factor is a good reliable criterion for 
assessing the error of the calculation. The reli-
ability index is often used for this purpose but it 
includes a bias which is demonstrated in Figure 3.

7 CONCLUSIONS

Four conclusions can be drawn:
The safety factors γG, γQ, and γM are wrongly cal-

culated when the action consists of two (or more) 
partial loads, as the loads are assumed independ-
ent but should be calculated dependently Due to 
this error the total reliability is up to ca 20% too 
small.

The combination rules 6.10a,mod and 6.10a,b 
of EN 1990 (2002) have two safety factors for the 
permanent load γG which result from independent 
load combination. Therefore, these combination 
rules should be deleted.

The reliability index β estimates the design error 
wrongly outside the target safety. Therefore this 
index should be used carefully.

A safety factor moves the implied distribution 
from the location defined by the design point to an 
appropriate location. The design point value may 
be selected in a way the distribution is in the appro-
priate location and the safety factor is not needed.
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Figure 3. Error, ERR, in the designn equation is equal 
to the error Δ in the safety factor as shown by the solid 
straight line. Other lines denote the reliability index β. 
Dashed lines denote permanent load and dotted ones 
variable load. The circled lines denote VM = 0.1 values 
and boxed ones VM = 0.3 values.
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ABSTRACT: Taking account to the stochastic 
and time-dependent behaviors of  existing concrete 
structures in service environment, an improved 
Path Probability Model (PPM) is established to 
predict the process of  corrosion, crack and load 
capability degradation of  existing reinforced con-
crete structures with time. The time-dependent 
probability distribution of  reinforcement corro-
sion ratio, crack width and load capability loss of 
RC concrete in carbonation, chloride penetration 
or coupling-effect environment can be simulated 
effectively by numerical calculation. Therefore 

it enable the computer simulation of  the whole 
deterioration process of  RC element from harm-
ful mediums erosion, corrosion initiation of  rein-
forcement, corrosion induced concrete crack and 
load capability reduction. Behavioral parameters 
involve percentage of  corroded steel samples, steel 
corrosion ratio, area percentage of  cracked con-
crete, and crack width and load capability reduc-
tion factor. These prediction results are proved 
reasonable and effective by statistics information 
from field data of  existing concrete structures.
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ABSTRACT: The assessment of existing 
structures is generally a complex task, due to the 
uncertainties related mainly to the deterioration 
processes and the consequent mechanical behav-
iour. When dealing with reinforced concrete struc-
tures subject to corrosion of the reinforcement, 
the prediction of the evolution of the safety level 
is very important for the planning of maintenance 
and repair interventions.

Clearly, the effectiveness of these interventions 
depends on the analytical models adopted for the 
prediction of the time dependent corrosion of 
reinforcement and the probabilistic models of the 
model parameters.

Therefore it is necessary to develop a model 
which describes several aspects, including, the 
transport mechanisms of chlorides into the con-
crete cover, the on-set of corrosion and the develop-
ment in time of the structural effects of corrosion.

Models for the prediction of the initiation of 
corrosion due to chloride ingress are available in lit-
erature, describing the problem from the analytical 
(Boddy et al., 1999, Kassir & Ghosn 2002, Luping & 
Gulikers 2007) and numerical point of view (Zhao 
et al., 1994, Martin-Perez et al., 2001, Shim, 2002).

Guidance for the description of the random-
ness of the material and environmental param-
eters involved in the diffusion process has been 
also developed (Lay & Schießl 2003, fib 2006). 
Extensive research has been conducted in order to 
estimate the effect of the randomness of the main 
parameters (i.e. diffusion coefficient, surface chlo-
ride concentration and depth of the concrete cover) 
on corrosion initiation (Tikalsky et al., 2005, Val & 
Trapper 2008, Ann et al., 2009).

Hence the structural effects of corrosion 
(Geocisa & Torroja Institute) have to be described 
in probabilistic terms.

The paper is focused on the probabilistic analy-
sis of the effects of the corrosion process, when the 
spatial variability of the relevant parameters is con-
sidered. The attention is also focused on the random 
field models and their application for the assess-
ment of the existing structures. For the purpose, 
a numerical discretization procedure based on 
Karhunen-Loeve series expansion and the finite ele-
ment method is applied (Allaix & Carbone 2010).

The ingress of chlorides into the concrete 
structure is modeled by a 2D numerical model, 
which takes into account the point to point vari-
ability of material properties and environmental 
conditions.

Then, the effect of corrosion in terms of reduc-
tion of the mechanical properties of the reinforc-
ing steel and cracking and spalling of the concrete 
cover are investigated.
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• The effect of altering the variables studied on 
structural reliability for more effective informa-
tion update planning;

• The combination of test results and prior 
knowledge;

• The effect of the updated information on the 
semi-probabilistic models used for assessment.

The proposed application of semi-probabilistic 
tools designed for the safety assessment of sound 
reinforced concrete (RC) structures to the assess-
ment of corrosion-deteriorated structures requires 
addressing two additional tasks:

• The quantification of the uncertainties associ-
ated with the resistance models for corrosion-
deteriorated RC structures;

• The analysis of the effect of these uncertainties 
on structural reliability and the semi-probabilistic 
models used for assessment.

3 WORK DONE

3.1  Uncertainties and reliability associated 
with design rules

In the approach adopted in this paper, the level of 
reliability required is equivalent to the reliability 
associated with structures that are strictly compli-
ant with the structural safety requirements set out 
in the Spanish codes on the basis of design, actions 
on structures and resistance of RC structures. 
A procedure was therefore established to determine 
the probabilities of failure implicitly accepted by 
Spanish standards governing the design of building 
structures (Tanner et al., 2007). The survey involved 
selecting a series of hypothetical but realistic stand-
ard structural elements (roof girders, floor beams 
and columns) made from different constituent mate-
rials. For RC members, for instance, such a set con-
sisted of 240 roof girders, 450 floor beams and 22320 
columns. All these members were strictly designed 
to code rules and analyzed for reliability. The 5% 
fractile of the reliability index obtained for roof and 
floor concrete beams, as well as for columns, may 

1 INTRODUCTION

The rules set out in the Spanish Technical Building 
Code (CTE 2006) for the evaluation of existing 
structures establish a framework for general assess-
ment. They envisage a phased procedure in which 
the accuracy of resistance models and models sim-
ulating the effect of actions from phase to phase 
is enhanced by improving design assumptions 
through updates of the initial general data.

The most accurate way to find actual load and 
resistance would be to conduct a probabilistic 
analysis using site data. This is a time-consuming 
process, however, calling for a working knowledge 
of probabilistic methods, that may not be suited 
to everyday use by practising engineers. A simpli-
fied semi-probabilistic method for safety assess-
ment should therefore be developed. This method 
should be based on the same partial factor for-
mulation as adopted in structural design codes, in 
which the representative values for the variables 
and the partial factors can be modified on the basis 
of updated information.

While the (CTE 2006) procedure formally incl-
udes such an assessment method, the lack of any 
specific information in the code on the aforemen-
tioned modifications limits its applicability. The 
present study therefore aims to develop tools for 
the safety assessment of existing sound and deteri-
orated concrete structures using semi-probabilistic 
calculations.

2 DEVELOPMENT OF PRACTICAL TOOLS

The issues that must be addressed to develop tools 
for assessing the safety of existing sound concrete 
structures with semi-probabilistic calculations 
include:

• The state of uncertainty associated with the 
rules set out in the existing structural design 
standards;

• The level of reliability implicitly required in such 
standards;
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be regarded to be the level of reliability implicitly 
required by the codes presently in place.

3.2 Combination of information

A simple approach based on Bayesian statistics is 
proposed for combining prior information on the 
variables involved in the assessment of existing 
RC structures with empirical findings. A phased 
procedure is defined to determine the predictive 
distributions and updated distribution parameter 
values for the action and resistance variables for 
which prior distributions were deduced by (Tanner 
et al., 2007).

3.3 Updated models

Updating information about a variable by gath-
ering site-specific data to reduce the associated 
uncertainties affects both the characteristic value 
of the variable considered and the respective partial 
factor. The effect of this change of information on 
the characteristic value can be deduced by apply-
ing statistical methods to the experimental results 
found and using any previously available informa-
tion (section 3.2). Partial factors are represented in 
terms of the coefficients of variation of the associ-
ated variables to estimate how they are impacted 
by the change in information on these variables. By 
way of example, Figure 1 shows the partial factor 
for reinforcing steel resistance. For the purposes 
of the reliability method applied (EN 1990:2002), 
the variables are classified as dominating or non-
dominating and sensitivity factors are assigned 
accordingly. Consequently, two curves are obtained 
for each partial factor: one for when the respective 
variable is dominating and one for when it is not.

3.4 Application of updated semi-probabilistic 
models

The procedure for applying site-specific semi-
probabilistic models can be divided into the six 
steps listed below:

1. Statistical evaluation of the data gathered.
2. Combination of test results and prior infor-

mation.
3. Determination of the updated parameters for 

the probability density function.
4. Calculation of the coefficient of variation for 

variables whose uncertainties are reflected in 
the partial factors to be updated.

5. Determination of the updated partial factor as 
a function of the associated updated coefficient 
of variation.

6. Verification of structural reliability with updated 
semi-probabilistic models.

3.5 Corrosion-damaged structures

In general, structural resistance may be described 
by models comprising three types of variables, 
respectively addressing the dimensions of the 
members and their derived quantities, the relevant 
properties of the constituent materials, and the 
uncertainties associated with the resistance mod-
els applied. Structural reliability depends on all 
these variables. The main effects of the corrosion 
of steel bars in reinforced concrete (RC) structures 
are known and may be quantified, and models 
for estimating the residual load bearing capacity 
of corrosion-damaged structures are described in 
the literature (Contecvet 2001). No information is 
available, however, on the uncertainties associated 
with such models. On the basis of test results from 
the literature (Rodriguez et al., 1995), the proba-
bilistic parameters for model uncertainty variables 
are deduced for simplified models used to find the 
bending capacity of RC beams with corroded rein-
forcement bars. Their effect on the reliability of 
such members is also discussed.
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Figure 1. Partial factor for reinforcing steel resistance, 
γs, versus the coefficient of variation for reinforcement 
tensile strength, VFys.

ICASP Book II.indb   310ICASP Book II.indb   310 6/22/2011   12:48:13 AM6/22/2011   12:48:13 AM



311

Applications of Statistics and Probability in Civil Engineering – Faber, Köhler & Nishijima (eds)
© 2011 Taylor & Francis Group, London, ISBN 978-0-415-66986-3

Target reliability levels for assessment of existing structures

M. Sykora, M. Holický & J. Marková
Czech Technical University in Prague, Klokner Institute, Prague, Czech Republic

to be optimised in the assessment may influence 
resistance, serviceability, durability, maintenance, 
inspection, repair strategies etc.

3 REQUIREMENTS ON HUMAN SAFETY

The cost optimisation is aimed to find the opti-
mum decision from the perspective of an owner 
of the structure. However, society commonly 
establishes limits for human safety. Steenbergen & 
Vrouwenvelder (2010) proposed to consider the 
acceptable maximum probability to become a vic-
tim of structural failure approximately 10−5 per year 
and derived the target reliability indices to assure 
minimum human safety. This procedure is adopted 
in the present study, but the acceptable maximum 
probability to become a victim of structural failure 
is here considered as 10−6 per year in accordance 
with ISO 2394 (1998).

4 NUMERICAL EXAMPLE

Application of the optimisation procedure is illus-
trated by the example of reliability assessment of 
a generic member of the existing building with the 
remaining working life tr = 15 or 30 years, assum-
ing moderate costs of safety measures and moder-
ate failure consequences. The probabilistic models 
of basic variables recommended by JCSS (2006) 
are applied in the reliability analysis.

To derive generally applicable target reliability 
levels indicating whether the structure should be 
repaired or not, the limiting value of d0lim of the 
rate d0 (resistance before repair over resistance 
required by Eurocodes) is found from the follow-
ing relationship:

E[Ctot'(d0lim,tr)] = E[Ctot"(dopt,tr)] (1)

where Ctot' = total costs in case of no repair; 
Ctot" = total costs in case of repair; and 
dopt = optimum value of decision parameter d 
(resistance after repair over resistance required 
by Eurocodes) minimising the total cost Ctot". 
For d0 < d0lim the reliability level of an existing 
structure is too low and the decision is to repair 

1 INTRODUCTION

At present existing structures are mostly verified 
using simplified deterministic procedures based 
on the partial factor method commonly applied 
in design of new structures. Such assessments 
are often conservative and may lead to expensive 
repairs. More realistic verification of actual per-
formance of existing structures can be achieved by 
probabilistic methods when uncertainties of basic 
variables are described by appropriate probabilis-
tic models.

Specification of the target reliability levels is 
required for the probabilistic assessment of exist-
ing structures. In addition the target reliabilities 
can be used to modify the partial factors for a 
deterministic assessment. It has been recognised 
that it would be uneconomical to specify for all 
existing structures the same reliability levels as for 
new structures.

The target reliability levels recommended in EN 
1990 (2002) and ISO 13822 (2003) are related to 
consequences of failure only. More detailed clas-
sification is given in ISO 2394 (1998) where rela-
tive costs of safety measures are also taken into 
account. The target reliability levels provided in 
these documents are partly based on calibrations 
to previous practice and should be considered as 
indicative.

ISO 13822 (2003) indicates a possibility to 
specify the target reliability levels by optimisation 
of the total cost related to an assumed remain-
ing working life. The submitted paper attempts to 
apply this approach for existing structures.

2 OST OPTIMISATION

According to Ang & De Leon (1997) the under-
lying economics is of concern and importance in 
the upgrading of existing structures. From an eco-
nomic point of view, the objective may be to mini-
mize the total working-life cost.

Based on previous studies concerning existing 
structures, the expected total costs Ctot may be gen-
erally considered as the sum of the expected costs of 
inspections, maintenance, repairs and costs related 
to failure of a structure. The decision parameters 
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the structure as the optimum repair strategy yields 
a lower total cost. For d0 > d0lim the present state is 
accepted from an economic point of view.

The minimum acceptable reliability index is:

β0 = max [β(d0lim,tr); βhs(tr)] (2)

where β(⋅) = reliability index; and βhs(⋅) = reliability 
index for minimum human safety.

When the repair is necessary (actual reliability 
index is less than β0), the total cost Ctot" is opti-
mised and the optimum value dopt and optimum 
reliability index are found:

β1 = max [β(dopt,tr); βhs(tr)] (3)

Table 1 provides a comparison of the target relia-
bilities estimated for the considered structure using 
different procedures in structural codes, or based 
on the total cost optimisation and the require-
ments on human safety. A great scatter is observed, 
for instance for tr = 15 years, the reliability index 
varies within the range from 2.5 to 4.1. It should be 
noted that EN 1990 (2002) recommends consider-
ably greater values that seem to be applicable pri-
marily for new structures. Also ISO 13822 (2003) 
provides a rather high reliability level. ISO 2394 
(1998) indicates values similar to the target reliabil-
ity levels obtained by the optimisation concerning 
the decision on repair of a structure (β0).

5  CONCLUSIONS AND 
RECOMMENDATIONS 
FOR STANDARDISATION

The following conclusions may be drawn from the 
present study:

− It is uneconomical to require all existing 
structures comply fully with the target reliability 
levels for new structures. Lower target reliability 
levels can be used if  they are justified on the 
basis of social, cultural, economical, and sus-
tainable considerations,

− Decisions in the assessment can result in accept-
ance of an actual state or in the repair of a 
structure; two target reliability levels are thus 
needed–the minimum level below which the 

structure is unreliable and should be repaired 
(β0), and the level indicating an optimum repair 
strategy (β1),

− The probabilistic cost optimisation provides use-
ful background information for specification of 
these levels,

− In the optimisation the total failure conse-
quences including direct and indirect conse-
quences should be taken into account,

− Minimum levels for human safety should not be 
exceeded,

− The target reliability levels are primarily depend-
ent on the failure consequences and on the 
marginal cost per unit of a decision param-
eter; repair costs independent of the decision 
parameter and remaining working life are less 
significant.

The results of this study may be implemented 
in practical design using the partial factor method 
as follows:

− The characteristic values of the basic variables 
including time-variant loads remain independ-
ent of the remaining working life (in accordance 
with EN 1990 (2002));

− The design values are specified on the basis of 
an appropriate reliability index assessed for 
relevant costs of safety measures and failure 
consequences,

− The partial factors are determined considering 
specified design values and unchanged charac-
teristic values of basic variables.
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Table 1. Overview of target reliabilities for the consid-
ered structure.

Code, method
Remaining 
15 years

working life 
30 years

EN 1990 4.1 4.0
ISO 13822 3.8 3.8
ISO 2394 3.1 3.1
Optimisation β0 3.3 3.1
Optimisation β1 3.5 3.5
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Monitoring and influence lines based performance indicators
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Dan M. Frangopol
Lehigh University, Bethlehem, PA, USA

the chosen boundary conditions: (a) traffic loads 
and constraint loads resulting from earth pressure, 
(b) partial settlements and (c) the time dependent 
creep and shrinkage processes. Currently based on 
international experiences and a series of research 
projects a new guideline (RVS Entwicklung) is 
being developed with the aim of (a) specifying the 
appropriate load models for critical loads like earth 
pressure and temperature (gradient) and (b) giving 
general rules for a functional design. In order to 
study and advance design principles of this guide-
line that guarantees a cost effective structural per-
formance over the planned life time, there is the 
requirement for intensive numerical simulations, 
based on monitored structural properties, and for 
the definition of performance indicators, as pro-
posed by (Okasha and Frangopol 2011) for the 
early detection of deviations from the intended 
structural behaviour.

Therefore, this paper attempts to derive a con-
cept for the effective incorporation of  monitoring 
information in numerical models based on the 
concept of  influence lines and model correction 
factors. In particular, the studies are performed 
on the abutment free bridge structure S33.24 
that has been proof loaded and monitored since 
December 2008.

A merit of a monitoring associated model is 
that it is directly related to performance indicators 
that can be used for the assessment of the exist-
ing structural capacity and for an efficient life cycle 
analysis.

In particular, the paper treats (a) principles of 
finite element modeling of the pile founded joint 
less bridge S33.24, (b) the fiber optical sensor lay-
out for the efficient description of the structural 
behavior during the erection, before and during 
traffic loading, and during the proof loading pro-
cedure, (c) the proof loading procedure for model 
updating, (d) the sensor associated influence line 
concept as bases for the model correction concept, 
and (e) the model correction procedure used for 
the determination of performance indicators in 

ABSTRACT: Monitoring is of most practical 
significance for the design and assessment of new 
and existing engineering structures. Practical expe-
rience and observations show that monitoring 
can provide the basis for new code specifications 
or efficient maintenance programs. Moreover, 
monitoring systems can avoid considerable costs 
of repairs and inconvenience to the public due 
to interruptions. This gives rise to the need for 
a thorough investigation to achieve an effective 
implementation of recorded monitoring data in 
numerical or analytical structural models that 
allow the detection of a deviant behavior from the 
proposed and the detection of initial deterioration 
processes. This study attempts to derive a concept 
for the effective incorporation of monitoring infor-
mation in numerical models based on the concept 
of model correction factors. In particular, these 
studies are performed on the abutment free bridge 
structure S33.24 that has been proof loaded and 
monitored since December 2008. A merit of mod-
els derived based on monitoring data is that it is 
directly related to performance indicators that can 
be used for the assessment of the existing structural 
capacity and for an efficient life cycle analysis.

1 INTRODUCTION

In general, there is a high interest in construction 
towards more sustainable, cost efficient and robust 
design concepts. An increase in this can be observed 
in recent years at least partly motivated by stead-
ily increasing budgetary constraints regarding the 
construction of new infrastructure as well as the 
maintenance and rehabilitation of existing ones. 
Jointless bridge structures are considered to be 
susceptible to degradation, more durable and cost 
efficient than “traditional” construction types.

Nevertheless, a proper functioning of joint less 
bridge structures depends on the accuracy of design 
models and design specifications that have to focus 
on the following main influence factors apart from 
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order to provide the basis for an efficient structural 
life cycle analysis.

2  JOINTLESS MARKTWASSER BRIDGE 
S33.24

2.1 Geometry

The joint less Marktwasser Bridge S33.24 is a fore-
shore bridge leading to a recently erected Danube 
crossing which is part of an important highway 
connection to and from Vienna. The structure 
actually consists of two structurally separated 
bridge objects, the wider one of which allows for 
five lanes of highway traffic. The S33.24 is a three-
span continuous plate structures with span lengths 
of 19.50 m, 28.05 m and 19.50 m as is shown in 
Figure 1.

2.2 Monitoring system

As the design and the performance of jointless 
structures depend not only on dead load and the 
traffic loads but especially on constraint loads 
resulting from temperature, earth pressure and 
creep/shrinkage processes an integrative moni-
toring concept had to be developed covering the 
superstructure, its interaction with the reinforced 
earth dam behind the abutment and the dilatation 
area above the approach slabs. In total 5 different 
sensor systems consisting of strain gages, tempera-
ture sensors and extensometers were permanently 
installed, see also (Strauss et al., 2010; Wendner 
et al., 2010)

2.3 Proof Loading Procedure (PLP)

Proof load tests have been performed in 2010. The 
results of these proof loadings serve for the calibra-
tion of the static linear model and the verification 
of the assumed structural behavior. The concept 
for the proof loading procedure was developed 
with the following goals in mind. Firstly defined 
load situations with significant structural response 
were to ensure a proper model calibration mainly 
with respect to the boundary conditions. As a 
consequence three 40 to trucks (see Figure 2 and 
Table 1) with known axle loads were positioned 
in 16 static scenarios. The trucks were positioned 

independently as well as in the most unfavorable 
configurations on lanes 1 to 3.

2.4  Influence line and model factor based 
performance indicators

The paper presents principles for the finite ele-
ment modeling and monitoring based assessment 
of tjoint less bridges. In particular, the model cor-
rection factor and the influence line concept has 
been applied on the joint-less bridge S33.24. This 
approach allows the definition of model correction 
factors associated level I performance indicators, 
and of cross section and material properties associ-
ated level II performance indicators.
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Figure 2. Proof loading vehicle (a) geometric distances 
between truck wheels, (b) side view of the ∼40 to loaded 
truck.

Table 1. Axle loads of trucks 1 to 3.

Truck 1 [kg] Truck 2 [kg] Truck 3 [kg]

1st axle 8,440 7,600 8,140
2nd axle 7,850 7,680 7,800
3rd axle 12,960 13,160 13,550
4th axle 12,300 12,390 12,810
Total 41,550 40,830 42,300
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are likely to be substituted by more durable and 
robust solutions thus reducing the likelihood of 
necessary and costly rehabilitation and mainte-
nance works.

One of these construction types are frame struc-
ture which are typically applied as overpasses with 
one to three spans and span lengths of ordinarily 
less than 30 m. Through their lack of bridge equip-
ment susceptible to degradation they are assumed 
to be more durable than “traditional” construction 
types. However, by leaving behind well-established 
design solutions unknown risks arise.

2 CASE STUDY—S33.24

In course of  this paper the chosen design solu-
tion of  the recently erected 67 m long three 
span jointless frame bridge S33.24, see Fig. 1, is 
being assessed with respect to the soil structure 
interaction.

One of the greatest challenges during design 
of the S33.24 was a functional solution for the 
transition area between structure (abutment) and 
earth dam. Figure 2 shows the final design of this 
detail including a reinforced earth body, a gap 
element between abutment wall and soil and an 
inclined slab.

The soil body directly behind the abutment wall 
is reinforced with geotextiles (see Fig. 2, marker 4). 
In combination with a soft gap element fixed to 
the abutment wall (marker 5) the amount of earth 
pressure against the abutment wall is reduced from 
full passive earth pressure to active earth pressure 
or less.

ABSTRACT: In structural bridge engineer-
ing maintenance strategies and thus budgetary 
demands are highly influenced by the quality of 
design in general as well as the chosen construction 
type in particular. As bridge owners nowadays are 
including life-cycle cost analyses in their decision 
processes regarding the overall design structural 
detailing with respect to robustness, durability and 
efficiency is becoming increasingly important, e.g. 
pushing jointless bridge structures. However efforts 
to reduce maintenance costs over the expected life-
time by adopting well established design principles 
lead to unknown risks, e.g. associated with bound-
ary conditions. Monitoring solutions can reduce 
the associated risk by constant supervision of criti-
cal structural characteristics and substitute expe-
rience by advanced data analyses methodologies. 
This paper focuses on the analysis of monitoring 
data obtained by an integrative multi-sensor-mon-
itoring system targeting the soil-structure interac-
tion of frame bridges. In particular deformations 
in the transition area to the earth dam are analyzed 
with respect to design assumptions yielding prob-
abilities of exceedance.

1 INTRODUCTION

In structural bridge engineering the quality of 
design and the choice of  a suitable construc-
tion type are the dominant influence factors on 
maintenance strategies and planning. In general 
life cycle costs associated with a certain structure 
can be estimated by analyses of  all individual 
structural members with regard to loading, resist-
ance, exchangeability, accessibility and resulting 
economic costs due to limitations in usage dur-
ing repair. This information can serve for the 
optimisation of  maintenance strategies and thus 
minimization of  overall costs. Nowadays bridge 
owners and planers are increasingly extending 
this strategy towards optimizing structural details 
and ensuring cost-efficient design. Structural 
members prone to damage and degeneration Figure 1. Longitudinal Cut of S33.24.
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3 PERFORMANCE ASSESSMENT

The time dependent performance of jointless 
bridge structures is defined by (a) the bearing 
capacity of the superstructure, (b) serviceability 
related characteristics of structural response, and 
(c) the traffic safety and comfort with respect to 
the condition of the pavement. The latter aspect is 
highly influenced by the amount of displacements 
introduced by the structure in the transition area 
behind the abutments as well as these areas’ struc-
tural detailing.

During design of the Marktwasser Bridge only 
the active earth pressure was accounted for in order 
to reduce constraint loads and thus increase effi-
ciency of the concrete deck slab as well as columns. 
The assumption is only justified if  the constructive 
detailing of the abutment area is functional, see Fig. 
2. According to the design hypothesis the combina-
tion of reinforced earth dam with a soft gap ele-
ment should limit relative displacements to a level 
which can be accommodated by the gap element. 
The monitoring based assessment of this concept 
yields limit state equation G6(t) for an admissible 
gap closure ulim at the level of the extensometer 

G6(t) = ulim − uA(t) (1)

In Fig. 3 the temporal development of G6(t) for 
three limits ulim = 0, 2, 4 mm is plotted. If  no gap 
closure is accepted the design criterion is constantly 
violated denoting acompression of the gap ele-
ment already during construction works. Realistic 
thresholds of 2 mm and 4 mm respectively result in 
transgressions during summer of the first monitor-
ing year for the 2 mm limit, whereas no violation 
for the higher limit is observed.

Due to changes in sampling frequency after the 
end of construction works and singular instances 
of power loss within the first year of monitor-
ing, probabilities of exceedance pE are determined 
based on short term extreme values—daily and 
weekly minima of G6(t) and the empirical defi-
nition of probability. With respect to the daily 
minima a probabilityof exceeding the design speci-
fication of pE = 24.2% is determined, whereas the 
weekly minima are result in pE = 27.5%.

4 CONCLUSIONS

The design of structures following new design prin-
ciples motivated e.g. by economic considerations 
based on the life cycle cost concept is associated 
with uncertainties. The application of monitor-
ing systems in combination with suitable assess-
ment strategies increases understanding regarding 
structural response under varying load situations 
and thus ensures safe, efficient and durable future 
constructions.

Within this contributiona general methodology 
for the performance evaluation of new design prin-
ciples based on limit state equations and the deter-
mination of probabilities of exceeding the design 
specifications has been presented. The proposed 
methodology has been applied to a recently erected 
three-span jointless frame structure which had 
been instrumented with an integrative monitoring 
system. In particular design assumptions regarding 
the soil structure interaction influencing the detail-
ing of the transition area between abutment and 
earth dam as well as the build-up of earth pressure 
against the abutment walls have been investigated.

Future research regarding a performance pre-
diction over time based on the proposed approach 
will in combination with risk assessment strategies 
allow for a quantitative evaluation of design con-
cepts with respect to an acceptable risk level.
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Figure 2. Structural detail of transition area behind 
abutment. Figure 3. Development of earth pressure related limit 

state over time for ulim = 0, 2, 4 mm.
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where Φ−1(x) is the inverse Gaussian cumulative 
distribution function (CDF) for percentile x. γ is a 
bias factor and βUC represents the over-all effect of 
structural modeling uncertainties. Ŷ  represents the 
structural performance parameter calculated based 
on the median material properties obtained from 
the test results and nominal values for the structural 
detailing parameters. For instance, Ŷ  can be calcu-
lated by performing linear least squares as a func-
tion of the first-mode spectral acceleration based 
on the set of records. The bias factor γ represents 
the (usually larger-than-unity) factor that once 
multiplied by the nominal value Ŷ  leads to the 
median value ηY(Po) for the structural performance 
parameter for an admissible probability value Po:

( )
ˆ

Y o(
Y

ηγ =  (2)

where Po is an acceptable threshold for structural 
failure probability and ηY(Po) is the median struc-
tural performance parameter corresponding to 
the acceptable probability Po · κ is the slope coef-
ficient for linear regression (in the logarithmic 
space) of spectral acceleration hazard versus spec-
tral acceleration and b is the slope coefficient for 
linear regression (in the logarithmic space) of the 
structural performance parameter Y versus spec-
tral acceleration. The term βY|Sa measures the effect 
of record-to-record (ground motion) variability on 
the total dispersion in the structural performance 
parameter given spectral acceleration.

In the static case, safety-checking can be per-
formed by calculating a given percentile x% of the 
structural performance parameter Y and by verify-
ing whether it is less than or equal to unity:

1( )ˆ 1YY e βYγ
−Φ ≤  (3)

where γ is a bias factor and βY is the standard devi-
ation of the structural fragility curve. Ŷ  represents 

1 INTRODUCTION

The performance assessment of existing buildings 
is particularly important in the process of decision-
making for retrofit, repair and re-occupancy of 
existing buildings. With respect to new construc-
tion, the seismic assessment of existing buildings 
is characterized by the presence of uncertainties 
in the structural modeling parameters. The cur-
rent European code-based procedures seem to 
address the uncertainties present in the structural 
modeling, by dividing the mean material properties 
by a factor larger than unity, known as the confi-
dence factor. The confidence factor, which is clas-
sified based on discrete levels of knowledge about 
the building, seems to create an overall margin of 
safety in the performance assessments without spe-
cifically addressing the modeling uncertainties.

As an alternative to the CF approach in code-
based recommendations, a probabilistic and 
performance-based approach, adopted in the 
American Department of Energy Guidelines DOE-
1020 and in SAC-FEMA guidelines, is chosen in 
this work. This approach, that is also known as 
the Demand and Capacity Factor Design (DCFD) 
[Cornell et al., 2002] for its similarity with the Load 
and Resistance Factor Design (LRFD), takes into 
account the overall effect of the various types of 
uncertainties on a global structural performance 
parameter. An important feature of this safety-
checking format is that it reduces to an analytic 
closed-form solution which could be calibrated for 
potential code implementations.

2 METHODOLGY

A representation of the DCFD safety-checking 
format which is particularly suitable for code-
implementation is described herein. For the case 
of dynamic analyses, the DCFD safety-checking 
format compares the (factored) structural per-
formance parameter to a less than unity quantity 
in order to provide a certain level of confidence x 
in the assessment:
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the structural performance parameter calculated 
for the structural model corresponding to the 
median material properties based on the test results 
and nominal values for the structural detailing 
parameters. The bias factor γ represents the (usu-
ally larger-than-unity) factor that once multiplied 
by the nominal value Ŷ  leads to the median value 
ηY · γ can be calculated as:

ˆ
Y

Y
ηγ =  (4)

where ηY is the median value for the structural per-
formance variable Y.

3 NUMERICAL EXAMPLE

As the case-study, the parameters of the analytical 
safety-checking formats presented herein for both 
static and dynamic analyses are estimated for an 
existing reinforced concrete school structure located 
in Avellino (Italy). These parameters are estimated 
using an efficient small-sample simulation-based 
Bayesian method (Jalayer et al., 2010). Two groups 
of structural modeling uncertainties are consid-
ered, the uncertainty in the mechanical property of 
materials and the uncertainty in the structural con-
struction details. In particular, the structural con-
struction details include, stirrup spacing, concrete 
cover, anchorage and splice length. In order to take 
into account the uncertainty in the representation 
of the GM, a set of 30 records based on Mediter-
ranean events are chosen. The probability distri-
butions for the uncertain parameters are updated 
according to the increasing knowledge levels (KL) 
defined in the Eurocode 8 (CEN 2003). Since the 
results of tests and inspections actually available 
for the frame in question did not exactly match 
the Eurocode 8 definition of the KL’s, the test and 
inspection results used herein are simulated based 
on three different simplified hypotheses: (a) 100% 
of the test results verify the design values indicated 
in the original documents (b) 50% of the test results 
verify the design values (c) 0% of the test results. 
The estimated parameters are tabulated.

For the static analyses, it is observed that the βY 
values remain quasi-invariant with respect to the 
hypotheses regarding the outcome of the tests and 
inspections. However, they reduce as the knowledge 
level increases. Moreover, based on the prior distri-
butions considered herein, considering the structural 
modeling uncertainties influences the structural reli-
ability up to 15%. The bias factor γ remains more-
or-less invariant with respect to the KL; however, it 
changes as a function of the percentage of the test 
and inspection results that verify the nominal value. 
For example, γ is approximately equal to 1.40, 1.20 

and 1.0 for percentages verified equal to 100%, 50% 
and 0%, respectively.

For the dynamic analyses, it is observed that the 
values for βUC reduce with increasing the KL. The 
bias factor γ which is observed to be more-or-less 
invariant with respect to the KL, is approximately 
equal to 1.50, 1.30 and 1.0 for 0%, 50% and 100% 
of the test and inspections verifying the nominal 
tests and inspections.

4 CONCLUSIONS

A semi-probabilistic safety-checking format for 
the existing buildings is proposed It is demon-
strated how the parameters of a simplified analytic 
safety-checking format arranged similar to Load-
Resistance Factor Design (LRFD) for different 
knowledge levels (KL) considering dynamic anal-
yses can be estimated for a case-study structure. 
An analogous analytic safety-checking format is 
proposed for static analyses.

In perspective, the probability-based analytical 
safety-checking formats calibrated for the case-study 
building herein, are potentially suitable candidates 
for implementation in the guidelines for existing 
buildings. It should be mentioned that in order to 
make accurate performance assessments, the best 
way to approach would be to carry out case-specific 
assessments based on the outcome of the tests and 
inspections. However, these probability-based ana-
lytical safety-checking formats and their tabulated 
parameters can offer significant improvements in the 
assessment of existing buildings with respect to the 
current CF approach; they can serve as a less-than-
ideal, approximate solution with a rigorous basis.
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For example we can consider Figure 1 
where 2 structures are considered with distinct 
deterioration paths (DET1 and DET2). We also 
identify two inspection techniques (INS1 and 
INS2) that have distinct deterioration detection 
domains. Several issues can be identified here:

• quality of data that we receive from inspections 
will be highly variable over time,

• there will be need to distinguish tolerances from 
the different inspection techniques

• time horizon for implementation of different 
techniques can be very uncertain, etc.

As it stands the inspection regimes do not 
acknowledge that, in early years, current inspection 
techniques have very low deterioration detection 
likelihood. That is why we consider implementa-
tion of stochastic process modelling.

Thus, the procedure over the lifecycle would 
need to evolve like this:

 i. An initial deterioration profile is established on 
the basis of expert judgement.

 ii. For the initial deterioration profile we select 
the inspection technique and the inspection 
interval.

iii. Selected inspection is carried out.
 iv. On the basis of inspection outcome we update 

the deterioration profile.
 v. We select the subsequent inspection technique 

and the inspection interval.

ABSTRACT: In many developed countries 
management of infrastructure, such as highway 
bridges, includes a well defined and rather pre-
scriptive routine aiming to ensure reliable service 
to the public. However, due to the intrinsic unique-
ness of infrastructure and diversity of processes 
records that are kept by the owners are substantial 
but not highly usable. Furthermore, in recent years, 
modern technology has enabled greater variety of 
monitoring techniques and therefore availability 
of data from sensors, video imaging, etc. is rap-
idly increasing. Thus, the long established infra-
structure inspection processes can be reviewed to 
reconcile quality and diversity of site specific data, 
physical behaviour models and technology.

While inspection regimes are often strictly pre-
scribed, many issues can be identified with such 
approach:

• Quality of data that results from inspections is 
rather poor and difficult to store,

• Inspection data can rarely be used for quantita-
tive analysis,

• It is difficult to include alternative inspection 
techniques over the lifecycle,

• Quantitative information about the detection 
performance for different inspection techniques 
is not available,

• Mapping of outcomes of the inspection to opti-
mization of maintenance and repair is, at best, 
attempted by random variable modelling

• There is a very limited scope for structure spe-
cific inspection regime that would provide more 
usable data.

It is worth focusing on a sample infrastructure 
such as bridges. Due to widely acknowledged 
uncertainties present the probabilistic methodol-
ogy has been used for modelling and optimization. 
In many applications random variable modelling 
has been implemented and probability of failure 
would have been evaluated using standard pro-
cedures, Frangopol et al. (2004). Unfortunately, 
such approach reveals inconsistencies as random 
variable modelling is not sophisticated enough to 
account for fundamental differences in properties 
over the lifecycle and in specific environmental 
conditions.

Figure 1. General status for infrastructure subject to 
inspections and deterioration.
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Since deterioration process of any structures is 
non-negative, increment and continuous phenom-
ena, Gamma process is an appropriate process for 
deterioration presentation.

In mathematical terms for the gamma process 
modelling, we first consider a random variable 
X that has a gamma distribution with the shape 
parameter α > 0 and scale parameter β > 0. Its 
probability density function is given by:

Ga x x( |x )
( )

exp( )α β, ) β β
α

α −x exp(−1

where

( ) z) e dzdda ze
z=

∞
∫z

1

0
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An advantage of modelling deterioration using 
Gamma processes is that the required mathemati-
cal calculations are relatively straightforward.

For a sample deterioration process we first take 
advantage of the power law formulation

α(t) = ctb.

Since, c and β are unknown, they need to be 
established by using expert judgement or statistics. 
For simplicity we have implemented the method 
of moments. To demonstrate the approach we 
consider a simple circular bar element (16 mm 
diameter) that could be a part of bridge deck 
reinforcement.

After the method of moments was applied, in 
Table 1 we present the Gamma process parameters 
following different inspection times.

Expert judgement is an appropriate method for 
parameter estimation in early years however it is 
envisaged to be used only in early years. Figure 2, 
shows the percentage loss of section using gamma 
process representation from the inspection out-
comes in year 13.

Figure 3 represents two sample density func-
tions from time horizons that would reveal the 
progress of deterioration and could be considered 
at selected time intervals.

By implementing standard formulations, cumu-
lative measure of deterioration, as indicated by the 
shaded are in Figure 5, can be evaluated. This esti-
mate can be carried out for a desired interval and 
used to identify most effective inspection technique. 

Ultimately, at the scale of a country wide network 
of, say highway bridges, it is expected that the 
number of inspections carried out would be notice-
ably reduced and that the new procedures would 
represent a significant reduction in costs of inspec-
tions. At the same time this reduction in inspection 
costs is envisaged to actually improve the efficiency 
of maintenance and scheduling of repair.

From the results we see an opportunity to estab-
lish adaptive inspection regime that would account 
much better for:

• Structure specific deterioration path,
• Site specific environment,
• In service inspection outcomes,
• Inspection technique effectiveness,
• Planning for the future, etc.
• Maintenance planning,
• Repair scheduling.

Table 1. Gamma process parameters that 
are obtained after inspection.

Time β c α(t)

0 – – –
9 βexpj cexpj α (t)expj

13 14.3 20.5 2.665
17  8.45 11.57 1.966
21  1.72  2.13 0.447

Figure 2. Gamma process representation following the 
inspection at year 13.

Figure 3. Cumulative measure of deterioration follow-
ing Gamma process modelling.
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MS_234 — Probabilistic methods for the assessment 
of existing concrete structures (3)
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Development and implementation of a semi-probabilistic 
procedure for the assessment of the future condition of existing 
concrete structures

J. Gulikers
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understood as to prevent the method to be used as 
a black box exercise.

The semi-probabilistic approach considers 
the critical chloride content Ccrit and the thick-
ness of the concrete cover c as the only stochastic 
variables. In view of the use by practitioners, i.e. a 
non-scientific community, for Ccrit a lognormal dis-
tribution is arbitrarily chosen with μCcrit = 0.60% 
and σCcrit = 0.20%, CUR (2009).

A reliable impression on the statistical distribu-
tion of the concrete cover c can be obtained by per-
forming cover measurements on site. A statistical 
treatment of the data obtained will result in values 
for μc and σc, and an adequate type of distribu-
tion. In this paper for reasons of simplicity a nor-
mal distribution will be assumed for the concrete 
cover thickness, although care should be exercised 
as negative values could be encountered.

Knowing the mathematical relationship between 
chloride content C and probability of corrosion 
initiation Pi, measured chloride profiles can eas-
ily be translated into probability profiles. Assum-
ing a lognormal distribution for Ccrit this results 
in profiles as shown in Figure 1. In addition the 

1 INTRODUCTION

In an increasing number of contracts on projects 
of the Dutch Ministry of Infrastructure there is a 
trend to gradually shift responsibilities regarding 
maintenance and management of infrastructure 
facilities towards the contractor for a time period 
of 10 to 30 years. In order to allow for a proper 
assessment of the financial risks involved, an evalu-
ation of the actual condition level of the structures 
involved is urgently required. Such an evaluation 
will provide the starting point for a prediction of 
the condition development until end of contract 
and end of design service life and to consider when 
and which maintenance measures are to be taken.

With respect to chloride-induced reinforcement 
corrosion a simplified calculation procedure has 
been developed with takes into account the vari-
ability of cover depth and concrete cover quality, 
Gulikers (2009). The objective is that this proce-
dure can be used by contractors and asset manag-
ers to provide a quantified condition rating of a 
concrete structure.

2  DEVELOPMENT OF A PRAGMATIC 
SEMI-PROBABILISTIC APPROACH

As most parameters included in a mathematical 
model are of a stochastic nature an assessment 
based on calculations using mean values may prove 
to be too optimistic. Consequently a probabilistic 
approach could be helpful to obtain a more realis-
tic assessment of the actual and future condition 
of a structure or its components. On the other 
hand it should be borne in mind that in practice 
a full probabilistic approach is not feasible in view 
of the lack of reliable statistical information on 
the most relevant model parameters, e.g. the age-
ing exponent n and the critical chloride content, 
Ccrit. Moreover, for practitioners a more pragmatic 
approach is considered to be of more interest pro-
vided that the basic considerations are properly 
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Figure 1. Calculated probability profiles including 
probability density function of cover depth (μc = 40 mm; 
σc = 8 mm; N).
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variability of the thickness of the concrete cover is 
demonstrated.

By combining data on measured chloride pro-
files and cover depths, the probability of corro-
sion initiation can then be calculated. In practice 
this can easily be accomplished by multiplying the 
mean probability of corrosion initiation at a certain 
depth interval (x + Δx) with the relative amount of 
steel reinforcement embedded within this interval 
(x < c < x + Δx). If  the development of chloride 
ingress over time can be predicted, eventually this 
results in a prediction of the development of prob-
ability of corrosion over time. The translation into 
a condition level CON is achieved through:

CON(t) = 1 – Pi(t) (1)

Figure 2 shows the calculated result for the con-
dition level CON obtained for Cs = 2.0%, Ci = 0.1%; 
Da(14 yr) = 0.5 10–12 m2/s; n = 0.50 for 3 values of 

the average cover depth μc = 35, 40 and 45 mm 
(σc = 8 mm).

3 CONCLUDING REMARKS

A basis for a pragmatic approach for quantita-
tive condition assessment has been developed. 
The approach is aimed at practitioners with-
out scientific knowledge on chloride ingress and 
probabilistics. Although the method seems to be 
straightforward it is foreseen that major modifi-
cations have to be implemented in due course. At 
present the approach has been applied in a number 
of projects, however the number of concrete pro-
files available for analysis has been limited. This is 
partly due to the fact that the concrete structures to 
be assessed hardly show any visual damage result-
ing from reinforcement corrosion although most 
of the structures have been in service for more than 
40 years. Consequently, the necessity for extensive 
chloride profiling is not present. The experience 
obtained so far with this approach will be evalu-
ated with contractors and consultants.

For practice this mathematical exercise of con-
dition assessment is only one part; the experience 
of the inspector will always remain decisive in the 
overall evaluation.
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and quantified damage assessment from the 
inspection, the reliability analysis utilizing FORM 
(First Order Reliability Method) and SORM (Sec-
ond Order Reliability Method) provides results, 
which help to correctly estimate the condition of 
the structure. As a first pioneered example rein-
forced concrete bridges have been evaluated.

The method is based on a number of subsequent 
steps. As a first step standardized levels of damage 
for concrete and reinforcing steel were set based on 
the damage intensity in order to provide a basis 
for the analysis and further comparison. As a next 
step, ultimate limit state functions for each failure 
mode were described. In essence, these limit state 
functions express axial, bending and shear failure. 
Subsequently, each limit state was normalized to a 
dimensionless format. The main advantage of the 
dimensionless functions is the normalized influ-
ence of each variable. It is then possible to transfer 
results from one generalized analysis to various 
structures. For the given normalized limit state a 
reliability index was calculated as a function of all 
possible damage effects combination. As a result, a 
matrix of reliability indices and associated damage 
levels was developed. The main advantage is that a 
reliability index can be quickly determined using 
this matrix, without actually performing the prob-
abilistic approximation, for any reinforced con-
crete bridge that has quantified damage according 
to the standardized levels. The complete procedure 
and its development process are shown in Braml 
(2010). As a final result, based on desired perform-
ance of the structure, the reliability index dictates 
necessary actions.

For the described method it is important to 
have calibrated stochastic models which describe 
the properties of damaged members and materi-
als. To this point, most of the stochastic mod-
els for concrete, reinforcing steel and geometric 
measurements, from for example JCSS (2002), 
Strauss (2006), Wisniewski (2007), Strauss et al. 
(2006), were focused on new elements and materials. 

ABSTRACT: With the aging infrastructure it 
has become very important in the recent years to 
inspect and reevaluate existing structures. Due 
to the increasing age, many of these structures, 
bridges in particular, show some level of dete-
rioration. In most countries, bridges are visually 
inspected in regular intervals. In Germany, for 
example, these intervals are set at every three years 
for a small (routine) visual inspection and at every 
six years for a general (in-depth) inspection. From 
these inspections it is apparent that a large number 
of bridges exhibit a certain degree of deteriora-
tion due to the aging and service demands. These 
detrimental effects must be considered in the struc-
tural assessment in order to ensure both public 
safety and the safety of the structure itself. A par-
ticularly attractive tool for such assessment is the 
reliability analysis, which takes in account the true 
nature of the structure, because it incorporates 
reliable data obtained during the inspection. The 
damage varies in magnitude, extent, and type—for 
example a bridge can bear just localized concrete 
spalls or exhibit large areas of spalls with exten-
sive cracking and exposed corroded reinforcement. 
The inspector on site has to make a call and subjec-
tively evaluate the deterioration in order to assess 
the further serviceability of the bridge. With better 
and more accurate data, the level of reliability of 
the structure can be assessed with higher accuracy 
and can further dictate actions that need to take 
place, such as strengthening, posting load limits or 
closing the bridge down.

In most cases, however, there is no time or tools 
available to calculate the reliability of a bridge 
accurately, either during or after the inspection. 
Therefore a method for a rapid bridge assessment 
incorporating detrimental effects has been devel-
oped by the Institute of Structural Engineering 
at the University of German Armed Forces in 
Munich—Braml (2010), Braml & Keuser (2009). 
It utilizes a probabilistic approximation assess-
ment. With the help of geometric measurements 
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Only a few publications were describing models of 
deteriorated materials for a use in the probabilis-
tic assessment. One example is Capra (2003) that 
determined coefficient of variation for corroded 
steel as vd,As = 25%. As a result new procedures and 
methods for calibrating and developing probabilis-
tic models of damaged materials and elements are 
in development.

The paper focuses on the models associated with 
the bending ultimate limit state of a reinforced 
concrete member. The deterioration of reinforced 
concrete elements can be fundamentally divided in 
three categories—concrete, concrete with impact 
to reinforcing bars, and reinforcement damage. 
In particular the properties of damaged concrete, 
such as compressive strength and geometric meas-
urements, are of an interest of this paper. The det-
rimental effects need to be evaluated in the respect 
of their influence of on the median value, stand-
ard deviation and the distribution function of the 
aforementioned variables.

For a probabilistic assessment of existing struc-
tures adjusted statistical models that reflect the true 
state of that structure are important. Furthermore, 
these models are necessary for each failure mode. 
The paper gives an overview of the calibration 
process that was used for modifying and redevel-
oping the statistical model for concrete and geo-
metric values. For clarity only some of the results 
were presented, while the rest in can be found in a 
full detail in Braml (2010). It must be noted, that 
the given general recommendations are intended 
for a non-site specific assessment, or as developed 
for the rapid assessment method. Whenever there is 
actual inspection data available the models should 
be adjusted accordingly.

Further actions in the field of refining the prob-
abilistic models should include experimental veri-
fication of the suggested mathematically derived 

stochastic models and introduction of additional 
limit states—such as service or fatigue.

Only work to this point has been done on lim-
ited types of structures, such as reinforced concrete 
bridges, which suggests there is room for further 
expansion of this assessment method to broader 
variety of structures and construction materials.
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the structure is unfit for use. If  this safety level is 
not reached, the authorities have to send imme-
diately a notification that the structure has to be 
closed and to be adapted. Second, we have the 
safety level βr for repair of existing structures.

Establishing safety targets for existing structures, 
both economic arguments and limits for human 
safety play a role. For existing structures nor-
mally a shorter design life is employed, however, as 
shown in Steenbergen and Vrouwenvelder (2010), 
this does not provide arguments for a reduction 
of β. If  only economic optimization is considered 
and the failure probability increases approximately 
linear in time, it makes sense to use the same target 
reliability index regardless the design life time; as it 
is more economical to invest in safety measures if  
one can profit from it for a longer period of time. 
Therefore, a shorter design live does not provide an 
argument for a reduction of β.

The reason that from an economical point of 
view the required safety level for existing structures 
is lower than for new structures is the following: 
increasing the safety level usually involves more 
costs for an existing structure than for structures 
that are still in the design phase. The β-value is here 
the result of an economic optimization of the total 
building costs and the product of the damage costs 
and the probability of failure. For existing structures 
therefore a lower β-value is to be applied than for 
new structures. In Steenbergen and Vrouwenvelder 
(2010) and Vrouwenvelder and Scholten (2010), 
based on economical arguments, for the level βu 
below which existing structures are unfit for use is 
proposed: βu = βn – 1.5. For Eurocode consequence 
class 2 a reduction by 1.5 means a shift from β = 3.8 
to β = 2.3 and for the wind dominated cases from 
β = 2.8 to β = 1.3 (life time basis).

For repair a safety level βr was defined βn < βr < βu, 
leading to βr = βn – 0.5.

However the limits for human safety may never 
be exceeded. The maximum allowable annual 
probability of failure may not be exceeded. 

1 INTRODUCTION

For a large part of the existing buildings and infra-
structure the design life has been reached or will be 
reached in the near future. This is because a huge 
part of the existing stock has been built in the six-
ties of the previous century. These structures need 
to be reassessed in order to investigate whether the 
safety requirements are met. In general, the safety 
assessment of an existing structure differs from 
that of a new one, see Diamantidis (2001) and 
Vrouwenvelder (1996). The main differences are:

1. Increasing safety levels usually involves more 
costs for an existing structure than for structures 
that are still in the design phase. The safety pro-
visions embodied in safety standards have also 
to be set off  against the cost of providing them, 
and on this basis improvements are more dif-
ficult to justify for existing structures. For this 
reason and under certain circumstances, a lower 
safety level is acceptable.

2. The remaining lifetime of an existing building is 
often less than the standard reference period of 
50 or 100 years that applies to new structures. 
The reduction of the reference period may lead 
to reductions in the values of representative 
loads.

In this paper, the safety philosophy for existing 
structures is discussed, resulting in the required 
β-values as been derived in Steenbergen and 
Vrouwenvelder (2010) and Vrouwenvelder and 
Scholten (2010). Based on this, for existing bridges 
under traffic load, the partial safety factors for 
the shear force assessment are derived using a full 
probabilistic approach.

2 EXISTING STRUCTURES

The required β-values are presented for two types 
of decision. First we have the level βu below which 
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Too short life times may lead to unacceptable 
large probabilities of failure. In Steenbergen and 
Vrouwenvelder (2010) is has been shown that for 
short reference periods the limits for human safety 
become determining and, instead of raising partial 
factors for short periods, it is derived that for CC2 
and CC3 a minimum design life time of 15 year is 
to be required in design.

In Table 1, the lower limit for the β-values for 
the three consequence classes are shown. The 
β-values are given at the minimum design life of 
15 years. A complete derivation can be found in 
Steenbergen and Vrouwenvelder (2010).

Based on both the economical arguments and 
the limits for human safety the β-values for exist-
ing structures are established. This leads to the 
values in Table 2 indicating the values for β in the 
cases of repair and unfitness for use. In this Table, 
according to the Dutch Code NEN-8700, conse-
quence class 1 from EN 1990 has been subdivided 
into 1 A and 1B, these classes are the same except 
for the fact that in 1 A no danger for human life is 
present.

3 PARTIAL FACTORS

In this paper probabilistic calculations are per-
formed in order to establish the partial factors for 

the load that are needed to obtain the required 
reliability for the shear force assessment of exist-
ing concrete slab bridges with a relatively small 
span under traffic load. Considered is a period of 
15 years with loading by dead weight and traffic 
load. Other loads play a minor role in the design 
and assessment of traffic bridges. The limit state 
function is as follows:

Z = R − mG G − mT T

In this expression, R is the resistance of a struc-
tural element being here the shear strength, mG 
G is the effect of the dead load and mT T is the 
effect of the traffic load, where mG and mT repre-
sent model uncertainties. For the traffic load T 
the statistical distribution as obtained from weigh 
in motion (WIM) measurements for small spans 
has been implemented. For the shear strength the 
EN-1992 model is used. It gives for the design value 
of the shear strength τ1:

τ1,d = τ1,rep / γm with γm = 1.5 and
τ1,rep = 0 . 18 ⋅ k ⋅ (100⋅ρl ⋅ 0 . 85⋅fckc)1/2

The statistical distribution belonging to the 
shear strength is obtained from experiments. From 
CEB-bulletin 224, “Model uncertainties” the fol-
lowing expression of the stochastic parameter τ1 
results:

τ1 = fM ⋅ 0 . 163 ⋅ {1 + (0 . 22/h)1/2}⋅
 (ω0 ⋅ 0 . 82 ⋅ 0.85 ⋅ f 'c)1/3

The factor fM is lognormally distributed with a 
mean value of 1.0 and a coefficient of variation 
of 0.12. The cube compressive strength f 'c has a 
standard deviation of 10 N/mm2. For CC3 for 
different parameters combinations the β-values 
are calculated for the EN 1990 formats 6.10a and 
6.10b. A series of calculations have been performed 
in order to derive that load factors γG and γT that 
guarantee the required β-values for all different 
parameter combinations. These values of γG and γT 
are collected in Table 3.

Table 1. Lower β limits for human safety.

CC β for a 15 year design life

1 1.1
2 2.5
3 3.3

Table 2. β-values for existing structures.

CC

Minimum 
reference-
period

new 
βn

repair 
βr

unfit for 
use βu

wn wd wn wd wn wd

1 A 1 year 3.3 2.3 2.8 1.8 1.8 0.8
1B 15 year 3.3 2.3 2.8 1.8 1.8 1.1*
2 15 year 3.8 2.8 3.3 2.5* 2.5* 2.5*
3 15 year 4.3 3.3 3.81) 3.3* 3.3* 3.3*

wn = wind not dominant
wd = wind dominant
(*) in this case is the minimum limit for human safety 
decisive;
1) in the Dutch Code, this value is relaxed to 3.6 because 
in the old Dutch Code β = 3.6 was the highest safety level 
for new structures.

Table 3. Load factors for existing structures.

Reference 
period 
[year]

Obtained 
β Partial factor

Weight 
γG 6.10a

Weight 
ξγG 6.10b

Traffic 
γT

Repair 15 3.8 1.30 1.15 1.30
Disap-
proval

15 3.4 1.25 1.10 1.25
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In Steenbergen and Vrouwenvelder (2010) it is 
proven that these factors are also valid for other 
failure mechanisms of existing bridges.

4 CONCLUSIONS

In this article a theoretical background of the 
safety assessment of existing structures has been 
presented. For existing concrete slab bridges under 
traffic load, adapted partial factors have been 
established using full probabilistic calculations. 

These are now being used for the reassessment of 
existing bridges.
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Forecast analysis of traffic flow through urban road tunnel based 
on Artificial Intelligent method

Luo Zhong, Jun Wu & Hongxia Xia
School of Computer Science and Technology, Wuhan University of Technology, Wuhan, China

flow data.[1] The massive primary data value lies in 
is possibly hiding some unknown knowledge, may 
give the people to think provides more useful infor-
mation which would give helpful decision-making 
or prediction to the next moment.

Along with the data acquisition technology 
development and information technology develop-
ment, the data quantity is more and more huge, 
the attribute are also more and more complicated, 
how obtains the effective knowledge from these 
data is precisely the question which the data min-
ing needs to solve. At present, this research area 
already become correlation domain and so on 
the Database, Information Management System, 
Artificial Intelligence and Policy-making support 
research topics.

2 METHOD & MODELING

2.1 Data mining process

Data mining has attracted a great deal of atten-
tion in the information industry and in society as 
a whole in recent years, due to the wide availability 
of huge amounts of data and the imminent need 
for turning such data into useful information and 
knowledge. The information and knowledge gained 
can be used for application ranging from market 
analysis, fraud detection, and customer retention, 
to production control and science exploration. 
Data mining involves an integration of techniques 
from multiple disciplines such as database and data 
warehouse technology, statistics, machine learning, 
high-performance computing, pattern recognition, 
neural networks, data visualization, information 
retrieval, image and signal processing, and spatial 
or temporal data analysis.

The approaches to classification, such as 
k-nearest-neighbor classifiers, case-based reason-
ing, genetic algorithms, rough sets, and fuzzy logic 
techniques which vest in the Artificial Intelligence 
method area are widely used. Methods for 
prediction, includes linear regression, nonlinear 
regression, and other regression-based models.[2] 

ABSTRACT: Artificial Intelligent Technology 
provides us invaluable opportunities for effec-
tively exploiting massive information resources. 
Along with the development of Artificial Intel-
ligent Technology, some excellent methods have 
been developed to find exact or approximate solu-
tions of optimal problems, which include Neural 
Network (NN), Support Vector Machines (SVM), 
Genetic Algorithm (GA) and so on. Obviously, 
whatever Artificial Intelligence is very useful for 
massive Data mining. As we know, how to moni-
tor and predict the traffic flow through urban road 
tunnel is a particular point in the traffic project 
of city. If  this problem can be solved effectively, 
it would be significantly helpful for improving the 
quality of urban traffic service nowadays. In the 
present paper, an introduction on forecast analysis 
of traffic flow through urban road tunnel based 
on artificial intelligent method is presented. With 
reference to experimental data and artificial intel-
ligent method, a new type of analyzing model is 
set up for solving the problem of Data mining and 
knowledge discovery that will happen in forecast-
ing traffic flow through urban road tunnel. Given 
its effectiveness in solving the problem, more opti-
mal and better forecasting results can be obtained. 
Finally, examples show that this method is effec-
tive in predicting traffic flow through urban road 
tunnel.

1 INTRODUCTION

In recent years the urban road transportation 
condition more and more was crowded, the trans-
portation question has nearly become one of the 
most common problem but also the most difficulty 
which exists during the daily life. It is important 
to get the information which would assist to alle-
viate the municipal and crowded traffic flow, to 
optimize the urban road transportation network 
movement. The data mining is bought to the intel-
ligent transportation domain research area which 
could promote the efficiency of the massive traffic 
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The following preprocessing steps which be shown 
in Fig. 1 may be applied to the data to help improve 
the accuracy, efficiency, and scalability of the pre-
diction process.

2.2 Artificial neural networks

Neural networks are composed of simple elements 
operating in parallel. These elements are inspired 
by biological nervous systems. As the neural net-
work in nature, the network function is determined 
by the connections between elements. A neural net-
work can be trained to perform a particular func-
tion by adjusting the values of the weights between 
the elements.[3] Commonly neural networks are 
adjusted, or trained, so that a particular input 
leads to a specific target output.

2.3 ANN modeling of traffic flow

The ANN modeling consists of two steps: First step 
is to train the network; second step is to test the net-
work with data, which were not used for training. 
The processing of adaptation of the weights is called 
learning. During the training stage the network uses 
the inductive-learning principle to learn from a set 
of examples called the training set.[6–7] Learning 
methods can be classified as supervised and unsu-
pervised learning. In supervised learning, for each 
input neuron there is always an output neuron.

However, for the unsupervised learning it is 
enough only to have input neurons. The network 
selected here uses a back-propagation algorithm. 
The back-propagation learning algorithm is one 
of the most important historical developments in 
neural networks. It has reawakened the scientific 
and engineering community to the modeling and 
processing of many quantitative phenomena using 
neural networks. This learning algorithm is applied 
to multilayer feed-forward networks consisting of 
processing elements with continuous and differen-
tiable activation functions. Such networks associ-
ated with the back-propagation learning algorithm 
are also called back-propagation networks.[8] Given 
training set of input–output pairs, the algorithm 
provides a procedure for changing the weights in 
a back-propagation network to classify the given 
input patterns correctly.

3 APPLICATION

During this experiment, SQL provides the data 
which contains the urban road tunnel. It is capa-

ble to carry on the forecasting analysis to the per 
day traffic data in the database. Firstly, the urban 
road tunnel control system could give us the Trans-
portation condition demonstration contact surface 
which is shown as the Figure 3. It is easy to do the 
Real-time monitoring. On the other hand, the accu-
rate number of the traffic flow of the urban road 
tunnel could never be found easily and quickly. 
Because of these results, we have to forecast the 
number of the traffic flow in order to control the 
urban road tunnel safely and efficiently.

Obviously it is helpful of using the history data 
under the ANN model to get the forecasting result. 
As the Figure 4 shown, after a certain interval, the 
control system can count the left flow and the 
right flow which is the Traffic Statistics Parameters 
Module of the urban road tunnel control system. 
Then the database could provide the history data 
of the previous traffic flow which is seemed as the 
Table 1 shown.

As the part of the data formats are shown in 
Figure 4, it has 5 attributes which contains time, 
left lane traffic flow per hour, right lane traffic flow 
per hour, 5 sum of traffic flow 5. Then from these 
5 attributes, choose the input for the ANN mode-
ling. To deal with the forecasting problem can train 
the network by the data base which contain the 
data from 2010-2-1 1:00:00 to 2010-2-7 23:00:00, 
and then use the ANN algorithm. Finally, the fore-
casting output data follow closely matches the real 
data which is statistical by then. Figure 5 shows the 
comparison between the forecasting result and sta-
tistical sum data.

4 CONCLUSIONS

In this paper, we presented the implementation 
of data mining with Artificial Neural Network. 
After building modeling, making algorithm, and 
overview the structure of the forecasting system, 
we can have a traffic flow forecasting model. Then 
it is able to make attribute, selection data, and 
forecast result. This model fully uses data mining 
technology to optimal the massive data, and the 
experiment on the urban road tunnel shows that its 
forecast efficient.
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1  NON-ORTHOGONAL POLYNOMIAL 
EXPANSION

The present paper suggests using the following 
non-orthogonal polynomial expansion to denote 
the random response vector, d, as
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2  RECURSIVE APPROACH OF STATIC 
PROBLEMS
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In accordance with equation (3), a series of 
deterministic recursive equations can be deter-
mined by perturbation technique.

The study on the safety of  engineering structures 
attracted more and more modern engineers. 
In order to evaluate the structural safety quan-
titatively, one needs to calculate the probability 
of  failure in time-invariant component reliabil-
ity analysis, or a multifold integral in the view of 
mathematics. For most practical problems, it is 
usually difficult, and in some cases even impossi-
ble, to reach the exact evaluation of this integral 
while the dimension of multifold integral is large, 
and the performance function is a highly non-
linear function of random quantities with non-
Gaussian distribution. While research is ongoing, 
various approximate methods, such as the first- 
and second-order reliability methods (FORM/
SORM), moment methods, simulation methods 
and response surface methods are developed to 
estimate the failure probability.

In this paper a new class of computational 
methods, referred to as recursive stochastic finite 
element methods based on non-orthogonal poly-
nomial expansion, is presented for predicting the 
reliability of structural systems subject to random 
loads, material properties, as well as geometry. 
The idea of recursive approach on random mul-
tivariate functions, originally developed by the 
authors for statistical moment analysis, has been 
extended for reliability analysis in the current 
paper. The proposed reliability methods include 
the determination of the initial coefficients of 
the non-orthogonal polynomial terms of the ran-
dom vector, which represents the unknown static 
response, the redefining of the random response 
based on the assumption of new polynomial basis, 
and the conduction of Galerkin projection scheme. 
Afterwords, in terms of the obtained explicit poly-
nomial expansion of the random response, the 
failure probability of performance function can be 
evaluated by FORM/SORM if multi MPPs are not 
exist, or calculated through the Monte Carlo simu-
lation. In the end, two numerical examples includ-
ing a random cantilever beam and random wedge 
are conducted to illustrate the effectiveness of the 
proposed method.

Main points involved in the paper are inductively 
displayed in the following.
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3 GARLEKIN PROJECTION SCHEME

The expression of stochastic nodal displacement 
response is reassumed to be
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The undetermined parameters βi in the redefined 
stochastic polynomial expansions can be calculated 
through enforcing the Galerkin condition which 
makes the stochastic residual error e(α) ∈ Rn to be 
orthogonal to the basis vector Φi in a probability 
space spanned by independent random variables αi 
as expressed in Eq. (5).

< Φk
T e k, (e ) (> = , )mα 0=k  (5)

where <⋅> denotes the operator of mathematical 
expectation.

Then, by solving the m equations, the unknown 
coefficients β0, β1 … βm can be easily determined.

4 DEFINITION OF FAILURE 
PROBABILITY

P R f d d dfP
R n<∫R

( )f
( )

f)ff α d α
0 1 2 1 2α αα ddα dα d n

 
(6)

where f(α1, α2 … αn) is the joint probability dis-
tribution function of the orthogonal random vari-
ables {α1, α2 … αn}.

5  CALCULATION OF MULTIFOLD 
INTEGRAL

At first, it is expected to use well established compu-
tational schemes such as those of FORM/SORM 
to evaluate the reliability index, once an explicit 
expression is available for the structural response. 
Secondly, Monte-Carlo simulation method can be 
used to implement the computation of reliability 
by the obtained output response.

6 EXAMPLES

For example 1, some results of failure probability 
of random cantilever beam are listed in Table 1.

The static reliability problem of a random wedge 
under gravity and hydraulic pressure is illustrated 

by example 2. The PDF curves of output random 
responses in some cases are shown in Figure 1 here.

Through the conducted numerical analysis, we 
can conclude that, taking advantage of the explicit 
expressions of random responses determined 
by recursive stochastic finite element method, 
the approximation approaches for reliability 
calculation, such as FORM/SORM, can be suc-
cessfully used to evaluate the failure reliability if  the 
solution is convergent and no multi most probable 
points occur. Further, taking into account that the 
computation amount of the failure reliability based 
on Monte-Carlo simulation is acceptable since the 
obtained explicit performance functions are pro-
vided, the proposed Monte-Carlo simulation is a 
good choice when the performance function is of 
strong nonlinearity or even has multi peaks.

Table 1. Failure probabilities of random beam from 4 
different methods.

Methods

σE = 1e-5 σE = 0.1

δI = 0.12 δI = 0.179 δI = 0.12 δI = 0.179

FORM 5.37e-4 2.55e-2 8.90e-3 4.19e-2
SORM 2.94e-4 2.01e-2 4.68e-3 3.12e-2
MC 3.3e-4 1.87e-2 4.53e-3 2.98e-2
DMC 3.5e-4 1.84e-2 4.36e-3 2.81e-2
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Figure 1. PDF curves of horizontal displacement at the 
top of wedge.
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1 INTRODUCTION

The Random Decrement (RD) technique was 
explored initially and developed heuristically by 
Cole (1968, 1971). However, a strict theoretical 
proof for the RD technique was not proposed until 
1982 by Vandiver, who established the general rela-
tionship between the auto-correlation function and 
the auto RD signature for a linear and time-invari-
ant dynamic system. Then, Bedewi (1986) expanded 
the work of Vandiver to theoretically develop the 
multiple-signal RD technique for a linear Multiple-
Degree-Of-Freedom (MDOF) dynamic system. 
Huang (1999) and Chiu (2004) expanded the math-
ematical derivation of relations between the RD 
signatures and the corresponding free vibration 
responses from displacement response to velocity 
response and acceleration response.

The RD technique provided a simple and direct 
method, instead of the FFT based method, to 
implement data analysis of vibration systems 
excited by random forces. Therefore, it has been 
widely implemented in modal and damping ratio 
parameter identification of civil engineering field. 
For example, Li (1998) and Shi (2010) applied 
the RD technique to identify the damping ratio 
parameter of structures. Kijewski (2002) and Chiu 
also made detailed discussions about the applica-
tion problems of random decrement technique.

In the extraction of RD signature from meas-
ured data the signal interception threshold selection 
is critical. Generally, the structure response signal 
length is certain. The obtained sub-signal number 
will decrease with a large selected threshold value, 
correspondingly, the effective averaging times will 
decrease and lead to a worse average value results. 
On the contrary, if the threshold value is too small, 
although the averaging times increased, the signal 
section quality obtained will be worse and also lead 
to a worse RD signature. Therefore, in practical 

application, both the suitable amplitude of threshold 
value and the amount of the averaging times need 
to be guaranteed (generally takes above 500∼1000 
times). Obviously, if the measured response signal 
is insufficient, the application of RD technology 
will meet great difficulty. On the other hand, when 
the selected segments number is very large, a more 
accurate structure vibration characteristic will be 
obtained, but lead to a greater computational work, 
therefore, there appeared the problem of how to 
extract the representative sampling segments in order 
to reduce the computation time by only extracting 
appropriate number of sampling segments.

This paper presents the application of sampling 
theory and methods on RD method for parameter 
identification of linear dynamic system. When 
dealing with parameters identification problem, 
the RD technique supplies an easy and powerful 
tool for extracting meaningful signals from meas-
ured random structural responses and has fre-
quently been used in various fields. However, there 
are some problems, for instance, the sampling seg-
ments quantity is insufficient or too much, or the 
recognition precision is not satisfied to implement 
a good data analysis.

This paper unified pps sampling, stratified sam-
pling, two-stage sampling and systematic sampling 
separately with the RD technique, then accord-
ingly proposed the RD techniques based on above 
sampling methods, and developed corresponding 
formulations to produce a stable random decrement 
signature in some extent.

The results of four simulation examples indicate 
that in different vibration parameter recognition 
situations, the above provided RD technique based 
on different sampling methods could improve the 
quality of RD signature obviously, and lead to a 
quite accurate identification of vibration param-
eters of structural system under the effective use of 
all measured sampling segments.
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Randomness of chloride ion concentration in existing concrete 
under tidal environment
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Based on the free chloride ion concentration in 
concrete cores, the steady decrease phase of mean 
of free chloride ion concentration in concrete 
begins at 10 mm or so.

The analysis result show the probability distri-
bution of free chloride ion concentration in identi-
cal depth conforms to a log normal distribution. 
For example, the probability distribution function 
of free chloride ion concentration at 20 mm depth 
of all cores concrete is:
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The standard deviation and variation coef-
ficients of free chloride ion concentration of 

ABSTRACT: Under the natural chloride 
environment, the free chloride ion concentration of 
concrete in different depths from the concrete surface 
is actually a random variable, randomness of these 
concentrations including concentration of surface 
concrete and bar’ surface will decide randomness 
characteristic of initial corrosion time of steel bar in 
concrete and durability life of concrete elements.

Based on the measured values including con-
crete protective lawyers and free chloride ion con-
centration in an existing concrete of hydraulic 
gates under strong tidal estuary of the Qiantang 
River, the randomness of free chloride ion concen-
trations of surface concrete and bar’ surface is ana-
lyzed in this paper, and the distribution parameters 
and distribution function are studied.

The studied background engineering built 
in 1980 is existing concrete sluice gates which 
are located in the natural strong tidal estuary of 
the Qiantang River and has been used to exceed 
26 years. There are 5 holes with RC deck-girder 
gates which clear width is 3.00 m. Combining sam-
pling with dismantling sluice, the concrete sample 
of the gates are been sampled in February 2007. 
The length of every concrete core sample is the 
thickness of gate that is insight into the gate. The 
marked “A” sample is located 200 cm height upper 
the base plate of the sluice and the marked “B” 
sample is located below gates.

The concrete protective layers of gates are meas-
ured based on samples, there is steel wire in con-
crete gates which diameter is 4 mm, and the average 
thickness of concrete of gates and of concrete pro-
tective layers of gates are 68.3 mm and 15.63 mm, 
respectively. The probability mode thickness can 
be analyzed in probability check method, the result 
show that the thickness of concrete protective layer 
is a normal distribution function.

By the measuring method above, the distribu-
tion of free chloride ion concentration in concrete 
of the existing gate can be analyzed. Figure 1 is the 
distribution map of free chloride ion concentra-
tion in concrete core A4∼A6 and B4∼B6.

Shown in figure 2 is the mean of free chlo-
ride ion concentration in concrete core A4∼A6 
and B4∼B6.
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Figure 1. Distribution of free chloride ion concentra-
tion in concrete cores.
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Figure 2. Mean of free chloride ion concentration in 
concrete cores A4∼A6 and B4∼B6.
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concrete cores A4∼A6 and B4∼B6 can be analyzed. 
Figure 3 is standard deviations with depths at 
cores A4∼A6.

Figure 4. is standard deviation with depths at 
cores B4∼B6.

According to analysis for calculation results 
above, the absorption of capillary is the main 
seepage action of chloride ions in concrete sur-
faces at the strong tidal estuary of the Qiantang 
River, and the randomness of seepage action is 
strong and the erosion is unstable. The largest vari-
ation coefficient of free chloride ion concentration 
in different depths reaches 0.73 where is 2∼3 mm 
depth from surface sides. The absorption of cap-
illary decreases gradually when the erosion depth 
is larger than 10 mm, and the seepage is trending 
to diffuse. The content mean of chloride ions has 
the general trend to decrease steadily, and the vari-
ation coefficients of content distribution of chlo-
ride ions are 0.20∼0.45.

The analysis results show the concrete protective 
layer is a normal distribution, and the free chloride 
ion concentration of surface concrete and bar’ sur-
face are a log normal distribution. The main seep-
age action of chloride ions in concrete surfaces 
is the absorption of capillary at the strong tidal 
estuary of the Qiantang River, and the mean of 
free chloride ion concentration in concrete cores 

increases with depth of surface concrete, but the 
steady decreases depth of mean of free chloride 
ion concentration in concrete is about 10 mm.

Keywords: Chloride ion, concentration, concrete, 
distribution
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Characterization of random fields at multiple scales: An efficient 
conditional simulation procedure and applications in geomechanics

Jack W. Baker & Andrew Seifried
Department of Civil and Environmental Engineering, Stanford University, Stanford, CA, USA

Jose E. Andrade & Qiushi Chen
Department of Civil Engineering and Applied Mechanics, California Institute of Technology, Pasadena, CA, USA

Information pertaining to granular systems, includ-
ing inhomogeneities, is encoded at the granular 
scale and propagated up to the field scale. Their 
effect on the global performance of geosystems at 
the field scale, such as oil reservoirs, can be pro-
found as it has been shown that these features can 
serve as flow barriers, reducing the effective per-
meability of the reservoir by orders of magnitude 
(Holcomb and Olsson 2003; Sternlof et al., 2006).

When characterizing fields of soil properties 
while accounting for uncertainty, consideration 
of spatial dependence is of great importance, 
and much effort has been devoted to this prob-
lem. Often, spatially dependent random fields are 
modeled spectrally. Another common approach 
is to use a correlation coefficient between the 
unknown values of a soil property at two points, 
and the correlation decreases with increasing 
distance between the points. While spectral-based 
simulation approaches are often preferable for 
random field simulation due to their stability and 
computational tractability, here a sequential corre-
lation-based approach is valuable if  one desires to 
do adaptive refinement as described below, because 
it is not necessary to specify a priori the locations 
requiring fine-scale resolution; one can simply add 
additional fine scale data, conditional upon all pre-
viously simulated data, as the need arises.

2 SIMULATIONS APPROACH

A sequential conditional simulation adopted here. 
First an arbitrary location in the grid is selected 
and a simulation is generated from the standard 
Gaussian distribution. Subsequent locations are 
simulated conditional upon all previous simula-
tions. The needed distributions are easy to obtain 
when the field is Gaussian. This conditional 
simulation approach is ideally suited for multiscale 
analysis because it is possible to selectively produce 
fine-scale simulations that are conditional upon an 

ABSTRACT: This paper describes an approach 
to account for the multi-scale nature of soil by using 
a multi-scale hierarchical Monte Carlo simulation 
framework. The behavior of particulate media, 
such as sands, is encoded at the granular-scale, and 
so methods for accurately predicting soil behavior 
must rely on methods for up-scaling such behav-
ior across relevant scales of interest. Multi-scale 
analysis is known to be especially important under 
strain localization, penetration or liquefaction con-
ditions, where a classical constitutive description 
may no longer apply. A probabilistic framework 
across multiple scales is needed to efficiently model 
and simulate multiscale fields of spatially varying 
material properties and to consistently compute 
the behavior of the material in a multi-scale model. 
From a material modeling standpoint, the multi-
scale framework is facilitated here using a hierar-
chical conditional simulation procedure. With this 
approach, a more accurate material description at 
finer scales is pursued only when needed, such as 
in the presence of strong inhomogeneities. Monte 
Carlo simulation is used to simulate material prop-
erties at an initial coarse scale, and that initial sim-
ulation is adaptively refined at finer scale materials 
whenever necessary, conditional upon previously 
simulated coarse scale data. Here the background 
of the multiscale geomechanics motivation is 
summarized, the mathematics of this simulation 
approach is developed, and then several example 
calculations are shown to bring insights regard-
ing the approach and its potential application in 
problems where multi-scale effects are important. 
Details regarding open-source software document-
ing these calculations are also provided.

1 INTRODUCTION

Many geotechnical engineering problems are 
multi-scale in nature because of inhomogeneities 
existing at different length-scales in geomaterials. 
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original set of coarse-scale simulations. Simulations 
of non-Gaussian fields are obtained using a post-
processing transformation of a simulated Gaussian 
field. This approach is widely used today, is seen to 
be reasonable in many situations (Goovaerts 1997; 
Phoon 2006), and has been adopted by the authors 
in past research (Andrade et al., 2008; Baker and 
Faber 2008; Chen et al., 2010).

For multiscale simulations, one proposed appr-
oach is to first produce simulated properties at the 
coarsest scale of interest and then iteratively simu-
late at finer scales, conditional on the coarse-scale 
random field simulations. This iterative simulation 
approach has recently been previously used by the 
authors (Chen et al., 2010), and has the advantage 
that fine-scale simulations are produced only at 
locations where they are needed. For example, if  
the coarse scale random field simulation produces 
a region of weak or potentially unstable material, 
then additional simulations at progressively finer 
scales can ‘fill in’ more detail at this critical region. 
Or if  the finite element analysis for soil instabilities 
indicates that strains are localizing in a particular 
band, then supplemental random field simulations 
can be generated and the finite element mesh can 
be updated to incorporate the needed fine-scale 
details in this particular region. The only input 
needed is how to identify the locations where 
refinement would produce the most benefit for 
later analyses. Figure 1 shows a simulation of a 
30 × 20 coarse scale field with 30% of grid points 
refined by identifying regions of strong heteroge-
neities in the coarse scale simulation.

3 CONCLUSIONS

This manuscript outlines a modeling approach 
used to simulate spatially correlated fields of 
random variables, and refine the discretization adap-
tively (i.e., without pre-specifying the refinement 

locations prior to beginning the simulations). The 
procedure relies on transforming the random vari-
ables of interest to Gaussian random variables, and 
then relying on the properties of Gaussian fields to 
simulate additional values conditional upon previ-
ously specified variable values. The procedure has 
been implemented for the analysis of geomechan-
ics problems, but is applicable to other problems 
where spatially varying random variables are used 
as inputs. The software used to produce these 
results is easily adaptable for other geometries and 
refinement strategies, and the source code has been 
provided on the authors’ website for use by other 
researchers.
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Performance–based probabilistic capacity models and fragility 
estimates for reinforced concrete column subject 
to vehicle collision
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ABSTRACT: The infrastructure and 
transportation facilities have increased rapidly 
over the years. This has been accompanied by 
the increase in the number of vehicle collisions 
with structure. This type of collisions leads to the 
damage and often total collapse of the structure. 
There is need to protect the structures against 
such collisions. In the Reinforced Concrete (RC) 
structures, columns are usually the most vulnerable 
members exposed to such collisions. The columns 
in the lower story of the building, column of a 
bridge, electric poles are such members susceptible 
to vehicle collision. The existing design guidelines 
and provisions for protection of these members 
against collision of vehicles are not adequate. The 
desired behavior and the associated performance 
levels of the structure during a vehicle collision 
are not defined. The capacity of the RC column 
to withstand a vehicle collision and the demand 
imposed on it is not available. The current provi-
sions do not take into account the uncertainty asso-
ciated with the vehicle collision. There is a need to 
address these issues for the safety and protection 
of the infrastructure and transportation facilities 
and smooth operation of the system.

The proposed work addresses these issues. 
In this paper dynamic shear capacity models are 
developed to accurately estimate the capacity of the 

RC column during vehicle collision. The different 
developed capacity models are associated with the 
different desired behavior and the corresponding 
performance levels of the RC column during 
vehicle collision. The probabilistic formulation 
used to develop the dynamic shear capacity model 
accounts for the uncertainties associated with the 
collision of vehicles with RC column. The proposed 
model is able to accurately predict the dynamic 
shear capacity of the RC column subject to vehi-
cle collision during different performance levels. 
A framework is developed to estimate the fragility 
of the RC column subject to vehicle collision. The 
fragility estimate of a bridge RC column is made 
using the developed models during different per-
formance levels. This estimate is used to predict the 
reliability of the structure for a performance level 
during vehicle collision.

The developed probabilistic dynamic shear 
capacity models can be used for a performance-
based design of structures such as buildings, 
bridges. It can be used to estimate the adequacy 
of a structure to sustain a collision event and make 
recommendations for repair and retrofit. The 
state of knowledge can be applied to study similar 
cases of collision such as ship collision to a barge, 
projectile collision into concrete walls; and develop 
adequate models.

Keywords: Bridge Vehicle Collision, Capacity, Probabilistic Model, Demand, Fragility Estimates, 
Performance-Based Design
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Adaption of car park loads according to DIN 1055-3 
to the current trend of increasing vehicle weights

Holger Schmidt & Martin Heimann
Institute for Concrete and Masonry Structures, Technische Universität Darmstadt, Germany

Authority). Vehicle weights were determined by 
means of a mobile wheel load scale, whereby the 
weight of front and back axles, the number of car 
occupants and vehicle fluctuation were measured. 
The load measurements were taken in the months 
of July to October 2009. Vehicles were weighed on 
leaving the car park, including the added load and 
weight of people. Figure 2 shows by way of exam-
ple a vehicle during load measurement.

The distribution function of vehicle weights 
obtained from the load measurements made it 
possible to calculate uniformly distributed car park 
loads as a function of the reference area with the 
help of numerical simulations. On this basis the 

Structures must be built in such a way that 
construction costs are kept to a minimum while 
meeting the structure’s requirements with suffi-
cient reliability both at the serviceability limit state 
(SLS) and the ultimate limit state (ULS). How-
ever, this demanding task can be accomplished 
only if  the loads acting on a structure during its 
entire useful life are realistically considered in the 
calculation using suitable stochastic models and 
converted into easy to use standard load values. 
In this respect the forecast of future trends of 
loads varying with time is a difficult task subject to 
great uncertainties which, depending on the kind 
of influence, requires a critical review of standard 
load values at regular intervals.

The load data for multi-storey car parks cur-
rently available for building practice in the form of 
regulations under German standard DIN 1055-3 
(2006) are based on load measurements and theo-
retical studies carried out by Marten (1975) back 
in the nineteen seventies. The annual new regis-
trations recorded by the Kraftfahrt-Bundesamt 
(2007) KBA (Federal Motor Transport Authority) 
demonstrate, however, that average as well as max-
imum car weights have increased markedly since 
then. Based on data of the Kraftfahrt-Bundesamt 
(2007b), Figure 1 illustrates the trend in individual 
weight categories of all motor vehicles registered in 
Germany since 1989.

This illustration shows that in addition to the 
increase in weight in the medium category range 
(from 1400 kg–1700 kg up to 1700 kg–2500 kg) 
there was noticeable growth in vehicles with a max-
imum gross vehicle weight of >2500 kg. The load 
values for multi-storey car parks currently defined 
in German standard DIN 1055-3 (2006) therefore 
cannot ensure sufficient reliability of the loaded 
structural components and lead to insufficient 
safety in structural design.

To take the current trend of rising vehicle 
weights into account, the authors carried out load 
measurements at the Hauptwache multi-storey 
car park in Frankfurt am Main, Germany, and 
compared the results with data provided by the 
Kraftfahrt-Bundesamt (Federal Motor Transport 
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Figure 1. Trend in maximum gross vehicle weight since 
1989 [Kraftfahrt-Bundesamt (2007b)].

Figure 2. Load measurements at the Hauptwache 
multi-storey car park in Frankfurt am main.
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requisite annual extreme values for multi-storey 
car parks were determined for implementation in 
the standard.

Figure 3 compares the current annual extreme 
values of equivalent loads from Schmidt & 
Heimann (2009) with the values based on load 
measurements made by Marten (1975). In line 
with Marten (1975) and with reference to the CEB 
recommendation, the 95% quantile of the extreme 
value distribution with a reference period of one 
year, taking into account the load concentration 
factor fS

*, is used to determine the design load. 
Using the 98% quantile would lead to only insig-
nificantly higher loads, due to the small variation 
coefficient of the extreme value distribution.

As expected, the updated load values are higher 
than the load values given by German standard 
DIN 1055-3 (2006) which were based on measure-
ments taken in the years 1972/1973. The design 
loads proposed by the authors [A ≤ 20 m2 or 
L ≤ 5 m (q = 4.5 kN/m2), A ≤ 50 m2 or L ≤ 9 m 
(q = 3.5 kN/m2) and A > 50 m2 or L > 9 m 
(q = 2.5 kN/m2)] are appropriate for realistically 
representing the bending moments of floor slabs in 
multi-storey car parks. The proposed design loads 
are however not suited to covering local shear force 
effects of axle loads close to supports.
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Figure 3. Annual extreme values of equivalent loads based on Marten (1975), Schmidt & Heimann (2009) and DIN 
1055-3 (2006).

Accordingly it is recommended for the shear 
force proof to use uniformly distributed design 
loads together with an axle load of 20 kN in unfa-
vourable load position. This approach agrees in 
principle with the method of proof in bridge build-
ing and is suited for describing realistically also 
shear force effects of car park occupancies.
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in high-rise buildings
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(Tension Stiffening Effect) and the cross-section 
height are of major influence, what is a clear sign 
of stability failure. This serious reliability gap is not 
acceptable, since the stability failure occurs with-
out any prior notice by e.g. increasing deflection 
and crack formation. The reason for this safety 
gap is that the partial safety factors γc and γs in the 
design format of Eurocode 2 can not reduce the 
design bearing capacity Rd in the case of stability 
failure since the failure occurs long before either 
the design yielding point of steel fyd or design con-
crete strength fcd are reached. The problem can be 
solved by applying a safety format which operates 
with only one single partial safety factor γR on the 
resistance side according to Eurocode 2—Part 2 
(Concrete Bridges). The American Standard ACI 
318-05 (2005) also works with only one strength 
reduction factor γ on the resistance side and there-
fore avoids a safety gap in case of stability failure. 
Fig. 1 shows that with the safety format according 
to Eurocode 2—Part 2 a very balanced reliability 
level can be achieved and therefore this safety for-
mat is strongly recommended by the authors for 
the design of slender columns.

Meanwhile the concrete-technological develop-
ments allow for an unerring production of ultrahigh-
performance concrete (UHPC) with a compressive 
strength of more than 150N/mm2. Fig. 2 shows 

For realistic modelling of the load bearing 
behaviour of slender RC columns, material and 
geometric nonlinearities have to be considered. 
Material nonlinearity means the stiffness reduc-
tion with increasing load intensity and geometric 
nonlinearities result from second order effects. 
Due to the load dependant material behaviour 
(moment-curvature-relationship) a sudden stabil-
ity failure may occur long before material strength 
is exceeded. In these cases we speak of stability 
failure due to load dependant stiffness reduction. 
For correct analysis of the described phenomena 
the use of realistic material laws are inevitable. This 
applies not only to the stress-strain-relationships of 
concrete and reinforcing steel, but also to the ten-
sion stiffening effect (TS). The computer program 
developed by Six (2003) takes into account these 
phenomenon accurately which has been proven by 
several recalculations of experiments. The reliability 
analysis presented in the current study concentrates 
on short (slenderness λ = 0) and slender (slender-
ness λ = 100) high strength concrete columns, with 
a nominal compression strength of fck = 100 MPa.

The results of the reliability analysis are illus-
trated in Fig. 1. This figure illustrates the reliability 
index in the domain of the eccentricity ratio e/h. 
Additionally the target reliability index βTarget = 4.7 
for a reference period of 1 year according to 
Eurocode 1 is marked. The short columns with 
slenderness λ = 0 (cross-section analysis) reveal a 
sufficient reliability level of β = 4.7 for the eccen-
tricity ratio e/h = 0.1. With increasing eccentricity 
(transition from pure compression to bending) the 
reliability index declines to 4.2 at an eccentricity 
ratio of e/h = 2.0. This value lies in the accepted 
range of variation according to Eurocode 1. The 
different ratios of the nominal live load to dead 
load Qk/Gk have almost no influence on the results. 
The slender column type with slenderness λ = 100 
on the other hand show a significant reduction 
of the reliability index for medium eccentricity 
ratios e/h. The lowest value of β = 3.5 is reached 
at e/h = 0.4 and Qk/Gk = 0.25. At eccentricity ratio 
e/h = 0.4 only stiffness determining variables such 
as concrete modulus of elasticity, tensile strength 

Figure 1. Reliability Index β for high strength concrete 
columns C100 (fck = 100 MPa) versus load eccentricity 
ratio e/h (caption: Concrete strength—Qk/Gk - λ).
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exemplarily a scatter plot of the balance points 
of a circular cross-section for C150. The data are 
extracted from a specific M-N-diagram which is 
based on numerical simulation. The plot identi-
fies the influence of shrinkage of the UHPC on 
the load-carrying capacity of a circular cross-sec-
tion towards NSC. The distribution changes only 
in case of UHPC into a likely more multivariate 
distribution. Therefore the influence of shrinkage 

is significantly and has to be considered in a 
probabilistic model of UHPC.

In addition, the illustration of  the stiffness 
behaviour of  a circular cross-section by means 
of  an moment-curvature-diagram gives an 
explanation of  the variation of  the stiffness in 
dependence of  the load effect. Fig. 3 draws the 
eccentricity of  the internal force (ratio e = M/N 
with N = −2000 kN) over the curvature of  a cir-
cular cross-section. The changing stiffness with 
increasing eccentricity is identified by the trend 
of  the curves. The dots on the left side describe 
the crack origin of  the respective cross-section. 
The dots on the right side show the load-carrying 
capacity. In this case the yield strength point and 
the point of  yield of  the reinforcing steel sub-
jected to compression are not reached. It can be 
seen that the variation of  the curvature increases 
with increasing concrete compression. This can be 
traced back on the influence of  dispersion of  the 
concrete.

The knowledge of structural reliability of 
innovative UHPC column systems is mandatory 
because applications of this high-end building 
material could be executed without sufficient con-
struction experiences. Moreover, the knowledge 
which is given for normal- and high-strength con-
crete cannot be simply transferred to UHPC. On 
the basis of the results of this research project, 
innovation potentials and limits of applicability of 
UHPC will be defined.
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Figure 2. Scatter-plot of Balance Points for C150 (left 
side) and C30 (right side) concrete under the influence of 
shrinkage (black/grey dots); slenderness λ = 0.

Figure 3. Eccentricity-Curvature diagram of a circular 
cross-section; Concrete C150; slenderness λ = 0; scatter-
plot on the left side: crack starting point; scatterplot on 
the right side: load-carrying capacity.
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Estimating marginal densities of materials with multiple anomaly types

M.P. Enright & R.C. McClung
Southwest Research Institute, San Antonio, TX, USA

The fatigue life of fracture-critical metal alloys can 
be strongly influenced by material anomalies that 
may appear during the manufacturing process. 
If  undetected, the anomalies can initiate growing 
fatigue cracks that may lead to premature failure 
of the component. The corresponding probabil-
ity of fracture is dependent on a number of ran-
dom variables, including the size, orientation, and 
occurrence frequency associated with a specified 
anomaly type (among other factors).

Some materials may have more than one type of 
anomaly (pores and inclusions, for example) which 
can introduce a number of additional random var-
iables that must be characterized and treated for 
probabilistic assessments. If  the crack formation 
and growth lives associated with the dependent 
random variables are known for all of the vari-
ous anomaly types, the component probability of 
fracture can be assessed using established system 
reliability methods. However, these lives are often 
difficult to obtain in practice for multiple-anomaly 
materials because the test specimens typically are 
not isolated to a single anomaly type. Even when 
the component failures can be traced to a specific 
anomaly type, there is a potential overlap among 
the failures of different anomaly types which can 
be classified as the problem of competing risks.

If  the failures associated with different anomaly 
types are independent and sufficient failure data 
are available, the marginal densities associated 
with them can be estimated using nonparametric 
statistical methods. Once the failure probabilities 
associated with the individual anomaly types are 
known, they can be used to calibrate probabilis-
tic models for each anomaly type. The resulting 
calibrated probabilistic models can then be used to 
predict the behavior of the component with differ-
ent numbers and types of anomalies.

In this paper, a probabilistic framework is pre-
sented that provides treatment for multiple types 
of anomalies in fracture-critical gas turbine engine 

materials. It is based on previous work that has 
been extended to address the overlap among 
anomaly type failure modes using the method of 
Kaplan-Meier combined with the data-smoothing 
technique recommended by Meeker and Escobar. 
The framework is illustrated for risk prediction of 
a nickel-based superalloy. The results can be used 
to predict the risk of general materials with multi-
ple types of anomalies.
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and Wisperx spectrum. The estimated accumulated 
damage at failure is shown in Table 1. The results 
show that Miners rule gives a non-conservative 
estimate on the accumulated damage at failure.

The reliability of a wind turbine blade is in the 
present paper estimated for both out-of-plane and 
in-plane loading. The reliability estimation assumes 
that the blade is designed to the limit according to 
three different wind turbine design standards:

• IEC 61400-1
• Det Norske Veritas (DNV)
• Germanischer Lloyd (GL)

In the present paper a probabilistic design 
approach to fatigue design of wind turbine blades 
is presented.

Wind turbine blades normally consist of a main 
spar and an aerodynamic shell, see Figure 1. The 
purpose of the main spar is to carry flapwise load-
ing whereas the aerodynamic shell primary gives 
the blade the correct aerodynamic profile and sup-
port for loads in the edgewise direction. The aero-
dynamic shell and the main spar webs in the blade 
are normally made of composite material such as 
glass fiber reinforced epoxy along with sandwich 
material.

The uncertainty related to the fatigue properties 
of composite material is in the present paper esti-
mated using public available test results. Fatigue 
tests with both constant amplitude and variable 
amplitude are studied in order to determine the 
physical uncertainty on the fatigue strength and 
the model uncertainty on Miners rule for damage 
accumulation.

Composite material differs from many other 
materials because the fatigue strength is depend-
ent on the mean stress and differs in tension and 
compression. The influence of the mean stress on 
the fatigue strength is normally taken into account 
by estimating SN-curves for different R-ratio’s and 
arranging these in a constant life diagram. The 
R-ratio is defined by:

R =
σ
σ

miσσ n

maσσ x
 (1)

where σmin and σmax are the minimum and maxi-
mum stress in a fatigue cycle, respectively. 
In Figure 2 a constant life diagram estimated 
from constant amplitude fatigue tests with geom-
etry R04MD is shown.

The model uncertainty on Miner rule for lin-
ear damage accumulation is estimated based on 
variable amplitude fatigue tests with the Wisper 

Figure 1. Typical cross-section of a wind turbine 
blade.
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Figure 2. Constant life diagram for geometry R04MD.
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The three design standards differ in the way the 
fatigue strength is specified. However, also the par-
tial safety factors and fatigue load changes between 
the three standards. In the present paper the IEC-
standard is modified slightly for which reason it is 
denoted IEC-mod.

The reliability of the wind turbine blade is esti-
mated using a limit state equation for the out-of-
plane and in-plane loading, respectively. Figure 3 
shows the typical response for the two load types. 
It is seen that the in-plane bending moment has a 
very regular behavior which is dominating by grav-
ity loading of the blade. The out-of-plane bending 
moment has on the other hand has a more irregular 
behavior which is dominated by turbulence in the 
wind. Also, the blade passing the tower influences 
the out-of-plane bending moment. The fatigue 
cycles obtained from Rainflow-counting corre-
sponds for the in-plane bending moment mainly to 
R = −0.4 and R = −1.0, whereas the out-of-plane 
bending moment mainly corresponds to R = 0.1 
and R = −0.4.

In a numerical example the reliability is esti-
mated using the three different design standards. 
The fatigue load is obtained from aeroelastic simu-
lation of the NREL 5 MW reference wind turbine 
which is pitch controlled. The estimated annual reli-
ability index β and annual probability of failure PF 
for the last year of service (t = 20 years) are shown 
in Table 2. The table shows that the reliability is 

slightly higher for in-plane loading compared to 
out-of-plane loading. This is due to the smaller 
physical uncertainty on the gravity load com-
pared to the wind load which is dominating for 
the out-of-plane loading. The reliability obtained 
for geometry R04MD and R03UD differs slightly 
for the IEC-Mod standard. However, a larger vari-
ation is observed for the DNV standard and for 
the GL standard a significant variation in the esti-
mated reliability is observed.

In Table 3 the mean and standard deviation for 
the annual reliability index are shown for each of 
the three standards. In the background documen-
tation to IEC 61400-1 a target annual reliability 
index on β = 3.09 is specified corresponding to an 
annual probability of failure on PF = 10−3. From 
table 3 it is seen that the reliability obtained in 
the present study is slightly higher for IEC-Mod. 
and DNV whereas a lower reliability is obtained 
for GL.

The variation in the reliability index between the 
four cases considered is smallest for the IEC-Mod 
standard, where the full constant life diagram is 
used. A higher variation in the reliability is observed 
for the DNV standard which uses a constant life 
diagram based on three R-ratio’s (R = 0.1, R = −1, 
R = 10). For the GL standard which uses the sim-
ple shifted Goodman diagram a large variation in 
the estimated reliabilities is observed.

Table 1. Accumulated damage at failure, geometry 
R04MD.

Geometry Spectrum Tests Mean Std.

R04MD Wisper 10 0.90 0.54
R04MD Wisperx 13 0.28 0.20
R04MD Reverse Wisper  2 0.20 –
R04MD Reverse Wisperx 10 0.32 0.16
R03UD Wisper 18 0.35 0.13
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Figure 3. Time series for in-plane and out-of-plane 
bending moment for a pitch controlled 5 MW wind tur-
bine at 13 m/s.

Table 2. Estimated annual reliability index and 
probability of failure in the last year of service for the 
different standards.

Standard Geometry Load β PF

IEC-Mod. R04MD Out-of-plane 3.12 9.1.10−4

IEC-Mod. R04MD In-plane 3.20 6.9.10−4

IEC-Mod. R03UD Out-of-plane 3.01 1.3.10−3

IEC-Mod. R03UD In-plane 3.32 4.5.10−4

DNV R04MD Out-of-plane 3.58 1.7.10−4

DNV R04MD In-plane 3.41 3.2.10−4

DNV R03UD Out-of-plane 3.01 1.3.10−3

DNV R03UD In-plane 3.32 4.5.10−4

GL R04MD Out-of-plane 2.26 1.2.10−2

GL R04MD In-plane 2.27 1.2.10−2

GL R03UD Out-of-plane 2.16 1.5.10−2

GL R03UD In-plane 4.19 1.4.10−5

Table 3. Summary of estimated annual reliability indi-
ces for the three standards.

Standard Mean β Std. β

IEC-Mod. 3.16 0.13
DNV 3.33 0.24
GL 2.72 0.98
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the other one is installed 20 m away from the first 
one near the center of the bridge. Installed accel-
erometers record the accelerations with 0.005 sec-
onds sampling time. The data from vibration tests 
are processed to obtain the vibration frequencies 
of the first four transverse modes that excite the 
bridge at the location of the accelerometers.

An analytical nonlinear model of the bridge is 
created in OpenSees (2009) and the preliminary 
structural properties are assigned to the bridge 
components in the model based on the information 
available in design drawings. Then, the structural 
properties used in the model are updated by 
matching the vibration frequencies of the analyti-
cal model and the vibration frequencies obtained 
field from vibration tests. The matching process 
is conducted using Markov Chain Monte Carlo 
(MCMC) method. The updated structural proper-
ties are also used in the probabilistic capacity and 
demand models of the Fabela Bridge.

Probabilistic capacity and demand models are 
developed for the bridge based on the framework 
developed by Gardoni et al. (2002, 2003). Updated 
structural properties are used to develop probabi-
listic capacity and demand models for the Fabela 
Bridge. Fragility curves are estimated based on 
the developed probabilistic capacity and demand 
models. Two modes of failure are considered in 
the development of probabilistic models: deforma-
tion failure of bridge columns and shear failure 

Past experience shows that bridges with single 
column concrete piers are vulnerable to earth-
quakes in the transverse direction. This paper esti-
mates the fragility curves for the Fabela Bridge, a 
five-span concrete bridge with single column con-
crete piers in Toluca, Mexico. The elevation of the 
bridge is shown in Figure 1. There are three traffic 
lanes on the bridge. The columns of the bridge are 
continuous to the deck and form two frames at the 
second and forth spans of the bridge in the longitu-
dinal direction. There are four in-span joints in the 
bridge with the distance of 5 m from the columns 
at the first, third and fifth spans of the bridge. 
The heights of columns A, B, C and D are 5.90 m, 
6.87 m, 7.55 m and 7.28 m, respectively and the 
diameter of all the columns are 2 m. Shallow foun-
dations with the length of 9 m and width of 6 m 
support the columns of the bridge.

Deterioration of bridge components change 
their stiffnesses during time. Therefore, the real stiff-
nesses of the bridge components might be different 
from those obtained from the design drawings. To 
get more realistic estimations of the structural prop-
erties of the bridge, the properties obtained from 
design drawings of the Fabela Bridge are updated 
based on the data from field vibration tests. Field 
vibration data are the recorded transverse accel-
erations from two accelerometers installed on the 
deck of the bridge. One of the accelerometers is 
installed on the deck at the top of Column B and 

Figure 1. Elevation of the Fabela Bridge (dimensions are in m unless otherwise mentioned).
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of bridge columns. Because there are 31 random 
variables in the capacity and demand models 
and running Monte Carlo simulations with that 
number of random variables is time-consuming, 
an importance analysis is conducted to find the 
variables that have large effects on the limit state 
functions and the other variables are considered 
in the analyses with a point estimation equal to 
their mean values. Fragility of each column of the 
Fabela Bridge in deformation and shear failure 
modes is estimated and also the fragility curve for 
whole the bridge structure is developed.

Figure 2. Fragility curves for the Fabela Bridge.

Figure 2 shows the estimated fragility curves for 
the Fabela Bridge. Results show that bridge col-
umns are more vulnerable to deformation failure 
that is a ductile mode of failure than shear failure 
that is a brittle mode of failure. Also, the fragility 
curves show that columns C and D that are taller 
than columns A and B are more vulnerable to 
deformation failure.
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accurate framework for predicting the deformation 
of support structure properly accounting for the 
underlying uncertainties, and for estimating the 
vulnerability of  the wind turbine support struc-
ture without the need of conducting complicated 
nonlinear finite element analyses.

A set of representative configurations are 
selected to generate virtual experiments later used 
to calibrate the proposed probabilistic demand 
models. The representative configurations are 
selected by conducting an experimental design to 
maximize the information content of the cases 
run and minimize the computational costs asso-
ciated with running 3D nonlinear finite element 
analyses.

Finite element models are developed in 
ABAQUS to simulate the dynamic response of 
the support structure of typical offshore wind tur-
bines, subjected to wind, wave and turbine opera-
tional loading. The finite element model of the 
support structure is constructed such that it is able 
to account for the nonlinearity of the soil behavior 
and soil-structure interaction.

Wave loading is modeled using a linear irregular 
wave model which is commonly used to model sto-
chastic ocean waves. Morison’s equation is used to 
determine the hydrodynamic forces.

Wind turbulence is simulated using the compu-
ter program TurbSim. The aerodynamics of the 
turbine is simulated by the aid of the computer 
program FAST (Fatigue, Aerodynamics, Struc-
tures, and Turbulence). The result of this simula-
tion is the operational loading on the tower, which 
is used in the finite element model of the support 
structure as an external loading in addition to wave 
loading.

A probabilistic demand model is developed, fol-
lowing Gardoni et al. (2002, 2003), by adding a 
correction term to a selected existing deterministic 
demand model. The proposed demand model for 
given material properties, structural dimensions, 
and boundary conditions, x, and for a given wind 
and wave loading, w, can be formulated as

Extensive installation of offshore wind farms for 
electricity production in the United States and 
abroad has raised a new concern about the analysis 
and design of offshore wind turbine support struc-
tures. Reliable power production operation of a 
wind turbine is one of the key factors to reduce the 
cost of energy. Providing adequate reliability can 
help reduce the need for costly repairs and down-
time. Furthermore, an accurate assessment of the 
reliability of wind turbines can be used for a reli-
ability-based optimal design that minimized con-
struction and maintenance costs while maintaining 
minimum reliability requirements. An important 
criterion for the design of a wind turbine support 
structure is to meet the serviceability criteria of 
the turbine. The proper operation of wind energy 
converters relies on the limited movement of the 
turbine installed at the top of the wind turbine 
tower.

Therefore, in this paper a probabilistic model is 
developed to predict the deformation demand on 
wind turbine support structures due to the opera-
tion of the turbine, and wind and wave loading. 
An existing deterministic model is corrected by 
adding a correction term to capture the inherent 
bias and model error arising from an inaccurate 
model form or missing variables. The correction 
term and the model error are assessed using data 
obtained from detailed three dimensional nonlin-
ear finite element analyses of  a set of  wind turbine 
systems considering different design parameters. 
Fragility of  the support structure is then defined 
as a conditional probability of  not meeting a 
specified deformation performance level. Existing 
simplified methods for the analysis of  the sup-
port structure and foundation of wind turbines 
have limitations in the modeling of  the nonlinear 
behavior of  the foundations. Three dimensional 
nonlinear finite element analyses provide a more 
rigorous and accurate modeling of  the soil mass, 
pile and their interaction, but they are computa-
tionally expensive and time consuming. The pro-
posed probabilistic demand model provides an 
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 (1)

where ˆ( , )d w, = selected deterministic demand 
model, γ(x, w, θ) = correction term for the bias 
inherent in the deterministic model, σε = model 
error, D(x, w, θ) = probabilistic demand model, 
w = (w1, w2), w1 = mean wind speed, w2 = significant 
wave height, Θ = (θ, σ), θ = vector of unknown 
model parameters, σ = standard deviation of the 
model error, and ε = random variable with zero 
mean and unit variance.

In this paper, fragility is defined as the prob-
ability that the deformation demand exceeds 
a deformation threshold C for given wind and 
wave conditions. Following the conventional 
notation in structural reliability theory (Ditlevsen 
and Madsen, 1996), the fragility of the support 
structure, F(w, Θ), will be defined as

F P g w( )w,ΘΘΘΘ ( )x w, ,w ΘΘΘΘ ≤⎡⎣⎡⎡ ⎤⎦⎤⎤0  (2)

where g(x, w, Θ) = a mathematical model describ-
ing the limit state for the corresponding “failure” 
mode of the support structure. The limit state 
function is defined as

g C D−C ( , , )w,  (3)

where D(x, w, Θ) is obtained from Eq. (1).
We consider different performance level criteria 

for displacement at the top of the tower as deter-
ministic capacity model. Displacement threshold 
for the tower top is the maximum displacement, 
exceeding which may cause a temporary shutdown 
of the turbine, different damage levels or even col-
lapse of the support structure. Since, these crite-
ria are different for each wind turbine and usually 
determined by the manufacturer based on the 
characteristics of the rotor mounted at the top of the support structure, the fragility estimates are 

parameterized with respect to C. Fig. 1 shows how 
the fragility changes with respect to the wind or 
wave load and C. Fig. 2 shows the estimation of 
fragility for an example wind turbine.
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Figure 1. Schematic diagram for the fragility of wind 
turbine.

Figure 2. Fragility estimate of an offshore wind turbine 
for a) a drift capacity of 1.0% and b) a wind speed equal 
to 21 m/s.
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stage corresponds to the process of chloride ions 
(chlorides) ingress into concrete (and/or carbona-
tion) while the steel remains passivated. The cor-
rosion propagation stage starts after the initiation 
of active corrosion. The corrosion initiates when 
the amount of chloride (in contact with the steel) 
is high in such a way to destroy the passivation of 
the steel.

In concrete mix design, it is well understood 
that both the water/cement (w/c) ratio and chemi-
cal compositions of cementing binding materials, 
particularly the use of supplementary mineral 
admixtures, such as silica fume and slag, are key 
factors for the development of high performance 
concrete with good properties. The use of low w/c 
ratio directly reduces the porosity and refines the 
pore structure, and therefore reduces the perme-
ability of concrete and other transport indices 
such as D.

The lowering of w/c ratio and use of mineral 
admixtures lead to the beneficial effect of reduc-
ing chloride diffusion coefficient; however, they 
may have parting effects on the chloride resist-
ance of embedded steel. The effect of reducing w/c 
ratio would increase the chloride threshold level, 
because a low w/c ratio helps to stabilize the micro-
environment at the depth of the reinforcement as 
the moisture permeability decreases. The effect of 
using mineral admixtures, on the other hand, may 
reduce the chloride threshold.

Despite the potential negative effect of reducing 
the chloride diffusivity by using mineral admixtures 
on the chloride threshold value, the penetration of 
chlorides is the controlling factor for passivity of 
the embedded steel over the possible drop of pH 
value by using mineral admixtures. It implies that 
although the use of mineral admixtures can have 
adverse effects on the chloride threshold values, 
however, this negative effect is outweighed by their 
positive impacts on the reduction of the chloride 
diffusion coefficient.

Most of the cases treated in the literature 
assume that the parameters of the diffusion model 
are independent. For the purpose of this study, a 
weak to medium correlation between D and Cth in 

In porous solids, such as Reinforced Concrete (RC) 
structures, chlorides can penetrate into concrete 
via different physical mechanisms, such as diffu-
sion, capillary absorption, etc. which lead to the 
corrosion of the steel reinforcement. The corrosion 
of the steel reinforcement leads to concrete frac-
ture through cracking, delamination and spalling 
of the concrete cover, reduction of concrete and 
reinforcement cross sections, loss of bond between 
the reinforcement and concrete, and reduction in 
strength and ductility. As a result, the safety and 
serviceability of concrete structures are reduced.

In practice, the design of durable concrete struc-
tures is mainly based on specifying a minimum 
concrete cover depth (depending on the environ-
mental exposure), a maximum water-to-cement 
ratio (to achieve low chloride diffusivity), and as 
well the use of more corrosion resistant reinforc-
ing steels.

Chloride diffusion is the transfer of mass by 
random motion of free chloride ions in the pore 
solution, resulting in a net flow from regions of 
higher to regions of lower concentration. Since in 
the field, chloride ingress occurs under transient 
conditions, Fick’s second law of diffusion can be 
used to predict the time variation of chloride con-
centration for one-dimensional flow. In the mod-
eling of chloride ingress as Fickian process, the 
following assumptions are made:

− The phenomena of capillary flow, chloride bind-
ing (chemical reaction that some of the chlorides 
within the concrete) are not considered.

− Using Crank’s solution for a plane sheet assumes 
dealing with plane isotropic concrete structures 
(one dimensional diffusion)

− The diffusion coefficient and surface chloride 
concentration are assumed constant

− The initial concentration of chlorides in the con-
crete is negligible.

− Interaction with other ions and with electrical 
double layer is ignored.

As for the corrosion, it can be described as a 
two stage process: (i) corrosion initiation; and 
(ii) corrosion propagation. The corrosion initiation 
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the range of +20% to −20% can be assumed. The 
negative correlation reflects the effect of changing 
the w/c ratio; i.e. reducing w/c ratio decreases D 
but increases Cth. The positive correlation reflects 
the possible effect of using mineral admixtures in 
decreasing D and Cth.

However, a considerable level of uncertainty 
may be associated with one or more parameters of 
the diffusion process and corrosion initiation. This 
uncertainty in the model output could have seri-
ous consequences in terms of over-estimation of 
service life, inadequate planning of inspection and 
maintenance and increased life cycle costs.

The objective of this paper is twofold: (i) present 
a practical approach for probabilistic modeling of 
chloride-induced corrosion of carbon steel rein-
forcement in concrete structures based on the 
first-order reliability method (FORM); and (ii) 
Evaluate the impact of parameters correlation on 
the probability of corrosion.

The FORM approach enables to take into 
account the uncertainties in the parameters that 
govern the physical models of chloride ingress into 
concrete and corrosion of carbon steel, including 
chloride diffusivity, concrete cover depth, surface 
chloride concentration and threshold chloride level 
for onset of corrosion, as well as the correlation 
between chloride diffusivity and threshold chloride 

level. The governing parameters are modelled as 
random variables with different levels of correla-
tion and the probability of corrosion is determined 
and compared to the predictions obtained by more 
rigorous approaches, such as second-order reliabil-
ity method (SORM) and Monte Carlo simulation 
(MCS).

The FORM approach is applied to predict the 
level of corrosion in the top layer of reinforcing 
carbon steel of a highway bridge deck that was 
exposed to chlorides from deicing salts. It is found 
that the first order reliability method provides 
accurate results and is more efficient than Monte 
Carlo simulation (for the same amount of data) 
and remains conservative compared to the SORM 
method, despite the high nonlinearity of the per-
formance function. The results illustrate the accu-
racy and efficiency of FORM when compared to 
SORM and MCS. For many examples tested (by 
varying the mean values and the coefficients of 
variation) that consider the correlation between 
Cth and D, the variation in the probability of cor-
rosion does not exceed 4% in all the cases (e.g. 
carbon steel, severe exposure, other depth values, 
etc.) Hence, the impact of the correlation between 
chloride diffusivity and chloride threshold value, 
on the probability of corrosion is marginal and 
can be ignored.
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This conference contribution promotes a recent 
journal paper (Chudoba, Vořechovský & Rypl 
2011).

STATISTICAL MODELS

Throughout the study, the only source of random-
ness considered is the variability in local filament 
strength. Filaments have elastic response until sud-
den (brittle) failure upon reaching their strength. 
The local random strength (or breaking strain) X 
at a certain point over the filament length is con-
sidered to follow the Weibull distribution:

F P x
sXFF

m

( )x ( )X x exp= P(X = − −⎛
⎝⎜
⎛⎛
⎝⎝
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⎥⎥1  (1)

With these assumptions for a single filament a 
qualitative profile of the MSEC of a multifilament 
yarn can be expected as shown in Figure (1). Two 
different mechanisms of load transfer in a yarn 
can be distinguished depending on the yarn length. 
The two regions are separated by the yarn length lbll

* 

INTRODUCTION

Textile fabrics are increasingly applied as a rein-
forcement of concrete structures in civil engi-
neering realizations. In composites, however, the 
yarns are not fully penetrated by the matrix. The 
bond between filaments and matrix develops only 
in the outer region of the yarn cross section and 
a large fraction of filaments without any con-
tact to the matrix is still present. The filament-
filament frictional stress is much lower than the 
bond shear stress transmitted by the outer bond 
filament-matrix. Nevertheless, the effect of the 
inner bond on the macroscopic performance of a 
reinforced tensile specimen cannot be neglected. 
While the outer bond affects the behavior locally at 
the length scale of a crack distance, the inner bond 
influences the failure process at the length scale of 
a structural element with sufficiently large stress 
transfer (or anchorage) length. As a consequence, 
the interaction and damage effects for both outer 
and inner bond require a detailed mechanical 
characterization. While it is possible to study and 
characterize the interaction between a single fila-
ment and the matrix experimentally using the pull-
out test, it is impossible to directly test the in-situ 
filament-filament interaction. In the present paper 
the available theoretical framework of statistical 
fiber bundle models is utilized with the goal to pro-
vide a method for identifying the filament-filament 
interaction within the yarn using the data from a 
specifically designed tensile test setup. The key 
idea of the present approach is to exploit the fact 
that the in-situ filament-filament interaction sig-
nificantly affects the length-dependent strength of 
the yarn. The effect of friction between filaments 
becomes significant when the specimen length is 
larger than the stress transfer length, i.e. the length 
at which a broken filament recovers its stress. Such 
a yarn structure gets fragmented into a chain-
of-bundles and behaves like a pseudo-composite. 

log( )l

)
(gol

l lb

lylb

b
test

y
test

Figure 1. Mean size-effect curve in logarithmic scale 
with three distinguished asymptotes.
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at which the fiber fragmentation can occur. Here, 
we implicitly assume that the autocorrelation 
length l  of  a random strength process along the 
filament is less than lbll

* at which the mechanism is 
changed. The two main regimes can be character-
ized as follows:

• For the range of lengths l lbll
* , the yarn is acting 

as a bundle or a set of parallel, independent fila-
ments with identical Weibull strength distribu-
tion. Its size effect behavior is described in the 
classical work by (Daniels 1945) and was later 
corrected by (Smith 1982). In such a bundle, a 
filament is assumed to break only once within its 
length and the associated released force is redis-
tributed evenly among the surviving fibers.

• With an increasing length, the filament-filament 
friction can recover the stress released upon a 
filament break and allows for the fragmenta-
tion of a single filament along its length. Such 
a length bll

* marks the transition from the bundle 
behavior to the behavior of a chain-of-bundles. 
The slope of the MSEC for l lbll

*  gets reduced 
and in the limit asymptotically approaches the 
slope −1/(nf m), where nf is the number of fila-
ments in the bundle.

EVALUATION OF THE EFFECTIVE 
BUNDLE LENGTH

Now let us assume that two sets of strength data 
μσbb

teμ st  and μσyy

teμ st  are available for two respective test 
lengths falling into the different length ranges 
described in Section (2), i.e. l lb bl ll l*test  and l ly bl ll l*.test  
Apart from the known specimen lengths and the 
measured mean strengths, the knowledge of the 
value of Weibull modulus m of  the tested mate-
rial and the value of the autocorrelation length 
l  is required. The estimation of the transitional 
length lbll

* is then performed using the following 
procedure:

1. From the mean strength μσb

teμ st  estimated as the 
average strength for the length lbll

test  and the fila-
ment parameters l  and m the scaling param-
eter sb of the Weibull distribution for the tested 
length is obtained as:
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2. With the scaling parameter sb at hand, the cor-
responding standard deviation γ σb

 gives

γ σb b
/

m m( )m .= −s mb ⋅b cm (⋅ (m1  (3)

with cm exp
m

= −exp⎛
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1 .

3. The obtained bundle characteristics are scaled 
to the unknown length lbll

* using the fact that all 
quantiles of the Weibull distribution are scaled 
in the same way:

μ μ γ γσ σμ μμ σ σγ γ
b bσμ

b bσγ* b
*

b

* b
*

b

( )b
*

( )b

( )b
*

⋅μ ⋅γteμ st
test

test
testandf lb( b

f lb( b

f lb( b

f lb( ))
.

Here, f(⋅) stands for the scaling function.
4. The chaining effect involved in the experimental 

data is now expressed for the unknown bundle 
length lbll

*:

H xn nHH
b fn ( )x [ (G )] , ,xb= ≥xxG )] , xb1 [− 0n  (4)

where Hn nHH
b fn  (x) and G (x) are the distribution 

functions of the chained yarn and a single bundle, 
respectively, and nb is the number of serially cou-
pled bundles in the yarn.
5. The set of non-linear equations is then solved 

for bll
* using numerical root finding methods.
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Probabilistic wind-borne debris trajectory model for building 
envelope impact risk assessment

Michael Grayson, Weichiang Pang & Scott Schiff
Civil Engineering Department, Clemson University, Clemson, SC, USA

attack and the tilt angle within the Richards et al. 
(2008) debris trajectory model, it was appropriate 
that the randomness required for a probabilistic 
model would be incorporated into the determin-
istic model at these points. Therefore, the angle of 
attack and the tilt angle were modified within the 
deterministic debris trajectory model to use the 
calculated values of the flow angles obtained from 
the deterministic model as the mean value, which 
was then utilized to sample from a statistical distri-
bution at the start and end of each time step.

3 PROBABILISTIC TRAJECTORY MODEL

Limited experimental data on the statistical dis-
tribution of the debris flow angles during flight 
required that certain assumptions be made at the 
outset of the transition to a probabilistic debris 
trajectory model. Due to the range of the flow 
angles as defined by Richards et al. (2008), it was 
assumed that the flow angles had an equal chance 
of occurring on either side of the mean as calcu-
lated by the deterministic debris trajectory model; 
therefore this warranted the assumption that the 

1 INTRODUCTION

This paper presents a probabilistic debris flight 
trajectory model adapted from the deterministic 
6-Degree-of-Freedom (6-DoF) model presented 
by Richards et al. 2008, in which both the aleatoric 
(inherent) and epistemic (knowledge-based) uncer-
tainties will be considered in the proposed proba-
bilistic model. While the inherent randomness 
(aleatoric uncertainty) in the debris flight trajec-
tory is irreducible due to the wind turbulence, vari-
ation in wind direction, gustiness of the wind event 
and so forth, the proposed probabilistic model 
seeks to address these uncertainties through the 
application of the appropriate statistical methods. 
The proposed probabilistic model will provide an 
effective method for predicting debris trajectories 
in a three-dimensional (3D) space, which is imper-
ative when performing regional building envelope 
impact risk assessment in which a large amount of 
debris sources and targets must be considered in 
the simulation.

2 DETERMINISTIC TRAJECTORY MODEL

An understanding of the orientation of the debris 
principal axes (i.e., XP, YP, ZP) with respect to the 
fixed translating axes (i.e., XG, YG, ZG) is necessary 
for the transition of the deterministic trajectory 
model to the probabilistic trajectory model. The 
orientation of the debris in relation to the translat-
ing ground axes is defined by three position angles: 
pitch (α), yaw (β ), and roll (φ) with respect to the 
X-axis.

The angle of attack (ε) and the tilt angle (γ) are 
the debris flow angles that are observed between 
the debris relative velocity, and the debris principal 
YPZP-plane and the debris principal XPZP-plane, 
respectively. Results from wind tunnel tests per-
formed by Richards et al. (2008) clearly illustrated 
that the normal force, which is the only significant 
force for plates, is a function of the angle of attack 
and the tilt angle.

Due to the dependence of the force and moment 
coefficients on the calculation of the angle of 

Figure 1. Graphical representation of the coefficients 
of variation for the angle of attack (ε) and the tilt angle 
(γ ) determined by the parametric study.
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appropriate statistical distribution was a normal 
distribution for both flow angles.

In order to determine appropriate values of the 
Coefficient of Variation (CoV) for a normal dis-
tribution, a parametric study was performed by 
varying the coefficients of variation for the angle 
of attack and the tilt angle in increasing incre-
ments of 0.1 from a minimum CoV = 0.1 up to a 
maximum CoV = 2 for five wind directions: 0°, 15°, 
30°, 45° and 60°. Figure 1 depicts the values of the 
coefficients of variation for the debris flow angles 
as determined by the parametric study. Note that 
the values of the initial yaw (β0), used to represent 
the change in the wind direction in the model, are 
negative in Figure 1 to replicate the experimental 
setup of Kordi et al. (2010) within the probabilistic 
trajectory model.

Typically, numerical models that utilize a uni-
form horizontal wind flow are unable to account 
for the variations in the velocity field due to 
the aerodynamics of the building and the local 
velocities; therefore, by sampling from a normal 
distribution with flow angle CoVs that produce 
results that correspond with test data produced by 
the scaled failure model tests of Visscher & Kopp 
(2007) and Kordi et al. (2010), the aleatoric uncer-
tainty is encapsulated within the CoV terms.

The values of the CoV of the angle of attack 
and the tilt angle were verified by plotting the 
simulated ground impact locations to the test data 
provided by Kordi et al. (2010). The modes of flight 

Figure 2. Comparison of simulated ground impact locations of 1.2 m × 2.4 m × 12.7 mm roof sheathing panel to test 
data provided by Kordi et al. (2010) for wind directions of (a) 0º, (b) 15º, (c) 30º, (d) 45º, (e) 60º.

identified by Visscher & Kopp (2007) and Kordi 
et al. (2010) (e.g., translational, auto-rotational, 
and 3D spinning) were not tracked in this study; 
however, regardless of the mode of flight illus-
trated during the simulated flight of the roof 
sheathing panels, there is good agreement between 
the simulated ground impact locations and that 
provided by Kordi et al. (2010). Figure 2 illustrates 
ten simulations of a full-scale roof sheathing panel 
performed utilizing the probabilistic debris trajec-
tory model.

4 CONCLUSION

A deterministic 6-DoF debris trajectory model 
has been modified to perform as a probabilistic 
model in this paper. By adapting the model to 
provide results that match physical test data, both 
the aleatoric and epistemic uncertainty have been 
addressed by incorporating error usually associ-
ated with uniform horizontal flow debris trajec-
tory models into the coefficients of variation used 
to sample the angle of attack and the tilt angle of 
a roof sheathing panel from a normal distribution. 
The proposed probabilistic model provides an 
effective method for predicting debris trajectories 
in a 3D space, which is imperative when perform-
ing regional building envelope impact risk assess-
ment in which a large amount of debris sources 
and targets must be considered in the simulation.
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1 INTRODUCTION

Reliability estimation for existing structures with 
physical model is discussed. It is essential to update 
the physical model with reflecting observation or 
inspection data for an existing structure. The reli-
ability has to be estimated based on the updated 
model. That is, however, more difficult than that of 
newly constructed structures. The updated PDF is 
not expressed in simple form in general. The com-
plexity of  the solution in Bayesian updating arises 
from nonlinearity of  the state, observation equa-
tions and/or non-Gaussian PDF of related uncer-
tainties. Approximate solutions of  the problem 
can be found by several approaches. Monte Carlo 
(MC) approach attracts more and more attention 
because of  its versatility. This line of  methods is 
referred by many terms, but, in this paper, the term 
Sequential MCS (SMCS) is used. The methodol-
ogy can be extended to reliability estimation quite 
easily. Its outline is illustrated in Figure 1.

Accuracy estimation is one of the important 
issues when MC approach is adopted. Specially 

SMCS approach has a problem known as degen-
eracy. Effective sample size is introduced to predict 
the accuracy of estimated limit state exceeding 
probabilities. The proposed method is demon-
strated through a numerical example of reliability 
analysis on deteriorating RC structures.

2  NUMERICAL EXAMPLE AND 
ACCURACY OF ESTIMATED 
PROBABILITIES

It is shown how the proposed method can be used to 
predict stochastic deterioration relating to the long-
term chloride corrosion in a reinforced concrete 
bridge pier. It is assumed that the bridge is located 
at 0.1 km from coastline in Niigata city of Japan.

Figure 2 shows limit state probabilities over 
time, which are updated 30 years after construction 
by visual inspection and/or chloride concentra-
tion profiling. Three limit states, 1) initiation 
of corrosion of rebar, 2) initiation of concrete 
crack, 3) degradation of member strength, are 
considered. The random variables of the model 
are updated by the assumed observation data set. 
Consequently the limit state probabilities are also 
updated.

In Case 1 which uses visual inspection rank I (no 
crack is observed on concrete surface) as observa-
tion data, the probabilities of  all limit states are 
decreased after the observation updating. In Cases 
2 and, 3, the probabilities are increased after the 
updating naturally since rank II, III means obser-
vation of  crack on concrete surface. It is noted 
the probabilities are updated though the infor-
mation obtained by visual inspection is too small 
to identify model parameters. This difficulty in 
inverse or parameter identification problem is 
well known as ill-posedness or multicollinearity 
problem. In addition to visual inspection result I, 
chloride concentrations through depth by coring 
test are considered as observation data in case 4, 
5 and 6.

Reliability Estimation
Limit state function and
its exceeding probability

Observation
zk = H (xk/k,vk)

Initial Condition
x

0/0
, k = 0

Time Updating
xk/k-1

 = F(xk-1/k-1
,wk)

Observation Updating
xk/k 

End

k  =  k + 1

gk/k-1
= L (xk/k-1

)
pf,k/k-1

= P (gk/k-1
< 0)

gk/k= L (xk/k)
pf,k/k=  P (gk/k< 0)

Figure 1. Flowchart of the proposed method.
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3 DEGENERACY IN SMCS

SMCS has a problem known as degeneracy or 
sample impoverishment, which causes reduction 
of accuracy.

COV (Coefficient of Variance) of probability 
p estimated by ordinary MCS can be predicted by

COV
p

np
=

−1  (1)

where n is the number of sample in MCS. This 
equation is obtained assuming that each sample 
is perfectly independent. Equation (1) indicates 
theoretical lower limit of COV of a probability 
calculated by SMCS. The degree of degeneracy 
can be estimated by following indicator, effective 
number Neff.

NefN fff

i

n=

( )ak
j

=
∑

1
2

1

j

 (2)

When likelihood of all samples are same, we have 
a nk

( )j /1 , consequently Neff = n. When likelihood 
of one specific sample is 1.0 and those of the other 
are 0.0 as opposite extreme case, we have Neff = 1. 
Effective sample ratio is introduced for numerical 
experiments of accuracy, which is defined by

R
N

nefR fff
efN fff=   (3)

In order to examine the accuracy depending on 
the degeneracy level Reff, the calculation of prob-
abilities updated by SMCS is repeated 100 times 
with different seed of random number. COV of 
estimated probabilities is calculated based on the 
100 estimated probabilities. Sample size of SMCS 
is 10000. Parameter RCOV that shows efficiency 
or accuracy is introduced and defined as ratio of 
obtained COV to the theoretical COV. Chang-
ing the standard deviation, type of observation, 
we obtained many pairs Reff and RCOV, which are 
shown in Figure 3. The obtained RCOV is almost 
proportional to effective sample ratio Reff in log-
arithmic space. It indicates that we can predict 
accuracy level, namely, COV of probabilities calcu-
lated by SMCS, substituting effective number Neff 
obtained by Eq. (2) into Eq. (1).

Year
(2) Case 2  (visual inspection II)

Year
(1) Case 1  (visual inspection I)

Year
(3) Case 3  (visual inspection III)

Year
(4) Case 4  (visual inspection I + profile B)

Year
(6) Case 6  (visual inspection I + profile D)

Year
(5) Case 5  (visual inspection I + profile C)

Figure 2. Three kinds of limit state probabilities over time.

1
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0. 0.10.01

R
eff

RCOV

1

Figure 3. Effective Sample Ration Reff and RCOV RCOV: 
Ratio to Theoretical lower limit COV.
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A Bayesian framework to predict deformations during supported 
excavations based on a semi-empirical method
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method. Markov chains are generated with the 
likelihood formulation of the probabilistic models 
based on the initial points and a prior distribution 
until a convergence criterion is met. The proposed 
approach provides better estimates of the defor-
mations during supported excavations and prop-
erly account for the relevant uncertainties so that 
the actual reliability of the supported excavation 
system can be assessed.

Analysis of excavation-induced ground move-
ments generally consists of the following four steps: 
(1) estimate the maximum horizontal displacement, 
δh,max; (2) estimate the deformation ratio, θR = δv,max/
δh,max, where δv,max is the maximum surface settle-
ment; (3) calculate δv,max; and (4) estimate the sur-
face settlement profile. In this paper, we have used 
Clough and O’Rourke (1990) chart to estimate 
δh,max, δv,max and Kung et al. (2007) equations to esti-
mate a surface settlement profile. A mathematical 
description of these curves is needed to update the 
predictions of the ground movements in the later 
stages of excavation based on recorded deforma-
tion measurements. The Box and Cox transforma-
tion is used to define analytical expressions for the 
curves in Clough and O’Rourke chart.

A probabilistic model that describes the 
deformation at the kth excavation stage can be 
written as

 (1)

where, Dk = the measured δh,max or δv,max,  the 
deformation estimate by Clough and O’Rourke 
(1990) chart, θCO = (θSub,θSuh,θR) = a set of unknown 
parameters, σεk = the model error, σ = the unknown 
standard deviation of the model error, εk = a ran-
dom variable with zero mean and unit variance. 
In assessing the probabilistic model, the follow-
ing three assumptions are made: (a) the model 
variance σ2 is independent of θ (homoskedasticity 
assumption), (b) εk follows the normal distribu-
tion (normality assumption), (c) εk at two different 
excavation stages are uncorrelated.

However, Clough and O’Rourke (1990) chart 
only gives the normalized maximum horizontal 

ABSTRACT: Evaluating the magnitude and 
distribution of ground movements adjacent to a 
supported excavation is an important part of the 
design process when excavating in an urban envi-
ronment. Structural design methods, empirical/
semi-empirical methods, theoretical limit state 
soil mechanics methods, and numerical modeling 
methods have been increasingly applied to the 
design of excavation support systems to achieve 
safe and cost effective systems.

Empirical/semi-empirical methods are the most 
commonly used to predict the induced ground 
movements due to a supported excavation. How-
ever, empirical/semi-empirical methods have five 
limitations. First designs based on empirical/
semi-empirical methods can be overly conserva-
tive in sensitive design scenarios, especially when 
dealing with layered soil conditions and complex 
geometries. Second, much of the current empirical/
semi-empirical methods have evolved from impor-
tant empirical observations carried out since the 
1940’s with the construction of subway systems 
in Berlin, Chicago, New York, and Oslo. The con-
struction material, method and stiffness of support 
systems have been improved to both enhance the 
safety and reduce ground movements. Third, empir-
ical/semi-empirical methods do not account for the 
characteristics of the site-specific soil and loading 
conditions. Fourth, the empirical/semi-empirical 
methods have incomplete linkage between hori-
zontal displacements and surface settlements. 
Fifth, they do not account for the uncertainty in 
the estimates of the deformations and therefore 
they cannot be used to assess the degree of safety 
of a design. A method is needed to calibrate and 
update empirical/semi-empirical methods based 
on site-specific measurement data as they become 
available during the excavation process.

This paper presents a Bayesian framework to 
update the predictions of ground movements in 
the later stages of excavation based on recorded 
deformation measurements. The posterior sta-
tistics of the unknown soil properties and model 
parameters are computed using an efficient 
Markov Chain Monte Carlo (MCMC) simulation 
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displacement and the surface settlement as 
deformation estimates. Both the location of the 
maximum horizontal displacement and its profile 
cannot be estimated from the chart, so the arbi-
trary forms of the distribution function for defo-
mations are needed to be compared with the field 
measurement inclinometer reading data taken at 
regular intervals. In this study, the focus was on the 
assessment of the three dimensional deformation 
shapes that develop perpendicular and parallel to 
an excavation.

The form of the fitting function (shown in 
Figure 1) for the three dimensional deformation 
shapes is establisehed through numerous trial-
and-error analyses after checking with different 
forms of distribution function with an objective 
of maintaining simple functional form and eas-
ily understanderable for the engineers. The three 
dimensional ground movement distribution around 
the excavated area is predicted using a combination 
of fitting function, an assessment of the maximum 
ground deformation, and knowledge of the geom-
etry of the excavation.

The proposed probabilistic approach is applied 
to an actual supported excavation project for the 
Robert H. Lurie Medical Research Building in 
Evanston, Illinois. The prior distribution models 
are selected depending on the range of the parame-
ters. The means are based on the previous research 
results. The standard deviations are based on an 
assumed value for the coefficient of variation.

The predicted values capture accurately the hori-
zontal displacement (as shown in Figure 2), the set-
tlement profile and the location of the maximum 
surface settlement (as shown in Figure 3).

A Bayesian approach is used to assess the 
unknown soil parameters by updating prior infor-
mation based on site specific field measurement 
data. The updated model parameters are then used 
to develop new and more accurate predictions of 
the deformations in the subsequent stages until the 
end of the excavation project.

The key advantage of this proposed approach 
for practicing engineers is that they can use a 

semi-empirical chart together with a simple 
calculation, to evaluate three-dimensional displace-
ment profiles without the need for constitutive laws 
and complex calculations. The proposed approach 
can also be used for an adaptive reliability-based 
optimal design of the excavation system in which 
the design is modified after each excavation stage 
to minimize costs and maintain a minimum reli-
ability requirement.
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Figure 1. Each function describing the three-
dimensional ground movements.

Figure 2. Comparison of measured and predicted hori-
zontal displacements based on posterior estimates for 
Lurie case (after stage 3).

Figure 3. Comparison of measured and predicted sur-
face settlements based on posterior estimates for Lurie 
case (after stage 3).
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a. the off-diagonal elements of the mass matrix;
b. the 13, 14, and 24 elements of the stiffness 

matrix are zero, and
c. relations exist between the diagonal and off-

diagonal elements of the stiffness matrix.

In fact, these topological constraints imply that 
there is only one random mass and one random 
stiffness per degree of freedom that need to be 
specified. The inclusion of these particular con-
straints within the maximum entropy framework 
is first performed. It leads to a nonparametric 
uncertainty modeling approach that maintains 
the topology observed here. A comparison is next 
made between the responses of uncertain linear 
shear frames satisfying and violating the topol-
ogy constraints. Surprisingly, it is found that the 
power spectra of the responses, see Figure 2 are 
extremely close suggesting for this structure that a 
slight violation of the topology by the uncertainty 
model has only a small effect.

Next, yielding was introduced in the compu-
tations using a recently formulated degradation 

This investigation focuses on the development 
and exemplification of a comprehensive meth-
odology for the inclusion of uncertainty in mass, 
stiffness, and post-yield properties in nonlinear 
dynamic analysis of structures exhibiting yield-
ing. The maximum entropy-based nonparametric 
approach (Soize, 2000, 2008, Mignolet & Soize, 
2008) is proposed here for the statistical mod-
eling of these uncertainties while the post-yield 
analysis is carried out using a recently intro-
duced material degradation model (Attard, 2005, 
Attard & Mignolet, 2008).

The structure chosen to exemplify the method-
ology is the 4-story shear frame of Figure 1 ana-
lyzed in physical coordinates.

The mass and stiffness matrices of the system of 
Figure 1(b) exhibit specific topological constraints 
implying that:

Figure 1. (a) 4-story shear frame. (b) 4 degree of free-
dom lumped mass model of (a). From Attard & Mignolet 
(2008).
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Figure 2. Comparison of the non parametric approach 
considering the topology and disregarding it. Power spec-
tral density of the top floor displacement and its 5th and 
95th percentiles. The vertical lines indicate the natural 
frequencies. Uncertainty in stiffness.
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model and uncertainty was introduced in the mass 
matrix (option 1), linear stiffness matrix (option 2), 
and linear stiffness matrix and post-yield behavior 
(option 3) using the topology preserving nonpara-
metric approach. For each option, the nonlinear 
yielding response of 100 shear frames to random 
ground motions characterized by the same spec-
trum was determined. This population of response 
records was then analyzed and it was found that:

1. the mean response of the shear frames is very 
similar to the response of the mean, determinis-
tic structure but that,

2. a large scatter in the response does occur due to 
even a small uncertainty level (e.g. 8%–10%) in 
the mass and stiffness properties, see Figure 3 
and Table 1,

3. the variability of the post yield characteristics 
(e.g. displacement after yield, post-yield stress) 
are noticeably more affected by the uncertainty 
in stiffness than in mass and that both the 
uncertainties in the linear stiffness matrix and 
the post-yield behavior are important factors, 
see Figure 3, and Table 1,

4. the variability in the overall response, i.e. in the 
power spectral density of the physical response 
of a particular floor, is affected quite similarly 
by the mass and stiffness uncertainties as in the 
linear case with a small effect of the presence 
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Figure 3. Complementary cumulative distribution 
function of the displacement after yield of the bottom 
floor (in magnitude); mean and 5th and 95th percentiles 
for all uncertainty options (1 = mass matrix, 2 = linear 
stiffness matrix, 3 = Young’s modulus).

Table 1. Probabilities for the displacement after yield 
of the bottom floor column to exceed 0.5 for the three 
uncertainty options and the mean model.

Mean 
model

5th 
perc. 
mass

95th 
perc. 
mass

5th 
perc. 
stiff.

95th 
perc. 
stiff.

5th 
perc. 
young

95th 
perc. 
young

0.0570 0.0501 0.0934 0.0166 0.1138 0.0034 0.1172
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Figure 4. Power spectral density of the response of the 
top floor; mean and 5th and 95th percentiles for all three 
uncertainty options (1 = mass matrix, 2 = linear stiff-
ness matrix, 3 = Young’s modulus). (a) Log-linear scales, 
(b) linear-linear scales.

or absence of uncertainty in the post-yield 
characteristics, see Figure 4.
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where fψ(ψ) is the prior distribution of the vector ψ 
of statistical parameters and represents the beliefs 
concerning the statistical parameters of the prob-
ability density function (PDF) fZ(Z) of the stochas-
tic variables Z. The predictive distribution of Z is 
representing the current predictions of the probabi-
listic distribution of Z and can be calculated with:

 (2)

where fZ(z | ẑ) is the predictive distribution function 
of z conditional on the new samples ẑ.

The Discrete semi (or non-) conjugated updat-
ing (DSCU)technique belongs to the non-para-
metric updating techniques. It avoids correlation 
inherited by mixing the priors’ notation for multi-
parameter density functions. Moreover, DSCU is 
more efficient for numerical implementation com-
pared with the entire evaluation of equation (1). 
The relative posterior discrete density function is 
calculated by

 
  

(3)

where p(ψm, ẑ1, ẑ2, …, ẑn) is the joint probability dis-
tribution of the parameters ψm = (ψ1, ψ2, …, ψm) 
to be updated using the sample ẑ = (ẑ1, ẑ2, …, ẑn). 
m refers to the of number of parameters.

As a part of MCMC algorithms, GS repre-
sents a suitable simulation technique to esti-
mate the posterior probability density function.
Compared to crude Monte Carlo simulation, the 
GS algorithm uses a more elaborated iterative 
sampling technique but is still rather simple. In 
essence, simulation of sequences of samples with 
parameters  

 is based on the following 
recursive algorithm:

ABSTRACT: Monitoring systems for Offshore 
Wind Turbines (OWT) have been developed due 
to the desire to increase the reliability, availability, 
efficiency and competitiveness of wind industry. 
Information from the monitoring systems can be 
used to update theprior knowledge about uncer-
tain variables, resulting in a more accurate assess-
ment of structural reliability during the life cycle. 
Further, the information can be used to update the 
operation and maintenance planning.

Classical Bayesian Updating (CBU) is a wide-
spread updating approach for decision makers. 
The parametric form and simplicity of handling 
the information are the main advantages of CBU. 
However, when multi-parametric updating iscon-
sidered, the CBU approach is not a straightforward 
option anymore; not only for the parametric treat-
ment but also for integrating it into assessment of 
the reliability. Non-Parametric Bayesian Updating 
(NPBU) can be used for multi-parametric updat-
ing. However, the resulting updating distribution is 
not easily integrated in a reliability assessment and 
should e.g. be integrated in the reliability analysis 
through an orthogonal polynomial approximation 
model. In NPBU discrete approximations or simula-
tion approaches are used. Gibbs Sampling (GS) is a 
sample technique belonging toMonte Carlo Markov 
Chain (MCMC) methods andrepresents a better 
approach for addressing more intricate and/or hier-
archical arrangements of the unknown parameters.

In this paper, NPBU is used for assessment 
of reliability for offshore wind turbine support 
structures. For integrating the new information 
into the Structural Reliability Analysis, a third-
order Hermite-Chaos polynomial approximation 
is used. Applications of discrete updating and the 
GS approach are shown.

The inference of univariate models through 
Bayesian statistics can be carried out by just 
applying the Bayesian updating formula:

 (1)
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In this work, the one dimensional case with third 
order chaos expansion the series is used and calcu-
lated in an optimization scheme where the least-
square error obtained from the k-central moments 
is minimized. The “Wiener-Hermite chaos” 
polynomial function is used assuming the underly-
ing stochastic process is Gaussian. The Gaussian 
stochastic process can be approximated by the 
following series:
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The term Hn iH iniξ ξi i1iξξii( )  is the Hermite-Chaos 
term of order n in the standard Gaussian variables 
ξ ξi iξ ξξ ξ

ni1iξξ( ) with zero mean and unit variance.
The design equation for a single offshore 

wind turbine (not within a wind farm) can be 
written:
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where v is the number of stress cycles per year, 
FDF is the fatigue design factor, TL is the design 
life time, Kc is characteristic value of K (material 
parameter in SN-curve), Uin and Uout are the cut-in 
and –out wind speeds, m is the Wöhler exponent in 
SN-curve, fU(U) is the probability density function 
of mean wind speed U, z is a design parameter and 
D represents the expected value of fatigue damage 
for the all stress ranges given a mean wind speed 
U and standard deviation of stress ranges σΔσ. 
To assess the reliability for wind turbines within 
a wind farm the following limit state equation is 
used:
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Δ, Xw, XSCF and Xwake represent the uncertainties 
related with the Miner rule of damage accumulation, 
wind load effects, local stress concentration and 
analysis, and the uncertainty related to the wake 
turbulence conditions coming from surrounding 
wind turbines. t is the reference time and f

uσff u
 is the 

probability density function for free flow.
As an example a welded detail in a wind tur-

bine support structure is considered and the sup-
port structure is assumed to have a design liftime, 
TL = 20 years. The fatigue life TF for the component 
is assumed to be 40 years (FDF = 2). It is assumed 
that a meteorological mast provides samples of 
the variables representing the uncertainty related 
with the wind and wake condition, XW and Xwake.
Figure 1 shows results where it is assumed that the 
reliability is updated each year sequentially using 
the information obtained the latest year. 

The results in this paper show the influence 
on the time dependent updated reliability when 
non-parametric and classical Bayesian approaches 
are used. Further, the influence on the reliability of 
the number of  updated parameters is illustrated.

The phenomenological uncertainty is reduced 
with the new information, coming from the external 
measurements and condition monitoring of OWT. 
The illustrative examples show the impact of 
Bayesian updating methods in the assessment of 
reliability and a clear influence of the chosen prior 
and updating approach.

Figure 1. Reliability indices of the assessment of 
reliability of the general cases 1–4 and 7.
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Software for multi-model reliability analysis
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The program is called Rt and is freely available at 
www.inrisk.ubc.ca. An array of software features 
and potential applications are presented in this text, 
while another paper at this conference presents 
specific models and a comprehensive risk analysis 
for the Metro Vancouver region in Canada.

Ongoing work is aimed at creating a library of 
advanced probabilistic models for hazards, infra-
structure, and consequences within the Rt frame-
work. Many models are already implemented.

In this paper, a series of modelling, analysis, and 
software features are presented and discussed. The 
reader is encouraged to visit the aforementioned 
website for up-to-date information about models 
and analysis options.

It is the authors’ experience that the suggested 
use of reliability methods—e.g. in performance-
based engineering—triggers some trepidation in 
many engineers. Consequently, an important moti-
vation for the Rt software is to make multi-model 
reliability analysis available to the broad civil engi-
neering community. To the extent that this is possi-
ble, it is achieved by developing a user-friendly and 
robust software application. To this end, the user 
interface for Rt contains four “panes” as shown 
in Figure 1. In respective panes, the user creates 
and modifies models, parameters, functions, and 
analysis settings. The Central Pane is the largest in 
Figure 1 and provides four visualization example 
plots. In addition to the shown Google Maps®, 
which is interactive, the Central Pane is able to pro-
vide a number of other valuable plots.

The analysis module in Rt contain the tools 
necessary to conduct reliability and optimization 
analysis. To run a reliability analysis, the user cre-
ates (or auto-generates) objects with the algorithms 
that are necessary for that analysis. For instance, 
FORM requires objects that search for the design 
point, determine the step size and direction in the 
search, and check the convergence, among other 
things. Importantly, the analysis settings can be 
changed during run-time. As a case in point, the 
parameters of the Armijo step size rule are readily 
changed in the Properties Pane during a FORM 
analysis.

Currently, the analysis options available in Rt 
are FORM, a limited curvature-based SORM, 

In the past, a central objective in the structural 
reliability community has been the development of 
accurate and efficient reliability methods. FORM, 
SORM, response surface methods, and sampling 
schemes are among the significant accomplish-
ments. The authors of this paper contend that, at 
this time, a renewed focus on modelling rather than 
analysis is necessary.

In current practice, engineering analyses are 
often carried out with simplified analytical models. 
When applicable, such models will remain essential 
to foster basic physical understanding and to check 
the results from more complex analysis. However, 
such models are often associated with unknown 
predictive capability. In fact, many models are 
developed with a conservative philosophy, i.e., to 
achieve designs that are “on the safe side.”

Conversely, modern engineering, exemplified by 
performance-based structural engineering, aims at 
making predictive estimates for complex phenom-
ena. For example, the losses associated with future 
earthquakes are sought. The structural reliability 
community has an important role to play in this 
new paradigm.

A central postulation in this paper is that reliabil-
ity methods in conjunction with multiple sophisti-
cated probabilistic models is a powerful alternative 
to analytical probabilistic integration. In fact, the 
proposed reliability-based approach can be viewed 
as an alternative to the “PEER integral” and simi-
lar analytical integration techniques.

In the approaches that are most popular at 
present, the models are often formulated as condi-
tional probabilities. For example, damage models 
(often presented as fragility curves) estimate the 
probability of exceeding various damage states for 
a given ground shaking intensity.

An alternative strategy is called unified reliabil-
ity analysis, in which each model produces meas-
urable parameter realizations, not probabilities. 
In other words, given realizations of the random 
variables that describe the parameter and model 
uncertainty, a unique realization of the response is 
produced.

This paper discusses the unified reliability 
approach and presents a new comprehensive 
computer program to carry out such analyses. 
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various sampling schemes, and load combination 
analysis (one sampling-based and one based on 
load coincidence theory). An analysis strategy that 
has proved robust and effective in the authors’ reli-
ability analyses is:

1. Carry out sampling about the mean value of 
the random variables and generate histograms 
of the responses. A typical result is shown in 
Figure 2, where the relative frequency diagram, 
comparable with the PDF of the response, is 
complemented with the cumulative frequency 
diagram, which is comparable with the CDF 
of the response. The histograms provide rough 
estimates of loss probabilities, etc.

2. From the histogram, determine the response 
threshold for which a more accurate probability 
is sought and carry out FORM at this thresh-
old. Figure 3 shows a FORM-convergence plot 
from Rt. In this figure, the upper red line shows 
the distance from the trial point to the origin in 
the standard normal space of random variables. 
The lower blue line gives the distance from the 
previous trial point. The plot shows that this 
particular FORM analysis did not converge 
because of the limit-state function was not 
continuously differentiable. This is remedied by 
smoothing techniques; which is presented in the 
companion paper at this conference.

3. At the design point from FORM analysis, carry 
out an importance sampling analysis to verify 
and possibly amend the result from FORM. Fig-
ure 4 shows a plot of the coefficient of variation 
of the probability result. The plot demonstrates 
how the sampling result becomes more accurate 
as more samples are accumulated.

These are only a few of the features of Rt. The 
reader is encouraged to visit www.inrisk.ubc.ca 
and to read the authors’ two papers at this confer-
ence for more information.

Figure 1. Screenshot of the graphical user interface 
of Rt.

Figure 2. Output from Rt for a histogram sampling 
analysis.

Figure 3. Output from Rt for a FORM analysis.

Figure 4. Output from Rt for a sampling reliability 
analysis.
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Probabilistic modeling of vehicle impact as accidental action
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ABSTRACT: Accidental actions are rare events 
but may injure the load bea ring capacity of struc-
tures and become a threat to their users and 
uninvolved persons. Accidental actions are charac-
terized by a short duration and a rare occurence 
probability during the lifetime of a structure. 
Therefore the use of probabilistic methods seems 
adequate. In case of both ship impact and roadr 
vehicle impact to piers of bridges crossing a travel 
course the former deterministic design practice 
for bridges has been improved towards advanced 
probabilistic analyses and derived design values 
according to Eurocode basics.

Comprehensive studies concerning load-
indentation for inland waterway ships have 
included static and dynamic model tests as well 
as numerical analyses. Different contact situations 
such as head-on collision (frontal impact) and 
skew (lateral) impact have been investigated. The 
load-indentation of road vehicles, cars and trucks, 
have been found out of analysing crash tests and by 
literature reviews. The probabilities of the impact 
loads have been based on the traffic patterns such 
as mass frequencies, velocity frequencies and distri-
butions of impact angles and have lead to impact 
models. For road vehicle traffic it was found that 
only trucks are dominating the collision prob-
lem because cars and other light vehicles will be 
retained by guardrails which are placed along criti-
cal stretches of the main roads and motorways.

The accident scenarios, both for ship and for 
road vehicle impact, were based on accident 
analyses and have been described by mathemati-
cal models so as to estimate the load probabilities 
and the collision probabilities. Road vehicles on a 
carriageway may have a different physical behav-
iour from ships in a fairway but from probabilistic 
point of view the probabilistic behaviour seems to 

be quite similar in accidental situations. So it was 
obvious to use the same procedure for determin-
ing the load probability and the same model for 
evaluating the collision probability.

For this parameters which determine the impact 
force had been considered such as the stiffness of 
the colliding object, the mass distribution of the 
waterway or road traffic, the distribution of ship 
or truck velocities, the distribution of impact 
angles and the distribution of the severity of the 
impact. The combination of these factors and their 
probabilities lead to a probabilistic load function. 
As second function the travel course distributions 
and the geometries of the hit structures have been 
considered. The combination of the probability 
of the impact loads and the probability of bridge 
collisions, both for ship impact and road vehicle 
impact to bridge piers, result in particular impact 
distribution functions where the collision load is 
referred to an exceedance probability. To deter-
mine the risk level the value of the representative 
accidental action is derived by an exceedance prob-
ability of pü = 10−4 per year and structural element. 
This risk level enables to compare the safety of 
traffic systems and—more over—the safety level 
of different accidental actions. By these impact 
distribution functions for ship impact and road 
vehicle impact have been estima ted in a probabili-
stic way, design loads are determined for indi-
vidual projects and lead to recommendations for 
new codes, i.e. EN 1991-1-7 (2006), Actions on 
Structures—Accidental Actions, or in the adjacent 
German National Annex.

The probabilistic method for the determination 
of impact loads as accidental actions enables to 
consider uncertainties within the data. More over 
the probabilistic procedure will lead to a harmoni-
zation of other accidental actions.
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embedding domain. Then the part of the trajectory 
related to the original domain is extracted. The 
computational time is again considerably reduced 
by the use of the Fast Fourier Transform.

Spectral method

The spectral method is based on the Power Spec-
tra Density (PSD) estimation computed by the 
Fourier transform of the covariance function. 
The combination of the definition of PSD and 
Parseval’s theorem leads to a relationship between 
the discretized PSD and the modules of the com-
ponents in the spectral domain. The phases are 
chosen as uniform random variables in [0, 2π]. The 
inverse Fourier transform yields a realization of 
the random field in the original time domain. This 
approach uses the Fast Fourier Transform, so that 
the computing time is considerably reduced.

IDENTIFICATION METHOD

The identification method called periodogram 
which uses the spectral representation of the ran-
dom field for the estimation of the periodogram 
from the real data. It links directly to the spectral 
simulation method by the use of the power spec-
tral density. It was presented in (Stoica & Moses 
1997) and (Li 2005). The parameters of the ran-
dom field are computed by fitting the periodogram 
using classical regression. The computational time 
is considerably reduced by the use of the FFT.
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INTRODUCTION

Modelling spatial variability of material proper-
ties becomes crucial in the analysis of mechanical 
systems, especially when some micromechanical 
approaches are introduced into the analysis. The 
discretization of Gaussian random fields of known 
properties is now well-established and the simula-
tion of non Gaussian fields is also addressed in the 
literature (Bocchini & Deodatis 2008). Of cutting 
edge importance is now the identification of  ran-
dom fields from real data. The paper addresses the 
simulation of 2D random fields using a 2D exten-
sion of the circulant embedding method and the 
spectral method. Then the synthetic data is used 
for identification.

The paper is divided into two parts: the first one 
proposes a benchmark of discretization methods 
for Gaussian random fields. The circulant embed-
ding and spectral methods are also compared 
with the classical discretization method known 
as Expansion Optimal Linear estimation (EOLE) 
(Li & Der Kiureghian 1993), Karhunen-Loeve 
(Sudret 2007), direct simulation (Schlather 2009). 
The second part of the paper benchmarks identi-
fication method of Gaussian stationary random 
fields called periodogram method.

SIMULATION METHODS

Circulant embedding method

This method exploits the special characters of a 
circulant matrix whose eigenvalues and vectors 
are closely related to the Fourier transform. The 
basic idea is to embed the original domain into a 
larger domain such that the field covariance matrix 
associated to some grid discretization is a circulant 
matrix, i.e. has special algebraic properties that 
facilitate the simulation of a field realization in the 
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structures of various sizes is analyzed, and the 
challenges and opportunities are discussed. The 
paramount importance of reliability analysis is 
obvious if  one notes that the load factors and 
under-strength (capacity reduction) factors, still 
essentially empirical and physically poorly under-
stood, represent much larger corrections to deter-
ministic calculations than the typical errors of 
modern computer analysis of structures.

This study is motivated by the fact that an effect 
of particular concern for structural reliability and 
lifetime predictions is the transition from quasi-
plastic to brittle response with increasing structure 
size, and the associated effect of structure type and 
geometry (or brittleness). Such transition typically 
occurs in quasibrittle materials, which include con-
crete, fiber-polymer composites, tough ceramics, 
rocks, sea ice, wood, etc., at normal scale and many 
more at the scale of MEMS and thin films, and are 
the sole focus of this study. The structures made 
of such materials are characterized by a fracture 
process zone that is not negligible compared to 
the cross-section dimensions of structure. Recent 
studies (Bažant & Pang 2006, Bažant & Pang 2007, 
Bažant, Le & Bazant 2009, Le, Bažant & Bazant 
2009, Le & Bažant 2010b) showed that, due to the 
non-negligible size of fracture process zone (mate-
rial inhomogenieties), the cumulative distribution 
functions (cdf’s) of strength and creep lifetime of 
quasibrittle structures failing at fracture initiation 
vary with the structure size and geometry. In this 
study, we investigate the size effect on the type of 
probability distribution of fatigue lifetime and its 
consequence on the stress-life curve.

SUMMARY OF MAIN RESULTS

This study shows that the probability distribution 
of fatigue lifetime depends on structure size and 
geometry. The size effect on mean fatigue lifetime 
(at fixed stress amplitude and stress ratio) must be 

ABSTRACT: The design of various engineering 
structures, such as buildings, infrastructure, 
aircraft, ships, as well as microelectronic com-
ponents and medical implants, must ensure an 
extremely low probability of failure (such as 10−6) 
during their service lifetime. Such a low prob-
ability is beyond the means of histogram testing. 
Therefore, one must rely on some physically based 
probabilistic model for the statistics of structural 
lifetime. This study focuses on the structures con-
sisting of quasibrittle materials, which are brittle 
materials with inhomogeneities that are not neg-
ligible compared to structure size (exemplified by 
concrete, fiber composites, tough ceramics, rocks, 
sea ice, bone, wood, and many more at micro- or 
nano-scale). This paper presents a new theory of 
the lifetime distribution of quasibrittle structures 
failing at the initiation of a macrocrack from one 
representative volume element of material under 
cyclic fatigue. The formulation of this theory 
begins with the derivation of the probability dis-
tribution of critical stress amplitude by assuming 
that the number of cycles and the stress ratio are 
prescribed. The Paris law is then used to relate the 
probability distribution of critical stress amplitude 
to the probability distribution of fatigue lifetime. 
The theory naturally yields a power-law relation 
for the stress-life curve (S-N curve), which agrees 
well with Basquin’s law. The theory indicates that 
quasi-brittle structures must exhibit a marked size 
effect on the mean structural lifetime under cyclic 
fatigue and consequently a strong size effect on 
the S-N curve. It is shown that the theory matches 
the experimentally observed systematic deviations 
of lifetime histograms of engineering and dental 
ceramics from the Weibull distribution.

MOTIVATION

The problem of rational determination of safety 
factors and prediction of lifetime for quasibrittle 
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considered to deviate from the power-law predicted 
by the classical two-parameter Weibull theory.

It is shown that the cumulative distribution func-
tion (cdf) of fatigue strength, defined as the critical 
stress amplitude that causes a structure to fail for a 
given number of cycles and a fixed stress ratio, can 
be derived from the fracture mechanics of nano-
cracks propagating through a nanoscale element 
by tiny jumps over numerous activation energy 
barriers on the surface of the free energy potential 
of the lattice, caused by crack length jumps by one 
atomic spacing. A statistical hierarchical model, 
previously used for the derivation of cdf of static 
strength of one representative volume element 
(RVE) (Bažant & Pang 2007, Le & Bažant 2010b), 
is adopted to link the statistics of fatigue strength 
at nano- and macroscales. The model shows that 
the cdf of fatigue strength of one RVE can be 
approximated as a Gaussian distribution onto 
which a Weibull tail is grafted at Pf ≈ 10−4 − 10−3.

To derive the cdf of fatigue lifetime, i.e. the criti-
cal number of cycles that causes a structure to fail 
for a given stress amplitude, one needs the Paris 
law (Paris & Erdogan 1963), which describes the 
growth rate of a fatigue crack as a function of 
stress amplitude. The Paris law has been success-
fully applied to many quasibrittle structures as an 
empirical law (Bažant & Xu 1991, Kawakubo 1995, 
Hoshide 1995). Recently, the Paris law was physi-
cally justified by the equality of energy dissipation 
of moving macro-scale FPZ and all the nano-cracks 
inside the FPZ (Le & Bažant 2010a). With the Paris 
law, one can directly relate the fatigue strength to 
the fatigue lifetime. Thus the cdf of fatigue lifetime 
can be calculated from the cdf of fatigue strength 
of one RVE. Based on the weakest-link model, 
in which the structure is statistically modelled as 
a chain of RVEs, the cdf of fatigue lifetime of a 
structure is shown to depend on structure size and 
geometry.

The derived cdf of fatigue strength is verified 
by the optimum fitting of histograms of fatigue 
lifetime of various quasibrittle materials such as 
engineering and dental ceramics (Sakai & Fujitani 
1989, Sakai & Hoshide 1995, Studarta, Filser, 
Kochera & Gauckler 2007). The histogram, on the 
Weibull scale, is separated by a localized kink into 
two segments. The two-parameter Weibull distri-
bution cannot fit both segments simultaneously. 
The present theory gives perfect fits, and the loca-
tion of the kink physically characterizes the quasi-
brittleness of the structure.

As a consequence of the size effect on the cdf 
of fatigue lifetime, the mean fatigue lifetime must 
also be size-dependent. This implies a marked 
size effect on the stress-life curve (S-N curve). 
It is shown that, in a bi-logarithmic plot, the 

S-N curve must shift horizontally to the left as 
the structure size increases. This is important for 
design since it allows one to determine the mean 
lifetime of full-scale structures, such as large con-
crete structures, as well as large composite aircraft 
frames and ship hulls, under relatively low stress 
amplitude from the laboratory tests on prototypes 
under a relatively high stress amplitude.
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designed as simply supported elements; (b) purlins 
designed as continuous beams; (c) purlins designed 
as lap-jointed beams.

The purlins are made from solid structural tim-
ber, with strength class C24, feature a cross section 
of b × h = 100 × 200 mm2 and the distance between 
the axis of the purlins is chosen so that the utiliza-
tion factor according to EC5 (2004) is in the range 
0.9 < η < 1. The resulting distances between purlins 
are: a) 1 m, b) 1.2 m and c) 1.6 m.

The risk associated with structural failure of the 
secondary system is considered to be proportional 
to the failed area of the roof AF. Since there is no 
interest in computing absolute values of the risk, 
the risk can be defined as:

Risk E A a f a daddF Aa ff
A

FA

roofA

== E ∫[AFA ]AAFA ( )a
0

 (1)

ABSTRACT: During the past ten years, several 
collapses of wide span roofs occurred in Northern 
Europe under high snow loads. Many of these roofs 
were built with timber elements (solid or glulam 
timber). The failures most likely originated from 
errors made during the design phase, followed by 
errors made during the execution, while failures 
due to material deficiencies or maintenance were 
relatively uncommon. This is consistent with an 
extensive study by Ellingwood (1987) that com-
piled results from a series of investigations on 
failed structures during the years 1979–1985.

The goal of this study is to investigate the behav-
ior of a wide span timber roof with a secondary 
structure designed according to three different 
structural configurations, which were already the 
subject of a previous deterministic analysis carried 
out by Dietsch & Winter (2010), and to compare 
the performance of the three different configura-
tions with respect to reliability, robustness and 
risk. The risk assessment is performed by consider-
ing (probabilistically) all possible failure scenarios 
of purlin elements in the roof. In this initial study, 
failure of the primary beams is not considered. 
The assessment accounts for the possibility of sys-
tematic errors (which are modeled by weakened 
sections that occur randomly in the secondary 
structure) in order to include the possibility of a 
systematic weakening of the structure, which can 
be due to errors in the production and/or construc-
tion process.

The investigated roof covers an area of 
� × w = 30.0 × 20.0 m2 and is supported by 6 pri-
mary pitched cambered beams at a distance of 
6.0 m (see Figure 1). The secondary elements 
(purlins) are mounted on the primary elements, 
which feature a pitch angle of 10°. The three dif-
ferent configurations were chosen as: (a) purlins 

Figure 1. Geometry of the roof (Dietsch and Winter 
2010).
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where E[AF ] denotes the expectation operation and 
fAF(a) is the probability density function (PDF) of 
the failed area.

The main failure mechanism is bending failure 
as a function of snow load on the ground Q, shape 
factor C (snow load on the roof), timber specific 
weight G, permanent load P and bending strength 
Rj (at cross section j). It is assumed that the resist-
ance of the elements is not time-dependent and 
the strength along the purlin changes according 
to the Isaksson model (Thelandersson et al., 2003, 
Köhler 2007). Failure of a purlin leads to changes 
in the static scheme for configurations (b) and (c) 
(Figure 2).

Therefore, upon failure of  one or more sec-
tions, the change in the static configuration is 
considered in order to account also for progres-
sive failures.

Computations are performed with Monte Carlo 
Simulations (MCS), that enable the evaluation of 
the full distribution of the damaged area, while the 
sensitivity of the results on the probabilistic model 
is assessed by means of First-Order Reliability 
Method (FORM).

Figure 1 shows the computed CDF of the 
failed area AF conditional on the system having 
failed F and on the absence of systematic errors, 
D A DF

, (FA FF D ) :| ,FF a  a failure in the structural system 
with simply supported purlins (a) results in smaller 
damages than the other configurations. In the stat-
ically indeterminate configurations, progressive 
collapse mechanisms lead to a larger number of 
purlin failures once the first section has failed.

EN 1991-1-7 includes a requirement that a fail-
ure should not lead to a failed area in excess of 
15% of the total area. To check this “robustness” 
criterion, we calculate the probability that the 
failed area exceeds 15% of the total area given a 
failure, Table 1.

Finally, the computed risk, which is defined as 
the expected size of the failed area E[AF] in Eq. (1), 
is summarized in Table 2.

From the robustness requirement, it could be 
argued that structural system configuration (a), 
consisting of simply supported purlins, is the opti-
mal one, because a failure in this configuration 
leads to the smallest failed area (Figure 3) and 
it has the lowest probability of not fulfilling the 
15%-area requirement (Table 1).

However, the risk calculated for configuration 
(a) is higher than for configurations (b) and (c), 
which are statically indeterminate (Table 2). This 
is due to the fact that the probability of system 
failure is higher for configuration (a), even though 
the consequences are lower. Therefore, it is argued 
that despite the fact that configuration (a) is more 
robust, this study indicates that configurations 
(b) and (c) are more optimal. In addition, con-
figuration (c) is the cheapest, thus supporting this 
choice of this configuration from a risk (or rather 
expected cost) perspective. This points to a general 
problem in the definition of robustness, which is 
beyond the scope of this paper, namely that a more 
robust system might often be less optimal from a 
risk analysis point-of-view.

Figure 2. A possible failure scenario for the three 
configurations.

Table 1. Probability of the failed area 
exceeding 15% of the total area upon failure 
(for Pr(D) = 0.1).

1−F(AF = 15%|F)

(a) Simply supp. 0.027
(b) Continuous 0.035
(c) Lap-Jointed 0.032

Table 2. Expected value of area failed (%).

E[AF] 
Pr(D) = 1%

E[AF] 
Pr(D) = 10%

(a) Simply supp. 1.3 ⋅ 10−3 1.4 ⋅ 10−3

(b) Continuous 0.8 ⋅ 10−3 0.9 ⋅ 10−3

(c) Lap-Jointed 0.8 ⋅ 10−3 0.9 ⋅ 10−3

Figure 3. F A FF( |AF , )D  for the three systems without 
systematic weakening.
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ABSTRACT: Over the last two decades, 
significant advances have been made in the areas 
of probabilistic modeling of timber mechanical 
properties, structural analysis models for wood-
frame structural systems, and stochastic modeling 
of structural and environmental loads. Collectively, 
this work has formed the scientific underpinning 
for modern limit-states timber design codes (e.g., 
in Europe, the United States, Canada, Japan, and 
elsewhere). Thus, it is fair to say that strength-based 
(limit states) design of structures in general, and 
timber structures in particular, is well developed 
and only incremental work is needed to keep these 
codes current. Advanced second-moment reliabil-
ity techniques and Monte Carlo simulation (and 
variance reduction techniques) have been adequate 
for the development of today’s probability-based 
limit states design codes, which are largely member-
based with only a relatively simplistic treatment of 
multi-member systems. With increased attention 
being paid to economic loss as a limit state deserv-
ing of concurrent attention with life safety, espe-
cially following extremely costly natural disasters in 
the last two decades, there are efforts throughout 
the international engineering communities to move 
toward a philosophy of multi-objective perform-
ance-based (also called objective-based) design. 
Coupled with this activity has been a move toward 
fragility analysis techniques to uncouple the haz-
ard (e.g., seismic, wind) from the structural system 
response, thereby enabling more efficient probabi-
listic analysis and inference. Fragility techniques 
are also increasingly being accepted by those in 
the design communities (especially seismic design) 
and are likely to form the basis for next generation 
performance-based design procedures for all haz-
ards. This paper describes this philosophical tran-
sition and reports on advances in fragility-based 
techniques that relate directly to the performance-
based design of timber structures.
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diagonal nonlinear springs to take into account 
the contributions of bracing elements (sheathing 
panels or diagonal bracing members) to the shear 
wall resistance. The load-deformation characteris-
tics of the nonlinear springs are represented by a 
simplified but mechanics-based shear wall model 
called “pseudo-nail” model. The “pseudo-nail” 
model uses a nail connection analogue to repre-
sent the load-drift hysteresis of a wood shear wall. 
Floor and roof diaphragms are modeled by beam 
elements and brace elements. By adjusting the 
stiffness of brace elements, the in-plane stiffness 
of roof/floor can be considered. In this study, the 
PB3D was verified against shake table test results 
of two post-and-beam timber buildings.

The peak inter-story drift (PID) response was 
used to formulate the performance function of 
timber buildings, which is

G ( )G dδ ( ))a r M FG dr M Fr ddFF  (1)

where δ is the building inter-story drift capacity 
and Δ is essentially an implicit function of PID 
demand. This function should involve a lot of 

ABSTRACT: Performance of timber buildings 
in earthquakes depends on many factors including 
the strength, stiffness and ductility of individual 
components such as shear walls and diaphragms, 
the structural layout of the components, the avail-
able structural redundancy, the carried mass, and 
the characteristics of the seismic events. Reliability-
based evaluation of the seismic performance of 
timber buildings should consider the uncertain-
ties inherent in ground motions and the structural 
capacity. It requires a robust computer model with 
reasonable accuracy and computational efficiency 
as well as an efficient reliability evaluation tool to 
estimate failure probabilities. This paper presents 
a reliability-based approach to assess the perform-
ance of timber buildings by coupling the use of a 
verified structural model PB3D to perform time 
history analyses of buildings and the first order 
reliability method (FORM) as well as the impor-
tance sampling (IS) method.

The PB3D structural model, as shown in Fig. 1, 
is composed of shear wall systems and roof/floor 
systems. The shear wall system consists of vertical 
wall posts between horizontal diaphragms and 

Figure 1. A three-story post-and-beam timber building and the PB3D model.
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uncertainties such as the characteristics of ground 
motions (peak ground acceleration or spectral 
acceleration and frequency content, duration 
of shaking, etc.), structural mass M; design fac-
tors Fd (shear wall design, building eccentricity, 
etc.) and others. To convert Eq. (1) to an explicit 
performance function, polynomials were used to 
fit the structural response surface and the fitting 
error was also considered as a source of uncer-
tainty. Once the explicit performance function is 
obtained, given the distributions of random varia-
bles or design factors, the reliability index β can be 
estimated by FORM. Considering the high nonlin-
earity of the performance function, IS method was 
further used by centering the sampling distribution 
near the design point, i.e., a region of most impor-
tance or likelihood of non-performance.

Case studies of reliability evaluations were 
conducted on a two-story building and a three-
story building which were used for the “PB3D” 
model verification. A total of ten Japanese his-
torical earthquake records were used to general 
the structural response database over the domain 
of random variables and design factors. For the 
two-story building, the performance function 

considered uncertainties of seismic intensity 
(PGA), structural mass M and the RS fitting errors. 
For the three-story building, it considered seismic 
intensity PGA, a design factor Fd called the lateral 
force resisting factor (LFRF) which is defined as 
the ratio between the amount of designed shear 
walls and the seismic code minimum requirement, 
and the RS fitting errors. Given the assumption 
on seismic hazard, the reliability results indicated 
clearly the influence of the structural mass and 
shear wall design on the seismic safety levels of 
the buildings with respect to different performance 
expectations.

In general, the procedure presented in this paper 
provided a very useful tool to evaluate the seis-
mic performance of timber buildings. The major 
computational demand is to establish the seismic 
response database although a reduced number of 
seismic simulations which are performed on the 
discrete points of random variables. The perform-
ance function can take into account the uncertain-
ties of seismic hazard as well as some important 
design parameters. By doing so, the optimization 
of seismic design can be achieved by satisfying 
specified target reliabilities.
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A new approach to consider moisture induced eigen-stress 
in timber by load combination

M. Häglund & F. Carlsson
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models found in the literature, it is assumed that 
the total strain may be expressed as summation of 
mechanically different strains (Eq. (1)).

σ
ε ε ε σ α= +ε + =ε + σ +( )+e mε+ s uεε uαα

E
 (1)

where ε σe E� /  is elastic, �ε σms =σ ( )�m u bu�+m u  is 
mechano-sorptive, and � �ε αu u  is hygro-expansion. 
α is the hygro-expansion coefficient; m and b are 
mechano-sorption coefficients; σ is the stress; E is 
the elastic modulus; u is the moisture content (in 
per cent by weight).

Modern building codes use a design criterion 
similar to Eq. (2), which is expressed in the Euroc-
ode notation with partial safety factors (γ ) and 
combination factors (ψ). These parameters are 
calibrated to attain predetermined formal prob-
abilities of failure.

γj
Q Q

i

k

M
k

fk( )j j( ) ( )γ ψ σQiψψ i Qσ i ≤
≥i≥
∑γQ Q∑( )γ σGjσσGj + +γ σ

1
QσσQσ

2
mokk d  (2)

Influence of moisture is today accounted for 
by a general reduction of strength by a coefficient 
kmod (note that effects of duration of load are also 
included in this coefficient). It has however been 

ABSTRACT: This paper presents results on 
moisture induced stress (MIS) in timber. It is 
argued that MIS may be considered as an ordinary 
load to be combined with other structural actions, 
for example snow load. Climatic variations of 
moisture results in variable stress gradients within 
timber elements and therefore it is characteristi-
cally closer related to external actions than to 
material strength. This insight is not new and over 
the last years ideas to consider moisture effects 
on the load side instead of reduction of strength 
have been proposed within the engineering com-
munity. In order to further explore this approach, 
effects of load combination of MIS and snow load 
are investigated. Based on measured snow depths 
and calculated MIS at four different locations in 
Sweden it is suggested that the load combination 
factor for MIS is set to 0.2. It was also found that 
this factor as a function of relative snow load is 
practically indifferent to whether a Weibull stress 
or a maximum cross-sectional stress approach for 
MIS is used.

It is well known that moisture influences strength 
properties and that variation of moisture content 
(MC) cause induced eigen-stresses (i.e. stresses not 
originating from external forces) due to internal 
restraint of hygro-expansion. Timber researchers and 
designers have been interested in moisture induced 
stresses (MIS) for a long time and during later years 
it has been suggested that MIS may be considered as 
an ordinary load to be compared with other struc-
tural loads, such as snow load. One essential concern 
for such an approach is how the MIS load should be 
combined with other variable loads when applicable 
(i.e. when external loading causes tensile stresses, e.g. 
in the perpendicular to grain direction in a curved or 
tapered beam, see Figure 1).

This paper presents and suggests a MIS load 
combination factor when MIS and snow load are 
combined. The procedure is based on daily meas-
ured snow depths and calculated MIS at four dif-
ferent locations in Sweden. The paper is based on 
three main parts: climate and moisture transport, 
moisture induced stress, and statistical analysis of 
the developed stresses. In accordance with most 

σ90

FF

F F

M M

σ90

Figure 1. Example of mechanical loading of two tim-
ber elements that create tensile stresses perpendicular to 
grain. In combination with eigen-stress caused by mois-
ture variation the load effect is increased. Interaction 
with snow load will for example occur if  the beams are 
part of a roof supporting construction.
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argued that moisture impact instead should be 
considered by adding a variable load that can be 
combined with other structural loads such as snow 
or live; in other words, the design criterion for mul-
tiple loads would in principle be like in Eq. (3).

( )

( )

(( γ γ

(( γ

≥

≥

+ +γ σ +

+ ≤( )((

∑

∑

1σ 2
1

3

( )γ ψ σ2ψ 2Q Qγγγ 1σσ Q Qγ 2 2ψ σγγ 2ψ moisture action
j

k
DOL

Mγi

fkkD

 (3)

One step in order to develop the idea of treating 
MIS as an additional load is to determine the load 
combination factor ψMIS which should be chosen 
to fulfill Eq. (4).

γ γ ψ γ
γ γ

G k Q snow ψ Q MISM k

G k Q snow MIS kII

G QγQ QM
G QγQ s

+kQγQ =
= γ G +

2γsnow k ψ γγQssnow kQs , ,k S Q MISMMMγk Mψ ISγMM Q

,
 (4)

The combined load Qsbiw+MIS,k is determined by 
probability based analysis (involving a simulation 
procedure of daily time coherent values) after 
which ψMIS can be calculated according to Eq. (5).
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Since the load effect of the variable loads 
depends on the structural arrangement (for exam-
ple the type of beam), the combination factor is 
here determined as a function of the relative snow 
load Qsnow,k/(Qsnow,k + QMIS,k) in order to cover all 
possible combinations on a stress based level. The 
snow load distribution in time was assumed pro-
portional to the snow depth. The combined load 
Qsbiw+MIS,k was determined from the summation of 
Qsnow and the maximum calculated tensile MIS 
of a 90 × 270 mm2 uncoated glulam cross-section 
located indoors in Stockholm, Jönköping, Luleå 
and Arjeplog. This procedure consists of linear 
scaling of the complete times series of measure 
snow depths and calculated MIS in order to ful-
fill Qsnow,k/(Qsnow,k + QMIS,k) = A, where A was varied 
between 0 and 1 in steps of 0.01. The combined 
load  Qsbiw+MIS,k could then be determined by combi-
nations of the time coherent daily values from the 
linearly scaled series of snow depth and MIS.

RESULTS AND DISCUSSION

The results are shown in Figure 3 which reveals 
a fairly constant load combination factor at high 
relative snow loads (as a result of the statistical 
distribution in time of the two loads). From a 
design point of view this is favorable since a con-
stant value would mean no approximation. For the 
load combination in Eq. (5), only relative snow 
loads above 0.5 is of interest since snow is the lead-
ing load; in other words, the range of applicabil-
ity for the displayed function value of ψMIS is for 
Qsnow,k/(Qsnow,k + QMIS,k) > 0.5 only. Based on these 
results it is therefore suggested that the load com-
bination factor for moisture induced stress when 
snow is the leading load is set as ψMIS = 0.2.

A) Glulam cross-section subjected to moisture 
exposure 

B) Moisture variation of the surrounding air 

C) Uneven cross-sectional moisture distribution 
and hygroexpansion 

D) Self-balancing cross-sectional forces due to 
restraint of hygroexpansion 

Figure 2. Exemplifying schematic illustrations of how 
variation of moisture induces cross-sectional stress in 
timber beams. A glulam beam in A is subjected to varia-
tion of relative humidity in the surrounding air according 
to B. This will lead to higher MC near the surface which 
in turn causes a corresponding unrestraint hygroexpan-
sion profile as shown in C (i.e. if  the beam was to be cut 
in numerous slices perpendicular to the x-axis, all slices 
would be able to expand freely and independently of 
each other). However, unrestraint hygroexpansion is not 
possible in an actual beam since the internal restraint 
of expansion prevents it; instead internal section forces 
develop to self-balance compressive and tensile stress 
components as schematically shown in D.
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Figure 3. Load combination factor ψMIS as a function 
of the relative snow load (according to Eq. (5) and usage 
of time coherent daily values).
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predict violation of the limit state as a function of 
all relevant influencing parameters.

A dose-response model is used to describe the 
limit state function for onset of mould growth which 
can be written as 

g T D D Dcr cr i
i

N

T iDD( , )D ( )DDi ( )TiTTφ φT D Dcr crD, )DcrD ( iφD
=
∑

1

 (1)

where
φi = average relative humidity for day i
Ti = average temperature for day i
Dφ =  dose component related to relative humid-

ity φ
DT = dose component related to temperature T
Dcr =  critical dose corresponding to onset of 

mould growth, depending on the material
N =  number of days of the time period 

considered.
Mould growth on spruce and pine sapwood 

under different climate conditions has been inves-
tigated by Viitanen (1996) and the model used here 
has been calibrated against his test data. More 
details of the model described by Equation 1 can 
be found in Isaksson et al. (2010).

The limit state for onset of rot decay is defined 
with reference to decay level 1 “slight attack” 
according to the standard EN 252 (1989). The limit 
state function is also here based on a dose-response 

ABSTRACT: A performance-based service life 
design format based on climatic exposure on one 
hand and “biological wood resistance” on the other 
hand is presented in this paper. Limit states for 
onset of mould growth and rot decay are defined. 
Performance models were applied to assess risk for 
onset of mould growth and decay under natural 
outdoor climate. The results indicate that quanti-
tative models can be used as a powerful tool for 
durability design of wood in the building envelope 
and in exterior applications. It is demonstrated that 
the uncertainty originating from climate variability 
between years and between different geographical 
locations is significant.

1 INTRODUCTION

One of the key issues in wood construction is dura-
bility. Traditionally, durability design of wooden 
components and structures is based on experience 
and adherence to good building practice, some-
times formalised in terms of implicit prescriptive 
rules. Therefore, the design cannot be optimised 
and any change of design will be associated with 
uncertain risks.

A proposed principle for a performance-based 
service life design model is illustrated in Figure 1. 
The problem is here described in terms of cli-
matic exposure on one hand and resistance of the 
material on the other hand. The design model is 
based on a clearly defined limit state, which could 
be onset of mould growth or decay alternatively 
a specified acceptable degree of mould growth 
or decay. The performance requirement in a cer-
tain situation could e.g. be that onset of mould 
growth is not accepted during a specified service 
life. Since most factors affecting the performance 
are associated with uncertainty, the probability of 
non-performance must be assessed so that it can be 
limited to an accepted maximum level.

2 PERFORMANCE MODELS

A key element in this approach is the performance 
model (limit state criterion), which shall be able to 

11. Performance 
      criteria  

1. Climate 

2. Design 

3. Surface  
    treatment 

4. Material        
    performance 

5. Design 

6. Location 

7. Material         
    modification 

10. Performance     
      model  

8. Exposure S    
   (variable/function)  

9. Resistance R     
    (variable/function)  

14. Aesthetics 

13. Serviceability 
      requirements 

12. Structural 
      safety 

Figure 1. Principle for performance-based service life 
design of wood elements.
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model, where the dose is given as a function of 
wood moisture content and temperature. Starting 
with a time series of interconnected values of daily 
average moisture content ui and temperature Ti for 
day i the accumulated dose DN for N days can be 
calculated from 

D D DN uD D i TDD i
i

N
DD

=
∑∑ (ui( )uu ( )TiTT

1

 (2)

where
Du(ui) is the dose related to moisture content 

and
DT(Ti ) is the dose related to temperature (°C)
Further details about the model for decay can 

be found in Thelandersson et al. (2011). Both 
performance models are based on the simple fact 
that the fungi spores need favorable moisture and 
temperature conditions during a sufficiently long 
period of time in order to germinate and grow.

3 RESULTS

The effect of climate variability on the risk for 
mould growth was investigated assuming that 
planed spruce sapwood is exposed to outdoor rela-
tive humidity and temperature. Climate data (time 
series of temperature and relative humidity) from 
the Swedish Meteorological and Hydrological 
Institute (SMHI) for 47 years (1961–2007) was used 
as input. The maximum annual dose describing the 
risk for mould growth was calculated for each of 
the 47 years and for 8 sites in Sweden. The results 
are presented in terms of a relative annual dose 
Drel where Drel = 1 corresponds to the limit state for 
onset of mould growth. Each year was considered 

isolated in the sense that the effects from previous 
years were not regarded. In this way variability 
between years with different climate can be evalu-
ated. Cumulative distribution functions (CDF:s) 
for the eight sites are presented, see Figure 2. More 
details about the method behind Figure 2 can be 
found in Häglund et al. (2010).

A similar procedure was used to evaluate relative 
risk of rot decay depending on geographical site as 
well as relative risk depending on detail design in 
exterior wood applications. Results and methods 
are described in the full paper.

4 CONCLUSIONS

It was demonstrated that the risk of mould growth 
as well as rot decay can be assessed with the help 
of performance models describing how microbio-
logical development is affected by moisture and 
temperature conditions. The uncertainty originat-
ing from climate variability between years, between 
different geographical locations and due to detail 
design is significant. This provides a basis to 
develop design tools where the influence of climate 
conditions, detailed design, choice of material, 
etc. can be considered in a rational way similar to 
that used in structural design. It will also enable an 
assessment of uncertainties in the factors affecting 
service life performance, which is needed to esti-
mate the reliability for a given design. Knowledge 
about reliability is an important element in the 
decision process but is more or less disregarded in 
today’s practice for service life design of wood.
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Figure 2. Cumulative distribution functions (CDF) 
for annual maxima of Drel at eight sites. Onset of mould 
growth is initiated when Drel > 1. Material: Resawn spruce 
sapwood.
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of timber structures (Cizmar, Rajcic et al., 2010) 
(Kirkegaard and Sørensen 2008; Kirkegaard and 
Sørensen 2008; Kirkegaard and Sørensen 2009; 
Kirkegaard, Sørensen et al., 2009; Cizmar, Rajcic 
et al., 2010; Kirkegaard, Sørensen et al., 2010) as 
well as methods of designing for robustness of 
timber structures (Dietsch and Munch-Andersen 
2009; Dietsch and Winter 2009; Munch-Andersen 
and Dietsch 2009). The present paper outlines 
these recent results from the working group 3.
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ABSTRACT: Timber is an efficient building 
material, not least in regard to its mechanical 
properties but also because it is a highly sustain-
able material considering all phases of the life cycle 
of timber structures: production, use and decom-
missioning. Timber is a widely available natural 
resource throughout Europe; with proper man-
agement, there is a potential for a continuous and 
sustainable supply of raw timber material in the 
future. Timber is a light material and compared 
to its weight the strength is high; the strength to 
weight ratio in grain direction is even higher than 
for steel. However, considering its beneficial prop-
erties, timber is still not used to its full potential in 
the building and construction sector. Many build-
ing developers, architects and structural engineers 
do not consider timber as a competitive building 
material compared with concrete, steel or masonry. 
Attributes such as high performance regarding reli-
ability, serviceability and durability are generally 
not associated with timber as a building material.

One of the main reasons for this is that timber 
is a highly complex material; it actually requires a 
significant amount of expertise to fully appreci-
ate the potential of timber as a structural build-
ing material. There are also a number of issues 
which need to be further researched before timber 
can achieve the same recognition as a high qual-
ity building material such as steel and concrete. 
These issues are the focal point of the EU COST 
Action E55—‘Modelling of the performance of 
timber structures’ (Koehler 2006). The objectives 
of the project are achieved according to three main 
research activities: the identification and model-
ling of relevant load and environmental exposure 
scenarios, the improvement of knowledge concern-
ing the behaviour of timber structural elements 
and the development of a generic framework for 
the assessment of the life-cycle vulnerability and 
robustness of timber structures. Recently results 
achieved by working group 3 (WG3) are related 
to the subtasks: definition of structural robust-
ness of timber structures (Branco and Neves 2009; 
Sørensen, Rizzuto et al., 2009), quantification of 
robustness and methods of assessing robustness 
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material by the integration points (Figure 1c). The 
meshing effort is minimized because a regular FE-
mesh can be applied for arbitrary knot geometries. 
The method is characterized by a “smeared” dis-
tinction of knots and surrounding wood. The 
method has already been applied in several areas 
of engineering like micro mechanics (Zohdi and 
Wriggers 2005). In the contribution, both mod-
els, explicit and smeared description of knots, are 
described detailed and compared by an example.

The branches in a tree lead to a deviation of 
the fibre orientation. In the contribution, a model 
for the numerical generation of the grain course 
is introduced. The approach is based on principal 
stresses. The idea behind the formulation is the min-
imization of shear stresses in natural growth. The 
fibres are always orientated in the direction of the 
principal stresses resulting from the main load case 
of a tree. The theory was first applied in (Mattheck 
1997) in two-dimensional FE-formulation utilizing 
an orthotropic material model and was enhanced 
for a three-dimensional FE-formulation with an 
cylindrically anisotropic material model in (Resch 
and Kaliske 2005).

In a FE-analysis, the investigated structure or 
structural part is loaded by a defined main expo-
sure, e.g. constant tension. At the beginning, an 
isotropic material behaviour is assumed and the 
principal stresses are computed. Subsequently, the 
local coordinate systems of the elements are gen-
erated by the directions of the principal stresses, 
whereas the longitudinal direction is set in the 
direction of the maximum principal stress. With 
the updated fibre directions of the finite elements, 
the principal stresses are computed again and the 
local coordinate systems of the finite elements are 

Although a large practical knowledge on wood is 
available, the numerical simulation of timber struc-
tures has been unattended in the past. In order 
to understand constitutive relationships and to 
enable new kinds of application of the material 
wood in engineering, the numerical simulation by 
means of FEM is required. Therefore, modelling 
of the different characteristics of wood is of major 
importance.

Material models for the simulation of timber 
structures have been developed at the Institute for 
Structural Analysis. For the description of the elas-
tic behaviour in the range of small strains, a cylin-
drically anisotropic linear elastic material model 
has been developed. The ductile failure under com-
pression is described by a multi-surface-plasticity 
formulation (Resch and Kaliske 2010). Brittle 
failure under shear and tensile loading, especially 
perpendicular to grain is captured by cohesive ele-
ments (Schmidt and Kaliske 2009). Besides, the 
naturally grown material wood is characterized 
by growth inhomogeneities, which affect the load 
bearing behaviour of timber structures. The inho-
mogeneities considered in this contribution are 
caused by branches, which lead to so-called knots 
in timber and a local deviation of the grain course 
in the area of the knots.

Based on the developed material formulations, 
knots are captured in the numerical structural 
model. Thereby, two methods are considered. 
In the first one, e.g. applied in (Baño et al., 2010), 
knots are modelled explicitly. The knots of a cer-
tain structural part made of timber (Figure 1a) 
are captured by the applied FE-mesh (Figure 1b). 
To describe the geometry of the knots as accurately 
as possible, different types of elements, e.g. tetrahe-
dron or hexahedron-elements, can be utilized. With 
regard to a large number of simulations with knots, 
which differ in number, position, size and shape, 
and the consideration of the imprecision of model 
parameters, the computational effort is increasing 
by meshing the knots explicitly. Since a local coor-
dinate system can be assigned to every integration 
point of the finite elements (GAUSS points), it 
is possible to describe the knots and surrounding 

a) b) c)

Figure 1. Discrete and smeared consideration of 
knots.
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adapted stepwise. The procedure is repeated until 
the alteration of the shear stresses converges to a 
defined tolerance. Thus, the fibre direction is gen-
erated by an iterative procedure (see Figure 2). 
The process is shown by an example. Thereby, the 
concepts of the explicit modelling of the knots by 
the FE-mesh and the modelling by the integration 
points are applied in comparison.

To obtain insight into the effect of branches on 
the load bearing behaviour, (numerical) parameter 
studies have to be performed, whereas the deter-
mining parameters, like number, position, size and 
shape of the knots, are changed. Within complex 
timber structures, these properties are varying, 
which can be captured by applying adequate uncer-
tainty models. Beside these model parameters, the 
material properties utilized in the numerical models 
are are strongly varying due to the natural growth. 
This variation of material properties has to be con-
sidered in the structural analysis as well. Addition-
ally, geometrical parameters, external loads and 
environmental conditions cannot be captured and 
described exactly by deterministic values.

Imprecise data has to be modelled on the basis 
of the available information and to be included in 
the structural analysis to gain not only idealised 
results of the load bearing behaviour. The consid-
eration of the uncertainty of data is of increasing 
relevance in Civil Engineering.

Traditionally, the imprecision of data is 
described by the uncertainty model random-
ness within a structural analysis. Parameters are 
modelled by random variables and captured in 
the numerical simulation, e.g. applying a Monte-
Carlo simulation. Applying randomness, a suffi-
cient number of samples obtained under constant 
reproduction conditions is required to determine 
the related type of probability distribution. How-
ever, the available amount of data is often limited, 
especially considering the material properties of 
wood.

Therefore, the uncertainty model fuzziness is 
applied in this contribution. The model is based on 
the fuzzy set theory, introduced amongst others in 
(Klir and Folger 1988). Fuzziness can be utilized 
to describe objective and subjective uncertainty. 
Beside the insufficient data basis, informal 

uncertainty resulting of an deficit in information 
and lexical uncertainty based on linguistic state-
ments, e.g. in terms of expert knowledge, can be 
taken into account by the data model (Möller and 
Beer 2004). Figure 3 exemplarily shows a fuzzy 
number. Simplifying, it can be understand as an 
assessed interval. A numerical structural analysis 
under consideration of fuzzy parameters, referred 
to as fuzzy analysis, is introduced. In a fuzzy analy-
sis, fuzzy input parameters are mapped onto fuzzy 
results by a deterministic computational model, i.e. 
the FE models introduced in the contribution.

The methods are illustrated by an example. 
Thereby, the interfaces between the branches and 
the surrounding wood are considered, since they 
are not crisp but blurry, i.e. fuzzy. The knot size 
is modelled by a fuzzy number and the effect on 
the load bearing behaviour is investigated in the 
numerical simulation.
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2 TIMBER DETAIL DESIGN APPROACH

All timber connections in old timber structures 
transfer load by bearing, which is a very effective 
way of load transfer. However, the principle of 
load transfer by bearing is hardly possible for con-
nections under tension. For these connections, 
mechanical fasteners, of which the most applied 
are the dowel type fasteners, are applied.

3 CONNECTIONS WITH LOAD 
CARRYING DOWEL TYPE FASTENERS

Traditionally these fasteners are laterally loaded. 
Johansen [1] started the development of a strength 
calculation model based on embedment and metal 
(steel) yielding. This model was extended by Meyer 
[2] into the model used for most timber codes 
nowadays.

More recently calculation models for screws 
loaded in tension, for which the selftapping (full 
treated) screws as shown in Figure 1 are designed, 
have been developed, mainly at Karlsruhe 
University of Technology [3].

Examples of the load carrying connections with 
laterally loaded dowel type fasteners are the con-
nections with slotted-in steel plates. In the paper 
these connections are analysed more in detail 
regarding strength and variability.

Connections with dowel type fasteners loaded 
in axial tension (+ shear) are very effective and suit-
able for timber to timber connections. The with-
drawal capacity of (long) full threaded screws is 
much higher than the lateral capacity. Connections 
with inclined screws have been developed with an 
optimal inclination angle α, defined in figure 1, 
between 45 and 55 degrees.

4 SOME BASIC PROBABILISTIC 
ANALYSES

The load carrying capacity is calculated with basic 
design equations, which are given in the paper. 
However, the result is deterministic and does not 
reflect the variability in the parameters (e.g. timber 
density) involved.

ABSTRACT: In timber detail design interfaces 
are used like metal dowel type fasteners, ring and 
plate fasteners, glue, shear blocks of wood or other 
materials. In the detail different elements or group 
of elements are jointed together. In the detail load 
has to be transported or a closure has to be formed. 
The detail has a meaning. The detail is necessary to 
create a structure and/or to point out that one is 
changing into the other.

Structurally, the fasteners used in the detail may 
transform load or are just used for positioning. 
Structural timber detail design should aim at trans-
porting loads by contact areas where the fasteners 
just have a positioning function. This is however 
not always possible and the fasteners have to trans-
fer the load. This paper describes some historical, 
cultural and principle design aspects of timber 
detailing.

Furthermore, some connections with (single) 
dowel type fasteners loaded in shear and/or with-
drawal are analysed regarding strength and stiff-
ness. Furthermore a basic probabilistic approach 
is chosen to describe the variability in strength 
values when the variability in the parameters 
involved (wood density, fastener diameter, etc.) is 
known.

1 INTRODUCTION

Ancient structures give an inside guide to the soci-
ety in which they were erected. Examples can still be 
found around the world although, due to wood being 
vulnerable to decay, hardly any wooden artefacts still 
exist from periods more than 1000 years ago.

Modern (timber) design is less pronounced in 
telling you something about (differences in) soci-
ety. An architectural walking tour in e.g. modern 
Kuala Lumpur is very interesting: high rise build-
ings with facades breath the culture of this city. The 
inside, even most of the furniture, can be found at 
many places around the earth. This is not aston-
ishing knowing that many (architectural) designers 
work all around the world never succeeding (com-
pletely) in expressing the culture of the different 
locations.
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In this section basic probabilistic analyses are 
carried on the variability of the load carrying 
results based on the assumption that the 
stochastic parameters and variables are independ-
ent and normally distributed. Furthermore a lin-
earization according to equation (1) is used.

F F x x F
x

xi
i

i( )+ −x( ) ∂
∂ ( )∑ ,(, ) ∑ ,0xix ixix ,i i 0  (1)

In which xi, 0 = the value of the variable or 
parameter for starting the linearization.

5 CONCLUSIONS

For both the connections with dowel type fas-
teners and slotted in steel plates as well as for 

the connections with axially loaded screws the 
(variation) in the diameter of the dowel type fas-
tener is very important for the variation in the load 
carrying capacity.

Apparently, the variation in the load carrying 
capacity is higher than the variation in the individ-
ual parameters and properties. For the connections 
with fasteners in withdrawal the variation increases 
up to 30% although the variation in the individual 
parameters and properties is less or equal to 20%. 
For laterally loaded fasteners the variation in load 
carrying capacity is about 22%, only slightly higher 
than the variation in the parameters involved. This 
difference, and the fact that the expected variation 
in load carrying capacity is higher for fasteners 
in withdrawal, might be considered for the future 
EN 1995-1-1 (Eurocode 5) development. A higher 
material factor γm for screws loaded in withdrawal, 
compared to γm for connections with dowel type 
fasteners loaded in shear, in F F

kdFF kFF

m
=

γ mokk dmight be 
appropriate.
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knots and CWS represent the sections between 
the KS.

At the beginning and at the end of a KS three 
high frequent infrared light emitting diodes (LEDs) 
are mounted. In Figure 1 the LED-arrangement 
(black circles) around a KS is illustrated.

The boards are clamped in a tension machine 
and loaded with an axial tension force. During the 
tension test the LED’s send light impulses with a 
frequency of 20 Hz. The position of the LED’s 
during the tension test is measured with an infrared 
camera. Figure 2 illustrates of the test procedure. 

1 INTRODUCTION

The efficient use of materials in structures requires 
that strength and stiffness related material prop-
erties can be predicted with sufficient accuracy. 
Timber is a natural grown building material. Thus, 
compared to other building materials, timber 
properties demonstrate higher variability. Due to 
the highly in-homogeneous structure of timber, 
this variability is pronounced not only between 
different structural elements but also within single 
elements. A major reason for this is the presence of 
knots and knot clusters in structural timber.

In the present paper the variability of strength 
and stiffness related properties of timber is ana-
lyzed and described. Thereby it is particularly 
focused on the influence of knots and knot clus-
ters on the timber stiffness. The analysis takes basis 
in material property assessments of a sample of 
30 timber board specimen. Each board is subdi-
vided into sections with and without knot clusters. 
For each of these sections the stress-strain rela-
tionship is measured and the stiffness is estimated. 
Based on the stiffness estimates a hierarchical 
model for the multi-scale variability of stiffness is 
developed that includes an explicit representation 
of the stiffness variability between boards and the 
stiffness variability within boards. The parameters 
of the model are presented together with the cor-
responding uncertainties. The presented model can 
be used e.g. as an input for a more refined proba-
bilistic representation of the load bearing capacity 
of glued laminated timber.

2 EXPERIMENTAL ANALYSIS

30 randomly selected specimens of the strength 
grade L25 are analyzed. Thereby the dimensions 
and the position of all significant knots are meas-
ured. Knots with a diameter less than 10 mm are 
neglected.

Furthermore, a nondestructive tension test is 
performed. Therefore each board is subdivided 
into two types of sections: Knot sections (KS) 
and clear wood sections (CWS). KS represent the 
sections containing knot clusters or single major 

Figure 1. Illustration of the LED-arrangement around 
a knot cluster.

Figure 2. Illustration of the experimental set-up.
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The properties of the KS depend on parameters, 
such as size of the knots and/or the knot arrange-
ment. Thus, the probabilistic characteristic of 
the properties of the KS are difficult to describe. 
Therefore a weak section (WS) with a unit length 
c = 150 mm is introduced.

The established stiffness of each WS is com-
pared with an established knot parameter. There-
for the so-called total knot area ratio (TKAR) is 
used. In Isaksson (1999) the TKAR is defined as 
the sum of the projected knot areas located within 
150 mm of  the timber length, divided by the cross-
sectional area. Therefor the visible surfaces of the 
knots are mapped. The three-dimensional shape of 
each knot is idealized by a frustrum. In Figure 3 
the TKAR-value for each part of the board and 
the MOE distribution over the length with WS are 
illustrated for board 5010.

3 HIERARCHICAL STIFFNESS MODEL

In the following a hierarchical model for the vari-
ability of the stiffness properties is described and 
the statistical model parameters are identified 
based on the sample described before.

The model is summarized in Equation 1 and 
Equation 2 whereas the sections j = {1,3,5,…,n} 
are considered to be WS and the sections 
j = {2,4,6,…,n−1} are considered to be CWS (n 
denotes the number of sections within one board). 
Further a strong correlation between the average 
values of the MOEs of  all WS within one board 
and average values of the MOEs of  all CWS within 
one board is identified. These is considered by the 
correlation of the variables τI,Ws and τI,CWS.

MOE
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The distance d between the WS is represented 
by a gamma distribution. The length of the WS is 
constant with c = 150 mm. Thus, the length of each 
section is described with the following equation:
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The estimated parameters of the stiffness model 
and there coefficient of variations are given in 
Table 1.
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Table 1. Estimated parameters of the stiffness model and there coefficient of variations.

Parameter μWS μτ,i,WS στ,i,WS με,ij,WS σε,ij,WS μCWS μτ,i,CWS στ,i,CWS με,ij,CWS σε,ij,CWS c k v

Expected 
value

9.150 0 0.138 0 0.120 9.410 0 0.144 0 0.0684 150 5.99 0.0125

COV 0.0017 – 0.1308 – 0.0579 0.0016 – 0.1337 – 0.0648 – 0.126 0.132
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Figure 3. Example of the MOE distribution over the 
length and TKAR distribution (board 5010).
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machine strength grading and determination of 
characteristic values of graded timber material.

2 MATERIALS & TESTING

The ultimate tension strength (ft), the tension 
modulus of elasticity (moe) and the timber den-
sity (ρ) are considered as relevant timber mate-
rial properties. In total 447 specimens are sampled 
from three different regions of Switzerland: Mit-
telland, Jura and Berner Oberland, denoted as S1, 
S2 and S3, respectively. Furthermore, the sample 
consists of three different cross sections referred to 
as X1, X2 and X3. The grading machine Golden-
Eye 706 is used for non-destructive measurements 
of the material properties. After machine grading 
the specimens are tested destructively in tension 
according to EN 408 at the ETHZ laboratories.

3 DEVELOPMENT OF BPN

The proposed BPN as shown in Figure 2 takes 
into account prior information concerning the 
material properties of the particular sources or 
cross sections and facilitates updating of this 
information with additional evidences provided by 
measurements from the grading machine.

1 OVERVIEW & APPROACH

For the utilization of timber as a construction 
material it is essential to adequately take into 
account all uncertainties which are connected to 
the statistical grading process. The complex nature 
of timber and the susceptible production envi-
ronments require that many of the factors which 
are influencing the material properties have to be 
implemented into the grading models as aleatory 
uncertainties. For the representation of the above-
mentioned uncertainties in the modeling of timber 
material properties it is proposed to utilize a prob-
abilistic hierarchical approach. Material proper-
ties in general can be modeled at different levels of 
resolution in a hierarchical manner. This approach 
is applied to the context of modeling the material 
properties of structural timber. The different scales 
considered in this context are shown in Figure 1.

The present paper addresses the influence of dif-
ferent origins (sources) as well as the cross-sectional 
dimensions on the probabilistic characteristics of 
the timber material properties. Probabilistic mod-
els are first established in order to characterize the 
relevant timber material properties. A hierarchical 
model is then developed to represent the influences 
of source and cross-sectional dimensions on the 
probabilistic models of the material properties. 
Conditional probabilities are assessed given obser-
vations of the influencing variables, i.e. origin and 
dimensions. The general methodical framework 
builds on the construction of a Bayesian Proba-
bilistic Network (BPN). Marginal probability 
distributions of the material properties can eas-
ily be assessed on this basis. The construction of 
the BPN is based on Bayesian regression analysis 
which describes the causal interrelationships and 
the logical constellation of the network compo-
nents. In addition to the information of the origin 
and cross-sectional dimensions, non-destructive 
tests results using a modern grading device, the 
GoldenEye 706, are incorporated as input vari-
ables into the BPN. Thus, the proposed methodol-
ogy provides a new basis for the development of 
an alternative approach to the present methods for 

Figure 1. Levels for hierarchical modeling of timber 
material properties (Köhler, 2006).
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The conditional probability distributions of 
the material properties can be assessed based on 
the indicating properties assessed by the grading 
machine. By means of probability papers and based 
on the assessments of the sample log-likelihoods 
it is validated if  the chosen distribution functions 
are appropriate to represent the underlying experi-
mental data. Estimates of the first and second 
distribution parameters are established by means 
of the Maximum Likelihood Method, which is 
providing also information about the variance 
and correlations of the parameters (Benjamin & 
Cornell, 1970). Probability density functions are 
assessed for the different cross sections and for the 
various combinations of sources and cross sec-
tions. Based on these probability density functions 
the discrete conditional probability tables of the 
BPN’s material property nodes are derived. For the 
representation of the relationship between destruc-
tive test results and the indications achieved from 
the grading machine Bayesian linear regression 
analysis forms a consistent and adequate methodi-
cal framework. Conditional on the combination of 
source and cross section different regressions mod-
els are established for the relationships between 
the material properties themselves and between 
the material properties and the corresponding 
machine indications.

The structure of the network represents the 
grading process during the production process of 
structural timber. The core elements of the net-
work are the material properties since every graded 
batch of timber has to fulfill defined criteria in 
regard to characteristic values.

An example for the conditional probability 
tables for the ultimate tension strength with step-
wise arbitrarily chosen evidence for the influence 
variables is shown in Table 1. The major influence 
on the probability distributions appears as soon as 
non-destructive indications for the material prop-
erties are available.

4 CONCLUSIONS

The complex nature of timber, the different produc-
tion environments as well as the current practice 

and state of knowledge imply that timber material 
properties are associated with significant uncer-
tainties. In order to represent these uncertainties 
consistently a probabilistic hierarchical approach 
is proposed for the modeling of the timber mate-
rial properties.

The proposed hierarchical model is estab-
lished based on a BPN which takes into account 
prior information about the sources and cross-
sectional dimensions of the timber. Furthermore, 
non-destructive measurements using a modern 
grading device are utilized to provide additional 
predictive information about the material prop-
erties. Given the source and the cross-sectional 
dimensions of the timber specimens, the proposed 
network is capable of updating the conditional 
probability density functions of the timber mate-
rial properties with additional evidences provided 
by measurements from the grading machine.

The proposed method for the modeling the 
material properties seems to have potential for 
real-time quality control procedures which then 
may be utilized during the production process of 
timber elements or engineered timber products. 
The model is capable to be updated frequently and 
as a consequence, allows dynamic adaptions of the 
grading machine settings to account for quality 
fluctuations of the raw material. Supplementary 
information can be implemented into the pro-
posed network straightforwardly by extending the 
structure of the network with additional nodes and 
updating the interrelationships as well as the prob-
ability distribution functions of the variables.
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Figure 2. Proposed Bayesian Probabilistic Network.

no
evidence

0.17 0.13 0.09 0.03 0.04 0.00

0.39 0.36 0.34 0.23 0.11 0.00

0.26 0.29 0.31 0.34 0.32 0.01

0.12 0.16 0.18 0.26 0.34 0.26

0.05 0.07 0.08 0.14 0.22 0.72

5 – 15 MPa

15 – 25 MPa

25 – 35 MPa

35 – 45 MPa

45 – 55 MPa

?
( )tP f ,5IPρe,3Xe,2Se ,4IPmoee ,5IPfe

Table 1. Marginal probability tables for the ultimate 
tension strength with stepwise added evidences (e.g. eS,2 
means that evidence is given for the second state of the 
node S).
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is required to make reliability assessments which 
are relevant for decision–making; this implies 
evaluating the probability that the system operates 
above a pre–specified performance threshold taking 
into account every possible state. Studies requiring 
the identification of all possible failure scenarios 
become a problem known as NP-hard due to the 
enormous number of possible states that have to 
be considered. Therefore, alternative solutions that 
allow both sufficient accuracy in the reliability 
estimation and relevant information for decision 
about interventions and operation are required. 
Several approximate methods, network reductions 
and varied simulation techniques are used in prac-
tical applications where an analytical solution is 
available only for special cases, not available or an 
exahustive treatment is prohibitive.

MANAGING COMPLEXITY THROUGH 
A SYSTEMS APPROACH

A systems approach to network modeling and 
analysis has been recently proposed by the authors 
as an alternative to gain conceptual insight on 
systems’ structure and to reduce the computa-
tional cost of network reliability analysis. In such 
approach, a network system is recursively decom-
posed into subsystems and described hierarchically 
obtaining different models of the network in terms 
of the subunits that compose it at different scales. 
Then, models with different scope and precision 
are available depending upon the level of abstrac-
tion where analyses are performed.

Using this strategy, a compromise between 
precision and relevance can be found because the 
scope of the decision and the level of description 
of the network are closely related. This means that 
an intermediate (simplified) network representa-
tion, obtained from the hierarchical description of 
the system, may provide enough evidence for the 
decision at hand, reducing the computational bur-
den of modeling the entire network. This way of 

ABSTRACT: Infrastructure networks are essen-
tial to the socioeconomic development of any 
country; therefore, studying networks’ perform-
ance is important to support decisions about risk 
mitigation, future development, investments and 
maintenance policies that lead to efficient and 
reliable operation. Therefore, managing the risk 
associated to both external (e.g. earthquakes, hur-
ricanes, floods) and internal (operational difficul-
ties) events over essential lifeline systems (public 
services, transportation and telecommunications) 
is a primary need of the public and private sectors 
related to the operation of this infrastructure.

The paper pursues the following objectives: 
first, to discuss the conceptual aspects and the ben-
efits of using a hierarchically-based representation 
of a network for reliability analysis; and secondly, 
beyond a previous paper by the authors, to present 
an deeper treatment of the different techniques 
that can be used for this purpose and to focus on 
reliability analysis within the elements of the hier-
archical representation. Special emphasis is given 
to the effectiveness of this approach within the 
context of risk–based decision–making.

COMPLEXITY OF INFRASTRUCTURE 
NETWORKS

The modeling of infrastructure systems and their 
performance assessment (e.g., reliability estima-
tions) require considering these systems as networks 
(i.e., collections of interconnected components). 
One of the main issues in the treatment of complex 
networks is that, usually, the complexity of the 
computations over these networks increases expo-
nentially with the number of elements. Besides the 
natural complexity in the modeling and analysis of 
such systems, additional intricacy appears when 
dealing with probabilistic events that affect their 
purpose and objectives.

In order to maintain and improve network 
performance under the effect of uncertainties it 
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rearrangement of information (i.e., how clusters are 
embedded in others in order to give rise to a larger 
system) leads to a more manageable use of avail-
able data, enhancing decision–making capacities.

Figure 1 shows three levels of the hierarchical 
representation of a network system. Each hierar-
chy level has an associated fictitious network that 
represents the system in terms of its subsystems at 
a specified sacle.

CLUSTERING AS A TOOL FOR NETWORK 
DECOMPOSITION

Identifying patterns around which communities 
of elements can be grouped is commonly known 
as clustering and it is useful to address large and 
complex problems. The existence of algorithms 
that intelligently detect structures within datasets 
makes clustering a natural way to proceed with the 
proposed network decomposition. In the context 
of statistical learning, clustering is known as an 
unsupervised multiple classification problem, i.e., 
a dataset is to be classified into k classes without 
using any information such as class–labels or a 
correct partitioning to guide the algorithm to an 
optimal solution. Considering this approach, com-
munity structures within an infrastructure system 
can be revealed without a priori knowledge of 
their existence but rather unraveling them from the 
intrinsic properties of the system.

Although clustering is a well–known paradigm in 
computational sciences it has not been considered 
as a way to perform risk–based decision–making 
on physical systems (i.e., infrastructure networks), 
therefore, a revision of different clustering methods 
and their implications in this context is provided. 
In addition to the study of algorithms them-
selves, other issues are taken into account: first, 
the validity of the obtained partitionings, which is 
important because clustering (as an unsupervised 
learning technique) does not count on information 
about correct classification; and second, the satis-
faction of conceptual considerations given by the 
systems approach, which are not necessarily evalu-
ated by computational algorithms.

RELIABILITY ASSESSMENT

Connectivity reliability is a relevant performance 
indicator for the case of infrastructure systems, 
for it accounts for the possibility that users have 
access to a specific service (e.g., water supply). This 
measure is based on the probability that either two 
nodes, a subset, or the whole network gets discon-
nected after single element failure. In this paper, an 
origin–destination connectivity approach is con-
sidered, therefore, it is proposed that the failure 
probability is calculated for the fictitious networks 
at each level of the hierarchy; since the failure 
probabilities of the detected subsystems (clusters) 
are unknown, they must be calculated by solving 
the same connectivity failure probability problem 
for the network that constitutes each subsystem. 
Consequently, at the top of the hierarchy, com-
putational complexity increases due to the evalua-
tion of large subsystems, whereas at the bottom of 
the hierarchy it increases due to the evaluation of 
many small subsystems.

An illustrative example of computing connectiv-
ity reliability for a real infrastructure system (i.e., a 
transportation network) is presented. This exam-
ple exhibits the proposed methodology including: 
partitioning initialization, recursive application of 
clustering methods throughout the hierarchy, clus-
ter numerical and conceptual validation, failure 
probability assessment for network representation 
at different levels and computation of subsystem 
internal failure probabilities.

CONCLUSIONS

The definition and advantages of the hierarchical 
approach are presented along with a set of con-
siderations that need to be taken into account to 
perform a computational partitioning of infra-
structure network systems. A study of diverse 
approaches to computational network partition-
ing and clustering methods is presented, including 
additional considerations such as conceptual con-
straints that must be satisfied as well as clustering 
initialization and validation methods. The details 
for a hierarchy–based probabilistic analysis of 
network performance is presented, enabling reli-
ability computations for the system taking into 
account internal failure probabilities of the 
subsystems detected by the intelligent algorithms.

The adjustable level of abstraction achieved 
by the hierarchical representation of the network 
system enables the decision-maker to balance the 
specificity and relevance of the information at 
hand (e.g., in disaster situations); this allows for 
an adequate management of the tradeoff between 
computational complexity and level of detail.

Figure 1. Fictitious networks and hierarchical repre-
sentation of infrastructure systems.

ICASP Book II.indb   418ICASP Book II.indb   418 6/22/2011   12:49:01 AM6/22/2011   12:49:01 AM



419

Applications of Statistics and Probability in Civil Engineering – Faber, Köhler & Nishijima (eds)
© 2011 Taylor & Francis Group, London, ISBN 978-0-415-66986-3

Regional assessment of hurricane risk to Houston bridge 
infrastructure

N. Ataei, C.D. Arnold & J.E. Padgett
Rice University, Houston, TX, USA

ABSTRACT: Previous studies have concluded 
that given current estimates of hazard exposure, 
nearly 60,000 miles of coastal highways in the 
United States are exposed to regular coastal storm, 
flood, surge, and wave (Chen et al., 2007). Bridges 
are among the most important links in the trans-
portation network, whose failure during extreme 
events may result in significant direct and indirect 
losses as well as affect post-event recovery and res-
toration of a region. The susceptibility of coastal 
bridges to damage during hurricanes has been 
illustrated in past events, such as in Mississippi 
and Louisiana during Hurricane Camille (1969), 
in Florida during Hurricane Ivan (2004), in 
Hokkaido, Japan during the Songda Typhoon 
(2004), in Haiti during Hurricane Dennis (2005), 
and in Louisiana during Hurricane Katrina (2005). 
In particular, Hurricane Ike in 2008 revealed the 
potential vulnerability of Houston/Galveston area 
infrastructure and has motivated investigation of 
the risk to regional bridge infrastructure in future 
events.

This paper presents a risk assessment of 
Houston/Galveston area bridge infrastructure to 
provide new insight into the spatial distribution 
of  potential damage and major transportation 
routes potentially affected to support risk miti-
gation planning for the region. This assessment 
provides a first phase of  risk assessment of  the 
bridge infrastructure, emphasizing damage poten-
tial from hurricane induced storm surge and wave 
loading as well as potential functionality inhibi-
tion from inundation. Scenario hurricane events 
are considered in this first phase to illustrate the 
bridge reliability analysis approach considering 
the distributed effects of  surge and flood from 
hurricanes. First, a detailed inventory analysis 
of  the region is conducted and a new database 
of  Houston bridge infrastructure is developed 
to enable hurricane risk assessment. Figure 1 
shows a sample statistics of  bridges in the area 
by age. This database documents bridge details 
lacking elsewhere to support risk assessment of 
bridge inventory, including such characteristics 

required for bridge capacity and demand analysis 
as bridge elevation, superstructure-substructure 
connection type, number and type of  girders, 
among others.

A total of 136 water crossing bridges near the 
Galveston Bay are considered in the analysis. The 
recent AASHTO specifications for coastal bridges 
vulnerable to coastal storms (AASHTO 2008) 
employed for the estimation of wave forces on 
bridge deck, since its accuracy has been validated 
based on experimental test data. Based on relatively 
large database, probability density functions for the 
capacity and demand of each bridge is estimated, 
taking into account uncertainties associated with 
both structural properties and hurricane induced 
wave and surge loads. These conditional reliability 
estimates, or bridge fragility curves, are used in an 
assessment of regional bridge performance given 
input of storm surge and flood elevation across 
the Houston region for scenario hurricane events. 
Figure 2 shows the probability of failure for the 
deck unseating mode of failure for Hurricane Ike 
wave and surge hind-cast.

The scenario results provide a basis for 
advanced reliability analyses using high fidelity 
finite element modeling or nonlinear dynamic 
analyses by highlighting the potentially suscepti-
ble bridges in the region. Furthermore, this work 
forms the foundation for a more holistic regional 
risk assessment considering likelihood of hazard 
occurrence or integration with transportation net-
work analyses.

Figure 1. Classification of bridges in the case study 
area by age.
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ABSTRACT: The synchronized European elec-
tric power transmission grid is one of the most 
complex networks and the Swiss transmission grid 
is central part of it. Natural phenomena, such as 
the occurrence of earthquakes or winter storms, 
may damage/destroy grid components and dis-
rupt the normal operation of the electric-power 
infrastructure. A disruption may possibly propa-
gate through the network and lead to problems in 
other areas, besides the geographical area directly 
affected by the natural phenomenon.

This paper delineates the modelling of the earth-
quake and storm risk of a power transmission grid. 
The different model parts “hazard”, “vulnerabil-
ity” and “response” of the grid are explained with 
focus on the implemented statistical methods. The 
novel probabilistic winter storm model is explained 
in detail.

We present our approach to estimate the risk 
of the transmission grid in Switzerland (Fig. 1) 
from earthquake and winter storm. This includes 
the adaptation of an existing model of earth-
quake hazard in and around Switzerland and the 
earthquake failure functions for substation ele-
ments. Furthermore we have introduced a statisti-
cal model of max stable random fields to model 
large area winter storms. We neglect the concrete 
local wind hazard in the model but considered 
dependencies between the locations and the local 

wind risk appropriately. This approach could be 
useful for further researches.

We model the risks as realistically as possible 
and the results are not in contradiction to empiri-
cal observations. Nevertheless the models could be 
improved. The safety shut down of generating units 
is considered for example in our actual research. The 
advantages of our model compared with the former 
researches are explained in the relevant sections. The 
main items are the most realistic occurrence models 
for the endangering events and the more detailed 
model of the grid reaction including physics of 
power flow, operator reaction and hidden failure. 
The resulting risk estimation can be validated well 
by empirical data, but this weakness concerns all 
former published models too. Beside this, the meth-
odological advantages of the presented models do 
obviously not depend on the empirical validation.

The estimated risks have special characteristics. 
The occurrence frequency of winter storm events 
with a grid failure is relatively high but only small 
events with few failed elements are generated. This 
results in an exponential shape of the cumulative 
frequency. In contrary to this, earthquake caused 
failure events are very rare but events with a large 
number of failed grid elements are caused rather by 
an earthquake than by a winter storm. The cumu-
lative occurrence frequency of earthquake caused 
failure events are heavy tailed (Fig. 2).

Figure 1. Transmission grid of Switzerland.

Figure 2. Comparison of modelled earthquake and 
winter storm risk of transmission grid of Switzerland: 
a) Outage of power lines, b) Outage of power lines with 
logarithmic unit.

ICASP Book II.indb   421ICASP Book II.indb   421 6/22/2011   12:49:01 AM6/22/2011   12:49:01 AM



422

Furthermore it is remarkable how stable the whole 
UCTE grid works after disaster impact. The power 
flow has not converged to a solution (according to 
the NEPLAN calculation) in few of the 100’000 
repetitions of a year of earthquake occurrence. The 
element failures caused by storms (1000 repetitions 

of a year) have never caused an instable power flow. 
But we could consider only the possible failure in 
Switzerland although a winter storm concerns larger 
regions of Western and Central Europe.

Details of the research can be found in the 
paper.
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Evaluation of seismic vulnerability of sewerage pipelines based 
on assessment of the damage data in the 1995 Kobe earthquake

G. Shoji & S. Naba
University of Tsukuba, Ibaraki, Japan

S. Nagata
Kajima Technical Research Institute, Tokyo, Japan

ABSTRACT: Economical and societal activities 
in a mega city strongly depend on the function of 
lifeline systems such as water treatments and so 
forth. However, there is few research associated 
with the seismic damage evaluation on sewerage 
pipelines. The related management sectors (Inves-
tigation Committee on Sewerage Damage Assess-
ment on Large-Scale Earthquake, ICSDALE, at 
Ministry of Land, Infrastructure, Transport and 
Tourism 2006) present the manuals for seismic 
countermeasures and frameworks for damage pre-
diction based on the assessment of the sewerage 
damage on the recent large earthquakes. We evalu-
ate the relation between the sewerage damage and 
the estimated seismic hazards which indices are 
peak ground velocity (PGV) and seismic inten-
sity (IJ) based on the analysis of the data in the 
1995 Kobe earthquake with respect to diameters 
of pipelines, types of pipelines, microtopography 
and occurrence of sand boiling. We quantify the 
seismic damage by the ratio of the functional dis-
rupted length Ld with the length of related sew-
erage pipelines L and the ratio of the number of 
physical damages Np with L.

Figure 1 shows the relation between cumula-
tive functional disrupted length Ld (CLd) and PGV 
with respect to diameters of pipelines (D), types 

of pipelines, microtopography and occurrence 
of sand boiling. From Figure 1a, CLd on D of  
250 mm ( ) is the longest and those of 200 mm ( ) 
and 300 mm ( ) are second and third ones. The 
damage on D of  250 mm ( ) starts to occur at 
PGV of  31.9 cm/s and more than 10 km of CLd 
occurs beyond PGV of  83.2 cm/s and the CLd 
increases rapidly from CLd of  15.0 km to 59.7 km 
when PGV varies from 101.2 cm/sto 150.2 cm/s. 
CLd on D of  200 mm ( ) increases gradually up 
to CLd of  8.7 km when PGV varies from 55.1 cm/s 
to 155.4 cm/s and the rate of the increase on CLd 
changes at PGV of  101.2 km.

Fromures Figure 1b, CLd on hume pipe ( ) 
is the longest and that on tile pipe ( ) is second 
one. The damage on hume pipe ( ) starts to occur 
at PGV of 31.9 cm/s and the CLd increases up to 
67.1 km at PGV of 158.3 cm/s. The CLd increases 
rapidly from 16.3 km to 66.5 km when PGV varies 
from 101.2 cm/s to 150.2 cm/s. The damage on tile 
pipe ( ) starts to occur at PGV of 59.0 cm/s and 
the CLd increases rapidly from 1.4 km to 9.1 km 
when PGV varies from 101.5 cm/s to 115.9 cm/s and 
again CLd increases from 10.1 km to 13.2 km around 
the range of PGV from 145 cm/s to 150 cm/s.

From the analyses, we attempt to develop seis-
mic fragility curves (SFCs) by using Ld/L and 
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Figure 1. Relation between PGV and functional disrupted length Ld.
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Np/L. They are modeled based on logarithmic 
normal cumulative distribution function (CDF) in 
the case of  x = PGV or normal CDF in the case 
of  x = IJ.

Table 1. Calculated regression coefficients calculated by 
our SHD.

(a) Functional disrupted ratio

Regression coefficients

C λ ζ μ σ Constrains

PGV 0.13 4.99 0.44 162.55 75.13 ζ> = 0.44
IJ 0.13 - - 6.42 0.33 σ> = 0.33

(b) Physical damage ratio

Regression coefficients

C λ ζ μ σ Constrains

PGV 24.17 5.02 0.42 165.37 72.64 ζ> = 0.42
IJ 23.82 - - 6.43 0.31 σ> = 0.31

(i) x = PGV (ii) x =IJ 

(b) SFC on RNd
(x) 
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Figure 2. Models of seismic fragility curve estimated by our SHD.

Figure 2 shows developed fragility curves. 
Table 1 shows calculated regression coefficients and 
the constrains in the regressions. First, RLR

dL ( )PGV  
starts to increase nearly at PGV of  50.6 cm/s, and 
increases gradually up to over 0.06 at PGV of  
150 m/s. RLR

dL ( )IJII  also starts to increase nearly at 
IJ of  5.63. and gradually up to over 0.06 at IJ of  
6.4. RNR

dN ( )PGV  starts to increase nearly at PGV of 
50.0 cm/s, and increases gradually up to over 11.9 
at PGV of  150 cm/s. RNR

pN ( )IJII  also starts to increase 
nearly at IJ of  5.62, and gradually up to over 10.9 
at IJ of  6.4.

Second, from comparing our seismic fragility 
curve with the curve proposed by ICSDALE, both 
the SFC by this study and that by ICSDALE also 
monotonously increase from IJ of  5.0 to 6.6. The 
value of SFC by this study is 1.2 times of that by 
ICSDALE at IJ of  6.4. It indicates that the ratio of 
functional disrupted length Ld is larger than that of 
physical damaged length Ld p.
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Seismic fragility analysis of telecommunication systems

K. Leelardcharoen, J.I. Craig & B.J. Goodno
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L. Dueñas-Osorio
Rice University, Houston, TX, USA

This paper distinguishes communication 
demands into three sources—(1) communication 
among subscribers within earthquake affected 
areas, (2) communication between emergency 
service agencies and subscribers in earthquake 
affected areas, and (3) Communication attempts 
from subscribers outside the earthquake affected 
area—to simulate the effect of abnormally high 
communication demand after earthquakes for 
seismic performance analysis of telecommunica-
tion infrastructure. The recognition of the demand 
sources allows flexibility in modeling of the con-
gestion effects in different demographic areas 
(e.g. rural and metropolitan area). The proposed 
probabilistic models representing communication 
demand after earthquakes are developed based on 
the teletraffic theory, a classical traffic theory for 
telecommunication. While Poisson process is used 
to model normal day demand, the seismic-induced 
demand is modeled by renewal process.

The basic concepts of teletraffic theory are also 
used to evaluate system performance. This paper 
employs network blocking probability, a ratio 
of unsuccessful call attempts to overall attempts 
across the network, as performance measure-
ment of telecommunication systems. This allows 
both physical failure and congestion of network 
components to contribute to system performance 
of seismic impaired telecommunication systems. 
In order to capture the inherent randomness and 
uncertainties, the seismic performance assessment 
of a telecommunication system is presented in 
terms of fragility functions. The fragility analysis 
of telecommunication network consists of three 
major steps; (1) determine component blocking 
probability, (2) determine network blocking prob-
ability, and (3) determine probability of exceed-
ing a performance limit state. The Monte Carlo 
simulation method (MCS) is used in this paper to 
probabilistically obtain solution of the fragility 
functions (Fig. 1).

To illustrate the application of the proposed 
methodology, the analysis is performed on a 

Past earthquake experiences reveal that 
telecommunication systems are extremely 
vulnerable to seismic hazard. They suffer from 
physical damage to their facilities and from a surge 
of communication services demand. Physical dam-
age results in reduced redundancy and capacity of 
the system while abnormally high demands tend to 
overload system capacity. Moreover, because typi-
cal telecommunication systems are not designed for 
extreme high volume of calls, network congestion 
becomes a potential threat to system performance. 
Timely communication is impossible during con-
gested regimens; and if  these conditions prevail, 
then they affect adequate operation of other infra-
structures and slow down emergency or recovery 
activities. By understanding the mechanisms that 
enable functionality-based failure to evolve, per-
formance of telecommunication systems and their 
dependent infrastructures can be improved. Previ-
ous studies recognize the problem of congestion, 
but do not include their effects on system perform-
ance assessment. Only physical seismic perform-
ance of equipment, buildings, and transmission 
lines are considered by lifeline engineers. In order 
to account for both physical damage and traffic 
congestion in performance estimation of telecom-
munication system under seismic conditions, a 
new procedure for constructing system functional-
ity curves of typical telecommunication systems is 
proposed.

The seismic fragility analysis presented in this 
paper deals with capacity problems of the tel-
ecommunication infrastructure due to dramatic 
increases in call demands and reduction in topo-
logical and structural capacity triggered by seismic 
hazards. The procedure starts from seismic evalua-
tion of individual network components. The con-
cepts of system reliability and fault tree analysis 
are used to construct fragility function of network 
components from their critical contents. These 
component fragility functions mathematically 
represent failure of individual components due to 
earthquakes.
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synthesized network, representing a simplified 
telecommunication network in a metropolitan 
area (Fig. 2). The seismic fragility analysis example 
comprehensively demonstrates the application of 
the proposed procedure. The example also presents 
the results of intermediate steps required to obtain 
fragility function of telecommunication systems 
(Fig. 3). The proposed methodology provides a 
framework for probabilistic seismic performance 
assessment of existing or prospective telecommuni-
cation systems. Such an assessment provides quan-
titative information which can be used to evaluate 
seismic mitigation actions on a telecommunication 
network. The method can also be used in the study 
of infrastructure interdependencies.

Figure 1. Fragility analysis of telecommunication 
network.

Figure 2. A simplified 30-end-office telecommunication 
network with 5 tandem offices and 75% redundancy.

Figure 3. Histogram of network blocking probabilities 
of a simplified telecommunication network (Fig. 2), 
subjected to uniform seismic hazard at PGA = 0.125 g, 
0.150 g, 0.175 g, 0.200 g, 0.225 g, and 0.250 g.
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Recursive reliability assessment of radial lifeline systems 
with correlated component failures

J. Rojo
Department of Statistics, Rice University, Houston, TX, USA

L. Dueñas-Osorio
Department of Civil and Environmental Engineering, Rice University, Houston, TX, USA

retaining service relative to the total number of 
customers. Since adequacy relates to the existence 
of sufficient facilities and paths within the lifeline 
systems to satisfy consumer demands, this concept 
is applicable to infrastructures of different nature 
and size. The PMF of the proposed adequacy reli-
ability metric is a probability law with a nested sum 
of products structure. This formulation requires a 
combinatorial exploration of all possible surviving 
network component sets to construct the multi-
valued customer service availability metric (CSA) 
introduced here. However, an efficient recursive 
algorithm is likely to exploit the structure of the 
CSA formulation even when the failure among net-
work components is correlated—an analytical task 
not yet addressed in the literature. This is because 
a recursive algorithm for uncorrelated component 
failures has already been shown to run in O(M3) 
time by performing a polynomial number of oper-
ations, where the “big O” notation represents the 
asymptotic growth rate of the algorithm’s run-
ning time as a function of the number of network 
nodes M. A recursive formulation that exploits 
the knowledge of the nested operations is the key 
to halve the number of operations of exponential 
time naïve reliability solutions in the presence of 
correlated components.

A radial distribution system consists of supply 
nodes that deliver commodities to end users within a 
shared service territory. The system in Figure 1 shows 
typical radial power delivery networks as sample 
lifeline systems. This network represents the portion 
of a power system between distribution substations 
and transformers at tapping points, and consist 
of main feeders emanating from low voltage sub-
stations (supply buses), and lateral segments that 
branch out from main feeders to reach load points 
with different number of customers.

Let f ij denote the jth lateral branching point 
of the ith main feeder of a radial network, where 
i = {1, 2, …, I}, j = {1, 2, …, Ji}, I is the number 
of main feeders in the circuit, and Ji is the number 
of branching points per main feeder i. Let bij 
be the number of individual lateral segments 

The increasing susceptibility of lifeline systems to 
failure due to aging and external hazards requires 
efficient methods to quantify their reliability and 
related uncertainty. Monte Carlo simulation tech-
niques for network-level reliability and uncertainty 
assessment accommodate component correlations 
and topological complexity without high computa-
tional demands but at the expense of reduced accu-
racy. In contrast, available analytical approaches 
provide accurate reliability assessments but for 
limited topologies with component correlations 
at the expense of high computational complex-
ity. This study introduces a recursive closed-form 
technique to obtain the entire probability distri-
bution of a reliability metric of customer service 
availability (CSA) for radial lifeline systems with 
component failure correlations. The flexibility of 
correlation inclusion is enabled by a novel recur-
sive algorithm that does not perform the recursive 
operations explicitly, but rather it recursively trans-
fers knowledge about which operations need to be 
performed. This approach halves the computation 
time relative to a naïve reliability assessment imple-
mentation. In addition, this study demonstrates 
that correlation inclusion transforms a problem 
solvable in polynomial time as a function of prob-
lem size into a problem only solvable in expo-
nential time, yielding a fundamental insight for 
computing in civil engineering. Such tool for radial 
topologies also applies to other systems upon per-
tinent modifications, including bridges and wind 
turbines, while providing infrastructure owners an 
efficient tool to inform operation and maintenance 
decision making.

It is clear that a desirable approach to study life-
line system reliability should be fast and yield not 
only average values or moment-based bounds, but 
also the entire probability distribution of multi-
valued system-level reliability metrics. Hence, this 
work specifically discusses a methodology to sat-
isfy such computational needs by constructing 
the probability mass function (PMF) of a basic 
adequacy reliability metric for general radial lifeline 
systems that measures the number of customers 
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emanating from branching point fij, and let nijl be 
the number of customers served by load point 
LPijl, where l = {1, 2, …, bij}. Using this notation, 
the total number of load points in the system is 

M bijb
j
J

i
I iJ

== ∑∑ 11
.  The service availability of 

customers at load point LPijl can be described by a 
binary random variable Xijl, indicating which users 
retain service when the equipment or lines in the 
lateral segment that contain the (i,j,l)th end point 
do not fail with probability pijl, and the (i,j)th path 
linking the supply station (bus) with branching 
point fij does not fail with probability vij.

The reliability of the main feeder segments that 
form path (i,j) (which has reliability vij) is denoted 
as vi,j−1, j, where j−1 and j are the jth starting and 
end points of main feeder segments, respectively, 
j – 1 = {0, 1, 2, …, Ji – 1} with j – 1 = 0 denoting the 
substation bus, and j = {1, 2, …, Ji} as before. To 
illustrate this notation, consider feeder 2 (i = 2) in 
Figure 1. Let’s select an arbitrary path, such as the 
path between the supply point (bus bar) and the 
end of the feeder at branching point f2,3. This path 
has a reliability v2,3, which depends on the reliabil-
ity of the main feeder segments v2,0,1, v2,1,2 and v2,2,3.

Building upon counting arguments, an uncondi-
tional estimate of the probability P(CSA = s/N | IM), 
where s is the number of customers served, N 
the total number of customers and IM a hazard 
intensity level, is the following:

P CSACC s
N

IM

x x

k
r
M M

k KsK

=⎛
⎝⎝⎝

⎞
⎠⎟
⎞⎞
⎠⎠

=

(−∞

∞ ∏ ∏r
k

r
M

rk
=∫−∑

|

x
( (a ) (

* 1 1r=r∏rr x
x(+ ar ) φ( ))dx

 (1)

where φ (x) is the standard normal probability 
density function that helps reaching conditional 
independence from x, and the αr terms are a 

function of x because αr = pr/(1−pr) and each pr is 
a reliability function that depends on the normal 
random variable X associated with the Dunnett-
Sobel class correlation structure. This correlation 
structure has shown errors up to 10% in bridge 
applications, which are manageable, although 
further studies are required to assess the error in 
spatially distributed systems. Data from smart grid 
systems will contribute to the assessment of com-
ponent correlation structures in the future. Also, 
in Equation (1), Ks ⊆ K includes the totality of 
2M possible state vectors k* that capture all pos-
sible failure realizations. Equation (1) requires the 
integration over all values of x before the summa-
tion takes place. Hence, performing a recursion is 
impossible since it operates directly over the sum 
of products, and Equation (1) will thus require an 
exponential amount of time for its computation.

A conceptual solution to improve the 
computation time of Equation (1) is the main 
contribution of the present manuscript. The idea 
is not to perform the operations of the recur-
sion, but only to keep track cumulatively of the 
indices of the elements that carry over once the 
recursion is initialized. Without loss of generality, 
assume s takes values in the set S = {0, … M}, 
which implies each load point is a single customer. 
The R function (recursion function) for s = 1 is 
R(1, K1) = α1 + α2 + … + αM. Then, instead of per-
forming the recursion to obtain R(2, K2) as a func-
tion of R(1, K1), its element indices are stored as 
R(2, K2) = α1α2 + α1α3 + … + α1αM + α2α3 + … + 
αM−1αM. Note that each s level has as many terms 
as its binomial coefficient choosing s out of M. 
Once the R function is found for all s ∈ S, then the 
integration of Equation (1) takes place halving the 
time of a naïve implementation, while highlighting 
the intrinsic computational complexity of adding 
correlation to otherwise polynomial time solutions 
(Figure 2). The magnitude assessment of the corre-
lation effects in CSA estimates constitutes ongoing 
research work.

Figure 1. Simplified 17-node radial topology of typical 
power systems at the distribution level.
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Figure 2. Computational complexity in number of 
operations for radial system reliability assessment. 
Results show a naïve implementation with component 
correlations O(2M), a recursive approach without correla-
tions O(M3), and the proposed recursive-informed cor-
related components approach O(2M−1).
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Post-disaster damage detection for pipeline networks 
by Matrix-based System Reliability analysis

W.-H. Kang & J. Song
University of Illinois at Urbana-Champaign, Urbana, IL, USA

Based on a Bayesian framework (Poulakis 
et al., 2003), a stochastic system damage detec-
tion method is proposed to compute the condi-
tional probability that a component is damaged 
given post-disaster network flow monitoring 
data. To overcome the computational challenges 
in estimating such conditional probabilities, the 
method uses a selective expansion scheme which 
reduces the number of  system states by combin-
ing damage states of  selected components. This 
method achieves an optimal matrix-based rep-
resentation of  the problem for efficient damage 
detection.

3  APPLICATION TO A WATER PIPELINE 
NETWORK

The methods are applied to the water pipeline net-
work shown in Figure 1. The network consists of 
15 pipes (links), 11 nodes, one inflow location, and 
three outflow locations. It is assumed that for the 
inflow rate 0.1 m3/sec, the rate of each outflow for 
undamaged condition is 0.0333 m3/s. The flow rates 
of the undamaged pipes can be computed using 

1 INTRODUCTION

This study aims to develop efficient system 
reliability methods to facilitate uncertainty quan-
tification of post-disaster network flows and dam-
age detection of pipeline networks. First, a system 
reliability method is developed to quantify the 
uncertainties in the flow quantities of pipeline net-
works for a given earthquake scenario. The method 
improves the efficiency of the Matrix-based Sys-
tem Reliability (MSR) method (Kang et al., 2008, 
Song & Kang 2009, Lee et al., 2010) by using an 
event-tree-based selective search scheme. Second, 
a system reliability method is proposed to estimate 
the conditional probabilities of water pipeline 
damage given post-disaster flow monitoring data, 
based on the Bayesian framework introduced in 
Poulakis et al., (2003) and the MSR method. Since 
finding such conditional probabilities is even more 
time-consuming than system uncertainty quanti-
fication, the proposed method finds the optimal 
problem size for efficient and accurate stochas-
tic damage detection using a selective expansion 
scheme. Both methods are applied to a water dis-
tribution network with 15 pipelines subjected to an 
earthquake event, and the results are compared to 
those by existing system reliability methods and 
Monte Carlo simulations (MCS).

2  PROPOSED SYSTEM RELIABILITY 
METHODS

The MSR-based system uncertainty quantification 
method (Lee et al., 2010) is further developed for 
a lifeline network with a large number of compo-
nent damage scenarios. In order to overcome the 
computational challenge of the MSR method in 
dealing with large system problems, the method 
constructs the vectors of the system state proba-
bilities efficiently by selectively searching elements 
that correspond to the system states with higher 
likelihoods. This allows us to obtain probability 
distributions and statistical parameters of network 
flow quantities efficiently, using the convenient 
matrix-based framework. Figure 1. A water pipeline network with 15 components.
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water flow rate equilibrium equations at the nodes. 
Each pipe has four damage states represented by 
0%, 25%, 50%, and 100% water loss, and has the 
corresponding component quantities. The prob-
abilities of the damage states are computed using 
the repair rate in the HAZUS technical manual, a 
ground motion attenuation relationship, and water 
loss distribution models in the literature.

The cumulative frequency diagram of Outflow 1 
is estimated using the proposed uncertainty quan-
tification method (Figure 2). Comparison with the 
cumulative frequency diagram obtained by MCS 
(105 samples) confirms the reasonable accuracy of 
the proposed method. It is noted that the proposed 
method needed only two minutes while the MCS 
required one hour using a personal computer. 
The proposed method evaluated the outflows of 
the network for only 13,008 system states among 
around a billion. This demonstrates that the pro-
posed method can perform uncertainty quan-
tification for a large system accurately without 
evaluating the probabilities and system quantities 
for too many system states.

Suppose, after an earthquake event with M = 7.0 
occurs, the three outflow rates are observed as 
1.20 × 10−2, 2.05 × 10−2 and 1.21 × 10−3 m3/s (from 
Outflow 1 to 3). Using the Bayesian method devel-
oped in this paper, one can calculate the updated 
probabilities that the pipes are damaged and thus 
experience any loss of water flow rate. In order to 
account for various uncertainties in the problem 
(e.g. measurement error, and model errors), the 
errors of water flow rate prediction are described 
as zero-mean Gaussian random variables with the 
standard deviations σ assumed to be 1% of the 
inflow rate 0.1 m3/s.

To test the accuracy of the proposed method, we 
evaluate the updated probabilities completely (i.e. 
without the selective expansion scheme) using a 
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Figure 2. Cumulative distribution functions of 
Outflow 1.
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Figure 3. Component damage probabilities based on 
the complete vector of the updated probabilities obtained 
by a supercomputer (σ = 1% of inflow).
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Figure 4. Component damage probabilities based 
on the incomplete vector of the updated probabilities 
obtained by the proposed method (σ = 1% of inflow).

supercomputer, which requires a total of 415(≈109) 
flow analyses. By summing up the updated prob-
abilities corresponding to the damage of each 
component, the component damage probability is 
calculated (see Figure 3). Next, the same analysis 
is conducted by a personal computer, using the 
efficient method proposed in this paper. In the 
analysis, only 6 out of 15 components with com-
plete damage states were used for accurate results. 
The results in Figure 4 show a good agreement 
with those in Figure 3. MCS was not able to detect 
damaged components effectively despite a large 
number of samples and exceedingly large compu-
tational time.

4 CONCLUSION

In this study, two efficient system reliability 
methods are developed to facilitate uncertainty 
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quantification of post-disaster network flow and 
damage detection. The developed methods were 
successfully applied to a water pipe network con-
sisting of 15 pipelines. Comparison of the results 
with those by Monte Carlo simulations and the 
MSR method demonstrated the accuracy and effi-
ciency of the proposed methods.
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For a large network, the upper and lower bounds 
of the network reliability and failure probability 
can be calculated by use of the partial sets of dis-
joint cut sets and link sets identified by consider-
ing the desired level of accuracy because it might 
be difficult to enumerate all disjoint cut sets and 
link sets.
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where Li and Ci are the i-th disjoint link set and 
cut set of G, respectively. nL,t and nC,t are the num-
bers of the identified disjoint link sets and cut sets, 
respectively.

In this paper, the original RDA is improved by 
two stages and the improved method will be termed 
as “selective” RDA. First, while the original RDA 
does not account for component reliabilities in 
identifying shortest paths, the disjoint cut sets and 
link sets, which will be identified afterwards, are 
different depending on the shortest paths and thus 
the shortest paths will have a significant impact 
on the system reliability convergence. A method 
is developed to identify the most reliable path by 
modifying the distance based Dijkstra’s Algorithm 
(Ahuja et al., 1993) into the probability based 
algorithm.

Second, the question is which sub-graph should 
be first investigated on their connectivity. In the 
original RDA, the connectivity is sequentially 
investigated following the original component 
numbering choice and thus the cut sets and link 
sets are identified on the sub-graph order basis. 
However, they could not be critical sets because 
they are identified regardless of their probability. 
The selective RDA identifies the sub-graph 
with the maximum probability of the coefficient of 
the sub-graphs and check whether it is connected 
or disconnected.

As a result, disjoint cut sets are identified in the 
descending order in terms of their probability. This 

1 INTRODUCTION

Reliability analysis of urban infrastructure 
networks for transportation, telecommunication, 
and utility services of electricity, water, sewage and 
gas is complex in nature due to a large number 
of network components, network topology and 
component/system interdependency. Thus, risk 
assessment is often performed by repeated com-
putational simulations based on random samples 
of hazard intensity measures and corresponding 
component status, which may hinder rapid risk 
assessment and risk-informed decision making for 
hazard mitigation.

This paper presents a new method to improve 
the process for identifying disjoint cut sets and link 
sets by use of a non-sampling-based algorithm, the 
recursive decomposition algorithm (RDA). This 
new method, termed as “selective” RDA identifies 
critical disjoint cut sets and link sets, i.e. sets with 
higher probabilities with a priority so that one can 
calculate the probabilities of network connection 
or disconnection with a fewer number of disjoint 
sets. The identified critical sets can be also used 
to compute component importance measures to 
quantify the contributions of network components 
to the network disconnection events.

2  RDA AND SELECTIVE 
IDENTIFICATION OF CRITICAL 
DISJOINT CUT SETS/LINK SETS

The RDA recursively decomposes the network into 
sub-graphs until there remain no paths between the 
source and terminal nodes in all the sub-graphs. 
Each path found in the network and sub-graphs 
becomes disjoint link sets after merging with the 
coefficient sets for the sub-graphs and thus con-
tributes to the network reliability while the coef-
ficient sets for the sub-graphs containing no paths 
are disjoint cut sets and contribute to the system 
failure probability (Li & He 2002). If  disjoint paths 
are identified, the network reliability can be calcu-
lated by summing up the probabilities of individual 
disjoint paths or link sets.

ICASP Book II.indb   434ICASP Book II.indb   434 6/22/2011   12:49:09 AM6/22/2011   12:49:09 AM



435

method will make the bounds obtained by the RDA 
will converge faster than the original approach.

3  APPLICATION OF SELECTIVE RDA 
TO LIFELINE RISK ASSESSMENT

The selective RDA can be used for risk assessment 
of lifeline networks. In this paper, first the failure 
probabilities of components, e.g., stations at nodes 
or pipelines between nodes, are estimated based 
on 1) the inter-event/intra-event uncertainties and 
spatial correlation for intra-event uncertainties 
on the seismic demand side, and 2) the uncertain-
ties in the seismic capacity of the components 
based on the HAZUS fragility model (FEMA 
2008). Next, the probability of each disjoint set is 
computed by a multi-variate normal probability 
algorithm developed by Genz (1992). Using the 
estimated probabilities of the identified disjoint 
cut sets and link sets, the upper and lower bounds 
of the network reliability or failure probability are 
calculated by Equation 1.

In order to measure the relative importance of 
components, the conditional probability impor-
tance measure (CIM), which is proposed by 
Song & Kang (2009), can be used. The CIM is 
approximately obtained based on the identified 
disjoint link sets as

CIMII
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where Ei is the component failure event of interest. 
On the other hand, by using the identified disjoint 
link sets, the CIM is approximated as
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4 NUMERICAL EXAMPLE

The selective RDA is demonstrated by the reli-
ability analysis of a simple gas transmission net-
work of Shelby County in Tennessee, USA for an 
earthquake scenario with a magnitude Mw of  7.7 
at the epicenter N35.3º and W90.3º as shown in 
Figure 1.

Figure 2 clearly shows that the bounds by the 
selective RDA converge much faster than those by 

the original RDA. Specifically, the numbers of the 
total identified sets needed by the selective RDA to 
achieve the bound widths of 1% and 5% are only 
about 27% and 10% of those in the original RDA. 
The CIM’s shows that pipelines contribute more 
to the disconnection and that CIM’s can be calcu-
lated with considerable accuracy even with limited 
number of identified cut sets and link sets.
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Figure 1. Simplified gas transmission network in Shelby 
County, Tennessee.
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tion obtained by the original and selective RDAs in terms 
of number of identified disjoint sets.
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specified maximum average separation distance 
between recordings. In general, the considera-
tion of  spatial correlation results in an increase 
in the intra-event residual standard deviation (σ) 
and a decrease in the inter-event residual standard 
deviation (τ). These changes are more significant 
when smaller average separation distance thresh-
olds are used, with an exception being the change 
in the long-period σ’s when the threshold is set at 
50 km.

Figure 2 shows the changes in the residual 
standard deviations after refitting the CB08 model 
using subsets of earthquakes with a specified 
maximum number of recordings. In this case, the 

ABSTRACT: Ground-motion models are 
commonly used in earthquake engineering to pre-
dict the probability distribution of the ground-
motion intensity at a given site due to a particular 
earthquake event. These models are often built 
using regression on observed ground-motion 
intensities, and are fitted using either the one-stage 
mixed-effects regression algorithm proposed by 
Abrahamson and Youngs (1992) or the two-stage 
algorithm of Joyner and Boore (1993). In their 
current forms, these algorithms ignore the spatial 
correlation between intra-event residuals. Recently, 
Jayaram and Baker (2010) and Hong et al. (2009) 
observed that considering spatial correlation while 
fitting the models does not impact the model coef-
ficients that are used for predicting median ground-
motion intensities, but significantly increases the 
standard deviation of the intra-event residual 
and decreases the standard deviation of the inter-
event residual. These changes have implications for 
risk assessments of spatially-distributed systems, 
because a smaller inter-event residual standard 
deviation implies lesser likelihood of observing 
large ground-motion intensities at all sites in a 
region.

This manuscript explores the impact of  consid-
ering spatial correlation on the residual standard 
deviations in situations where the ground-mo-
tion model is fitted using only a few recordings 
or closely-spaced recordings, which is often the 
case in low to moderately seismic regions such as 
the eastern United States. This is done by refit-
ting the Campbell and Bozorgnia (2008) ground-
motion model (subsequently referred to as the 
CB08 model) to predict spectral accelerations at 
six different periods (0, 1, 2, 4, 7.5, 10 seconds) 
with and without consideration of  spatial cor-
relation, using earthquakes with a small to mod-
erate number of  recordings or closely-spaced 
recordings. Figure 1 shows the changes in the 
residual standard deviations after refitting the 
CB08 model using subsets of  earthquakes with a 

Figure 1. Impact of the average site-separation distance 
on (a) σ (b) τ.
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impact of considering spatial correlation does not 
increase monotonically with a reduction in the 
threshold number of sites (large changes are seen 
when the threshold is set at 200).

Ignoring spatial correlation while fitting the 
ground-motion model does not significantly affect 
the estimates of the ground-motion medians or the 
standard deviation of the total residuals, and there-
fore hazard and loss analyses for single structures 
will produce accurate results if  the existing ground-
motion models are used. Risk assessments for spa-
tially-distributed systems, however, are influenced 
by the standard deviation of the inter-event and 
the intra-event residuals and not just by the medi-
ans and the standard deviation of the total residu-
als. This is illustrated using sample risk assessments 
for a hypothetical portfolio of hundred $1,000,000 
buildings in the San Francisco Bay Area located 
on a 10 by 10 grid with a grid spacing of 20 km. 
The risk assessment is carried out using the values 
of σ and τ estimated in this work with and with-
out consideration of spatial correlation for two 
cases: (a) case 1: ground-motion model fitted using 
all the NGA database records used by CB08 (b) 
case 2: ground-motion model fitted using earth-
quakes where the average station-station separa-
tion distance is less than 100 km. In both cases, 
the CB08 median model co-efficients are used for 
estimating median intensities, since the objective 
of this manuscript is to demonstrate the impact of 

the changes in the standard deviations on the risk 
estimates. The resulting loss exceedance curves are 
shown in Figure 3.

It can be seen from Figure 3 that the recurrence 
rates of extreme losses are overestimated while 
using the standard deviations obtained without 
consideration of spatial correlation. The difference 
between the risk estimates obtained with and with-
out consideration of spatial correlation is higher in 
case 2 than in case 1 directly as a consequence of 
the more significant differences in the values of σ 
and τ in case 2.

Overall, this work serves to illustrate the need 
to consider spatial correlation in the regression for 
ground-motion models in upcoming projects such 
as the NGA east project.
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Figure 2. Impact of the number of recordings on (a) 
σ (b) τ.

Figure 3. Risk assessment for a hypothetical portfolio 
of buildings performed using ground-motion models 
developed with and without the proposed refinement.
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than that of a single site, because of interactions 
among network components. For example, there is 
no simple closed-form equation that can be evalu-
ated to find network performance, such as maxi-
mum flow capacity, even if  the ground motion 
intensities at each location are known. A further 
complication is that the demands due to ground 
motions are correlated among a region, and simi-
lar bridge construction methods or codes can lead 
to a correlation among structural capacities too, 
as described by Lee & Kiremidjian (2007) among 
others.

A common choice for assessing network per-
formance is Monte Carlo Simulation (MCS), 
such as used by Crowley & Bommer (2006), and 
Jayaram & Baker (2010). However, this method 
does not directly determine which components or 
uncertainties have the most impact on the over-
all failure probability, nor the most likely failure 
scenario.

This paper proposes the use of the First-Order 
Reliability Method (FORM) to determine prob-
abilities of exceeding certain levels of performance 
loss in a sample San Francisco Bay Area (USA) 
transportation network. FORM overcomes the 
limitations of MCS described above because it 
naturally provides a “design point,” i.e. most prob-
able set of values of the random variables that 
causes a failure (Der Kiureghian 2005). However, 
the error in FORM increases with the nonlinearity 
of the problem and the number of random vari-
ables. Furthermore, FORM traditionally uses a 
closed-form limit state expression. The proposed 
approach overcomes some obstacles traditionally 
prohibiting researchers from using FORM for net-
work reliability analyses.

First, the network is focused to 38 main links 
in the SF Bay Area. Second, careful mathemat-
ics enable the demand and capacity uncertainty 

ABSTRACT: Governmental organizations, pri-
vate firms, and others in seismically active regions 
are interested in how reliable lifeline networks will 
be in the event of an earthquake. Assessing risk in 
these networks is more complicated than assessing 
risk for individual sites using traditional Probabil-
istic Seismic Hazard Analysis (PSHA) because of 
interdependencies among different system links, as 
well as correlations among ground motion inten-
sities across a region. The focus of this paper is 
three-fold: (1) to construct a multivariate prob-
ability distribution of seismic intensities at many 
locations in an example network, by analyzing 
simulated earthquake data, (2) to develop a frame-
work based on the First Order Reliability Method 
(FORM) to calculate network flow capacity after 
a disaster, and (3) to illustrate the importance of 
more accurately describing joint distributions of 
ground motion intensities when computing life-
line network reliability. This proposed approach 
provides probability distributions of network flow 
capacity given an earthquake, and also quantifies 
the importance of each lifeline component, which 
would allow system administrators to identify the 
most critical links in their lifeline systems and 
prioritize network upgrades. The example results 
indicate that neglecting the correlation of the 
ground motions can result in gross overestimation 
or underestimation of the probability of achieving 
a given system flow.

1 INTRODUCTION

Officials deciding how to mitigate risk to their life-
line networks, whether through maintenance, ret-
rofitting, new construction, or other policies, face 
uncertainty in network demands as well as capacity. 
Assessing risk for a network is yet more complex 
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to be captured by only two random variables per 
location, which is less than that required by some 
other analysis approaches. The selected random 
variables are a) the natural logarithm of the spec-
tral intensity demand, ln Sa, and b) a parameter 
that captures the combined effect of uncertainty in 
both the damage state and the flow capacity for a 
given demand, εT. These two variables enable the 
calculation of traffic flow across each link. Using 
only the random variables ln Sa and εT, total maxi-
mum network flow capacity can be estimated. The 
formulation presented is also carefully selected 
to create a smooth limit state function, which is 
critical for the gradient-based algorithm used by 
FORM to find the design point. Third, the analy-
sis captures the complex network performance by 
linking to an external subroutine that efficiently 
calculates the network flow at each iteration, while 
finding the design point. This subroutine takes the 
place of an explicit limit state function.

In addition, this paper presents a multivariate 
seismic intensity model, which is crucial because 
FORM traditionally requires that the random var-
iables can be completely parameterized by a stand-
ard probability distribution. The seismic intensity 
in this paper is modeled as:

ln( ) l ( )) l (a a) () ( ij ij j jij ij
+)ln(ln( +σ εij τ ηj  (1)

where SaS
ij

is the spectral acceleration at a period of 
1 s at site i during earthquake j, SaS

ij
is the median 

predicted spectral acceleration that is a function 
of period, magnitude, distance, shear wave veloc-
ity, and other local conditions, and the other terms 
comprise residual terms as described by Jayaram & 
Baker (2009).

While researchers such as Jayaram & Baker 
(2008) have shown close matching of the residual 
terms to a normal distribution, the term ln ,SaS  in 
contrast, is a nonlinear function of many variables, 
including magnitude and distance to the fault. 
There is no clear reason why the composite ln Sa val-
ues will follow any particular distribution, however 
results below indicate that a normal distribution 
predicts the log spectral intensity values well. The 
following sections describe how a 38-dimensional 
probability model can then be created to describe 
the joint distribution of ground shaking intensity 
at each component location. This result, combined 
with the previously described methods, allows for 
a risk assessment of this sample network under a 
probabilistic scenario of future earthquakes.

2 RESULTS AND CONCLUDING REMARKS

The seismic intensity model developed in this 
paper results from an analysis of thousands of 

simulated earthquakes in the San Francisco Bay 
Area generated by MCS, ending in fitting a mul-
tivariate Normal distribution to the logarithms of 
the spectral intensities at all component locations. 
Figure 1 shows the probability of exceedance for 
different loss levels of maximum flow capacity, 
given an earthquake.

Figure 1 also highlights the dramatic difference 
in the computed network performance if  correla-
tion in ground motion intensities is neglected.

Although MCS is less restrictive in the form of 
modeling parameters, FORM more efficiently pro-
vides importance factors and design points.

The importance factors help identify critical 
network components and weaknesses. This infor-
mation helps support the decision of officials 
determining if  and where to improve their lifeline 
networks.
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conditions. The vibration behavior of the isolators, 
the dampers and the pier is incorporated by appro-
priate nonlinear models (Makris and Zhang 2004; 
Taflanidis et al., 2008). Impact between adjacent 
spans, or to the abutments, is approximated as a 
Hertz contact force with an additional non-linear 
damper to account for energy losses during con-
tact (Muthukumar and DesRoches 2006).

3 NEAR FAULT EXCITATION MODEL

For describing near-fault excitation a compre-
hensive stochastic model is used (Taflanidis et al., 
2008); according to it the high-frequency and long-
period components of the motion are independ-
ently modeled and then combined to form the 
acceleration time history. The fairly general, point 
source stochastic method is selected for modeling 
the higher-frequency component. This method is 
based on a parametric description of the ground 
motion’s radiation spectrum A( f;M,r), which is 
expressed as a function of the frequency, f, for spe-
cific values of the earthquake magnitude, M, and 
epicentral distance, r, The duration of the ground 
motion is addressed through an envelope func-
tion e(t;M,r), which again depends on M and r. 
The acceleration time-history for a specific event 
magnitude, M, and source distance, r, is obtained 
according to this model by modulating a white-
noise sequence by e(t;M,r) and subsequently by 
A(f;M,r). For describing the pulse characteristic 
of near-fault ground motions, the simple analyti-
cal model developed by Mavroeidis and Papageor-
giou (2003) is selected, with pulse characteristics 
that can be related to M and r as well (Bray and 
Rodriguez-Marek 2004). The stochastic model for 
near-fault motions is finally established by com-
bining the above two components.

4  RISK ASSESMENT, OPTIMAL DESIGN 
AND SENSITIVITY ANALYSIS

The characteristics of the models for the seismically 
isolated bridge and for earthquake excitations are 

1 INTRODUCTION

Applications of seismic isolation techniques to 
bridges have gained significant attention over the 
last decades. This configuration provides with 
enhanced capabilities for energy dissipation during 
earthquake events while also accommodating ther-
mal movements during the life-cycle of operation 
of the bridge. It is associated though with large 
displacement, especially (but not only) under near 
fault earthquake ground motions, which may lead 
to inelastic deformations and to seismic pounding 
of the deck between adjacent spans or to the abut-
ments. For controlling such vibrations, application 
of seismic dampers has been proposed (Makris 
and Zhang 2004). One of the main challenges in 
the design of such dampers has been the explicit 
consideration of the nonlinear behavior of the iso-
lators and the dampers in the design process as well 
as proper modeling of soil-structure interaction. 
Another challenge has been the efficient considera-
tion of the variability of future ground motions. 
This work investigates an end-to-end simulation 
based, probabilistic framework that addresses all 
aforementioned challenges, allowing considera-
tion of complex models for describing the bridge 
behavior and the seismic hazard under near-fault 
seismic excitations.

2 BRIDGE MODEL

A two-span, straight bridge is considered, sup-
ported on the abutments and the intermediate pier 
through seismic isolators. Each span of the bridge is 
modeled as a rigid body. For appropriately address-
ing at the design stage the impact between adjacent 
spans, soil-structure interaction characteristics and 
the nonlinear behavior of isolators and dampers, 
nonlinear dynamic analysis is used for evaluating 
the bridge response. The interaction with the abut-
ment and the dynamic characteristics of the latter 
are incorporated in the analysis by modeling each 
abutment as a mass connected to the ground by 
a spring and a dashpot, with stiffness and damp-
ing properties that are related to the local soil 
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not known with absolute certainty. Uncertainties 
may pertain to (i) the properties of the bridge sys-
tem, for example, related to stiffness or damping 
characteristics and traffic loads; to (ii) the vari-
ability of future seismic events, i.e., the moment 
magnitude or the epicentral distance; or even to 
(iii) the predictive relationships about the near-
fault pulse characteristics. For explicitly incorpo-
rating these uncertainties in the modeling process, 
let θθθθ ∈ ⊂ ℜΘ nθ , denote the augmented vector of 
model parameters for the structural system and the 
excitation models, where Θ represents the space of 
possible model parameter values. The uncertainty 
in these model parameters is then quantified by 
assigning a probability model p(θ) to them, which 
incorporates our available prior knowledge about 
the system and its environment into the model and 
it addresses future variability for both the seismic 
hazard, as well as for the bridge system and its 
performance. Also, let the vector of controllable 
system parameters, referred to herein as design 
variables, be ϕϕϕϕ ∈ ⊂ ℜΦ nϕ , where Φ denotes the 
admissible design space.

Finally, the seismic performance of the bridge, 
for specific design ϕ and model description θ, is 
characterized by the performance measure h(ϕ,θ), 
which ultimately quantifies performance according 
to the designer criteria. In this stochastic setting, 
the overall performance is then described by the 
following stochastic integral that corresponds to 
the expected value of h(ϕ,θ) and ultimately quanti-
fies seismic risk.

C h p d( ( ) (pϕ ϕh(ϕ)ϕϕ ϕ θ,ϕϕ θ)pθθ θdθθθ∫Θ∫∫  (1)

Since the models adopted for the bridge and the 
excitation are complex this multi-dimensional inte-
gral (1) cannot be calculated, or even accurately 
approximated, analytically. An efficient alternative 
approach is to estimate the integral by stochastic 
simulation; Using a finite number, N, of  samples of 
θ drawn from some importance sampling density 
pis(θ), an estimate for (1) is given by

ˆ ( ) / ( ) ( )C ϕϕ ϕ) / (ϕϕ ϕ θ,ϕϕ θ θ) (θθ θ θ) / (θθ θθθ
=∑∑1
1

)( ) /i i) () p(( is ii

N  (2)

where vector θi denotes the sample of the uncertain 
parameters used in the ith simulation. The robust 
stochastic design is finally established by select-
ing the design variables that minimize C(ϕ), and is 
expressed through the stochastic optimization

ϕϕ ϕϕϕ ϕϕϕ∗
∈ (imin )ϕ ¦  (3)

where any additional deterministic constraints, 
related, for example, to location or space constraints 

for the dampers are incorporated into the defini-
tion of admissible design space Φ. The novel two-
stage optimization approach (Taflanidis and Beck 
2008), based on the innovative Stochastic Subset 
Optimization (SSO) algorithm, is used in this study 
to efficiently perform this optimization.

This framework may be also extended to addi-
tionally investigate the sensitivity of the seismic risk 
with respect to each of the uncertain model param-
eters. An efficient approach is presented for this 
task, founded on information-based principles (rel-
ative entropy) and performed through simulation 
of samples from an auxiliary density, proportional 
to the integrand of the seismic risk integral (1).

5 ILLUSTRATIVE EXAMPLE

An illustrative example is presented that consid-
ers the design of nonlinear viscous dampers for 
protection of a two-span bridge. The fragility of 
the bridge system due to seismic pounding but 
also against failure modes related to pier shear 
and abutment deformations is considered as the 
performance measure quantifying seismic risk. 
The addition of the dampers is shown to provide 
considerable risk reduction, especially with respect 
to the fragility against seismic pounding. Results 
from the probabilistic sensitivity analysis show 
that the excitation properties have the highest 
importance in affecting seismic risk and that the 
inclusion of the dampers does alter the sensitivity 
characteristics.
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ε ( ) l ( ( ) / )V) log ( ) /s(i ) g VV) log ( im i p) /) / ree  (3)

Figure 1 shows spatial distribution of the resid-
ual exp(εi), which indicates the spatial correlation. 
Normalized auto-covariance function RSource can be 
modeled as a function of distance h (km) between 
receivers as follows:

e JSourceR ( )h ( /h . )( /h )= e 27
0JJ

2
10  (4)

Next, basin amplification for peak velocities 
all over Japan is evaluated as shown in Figure 2. 

1 INTRODUCTION

In the conventional Probabilistic Seismic Haz-
ard Analysis (PSHA), Residual of an Empirical 
Ground Motion Prediction Equation (GMPE) is 
generally regarded as aleatory uncertainty. On the 
other hand, ground motion simulation techniques, 
e.g. the stochastic Green’s function method, have 
been widely used for practical procedure, which 
can predict a ground motion time history instead 
of ground motion intensity measures. However, 
it is not clarified how to treat uncertainty in the 
simulation. This study investigates the consistency 
between uncertainty evaluated by accumulating 
the effects of source parameters and that of an 
empirical GMPE.

2 RESIDUAL OF EMPIRICAL GMPE

Ground motion intensity measure IM, e.g. peak 
velocity, at engineering bedrock can be evaluated 
as summation of three factors as follows:

logIM = fsource + fPath + fBasin (1)

where fsource, fPath and fBasin are respectively the source 
term, the path term and the basin amplification 
term. The effect of the path term fPath is assumed to 
be negligible for near-field ground motions. Then, 
covariance between intensity measures of two dis-
tant sites is calculated as follows:

Cov
Cov[ ]

= Cov[

[ , ]IM
f f+ f f+
f
Sourceff Ba S Bff
1 2,IM

1 ,f++ Baff 2= si sfn Source Baff2, fSourceffii in

SourceSSffff Sou ce Baf fB f1 2SourcefSource 1 2ffSource , f 2BafBsin sa1 BafBBafBii in

 (2)

Ground motion simulation is conducted for a 
shallow crustal earthquake (Mw 6.5) by the sto-
chastic Green’s function method. Peak velocities 
are calculated as maximum of two horizontal 
components of simulated ground motions. The log 
residual ε (xi) of simulated peak velocities Vsim (xi) 
from the median attenuation VprVV e  is calculated as 
follows:
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Figure 1. Fault geometry, receiver location and spatial 
distribution of residual simulated peak velocity.
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Figure 2. Basin amplification of peak velocity in Japan 
calculated by one-dimensional multiple reflection theory 
(from seismic bedrock to engineering bedrock).
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Normalized auto-covariance function RBasin is 
modeled as a function of distance between receiv-
ers h (km) as follows:

R h hBasiR nii ( )h exp( / . )= −exp( 8  (5)

From Equation (2), a normalized covariance 
function between two sites R12 is calculated as 
follows:

R
RSource Source Ba BaR

Source Ba
12RR

2 2R
2 2=

σ σRSource SourceR B
22 R

σ σSource B
2 22 2+

sin sRBaRii in

sinii

 (6)

Figure 3 compares a numerical spatial cor-
relation R12 by Equation (6) with empirical mac-
rospatial correlation models obtained by Wang & 
Takada (2005) for crustal earthquakes. Combined 
spatial correlation R12 is comparable to empirical 
models.

3  SIMPLE CORRECTION METHOD 
FOR SITE-DEPENDENT BASIN 
AMPLIFICATION

Basin amplification is modeled as a function of 
D1.5, depth to the rock with shear wave velocity 
1.5 km/s, as follows:

log ( ) ( l g ( ) . ).e e( ) ( , gV D) max( . log () max( , . logp )Dlog (max( ,,0 0 180 5301 5.DDD  (7)

Then, a site-specific peak velocity PGV(i) at 
a specified site is assumed to be obtained by a 
multiplying basin amplification correction fac-
tor fBa(i) to a predicted peak velocity PGVAtn by 
an empirical GMPE (Si & Midorikawa 1999) as 
follows:

PGV f i PGVBaff AtV n( )i )i)i= ⋅fff )i  (8)
f i c VBaff amVV pm)i ( )i= c

 (9)

where c (= 0.667) is a constant evaluated from 
observed records.

4 NUMERICAL EXAMPLES

The target area is Fukuoka city in Japan as shown 
in Figure 4, which is located just above Kego fault 
(Mw 6.7). Seismic hazard analysis for peak veloc-
ity of engineering bedrock are conducted at two 
distant sites (A & B) shown in Figure 4. Four pro-
cedures are employed for calculation as shown in 
Table 1.

Figure 5 compares hazard curves for peak veloc-
ity at an individual site between different proce-
dures. Methods (i), (ii) and (ii’) are comparable to 
each other at exceedance probability of more than 
10−2 in 50 years, while the peak velocity predicted 
by the method (iii) is about twice as large as the 
other three. This result indicates the accuracy of 
GMPE is improved by considering a site-specific 
basin amplification. Figure 6 compares the prob-
ability of simultaneous non-exceedance at both 
sites for peak velocities. The results show the 
similar tendencies to the result for a single site in 
Figure 5.
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Figure 4. Geometry of Kego fault (Kyushu, Japan) and 
site location.
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Table 1. Comparison of four different procedures for PSHA.

Ground motion predicition Spatial correlation

  (i)  Stochastic Green’s function mentod + 1D multiple 
    reflection theory

–

 (ii) Empirical attenuation (Si & Midorikawa 1999; 
   σi = 0.41) + basin amplification factor (Equation (8))

Numerical model for source directionality 
(Equation (4))

(ii’) Empirical attenuation (Si & Midorikawa 1999; 
   σi = 0.41) + basin amplification factor (Equation (8))

Numerical model for source directionality 
(Equation (4))

(iii) Empirical attenuation (Si & Midorikawa 1999) (σAtn = 0.53) Empirical mode (Wang & Takada, 2005)
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Figure 5. Seismic hazard curve for peak velocity by dif-
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Figure 6. Probability of simultaneous non-exceedance 
at both sites evaluated by different procedures.

5 CONCLUSIONS

Residual of an empirical GMPE was investigated 
by numerical simulation. A correction factor of an 
empirical GMPE incorporating site-specific basin 
amplification was proposed for shallow crustal 
earthquakes. Seismic hazard analysis was demon-
strated by an empirical GMPE as well as by ground 
motion simulation. The correction factor for site-
specific basin amplification was shown to improve 
the accuracy of an empirical GMPE.
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the seismic hazard values obtained from these two 
models is examined. For this purpose maps dis-
playing the spatial variation of the differences in 
PGA values obtained from the spatially smoothed 
seismicity model and the background area source 
with uniform seismicity are plotted for return peri-
ods of 475 and 2475 years. In order to construct 
these maps differences between the PGA values 
obtained from these two models are calculated at 
each grid point covering the whole region under 
consideration by using the following equation:

Difference PGA PGA
PGA

s bPGA

b
( )% =

⎛
⎝⎜
⎛⎛
⎝⎝

⎞
⎠⎟
⎞⎞
⎠⎠

×100  (1)

where, PGAs and PGAb denote the PGA val-
ues estimated from spatially smoothed seismicity 
model and background area source with uniform 
seismicity, respectively. The difference with nega-
tive sign (−) means that background area source 
with uniform seismicity gives higher PGA values 
than the spatially smoothed seismicity model and 
that with positive sign (+) represents the opposite 
trend. Here, because of space limitation only one 
difference map is presented for each case study. 
Figure 1 displays the spatial variation of this differ-
ence for Jordan, whereas in Figure 2 the difference 
map is given for Bursa, corresponding to the alter-
native case where only main shocks are considered 
and the database is adjusted for incompleteness. In 
both maps the return period is 2475 years, since 
the differences are more significant for this return 
period. In these maps epicenters of earthquakes 
are also plotted. Difference maps corresponding to 
475 years return period and additional maps show-
ing the influence of other alternative assumptions 
are also displayed in the main paper.

In the case of Bursa province the influence of the 
assumptions with respect to catalog completeness 
and dependence are also reflected to the difference 
maps. The maximum PGA values obtained from 

ABSTRACT: In the probabilistic seismic hazard 
procedures, the past earthquake records that can 
not be associated with any one of the specific 
faults are treated as background seismic activity. 
Contribution of background seismic activity to 
seismic hazard is generally calculated by using two 
different models, namely: background area source 
with uniform seismicity and spatially smoothed 
seismicity model.

The spatially smoothed seismicity model 
developed by Frankel (1995) assumes that future 
earthquakes will occur in the vicinity of past earth-
quakes. In this model, earthquakes that are not 
assigned to major seismic sources are assumed to 
be potential seismic sources and are spatially dis-
tributed to cells of a grid. In the alternative model, 
background area sources are delineated and over 
these background area sources seismic characteris-
tics are assumed to be spatially homogeneous.

In this study, sensitivity of seismic hazard results 
to the models used to describe background seismic 
activity is investigated. For this purpose, two case 
studies are carried out for a large (a country) and 
a small region (a province). These two case stud-
ies involve Jordan and the Bursa province, which is 
located in Turkey. Seismic databases are compiled 
for these two regions. In compiling these databases 
the raw data in the earthquake catalogs are proc-
essed as follows: Magnitudes reported in differ-
ent scales are converted to a common magnitude 
scale (scale homogenization). Earthquake clusters 
are identified and dependent events (fore and after 
shocks) are eliminated by defining appropriate 
space and time windows (declustering). So an 
alternative database containing only main shocks 
is obtained to ensure statistical independence.

Using the resulting seismic databases, seismicity 
parameters are determined for background seismic 
activity and seismic hazard analyses are carried out 
by using both spatially smoothed seismicity model 
and background area source with uniform seismic-
ity. Spatial variation of the differences between 

ICASP Book II.indb   448ICASP Book II.indb   448 6/22/2011   12:49:19 AM6/22/2011   12:49:19 AM



449

the analyses carried out by using the background 
area source with uniform seismicity and spatially 
smoothed seismicity model of Frankel (1995) for 
return periods of 475, 1000, and 2475 years are 
presented in Tables 1 and 2, respectively.

Based on the results of these two case studies, it 
is observed that for background seismic activity, the 
use of spatially smoothed seismicity model or the 
alternative background area source with uniform 
seismicity affects the results. Spatially smoothed 

seismicity model gives higher seismic hazard values 
at the regions where the epicenters of earthquakes 
cluster. On the other hand, nearly a spatially uni-
form seismic hazard distribution is obtained in the 
case of background area source with uniform seis-
micity. Therefore, background area source model 
with uniform seismicity is expected to give higher 
seismic hazard values compared to the spatially 
smoothed seismicity model for sites located far 
away from clustering regions of past earthquake 
epicenters; i.e. where the epicenters of earthquakes 
are scarce or no earthquakes have occurred in 
the past.

The analyses carried out for the background 
seismic activity by using both models with differ-
ent combinations of assumptions on earthquakes 
in the catalog with respect to completeness and 
dependence yield different seismic hazard values. 
Therefore, the validity of the results obtained for 
background seismic activity depends also on the 
reliability of the earthquake catalog compiled, the 
method used to identify main shocks and com-
pleteness of the catalog with respect to small mag-
nitude earthquakes.
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Figure 1. Map showing the spatial variation of the dif-
ference between PGA values obtained by using spatially 
smoothed seismicity model and background seismic 
source with uniform seismicity for a return period of 
2475 years and epicenters of earthquakes (Jordan).

Figure 2. Map showing the spatial variation of the dif-
ference between the PGA values obtained from spatially 
smoothed seismicity model and background area source 
with main shocks and database adjusted for incomplete-
ness for a return period of 2475 years; and epicenters of 
earthquakes considered in the spatially smoothed seis-
micity model (Bursa).

Table 1. Maximum PGA values (in g) obtained from 
background area source with uniform seismicity (Bursa).

Catalog type
Correction for 
incompleteness

Return period 
(Year)

475 1000 2475

All 
earthquakes

No 0.18 0.22 0.29
Yes 0.19 0.24 0.31

Only main 
shocks

No 0.14 0.19 0.24
Yes 0.16 0.20 0.26

Table 2. Maximum PGA values (in g) obtained from 
spatially smoothed seismicity model of Frankel (Bursa).

Catalog type
Correction for 
incompleteness

Return period 
(Year)

475 1000 2475

All 
earthquakes

No 0.24 0.29 0.37
Yes 0.27 0.34 0.42

Only main 
shocks

No 0.19 0.24 0.31
Yes 0.20 0.25 0.33
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chastic analyses theories due to the indispensable 
random behaviors of the amplifications in natural 
ground layers at each observation point. A lot of 
theoretical scientific papers are published based on 
Kriging methods to clarify stochastic fields of the 
amplification. However, these studies cannot be 
applied to data of the newly observed and inversely 
analyzed real strong ground motions, because some 
errors adhere to the real data. It should be noted 
here that the objectively estimated amplifications 
are not completely identical in each observation 
point. The amplifications can only be calculated 
as an average value from the variable observed real 
strong ground motions recorded during real earth-
quakes. While error indexes such as variances or 
standard deviations can also be calculated with the 
averages, these indexes are found to be far from 
negligible, and to be, as well as the average values, 
vary from point to point in the stochastic random 
field. As most of the recent theoretical studies have 
not been take such indexes of the errors into the 
analyses, their methods can only be applied to 
ideal data, but cannot derive practical parameters 
in Kriging analyses from those records with errors 
adhere to the real data.

Then the present paper proposes utilizing some 
Kriging methods, which can make account of the 
errors in the analyses, and reports their consequent 
practical results of the stochastic analyses.

As a result, the followings are clear from the 
present study.

1. The amplifications can be modeled better in 
log-normal Gaussian stochastic fields than in 
normal Gaussian fields.

2. The stochastic distributions of the site amplifi-
cation factors are not to be white noise within 
the central area Japan.

The present paper reports the results of stochastic 
field analyses of amplifications of actual strong 
ground motions, caused by real earthquakes, observed 
and estimated in the Japanese archipelagos.

Although significance of amplifications of 
strong ground motions has been well recognized, 
their distributions have not been explored or clari-
fied sufficiently, especially in deep hard bed rock 
grounds in which ordinary engineering boring 
investigations are usually not performed.

However, objective stochastic field studies are 
available now, after strong motion networks, such 
as K-NET, have been established over the Japanese 
archipelagos. These networks can observe and 
record real strong ground motions influenced not 
only by local soil deposit but also by firm ground, 
which are usually beyond the reach of engineering 
boring investigations in Japanese practice. As a 
result, newly observed data show that the amplifica-
tions of real strong ground motions are evidentially 
heterogeneous not only due to the heterogeneity of 
local soil deposit but also due to the heterogene-
ity of firm ground, whose statistical properties 
are not sufficiently incorporated in the existing 
hazard maps for on coming the Toh-Nankai great 
earthquake or the others. Such hypothesis leads 
to overestimations of strong ground motions in 
some areas and underestimations in another areas, 
which counterwork optimum earthquake disaster 
mitigation plan under the Japanese economical 
and social conditions such as the long-term slow 
economic growth, population ageing, the rapid 
fall in population or so on. The information in the 
record data had to be utilized for establishing bet-
ter earthquake disaster mitigation or prevention 
plans in this country.

On the other hands, information in the record 
cannot directly be utilized in conventional sto-
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3. The Sills are larger for lower frequencies and 
smaller for higher frequencies except those for 
the very small frequencies; the accuracies of 
Kriging interpolations will generally be higher 
for higher frequencies and lower for lower 
frequencies especially where interpolated points 
do note exist nearer the observation points.

4. The ranges are estimated to distribute around 
20 km though it is based on rough assumption.

5. Stochastic field can be reasonably estimated 
showing the difference of probabilistic distribu-
tions in coastal zones and those in mountainous 
zones.

6. As is predicted in an engineering sense, the 
roughly estimated ranges in deep firm ground 
are much longer than those in softer soil 
parameters in shallow soil ground.

7. The estimated ranges of the site amplification 
factors are longer for lower frequencies and 
shorter for higher frequencies. This result in 
Figure 5 is also very good accordant with a 
well known fact; the earthquake strong motions 
of lower frequencies do not attenuate more 
drastically than those of higher frequencies.
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Development of seismic margin-risk diagram

M. Nakajima, Y. Ohtori & K. Hirata
Central Research Institute of Electric Power Industry, Abiko-shi, Chiba-ken, Japan

Seismic margin of structures (systems and compo-
nents) is extremely important index and informa-
tion when we evaluate and account seismic safety 
of critical structures, systems and components 
quantitatively. For example, some electric power 
companies evaluate the seismic margin of each 
plant in back-check of nuclear power plants in 
Japan because the seismic safety of nuclear power 
plants is a great concern for the Japanese people 
after the 2007 Niigata Chuetsu-Oki Earthquake.

The seismic margin of structures is usually 
defined as a structural capacity margin correspond-
ing to design earthquake ground motion. However, 
there is little agreement as to the definition of the 
seismic margin and we have no knowledge about a 
relationship between the seismic margin and seismic 
risk (annual failure probability) which is obtained 
in PSA (Probabilistic Safety Assessment).

The purpose of this paper is to discuss a defini-
tion of structural seismic margin and to develop 
a diagram which can identify a relation between 
seismic margin and seismic risk.

The main results of this paper are summarized 
as follows:

 i. The seismic margin which is defined based on 
the fact that intensity of earthquake ground 
motion has been developed (Figure 1) because 
it is more appropriate than the conventional 
definition (i.e., the response-based seismic 
margin) for the following reasons:
 – seismic margin based on earthquake ground 

motion is invariant where different typed 
structures are considered,
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Figure 1. Schematic illustration of seismic margin defi-
nition based on intensity of earthquake ground motion.

 – stakeholders can understand the seismic 
margin based on the earthquake ground 
motion better than the response-based one.

 ii. By defining structural seismic margin based on 
the intensity of earthquake ground motions, 
we have developed a seismic margin-risk dia-
gram (Figure 2). The diagram represents a 
relationship between a deterministic structural 
capacity (acceleration capacity) and a probabi-
listic seismic risk.

This diagram facilitates us to judge easily 
whether we need to perform detailed probabi-
listic risk analysis or only deterministic analy-
sis, given that the reference risk level although 
information on the uncertainty parameter β is 
not obtained.

 iii. Numerical simulations based on the developed 
method for four sites in Japan have been per-
formed. The structural capacity-risk diagram 
differs depending on each location because the 
diagram is greatly influenced by seismic haz-
ard information for a target site.

Furthermore, the required structural capacity cor-
responding to the given risk level is not affected by 
the uncertainty parameter β. This indicates that we 
have a possibility of rationalizing the seismic PSA.
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Figure 2. Developed seismic margin (structural 
capacity)-risk diagram which relates deterministic seis-
mic margin to probabilistic seismic risk.
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Orientation dependency of peak ductility demand for seismic 
performance evaluation

K. Goda
University of Bristol, Bristol, UK

ABSTRACT: Protection of lives and mitigation 
of seismic damage are primarily achieved through 
adequate seismic provisions in the national build-
ing codes. The current provisions specify a seis-
mic load level for structural design based on a 
uniform-hazard elastic response spectrum, which 
is obtained from probabilistic seismic hazard anal-
ysis. Although the majority of uncertain aspects 
are taken into account in probabilistic seismic haz-
ard analysis, variability associated with the orien-
tation of ground motion measures, which is treated 
ambiguously in the national building codes, can be 
an important factor in assessing reliability of engi-
neered structures. In particular, the orientation 
effects due to directivity-pulse of near-fault ground 
motions are significant (Tothong et al., 2007).

Despite the popularity of characterizing the ori-
entation of elastic seismic demand, the orientation 
effects of inelastic seismic demand have not been 
investigated extensively. The main objective of this 
study is to examine the orientation dependency 
of the peak ductility demand of inelastic single-
degree-of-freedom (SDOF) systems with known 
strength by accounting for record-to-record vari-
ability of ground motions. The adopted method, 
known as a constant strength approach, is useful 
for evaluating the seismic performance of exist-
ing structures (FEMA 2005). By comparing the 
peak ductility demand in recording directions 
with those in the maximum/minimum response 
directions (Hong & Goda 2007) and the major/
minor principal directions (Arias 1970, Penzien & 
Watabe 1975), it will be shown that the peak ductil-
ity demand depends on how input ground motions 
are defined in terms of record orientation. Moreo-
ver, the observed orientation dependency can be 
attributed to the response spectral shape effects of 
rotated ground motion records in different direc-
tions (Luco & Bazzurro 2007).

The results have an important implication in 
the current earthquake engineering practice, as 

they suggest that separate peak ductility demand 
models should be developed and used for different 
ground motion measures to evaluate the seismic 
performance of existing structures consistently 
without bias. For instance, the International Build-
ing Code 2009 recommends the definition of a 
representative horizontal ground motion in the 
maximum response direction. The peak ductility 
demand in the maximum response direction for a 
given relative seismic excitation level is generally 
smaller than that in recording directions. Therefore, 
if  an elastic seismic demand model in the maximum 
response direction is combined with a peak ductil-
ity demand model in recording directions (this is 
the most common orientation considered in devel-
oping a peak ductility demand model), the inelastic 
seismic demand would be overestimated.
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Methodology and results of a nuclear power plant seismic 
probabilistic safety assessment

Martin Richner, Sener Tinic & Dirk Proske
Axpo AG, Nuclear Power Plant Beznau, Switzerland

Mayasandra Ravindra, Robert Campbell & Farzin Beigi
ABS Consulting, Irvine, USA

Alejandro Asfura
APA Consulting, Walnut Creek, USA

ABSTRACT: The most recent results and 
insights gained from Seismic Level 2 PSA study 
of the Beznau NPP are shown. Beznau is the 
oldest operating PWR worldwide. The plant 
was extensively backfitted during the last years, 
especially with respect to seismic events. The paper 
shows the recent results of the probabilistic seis-
mic hazard study performed for the four NPPs in 
Switzerland. This so called PEGASOS study was 
performed according to the SSHAC procedures 
(NUREG/CR-6372) at the highest elaborated 
Level 4. Switzerland is an area of low to moderate 
seismicity and the PEGASOS study was the first 
one of that kind performed for a NPP at that high 
level. The paper also presents the methods, results 
and conclusions of the Beznau Seismic PSA. Some 
examples illustrate how plant safety was improved 
based on the results of the seismic PSA. The paper 
discusses the role of the seismic capacity of the 
containment with respect to the large early release 
frequency (LERF). In addition, the calculated 
results indicate that seismic events are important 
contributors to the core damage frequency (CDF) 
and to the LERF even in areas of low to moderate 
seismicity. Based on the PEGASOS seismic hazard 
results, an out-look is given on the reactor build-
ing seismic capacity required for Advanced Light 
Water Reactors (ALWRs).
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Redundancy effects on seismic reliability of  steel frame structures

Quanwang Li, Qinming Zhang, Jiansheng Fan & Can Zhang
Department of Civil Engineering, Tsinghua University, Beijing, China

redundancy on the seismic reliability of structural 
systems with finite ductility capacity.

2  MEASUREMENT OF STRUCTURAL 
REDUNDANCY

In this paper, the frame structure with 
only 1 moment-resisting frame is viewed as 
non-redundant, and the frame structure with n 
moment-resisting frames is measured to be redun-
dant of (n-1) degree (RD). Take the 3-story frame 
structure shown in Fig. 2 as an example. Accord-
ing to the measurement of structural redundancy 
mentioned above, the structure is redundant to the 
1st degree in x direction and to the 4th degree in y 
direction.

3  EFFECTS OF STRUCUTRAL 
REDUNDANCY ON SEISMIC 
RELIABILITY OF FRAME STRUCTURES 
WITH INFINITE DUCTILITY

Each moment-resisting frame has a resistance of 
Ri, which is modeled by a log-normal distribution 
with mean value of μR and standard deviation 
of σR. The correlation coefficient between Ri is 
assumed to be identically ρ. The seismic load effect 
is also described by log-normal distribution with 
mean value of μS and standard deviation of σS.

Defining the over-strength factor (η) as the 
ratio between the mean value of the structural 
resistance and the mean value of seismic load 

1 INTRODUCTION

The importance of structural redundancy has been 
long recognized by structural engineers. Especially 
after the 1994 Northridge and 1995 Kobe earth-
quake, a lot of research work has been conducted 
showing that, besides structural configuration, 
there are some other factors contributing to redun-
dancy effects, including load and resistance uncer-
tainty, member ductility and strength correlation.

A new structural redundancy factor was rec-
ommended in NEHRP (2003) and adopted in 
ASCE-7 (2005), which is primarily a function of 
the number of moment frames in the direction 
of earthquake excitation force. Correspondingly, 
structural systems are classified into redundant or 
non-redundant and a uniform penalty factor of 
1.3 is assigned to the lateral design force of the lat-
ter. However, the uniform penalty on lateral design 
force fails to account for the large differences in 
configuration, ductility capacity and strength cor-
relation within each classification, and obviously 
could lead to poor designs.

This paper attempts to quantify the effects of 
structural redundancy on the seismic reliability 
of structural systems considering the variability, 
uncertainty and correlation of member strength 
and variation of ductility capacity. The probabil-
istic effect of redundancy on the reliability of an 
ideal parallel system was firstly presented. And a 
nonlinear beam-column connection model, which 
accounts for the strength degradation, stiffness 
deterioration and finite ductility capacity, was 
developed and used in the 3D nonlinear pushover 
analysis to investigate the effects of structural 

(b) gravity frame(a) moment frame 

Figure 1. Moment frame and gravity frame.

x

y

(a)  vertical view (b) plan view

Figure 2. Moment frame and gravity frame.
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effect (η = μR / μS), the seismic reliability of frame 
structures with n moment-resisting frames can be 
written as:
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where V represents the Coefficient Of Variation 
(COV) and Φ(⋅) is the standard normal cumulative 
function.

To assess the resistance of a moment-resisting 
frame (Ri), a structural model of 3-story 4-bay 
steel frame was established in Open Sees. The yield 
strength and the elastic modulus of steel were 
modeled by normal variables with mean values 
of 57.6 ksi and 29000 ksi, and a COV of 0.15 and 
0.04 respectively. Through 2D nonlinear pushover 
analysis, the mean value and standard deviation of 
the resistance of a moment frame were found to be 
0.37 g and 0.063 g respectively, so VRi = 0.17. The 
seismic load effect has a COV of 35%.

The values obtained from Eqn. (1) for different 
over-strength factor (η) are shown in Fig. 3.

4  SEISMIC RELIABILITY OF FRAME 
STRUCTURES WITH FINITE 
DUCTILITY CAPACITY

To study the effect of member ductility, a connec-
tion model capable of experiencing strength dete-
rioration was established as shown in Fig. 4

Through 3D pushover analysis, the resistance 
of the frame structure was assessed for differ-
ent degree of redundancy and Ductility Capacity 

(DC).The probabilities of failure of the structural 
system were computed and plotted in Fig. 5.

5 CONCLUSIONS

From the results obtained in the above analysis, it 
is conclude that:

1. To take advantage of structural redundancy, 
the uncertainty in seismic load effects should be 
lowered;

2. Under current uncertainty level in seismic load 
effect, the over-strength ratio should be greater 
than 3 and the strength correlation coefficient 
should be less than 0.3 to take advantage 
of  redundancy based on its “probabilistic 
effect”;

3. A minimum member ductility capacity is 
required to take advantage of structural redun-
dancy, and it should be no less than 4 from this 
study.

4. As for the strength-related limit state, 
increasing the ductility capacity from moderate 
(4 for example) to high (10 for example), 
the improvement in structural reliability is 
insignificant.

5. Arranging more than 4 moment-resisting 
frames in a frame structure leads to an imma-
terial improvement in the structural reliability, 
regardless of the over-strength ratio and mem-
ber ductility capacity.
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Figure 4. Moment-curvature history of a beam-column 
connection with ductility capacity of 4.5.
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Figure 5. Failure probability of system as function of 
redundancy degree for different ductility capacity.
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Regression models for predicting the probability of near-fault 
earthquake ground motion pulses, and their period

Shrey K. Shahi & Jack W. Baker
Department of Civil and Environmental Engineering, Stanford University, Stanford, CA, USA

Fu 2002, Makris and Black 2004, Mavroeidis et al., 
2004, Akkar et al., 2005, Luco and Cornell 2007). 
Pulse-like ground motions have higher elastic spec-
tral acceleration (Sa) compared to ground motions 
without the pulse-like feature. The current ground 
motion models which are used to perform probabil-
istic seismic hazard analysis (PSHA) do not account 
for the amplification in Sa caused by these ground 
motions. Thus the PSHA results computed using 
the current ground motion models results in under-
prediction of hazard at near fault sites, where pulse-
like ground motion are expected.

Along with amplifying Sa, pulses also cause larger 
inelastic multi degree of freedom (MDOF) response. 
Traditional intensity measures like Sa at the fundamen-
tal period of the structure are inadequate in captur-
ing the larger nonlinear response of MDOF systems 
excited by pulse-like ground motions (Baker and 
Cornell 2008), which makes characterizing the risk 
from pulse-like ground motion difficult. The impor-
tance of accounting for the effect of pulse-like ground 
motion in design code has long been recognized, but 
the methods to account for pulses used currently are 
relatively ad-hoc. We need deeper understanding of 
how these pulse-like ground motions affect both the 
hazard and the risk before we can properly account 
for their effect in future design codes.

PROBABILITY OF PULSE

Pulse-like ground motions caused by forward direc-
tivity effects are observed at near fault sites, but 
not all near fault sites experience pulse-like ground 
motion. This makes it important to estimate the 
probability of observing a pulse in order to cor-
rectly do PSHA calculations for near fault sites. For-
ward directivity is a physical phenomenon with well 
known causes, but it is hard to predict the occurance 
of pulse-like ground motion at a site because of 
incomplete information about the source, site and 
the path of wave propagation that cause this phe-
nomenon. Due to this lack of knowledge it is useful 
to develop a statistical model which agrees with the 
observations. We follow the approach of Iervolino 
and Cornell (2008) and model the occurance of 
pulse by a random variable (I) which takes the value 
1 if  pulse is observed at the site and 0 if  pulse is not 

ABSTRACT: Near-fault earthquake ground 
motions containing large velocity pulses are known 
to cause severe demands on structures and geo-
technical systems, but the probability of occur-
rence of these pulses in future earthquakes is not 
well understood. Using a database of past ground 
motions that have been classified as containing or 
not containing velocity pulses, this paper develops 
calibrated regression models to predict the occur-
rence of velocity pulses in future ground motions, 
as well as the nature of the pulses if  they do exist. 
The regression model selection procedure indicates 
that useful predictors of pulse occurrence include 
source-to-site geometry variables such as the length 
of rupture between the epicenter and location of 
interest, and the closest distance from the location 
of interest to the fault rupture. It is observed that 
the period of any resulting velocity pulse is related 
primarily to the earthquake magnitude, but other 
predictive parameters are also considered and dis-
cussed. Both empirical regression tests and theoreti-
cal seismology explanations are given as to why the 
chosen predictor variables are important and mean-
ingful. Some comparisons with previous similar 
models are also presented. The resulting predictive 
models can be incorporated into probabilistic seis-
mic hazard analysis calculations. These results dem-
onstrate the potential importance of quantitatively 
considering occurrence of near-fault pulses, and 
facilitate seismic reliability calculations that explic-
itly consider near-fault ground motion pulses.

INTRODUCTION

Near fault ground motions may sometime contain 
a strong pulse at the beginning of the velocity time 
history. This pulse-like feature is primarily caused 
by forward directivity effects and are observed when 
the fault ruptures towards the site at a speed close 
to the propagation velocity of the shear waves 
(Somerville et al., 1997, Somerville 2003, Spudich 
and Chiou 2008). These ground motions referred as 
“pulse-like” in this paper place extreme demands on 
structures and are known to be the cause of extensive 
damage in previous earthquakes (e.g., Bertero et al., 
1978, Anderson and Bertero 1987, Hall et al., 1995, 
Iwan 1997, Alavi and Krawinkler 2001, Menun and 
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observed at the site (these type of variables are also 
called indicator variables).

PULSE PERIOD

The period of the pulse-like feature is an important 
parameter, as the ratio of pulse period and the 
structural period can be used to determine the 
structure’s response (Anderson and Bertero 1987, 
Alavi and Krawinkler 2001, Mavroeidis et al., 
2004). The amplification of Sa due to presence of 
pulse also occurs in a small band of period close 
to the period of the pulse, this makes predicting 
pulse period an important part of hazard and risk 
computations. Several models have been proposed 
in the past for predicting the period of pulse-like 
ground motion (e.g., Mavroeidis and Papageorgiou 
2003, Bray and Rodriguez-Marek 2004, Akkar 
et al., 2005). We decided to model this relationship 
again as the classification algorithm of Shahi and 
Baker (2010) used for this study identifies pulses in 
different orientation. With the new dataset we have 
information from many pulses in different orien-
tation at the same site, something which was not 
available for previous studies.

CONCLUSION

In this paper we study and develop predictive equa-
tions for the probability of observing pulse-like 
ground motion at a site and the period of the pulse 
expected at a site. Pulse-like ground motions classi-
fied by Shahi and Baker (2010) were used to fit pre-
dictive relationships. Statistical techniques were used 
to find appropriate functional forms for the models 
and effort was made to develop parsimonious mod-
els which are easy to interpret and thus can lead to 
better understanding of the overall phenomenon.

Separate relationships were developed for strike-
slip and non-strike-slip faults and these relation-
ships were very different from each other. In case 
of probability of pulse model, the difference was 
primarily due to the difference in the geometry of 
the fault ruptures and the different parameters used 
to define the source-to-site geometry. In case of the 
pulse period model, different parameters appear 
to influence the pulse period from strike-slip and 
non-strike-slip faults. Along with having immedi-
ate practical use for hazard and risk estimation, the 
trends and differences between the predictive equa-
tions developed here can be useful in further under-
standing properties of pulse-like ground motions.
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ABSTRACT: This paper reports on a study to 
extend a recently proposed direct displacement 
design (DDD) procedure for mid-rise engineered 
wood frame structures and develop a set of  fac-
tors for use in the procedure to meet specified 
performance levels with certain target probabili-
ties. Representative index multi-story building 
configurations were selected from the archetype 
buildings developed for the FEMA ATC-63 
project. Seismic hazard levels and performance 
requirements recommended by ASCE 41-06 and 
modified for use in the recently completed NEES-
Wood project were used. The archetype buildings, 
originally designed using current force-based 
design (FBD) procedures, were re-designed using 
the simplified direct displacement design proce-
dure (also described herein) with a range of  non-
exceedance probability adjustment factors (CNE). 
Specifically, the design inter-story shear forces 
and the sheathing nail spacings were determined 
for each structure designed using CNE. Nonlinear 
time-history analysis (NLTHA) was performed 
for each archetype structure under the 2%/50 year 
seismic hazard level and peak inter-story drift dis-
tributions were developed. The non-exceedance 
probability at the 4% drift limit was then plotted 
against building height and design charts were 
developed for each different value of  CNE. Given 
the building height, target drift and desired non-
exceedance probability, engineers/designers can 
select the appropriate minimum value of  CNE 
using these charts. Thus, a probability-based, 
multi-objective performance-based procedure for 
the seismic design of  mid-rise wood frame struc-
tures is described.
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The statistical evaluation of the yield strength 
led to coefficient of variations mainly between 
0.05 and 0.07. These results are in good agreement 
with data from literature (Faber et al., 2001). The 
ratio from mean values to nominal value depended 
strongly on the steel grade: for S235 it was 1.40, for 
S275 between 1.20 and 1.32, for S355 between 1.12 
and 1.28, for S460 between 1.08 and 1.13. There-
fore, for low steel grades already the ratio from 
mean value to nominal value was significantly 
higher than the overstrength factor of 1.25 pro-
posed in EN1998-1.

3 NONLINEAR DYNAMIC ANALYSIS

To investigate the influence of material scatter-
ing on the seismic performance, four typical steel 
structures were analysed: 5-storey office build-
ing braced either (i) by moment resisting frames 
or (ii) by concentric braces, 4-storey industrial 
building braced either (iii) by moment resisting 
frames or (iv) by concentric braces. In the first 
step the buildings were designed for ordinary loads 
according to EN1991 and E1993 considering dead 
load, imposed load, wind and snow loads. After-
wards the initial design was extended by adopting 
requirements for moderate seismic loads according 
to EN1998-1 by the lateral force method (ag = 0.1, 

1 INTRODUCTION

The exploitation of the capability of steel struc-
tures to dissipate energy by means of plastic defor-
mations is a common and effective design strategy 
to achieve a high resistance against exceptional 
loads like earthquake. The crucial point in this 
design method is the prediction and control of 
the formation of plastic mechanisms with regard 
to their location and to their ultimate resistance 
combined with the prevention of brittle or other 
sudden failure modes. To this end so called capac-
ity design rules are applied, where brittle parts of 
the structure are designed with a sufficient over-
strength compared to the plastic limits of ductile 
members and thus enabling the development of 
the intended plastic mechanisms.

The overstrength used in the capacity design 
needs to cover the differences between the nomi-
nal plastic resistances of members obtained with 
the nominal values of yield strength and member 
dimensions and the real resistances which include 
the influence of strain hardening, cross-sectional 
dimensions and the real yield strength of the 
material. In particular the scattering of the yield 
strength, which in reality is usually significantly 
higher than the nominal value, is of high impor-
tance. Current European material standards how-
ever provide no requirements with regard to a 
limitation of the upper yield strength values.

2 MATERIAL STRENGTH SCATTERING

In the recently finished research project OPUS—
founded by the Research Found for Coal and 
Steel—two European steel producers provided 
more than 13000 material data sets from three 
plants including yield stress, tensile strength, ulti-
mate elongation and nominal thickness. The data 
were obtained from HE-, IPE- and UPN-sections 
in steel grade S235M, S275M, S355M and S460M 
produced according to EN10025. The data were 
grouped according to steel grade and flange 
thicknesses (3 to 16 mm and 16 to 40 mm).

Figure 1. Office building MRF: Fundamental 
period = 1.27 s.
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Soil type C, 3% damping). Finally, non-linear time-
step analyses were carried out on 2-D models for 
probabilistic investigations. The considered failure 
criteria in the non-linear analysis are summarized 
in Table 1.

In the analyses of MRF-structures the scatter-
ing of deformation parameters as roof drift and 
element rotation for different material samples 
was moderate (COV = 0.03 to 0.07). The scatter-
ing between different accelerograms were obvi-
ously predominant (COV = 0.16 and 0.17, Fig. 3). 
As ultimate rotation was the dominant failure cri-
terion (see previous section), the failure probability 
of the structures seems to be nearly independent 
from material scattering. In contrast to this obser-
vation connection and foundation forces were 
highly correlated with the yield stress of the adja-
cent dissipative element (Fig. 4). The differences 
between particular accelerograms were however 
very small.

Similar results were also obtained for concentri-
cally braced frames. The scattering of global and 
local deformation parameters for different mate-
rial samples within one accelerogram was signifi-
cant lower than the scattering between different 
accelerograms. The evaluation of connection and 
foundation forces adjacent to bracings (dissipative 
elements) show similar tendencies as for the MRF: 
correlation to the actual yield strength and low 
scattering between different accelerograms.

4 CONCLUSIONS

Based on the results of four reference structures—
office and industrial building braced by MRF and 
CBF—following conclusions are made:

− The global and local deformation behaviour of 
the investigated steel structures is less dependent 
on material scattering.

− The scattering of global and local deformation 
behaviour of the structure due to different accel-
erograms is predominant.

− Connection and foundation forces correlate 
strongly with the yield stress of adjacent dissipa-
tive elements, but they are nearly independent to 
the scattering of the seismic action.
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Figure 2. Office building MRF: maximum ultimate 
rotation ratio in the IDA’s (nominal material properties).

Figure 3. Office building MRF: Box plot of column 
foot rotation (material properties as random variables, 
multiplier 10).

300

350

400

450

500

250 300 350 400

yield stress [MPa]

m
o

m
e
n

t 
[k

N
m

]

Figure 4. Office building MRF: maximum moment at 
joint vs. yield stress (beam connection, multiplier 10).

Table 1. Seismic failure criteria.

Criteria Limit Reference

Roof drift 2.5% (ind.) FEMA356
Storey drift 2.5% (ind.) FEMA356
Ultimate rotation 6θy (limit) EN1998-3
Ultimate def. in compression 4Δc (limit) EN1998-3
Ultimate def. in tension 7Δt (limit) EN1998-3

θy = chord rotation at yielding, for 0.3 < N/Npl < 0.5:
θy* = θy (1 – N/Npl) acc. to FEMA350
Δc = axial deformation of the brace at buckling load
Δt = axial deformation of the brace at tensile yielding 
load.
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the peak response of structures subject to seismic pounding
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Following Giaralis & Spanos (2010), this paper 
considers processes g(t) compatible with the given 
seismic design spectrum in conjunction with the 
method of statistical linearization to derive effective 
linear properties of the above described nonlinear 
elastic systems. For illustrative purposes, the elas-
tic spectrum of the European EC8 aseismic code 
(CEN 2004) for peak ground acceleration 0.36 g 
(g = 981 cm/sec2), ground type B and damping ratio 
ζ = 5% is used as a paradigm of an input seismic 
spectrum shown in Figure 2. An efficient numerical 
scheme is utilized to derive a non-parametric power 
spectrum representing a stationary stochastic proc-
ess of finite duration which is compatible in a sto-
chastic sense with the given design spectrum. In 
Figure 2 the power spectrum of a stationary proc-
ess of 20 s duration which is compatible with the 
considered EC8 design spectrum is shown.

Next, the thus derived power spectrum is used 
in conjunction with the statistical linearization 
method to determine equivalent linear properties 
(ELPs) (i.e. equivalent ratio of critical damping ζeq 
and equivalent natural period Teq) for linear SDOF 
structures characterized by a damping ratio ζn and a 
natural period T n pounding on linear and Hertzian 

ABSTRACT: Field observations in the aftermath 
of various major seismic events have indicated 
that pounding between closely spaced structures 
and structural components/secondary equipment 
within structures contributes significantly to the 
overall earthquake-induced structural damage and 
to the associated economic loss (e.g. Kasai and 
Maison 1997).

In this paper, a stochastic approach recently 
proposed in Giaralis & Spanos (2010) is adopted 
to estimate the peak response of certain nonlinear 
systems used to model structures and secondary 
equipment protected from seismic pounding. Spe-
cifically, structural systems whose lateral motion 
due to strong ground shaking is confined in both 
directions by rigid barriers fixed to the ground are 
considered. Suppose that during a preliminary 
aseismic design stage such a system is modeled as 
a linear Single-Degree-Of-Freedom (SDOF) oscil-
lator characterized by a mass m, a stiffness k and 
a viscous damping coefficient c. Further, assume 
that certain measures are taken to mitigate the 
pounding hazard associated with seismic events by 
means of appropriate protective material/devices 
fixed to the barrier allowing a clearance δ from 
the structure. Such provisions may be applicable to 
protect the deck of single-span bridges from col-
lision with the abutments along their longitudinal 
direction (e.g. Zhu et al., 2002); the foundations 
of base-isolated structures from pounding to the 
surrounding soil (e.g. Komodromos 2008); and 
sensitive equipment housed in buildings from hit-
ting against their containers and/or solid objects 
(e.g. Wolf & Skrikerud 1980). Herein, both linear, 
and stiffening springs described by the “Hertzian” 
law (spring force proportional to the deformation 
raised to the power of 3/2) are used to account 
for the overall increase of stiffness in the consid-
ered model for |x|>δ as depicted in Figure 1. The 
parameter α gauges the severity in the nonlinearity 
of the differential equation of motion governing 
the deformation x of  the structure.

Figure 1. Model of the considered structural system 
subject to two-sided pounding on springs following 
Hooke’s (linear) law and Hertz’s law.
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springs as shown in Figure 1. Pertinent numerical 
results are shown in Figure 3 for structures with 
T n = 2 s. Note that these ELPs corresponding to the 
considered nonlinear structural systems depend 
explicitly on the assumed design spectrum. In this 
context, the obtained ELPs are used in conjunc-
tion with the EC8 spectrum of Figure 2 to estimate 
the peak response of the considered nonlinear sys-
tems in the context of response spectrum-based 
dynamic analyses as shown in Figure 4. In particu-
lar, consider a specific linear structure of natural 
period Τn and damping ratio ζn = 5% exposed to 
the EC8 elastic design spectrum (vertical broken 
lines) pounding on linear or Hertzian springs char-
acterized by the parameter α assuming a clearance 
δ. One can move, following the horizontal arrows, 
to a vertical solid line which corresponds to a (ζeq, 
Τeq) pair of ELPs obtained by the statistical line-
arization based methodology herein adopted and 
“read” the related spectral ordinate. In this respect, 
the adopted approach provides estimates of the 
maximum response of the nonlinear systems 
subject to a seismic response spectrum without 
resorting to numerical integration of the govern-
ing nonlinear equations of motion. Furthermore, 
Monte Carlo simulations involving an ensemble 
of 100 non-stationary EC8 design spectrum com-
patible accelerograms obtained by means of a 
wavelet-based methodology (Giaralis and Spanos 
2009) are conducted to confirm that the average 
peak response of the considered nonlinear systems 
compares reasonably well with that of the ELPs.

In view of the numerical results included in this 
study, it is envisioned that the adopted statistical 
linearization based approach can be used to mini-
mize at a preliminary design stage, at least, the 
seismic pounding hazard. Future work can include 

the incorporation of more sophisticated nonlinear 
hysteretic models (e.g. Jankowski 2005, Muthuku-
mar & Des Roches 2006) to account for the energy 
absorption during impact combined with appro-
priate statistical linearization schemes.
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Figure 2. Power spectrum compatible with the consid-
ered EC8 target/design spectrum.

Figure 3. Effective linear properties of various viscously 
damped linear SDOF systems pounding on springs fol-
lowing the linear (Hooke’s) and the Hertz’s laws.

Figure 4. Estimation of the peak response of various 
viscously damped linear SDOF systems pound-
ing on springs following the linear (Hooke’s) and the 
Hertz’s laws.
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ABSTRACT: This paper focuses on the iden-
tification of the characteristics that a group of 
earthquake inputs must possess in order to be 
associated to a given exceedance probability, for 
seismic design applications. The identification of 
the characteristics of the “group of uniform haz-
ard time-histories” is deeply rooted upon their 
probabilistic identification and is here made with 
reference to the elastic response spectral ordinates, 
takes advantage of the information carried by the 

“epsilon” parameter, and is rooted on a separate 
treatment of the aleatory (intrinsic) variability and 
the epistemic uncertainty considered in the hazard 
analysis. The response spectra of the time-histories 
are described as a stochastic model: both (1) the 
probabilistic distribution functions of the spectral 
ordinates of given hazard (which depend on the 
period) and (2) the autocorrelation function of the 
spectral ordinates are obtained.
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A new procedure for probabilistic seismic hazard analysis
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ABSTRACT: In the Performance-Based Seismic 
Design framework, the development of an appro-
priate “Probabilistic Seismic Hazard Analysis” 
which allows to statistically characterize the seis-
mic input at the site of an engineering project 
becomes of crucial importance. The objective of 
the hazard analysis is to compute, for a given site 
over a given observation time, the probability of 
exceeding any particular value of specified ground 
motion parameters. This paper proposes a new 

hazard analysis procedure which is based on the 
same assumptions of the Cornell’s widely upheld 
approach, but is alternative to this. The peculiari-
ties of the proposed procedure resides (i) in that 
it leads to the determination of the probability 
functions (CDF and PDF) of the selected ground 
motion parameter (PGA, PGV, …), and (ii) in that 
the occurrence of seismic events may be schema-
tized either with the widely-used Poisson process 
or with more general Non-Poissonian models.
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The seminal methodology to evaluate joint 
seismic hazard, which was co-authored by the PI 
of this proposal, was introduced in 1998 and was 
called Vector Probabilistic Seismic Hazard Analy-
sis (VPSHA). This method, which is herein called 
the “direct method”, is based on numerical integra-
tion of the joint Gaussian distribution of ground 
motion parameters generated at a site by an earth-
quake of given characteristics. Despite the long 
availability of the methodology, VPSHA has been 
rarely used in practice mainly because the three 
VPSHA computer programs in existence (Bazzurro 
1998, Thio 2003, Gülerce & Abrahamson 2010) 
have inadequate documentation, are limited to two 
parameters, and are unable to identify the scenar-
ios that control the joint hazard via the so-called 
“disaggregation” procedure. These shortcomings 
have severely hindered their use. To circumvent 
these problems, engineers have used scalar PSHAs 
for single ground motion parameters that are com-
binations of multiple ones (e.g. the geometric mean 
of the spectral accelerations at the first period of 
vibration in the two main horizontal directions of 
a building).

To help promoting the use of VPSHA, this 
study develops a methodology, herein called the 
“indirect approach”, which allows the computa-
tion of the joint hazard using any standard scalar 
PSHA software. In addition, the method makes 
use of the covariance matrix of the ground motion 
parameters for which the joint hazard is sought, 
and the disaggregated scalar site hazard for all 
the ground motion parameters considered. The 
empirically-derived covariance matrix for many 
ground motion parameters is currently available 
in the literature. This indirect approach to VPSHA 
is more computationally efficient as compared 
to the direct method based on the integration of 
multivariate Gaussian distributions. The indirect 
method can accommodate up to five or six ran-
dom variables with current desktop computer 
limitations without significant loss of accuracy 
and can disaggregate the joint hazard. Note that 
the direct integration method, which is analyzed 
in this study only for the purposes of validating 

ABSTRACT: After many years of development 
in academia, performance-based earthquake engi-
neering (PBEE) has become a common tool in 
industry for assessing the response of buildings 
and other structures subjected to seismic loading. 
Studies based on PBEE are used by a variety of 
stakeholders. Building owners, for example, use the 
results of these studies to decide whether to retrofit 
buildings and/or whether to invest in earthquake 
insurance. Lending institutions use them to decide 
whether to grant or deny a loan. Insurers use them 
to decide whether to underwrite earthquake insur-
ance for a structure at a particular site and to 
determine an appropriate premium. Regardless 
of the application, it is critical that estimates of 
the likelihood that a structure’s response exceeds 
a given level of severity, ranging from the onset of 
damage to incipient collapse, be as accurate as rea-
sonably possible.

The three main aspects of PBEE are (1) evalu-
ation of seismic hazard, (2) assessment of the 
response of the structure for any given level of 
ground shaking, and (3) computation of con-
sequences potentially induced by any state of 
damage predicted by the response analysis. Such 
consequences are usually measured in terms of 
monetary losses, downtime and casualties. To 
increase the accuracy of the response prediction, 
engineers have recently taken advantage of the 
computational capabilities of modern computers 
by building more realistic two-dimensional and 
three-dimensional numerical models. The response 
of these complicated models is better gauged by 
monitoring multiple behavioural metrics, such as 
maximum interstory drifts in both the longitudi-
nal and transverse directions, and the maximum 
story acceleration along the height of the structure. 
To predict the values of such response measures, 
multiple intensity measures (IMs) of the ground 
motion in both horizontal (and sometimes vertical) 
directions are necessary. Hence, many researchers 
have recognized the need for estimating the joint 
site hazard of the predicted ground motion param-
eters of interest, which is a complicated task since 
these parameters are generally correlated.
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the proposed indirect approach, can only handle 
up to three variables, and requires extremely costly 
computations. The computationally efficient indi-
rect method could be easily coupled with the haz-
ard and disaggregation results from USGS scalar 
hazard maps or OpenSHA to produce joint hazard 
estimates at any site.
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ABSTRACT: This paper presents advances in 
probabilistic modeling of hurricane wind fields 
and their incorporation into both short-term (near 
real-time) and long-term hurricane risk analysis 
simulation models. Output from the short-term 
model can be used in advance of an approaching 
hurricane to make decisions about evacuation, 
resource staging, hardening of selected facilities 
or routes, and so forth. Output from the long-term 
model can be used to characterize hurricanes for 
purposes of individual structure or portfolio risk 
analysis, as the basis for risk-consistent design basis 
wind speeds (e.g., performance-based design), or 
to characterize hurricane events (rather than sim-
ply maximum wind speeds) for purpose of spatial 
risk analysis or performance-based assessment of 
a portfolio of structures. Examples of each are 
presented and suggestions for future work are dis-
cussed. Also included is a brief  discussion of mod-
eling the joint hurricane wind-surge hazard.
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tracks. This yields in a 6-hourly data set of tropical 
storms representing thousands of years.

The last data point before landfall (storm track 
crossing the coast line) is used as landfall intensity 
for both data sets. Only the time period 1950–2008 
from HURDAT is used in the validation of the sto-
chastic event set to be consistent with the data used 
for the stochastic event set itself.

3 GPD WITH CONFIDENCE INTERVALS

Extreme value statistics consists of a set of methods 
useful for the analysis of rare and extreme events. 
For the analysis of hurricane landfall intensity, the 
General Pareto Distribution (GPD) is used. The 
GPD is a so-called peaks-over-threshold method 
(POT) using all data over a certain threshold. Scale 
and shape parameter of the GPD are fitted by a 
maximum-likelihood approach and the threshold 
is set so that the amount of data used for the fit is 
maximized and the fit only changes marginally with 
increasing threshold. While extreme value statistics 
allows the estimation of return periods for return 
levels (i.e. landfall intensity), the uncertainty of 
such an estimation grows rapidly for time periods 
beyond the length of the data used. Therefore the 
GPD is not a replacement of a stochastic event set.

The estimation of confidence bounds by profile 
likelihood is only possible if  enough data is avail-
able and if  the GPD fit is of good quality. This is 
a limitation, especially for smaller landfall regions 
and regions of low historic activity.

If  the data of the stochastic event set lies within 
the confidence bounds of the GPD fit, we can say 
that the two data sets cannot be statistically dis-
tinguished. In other words, the stochastic event set 
fits the historic data within the confidence limits.

4  SAMPLING OF STOCHASTIC EVENT 
YEARS

By re-sampling the number of years of the historic 
data set (59 years in our case) from the stochastic 

1 INTRODUCTION

Stochastic event sets of tropical cyclones are fre-
quently used for risk assessment. These data sets 
represent thousands of years of hypothetical 
events with the same overall statistics as the his-
toric data. Having such large data sets allows the 
performance of risk assessment at return periods 
much longer than the length of the historic data 
set. The purpose of this paper is to present a sto-
chastic event set for the Atlantic basin together 
with several validation techniques. The validation 
techniques are based on the intensity of landfalls 
along the US coast.

This paper presents a stochastic event set for 
the Atlantic basin together with several possible 
ways of validating a stochastic event set. One of 
the methods is based on extreme value statistics 
by estimating a best fit together with confidence 
bounds, which can then be compared to the historic 
data. The other methods are based on estimating 
the uncertainty in the stochastic event set. One of 
these two methods is based on resampling the time 
period of the historic data set from the stochastic 
event set and the other is based on reconstructing 
the stochastic model and leaving out part of the 
original data.

2 DATA

Historic data from 1950–2008 is used in this 
study is from the 6-hourly HURDAT database of 
Atlantic hurricanes (Landsea et al., 2004). Data 
for this time period is used for the development of 
the stochastic event set as well as for its validation. 
This time period is assumed to be complete and 
not suffer from storm count underestimation.

The stochastic event set is ongoing work and 
based on Hall and Jewson (2007). The stochastic 
model consists of a stochastic tropical cyclone 
genesis process, a stochastic storm track simulation, 
and a stochastic intensity simulation along the 

ICASP Book II.indb   477ICASP Book II.indb   477 6/22/2011   12:49:26 AM6/22/2011   12:49:26 AM



478

data set, we can estimate another set of confidence 
bounds. The figure shows 10,000 sets of data, each 
as long as the historic data and each randomly 
sampled from the stochastic event set. Also shown 
are the associated 5% and 95% confidence bounds. 
These bounds represent the sampling uncertainty 
of the stochastic model. If  the historical curve if  
alls inside these confidence bounds, then the his-
torical landfall set can be seen as one possible rep-
resentation of the much larger set of stochastic 
landfall. In this case the stochastic model landfall 
is validated.

This procedure evaluates the realism of the sto-
chastic model, but it does not provide uncertainty 
estimates on the model’s mean landfall rates. For 
this a different sampling procedure is needed.

5  REPEATED CONSTRUCTION 
OF THE STOCHASTIC MODEL

To estimate the uncertainty of the stochastic 
model we perform a generalized jaccknife proce-
dure. We re-build the stochastic model a number of 
times, each time leaving out randomly 12 of the 59 
data years (∼20%). By this method, the sensitivity 
of the model’s mean rates to sampling error in the 
underlying data is tested. This method is computa-
tionally very intensive, since the stochastic model 
has to be built over and over again.

6 RESULTS

Figures 1–2 show all of the methods for landfalls 
along the entire US coast. Figure 1 shows the 

historic HURDAT data for 1950–2008, the entire 
data of the stochastic event set, samples of 59 years 
of the stochastic event set, and the 5% and 95% con-
fidence bounds of these samples. Figure 2 shows 
the entire data of the stochastic event set with the 
model uncertainty being determined by the repeated 
construction of the model with random 20% data 
drops. Figure 2 also includes the GPD fit of the his-
toric data of 1950–2008 and the the 95% confidence 
bounds of the GPD fit.

7 CONCLUSIONS

The three different validation techniques show that 
the stochastic event set generally matches the his-
toric data with regard to US landfall intensities. 
The uncertainty of the model (represented by the 
random drop out) is much less than the uncertainty 
of the extreme value fit or the uncertainty of the 
resampling.
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Figure 1. Landfall intensities and return periods along 
the US coast from historic HURDAT data for 1950–2008 
(blue), the entire data of the stochastic event set (green), 
samples of 59 years of the stochastic event set (yellow), 
and the 5% and 95% confidence bounds of the sam-
ples (red).

Figure 2. Landfall intensities and return periods along 
the US coast from the entire data of the stochastic event 
set (green line). The green surface is determined by the 
repeated construction of the model with random 20% 
data drops. The red line is the GPD fit of the historic 
data of 1950–2008 and the orange surface represents the 
95% confidence bounds of the GPD fit.
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in the target area Ocean (0°N–70°N, 100°E–200°E) 
from the BT. The 2D-pdf consists of an input 
value and its local variation. Such analysis was 
evaluated for track direction, velocity, central 
atmospheric pressure, cyclogenesis and cyclolysis. 
We employed principal component analysis to esti-
mate the 2D-pdfs. Finally, the STM employs the 
Monte Carlo simulation which generates typhoons 
by combining statistical 2D-pdf information.

The MRI-AGCM3.1S is an atmospheric GCM 
with T959L60 and is newly developed by Mete-
orological Research Institute, Japan (Kitoh et al., 
2009). Time slice experiments were conducted 
for three climate periods of 1979–2003 (present 
climate), 2015–2030 (near future climate) and 
2075–2099 (future climate) with different sea sur-
face temperatures (SSTs). SSTs are used as one of 
external forcing of the AGCM as a bottom bound-
ary condition. Observed SST from the UK Met 
Office Hadley Centre (HadlSST) is used for the 
present climate experiment, and ensemble mean 
SSTs from CMIP3 multi-model projections of 
SRES A1B are employed for the future climate 
experiments. Indicative typhoon data was selected 
key features of typhoons such as typhoon tracks, 
central atmospheric pressures and maximum wind 
velocities every 6 hours. Although it is difficult to 
represent typhoon magnitude perfectly, the biases 
are consistent to the estimated changes between 
present and future climates produced by a dynami-
cal model. Therefore we applied the changes in 
typhoon characteristics, predicted by the GCM to 
the proposed STM.

The STM has applied to hindcast (present 
climate) by using BT data from 1951 to 1995. 
Figure 1 shows the annual mean numbers of 
typhoon transit; the panel (a) is for BT data by 
RSMC-TTC and (b) is for STM result for 10,000 
years. Although the STM simulation has a little 
bias in genesis area compared to the observation, 
trajectory pattern of typhoons is well reproduced. 

ABSTRACT: Intensity of tropical cyclones 
(typhoons, hurricanes and cyclones) in the future 
will possible increase with the increase of sea 
surface temperature, as reported in the fourth 
assessment report of Intergovernmental Panel 
on Climate Change (IPCC AR4, 2007). Intensity 
enhancement of tropical cyclone, in other words, 
increase of wind speeds and decrease of atmos-
pheric depressions cause severe coastal disasters 
due to extreme waves and storm. Thus, it is neces-
sary to evaluate the future climate change effects 
on typhoons. A deterministic evaluation of storm 
surges in a particular bay is difficult because the 
data of typhoons, causing damages on a specific 
region, are very few. Since extreme analyses are 
necessary for disaster reduction planning, the 
number and intensity of projected typhoons by 
a single GCM does not provide enough informa-
tion, therefore a stochastic typhoon model (STM) 
is necessary for engineering purposes.

The purpose of this study is to establish a STM 
for estimating characteristics of typhoons from 
cyclogenesis to cyclolysis in both present and future 
climate conditions in order to evaluate coastal 
hazard risks. Differences of statistical characteris-
tics between the present and the future typhoons 
were estimated from projections by a GCM under a 
climate change scenario and are taken into account 
in the stochastic modelling of future typhoons 
based on the climate change signal. The STM is 
used to estimate the probability of future typhoon 
hazard for Japanese major bay area.

The present study reports on the STM from 
cyclogenesis to cyclolysis without distinction of 
season based on the observed typhoon track data 
(so-called best track data, BT) to assess the accu-
racy and bias tendencies of GCM projections. BT 
contains 1468 observed typhoons from 1951 to 
2005 in the northwest Pacific.

Two-dimensional probabilistic density functions 
(2D-pdfs) are estimated for each area of (1° × 1°) 
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For example, some typhoons go straight toward 
China and some other typhoons turn to northeast 
near Taiwan. It was confirmed that the mean val-
ues of probabilistic properties of typhoons (e.g. 
landed number, central pressure and moving speed) 
approaching near the Osaka bay (134.5E∼135.5E, 
34 N∼35 N) simulated by the present stochastic 
model agreed fairly well with those of analyzed 
typhoons.

The future characteristic of typhoon is discussed 
by using the proposed STM with the assumed 
probabilistic information of future climate. Thus 
the question arises how the future typhoon infor-
mation should be taken into account. The analysis 
of typhoon data of GCM is conducted, first. Then, 
the transformation of BT data based on future 
GCM analysis is evaluated as an expected future 
typhoon data set.

It was found that future typhoons projected 
from the MRI-AM20 have large biases and it is 
therefore difficult to use the typhoon data directly 
to evaluate as the base data set of STM. To utilize 
the changes in typhoon characteristics projected by 
GCM, the locations of cyclogenesis and cyclolysis 
of BT data are changed proportionally accord-
ing to the lognormal pdf’s change. The modified 
future typhoon track may be extended or short-
ened which will change the timing and location of 
landfall in Japan. The stochastic procedure in the 
future experiment uses the modeled future typhoon 
tracks as input data on a grid of 1° by 1°.

Due to the shift of cyclogenesis location, 
number of typhoon around 10 N–20 N is decreased 
in the west side and is increased east side of the 
Northwest Pacific Ocean. As a result, typhoon 

transit density decreases in the Philippine Sea and 
decreases a little in the East China Sea. There is 
about 0.3 decreases around the west Japan. It will 
be discussed in detail.

From the Monte Carlo simulation, the number 
of possible typhoon events will decrease in 
Japanese major bay areas. This is expected because 
the number of future cyclogenesis is given smaller 
than present climate. However, the number of 
future cyclogenesis is decreased about 21% in the 
whole domain but number of future typhoon is 
decreased 30%. This is the influence of shift of 
typhoon tracks and cyclolysis.

The lowest central atmospheric pressures of 
the typhoons passing over major bays will stay 
approximately the same in the future. One of 
the most significant results is the suggestion that 
for all three major bays the possibility of intense 
typhoons with central atmospheric pressure lower 
than 960 hPa will increase in the future. Although 
the average typhoon intensity will not change, 
extreme conditions will become more severe.

A stochastic typhoon model (STM) for estimat-
ing characteristics of typhoons from cyclogenesis 
to cyclolysis was established and its performance 
verified in the present climate. Differences between 
statistical characteristics of the present and the 
future typhoons were estimated from projections 
by an AGCM under a climate change scenario and 
are taken into account in the stochastic modelling 
of future typhoons as a climate change signal. The 
Monte Carlo simulation of the STM conducted 
a 10,000 year dataset of typhoons for the present 
and for the future, respectively. It was found that 
the number of typhoons that would hit Japan will 
decrease by about 30 percent but the mean value of 
the central atmospheric pressures will not change 
significantly. An important point is that the arrival 
probability of stronger typhoons will increase in 
the future climate scenario.
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(a)  Best Track data by
       RSMC-TTC (1951~2005)

(b) STM output (10,000yrs)

Figure 1. Typhoon track density in the Northwest Pacific.

Figure 2. Difference of typhoon track density between 
future and present in the Northwest Pacific.
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in insured losses and $26.5 billion in total losses 
expressed in 1992 dollars. The aftermath revealed 
that the losses could have been significantly 
reduced if  (1) builders, professionals and inspec-
tors had at least complied with and enforced the 
existing building code, and (2) if  the loss projection 
method accepted by the insurance industry would 
have considered vulnerability more thoroughly.

To address these problems, the obvious short-
comings of the “excess wind procedure” method 
led the ISO in 1996 to replace it by computer simu-
lation methods. In addition, the state of Florida 
responded vigorously in all fronts, including:

• The adoption of a single building code, The 
Florida Building Code, which saw light in 2001 
and was made effective on March 1, 2002. Stud-
ies indicate that the losses due to hurricanes have 
decreased since the enactment of the FBC.

• The creation of  the Florida Commission on 
Hurricane Loss Methodology (FCHLM), to 
mediate between the insurance industry and the 
state of  Florida, to set a method for the rate fil-
ing process and to review and certify loss mod-
els. The FCHLM is now the “gold standard for 
the review of  hurricane models for producing 
property insurance-loss costs” serving not only 
Florida but helping all hurricane-prone states 
by providing a wealth of  information that is 
useful to ease the acceptance process of  loss 
models.

• The creation of a not-for-profit insurer of last 
resort, Citizens Property Insurance Corporation 
to provide property insurance for home-owners 
who cannot obtain insurance elsewhere.

• The development of a state of the art catastro-
phe model, the Florida Public Hurricane Loss 
Model (FPHLM), to predict insurance losses in 
Florida.

This paper focuses on this later development.

1 INTRODUCTION

1.1 Florida before hurricane Andrew

Building wind vulnerability started to be a concern 
to both state agencies and the insurance industry 
in the 1950’s. Some counties began with the grad-
ual enactment of building codes to standardize the 
construction practices while the insurance industry 
began to analyze exposure and make underwriting 
with econometric methods based on time series of 
past catastrophe losses.

There were mainly two codes in use in Florida 
before the 1990’s, the South Florida Building Code 
in Miami-Dade and Broward counties and the 
Standard Building Code in most of the rest of the 
State. Although the SFBC was the most stringent 
code in Florida, this was uncorrelated with compli-
ance and enforcement from many builders, design 
professionals and inspectors. To a lesser extent, 
some of the code stringency was eroded for almost 
three decades.

On the insurance industry side loss projection 
methods relied solely on recent historical claim 
data to set the premiums for hurricane peril and 
for the estimation of average annual losses. By 
the 1980’s and 1990’s up to 30 years of past losses 
were used for the homeowner policies ratemaking, 
depending on the company available information. 
In the late 1980’s, the Insurance Services Office 
(ISO) tuned the existing technique by splitting hur-
ricane and non-hurricane losses for ratemaking; the 
method was called the “excess wind procedure”. 
The method predicted an “excess” catastrophe loss 
of $80 million, for 1992.

1.2 Florida after hurricane Andrew

Hurricane Andrew in 1992 changed the percep-
tion that Floridians had of the building stock 
vulnerability. The damage resulted in $16 billion 
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2 SCOPE OF THE PAPER

The paper starts with a description of the 
different component of the FPHLM. The authors 
follow with a description of the modeling approach. 
The differences between the two approaches fol-
lowed for the low rise personal and commercial 
residential, and the mid/high-rise commercial resi-
dential buildings are highlighted. In the case of the 
low rise buildings, the buildings are modeled as a 
whole, while in the case of the mid/high rise build-
ings, the buildings are treated as an aggregation of 
apartment units.

Next, the exposure studies carried out for both 
personal and commercial residential structures are 
reported.

The paper then describes how the two modeling 
approaches are applied in the derivation of the 
vulnerability functions of the buildings. In the case 
of the low rise buildings, overall structures vulner-
abilities are derived, while in the case of mi/high 
rise buildings apartment external vulnerabilities 
are derived.

Finally, the integration of these vulnerabilities 
in the actuarial model to compute insured losses 
is described.

3 VALIDATION

The validation challenge is that all components of 
the model, i.e. atmospheric, engineering, and actu-
arial, need to be validated independently and then 
a validation of all components working together 
is also necessary. These validations are dependent 
on the availability of reliable insurance data. The 
validation of the LB and MHB modules are more 
difficult due to the scarcity of available data. How-
ever, the modelers were able to compare the results 
of the model against claim data from one insur-
ance company, for Hurricane Wilma. The data 
contained 3436 LB policies and 237 MHB policies. 

In the case of the LB claims, the FPHLM over 
predicted the losses by 17%, while in the case of 
the MHB claims, the FPHLM under predicted the 
losses by 1%.

4 CONCLUSIONS

This paper describes the development of wind vul-
nerabilities for personal residential and commercial 
residential buildings, including low-rise and mid/
high-rise structures.

The work reported here includes several novel 
approaches regarding the treatment of building 
vulnerabilities. These include a new interior dam-
age model based on an estimate of water intrusion, 
and water propagation. Sensitive points include 
the estimate of vertical rain fall, rain duration, 
conversion of vertical rainfall into horizontal rain-
fall and correlation of water intrusion with interior 
and contents damage. Another novel approach is a 
modular description of mid/high rise buildings of 
any shape and size, which are treated as an aggre-
gation of apartment units.

Access to meteorological data and damage and 
claim data are important for the validation and cal-
ibration of these new vulnerability models. Prelim-
inary validation results are extremely encouraging.
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assessment of the seismic hazards. In regard to 
tropical cyclones, a unique study has been under-
taken to quantify the variability of the risk assess-
ment results using different models, taking basis in 
the areas of Florida and North Carolina in USA. 
(Watson and Johnson, 2004).

1.1 Challenging issues

The ultimate objective of probabilistic modeling 
and risk assessment is to facilitate decision mak-
ers to identify optimal decisions. Seen in this light, 
together with the current status described above, 
the following issues are addressed as future tasks 
in regard to the tropical cyclone risk management: 
(1) Separation of aleatory and epistemic uncertain-
ties; (2) Quantification of epistemic uncertainty; 
(3) Implementation of these uncertainties in the 
formal framework for risk assessment and decision 
analysis.

1.2 Focus in the paper

As a first step for challenging these tasks, the 
present paper focuses on the assessment of the haz-
ard variability that comes from the use of different 
modeling schemes and data sets, and the specifica-
tion of the modeling schemes; which is addressed 
as a part of the second task “quantification of 
epistemic uncertainty”. A general framework for 
the uncertainty treatment in risk assessment and 
decision analysis is introduced, whereby account-
ing for the tasks mentioned above. The typhoon 
risk model developed by the group of the authors 
is introduced (Graf et al., 2009). This model is used 
as the reference typhoon model, based on which 
several variants of the modeling schemes and the 
specification of the schemes are developed and sys-
tematically investigated.

2  REFERENCE TYPHOON MODEL 
AND ALTERNATIVE MODELS

The referenced typhoon model (Graf et al., 2009) 
consists of two parts; a hazard model and a 

1 INTRODUCTION

During the last few decades the probabilistic mod-
eling of natural hazards and their risks generally 
has experienced significant improvement and many 
successes not only in methodology, but also in their 
applications. Important applications include risk/
reliability-based structural design, determination 
of design loads in building design codes, insur-
ance loss estimations of engineered facilities and 
portfolios, and risk mapping to facilitate efficient 
resource allocations for risk reduction measures.

Sharing the common methodologies and similar 
data sets in the modeling, however, models devel-
oped based on these often result in significantly 
different assessments of risks. These differences 
come from the use of different data sets, different 
modeling schemes, and different specification of 
the modeling schemes. In spite of the presence of 
advanced statistical techniques, the identification 
of the best modeling scheme and the best specifi-
cation are difficult, hence, these are often highly 
subjective, presumably contributing to the large 
variability of the risk assessments.

This type of variability is generally understood 
as epistemic uncertainty, which arises from the lack 
of sufficient data and/or knowledge. Note that in 
contrast to the epistemic uncertainty, random-
ness in nature is called aleatory uncertainty. The 
general treatment of both types of uncertainty in 
risk assessment and formal decision analysis has 
been, since decades, an issue of attention in civil 
engineering and other fields. Presently, the general 
framework for the treatment of the uncertainties is 
readily available, see e.g. Paté-Cornell (1996).

However, in practice the epistemic uncertainty 
is often ignored, mixed up with aleatory uncer-
tainty otherwise treated in ad hoc manners, which 
can lead to erroneous assessment of risks. Such 
examples are investigated in detail in Nishijima 
et al. (2008). Exceptions for these are found in the 
state-of-the-art projects for seismic hazard assess-
ment for nuclear facilities at Yucca mountain in 
USA and in Switzerland (PEGASOS project). In 
these projects epistemic uncertainties are explic-
itly and consistently taken into account in the 
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vulnerability model. The hazard model describes 
the probabilistic nature of the entire life-time of 
typhoons and associated wind fields from their 
occurrence to dissipation. The hazard model is 
composed of four sub-models; i.e. occurrence 
model, transition model, wind field model and sur-
face friction model.

To investigate the variability due to the differ-
ent modeling schemes and their specifications in 
the transition model, eight different alternative 
models are established. The variables considered 
here are: discretization in time and space, the order 
of Markov chains for the transition, and different 
data sets.

3  VARIABILITY OF HAZARD 
ASSESSMENT BETWEEN ALTERNATIVE 
MODELS

Using the alternative models for the transition, and 
the other parts of the typhoon model developed by 
the group of the authors, Monte Carlo simulations 
are performed to investigate the variability of the 
hazard assessment.

The maximum 10-minute sustained wind 
speeds for each typhoon event are considered. The 
wind speeds are simulated at several locations in 
Japan Based on the simulations, the maximum 
wind speeds are estimated as a function of return 
period.

Figure 1 shows the maximum wind speeds at 
Tokyo, Sapporo and Ishigaki, which are obtained 
from the different alternative models. The maxi-
mum wind speeds obtained from the different 
alternative models differs by 2 to 3 [m/s] at the 
return period of 100 years. The variation increases 
at locations of higher latitudes.

4 CONCLUSIONS

The present paper addresses three challenging 
issues in tropical cyclone risk management from 
the perspective of the treatment of uncertainty. 
These are: (1) Separation of aleatory and epistemic 
uncertainties. (2) Quantification of epistemic 
uncertainty. (3) Implementation of these uncer-
tainties in the formal framework for risk assess-
ment and decision analysis.

As a first step for challenging these issues, 
quantification of the variability of hazard assess-
ment results due to different alternative models is 
investigated.

Taking basis in the typhoon model developed by 
the group of the authors, eight different alternative 
models are systematically developed (i.e. no subjec-
tive “tuning-up”). The variability of the 100-year 
return period wind speed at Tokyo is approxi-
mately 3 m/s.
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Figure 1. Maximum wind speeds as a function of return period for Ishigaki (left), Tokyo (centre) and Sapporo (right) 
for the different alternative models.
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team developed a hurricane wind model, Powell 
et al. (2005); an engineering team developed the 
building vulnerability and exposure model, Pinelli 
et al. (2010, 2008, 2004); an actuarial and insur-
ance team translated the building physical damage 
to insurance loss; and a computer team integrated 
the different components into a user-friendly and 
stable computer platform, Chen et al. (2009). An 
overall discussion of the model and related sta-
tistical issues is provided in Hamid et al. (2010a, 
2010b).

Both the meteorology and engineering compo-
nents provide outputs that constitute critical inputs 
into the insured loss model. The meteorology 
component provides the probability distribution 
of winds for each zip code centroid or geocoded 
location. These are 3-second peak gust winds cor-
rected for the terrain roughness. The component 
performs simulations to generate a stochastic set 
representing 50,000 years of activity. Models have 
been developed to determine translational veloc-
ity, central pressure, radius of maximum winds 
etc. The storms retained in the simulations include 
both hurricane events at Florida landfall and 
bypassing hurricanes that produce open terrain 
winds >30 mph on land in at least one zip code.

The tracks of historical hurricanes have been 
shifted probabilistically to generate tracks and 
intensities for the simulated hurricanes. The initial 
seeds for the storms are derived from the HURDAT 
data base produced by the Hurricane Research 
Division of NOAA. Each simulated storm has an 
estimated track and intensity and a set of modeled 
wind fields at successive time intervals. The wind 
field model generates the open terrain 1-minute 
maximum sustained wind speeds for the storm at 
various locations (e.g., population-weighted zip 
codes centroids) along its track. These 1-minute 

1 INTRODUCTION

Recent hurricanes have created a crisis in the home-
owner insurance market. There is great uncertainty 
about the nature of the risk and the potential losses. 
To help assess such risk, predict insured losses for 
personal and commercial residential properties, and 
to help evaluate rate filings, the Florida Office of 
Insurance Regulation contracted a group of inter-
disciplinary university researchers to develop the 
Florida Public Hurricane Loss Model (FPHLM).
This paper discusses the nature and use of a public 
catastrophe model to assess hurricane risk and esti-
mate potential losses. It briefly explains the model 
design and then presents estimates of the average 
annual insured residential losses and probable 
maximum insured losses for the state of Florida. 
It also presents scenario-based loss estimates for 
Category 1 and 5 hurricanes land-falling at various 
locations in the state.

The model can generate inputs used by insur-
ance companies. The Average Annual Loss (AAL) 
estimates are typically used by insurance compa-
nies as input in the rate making process, and are 
also used by state regulators to help evaluate rate 
filings. The PML provides the loss estimate for a 
variety of return periods. It is in the interest of 
society, government, and the economy that insur-
ance companies have the ability to cover massive 
potential losses. The PML provides loss estimates 
for such large events, and hence provides insight 
into how much reinsurance is needed.

2 CAT MODELING METHODOLOGY

Development of the FPHLM required collabora-
tion of several disciplinary teams: a meteorological 
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maximum sustained winds are then converted to 
3-second peak gust winds corrected for terrain 
roughness by using the gust wind model and the 
terrain roughness model. Higher terrain roughness 
reduces surface winds, and peak gust winds can be 
30% to 35% higher than the sustained winds. For 
each zip code centroid, an accounting is then made 
of all the simulated storms that pass through it, 
Hamid (2010b).

The end product of the engineering component 
for personal residential properties are damage 
probability matrices that are used as input in the 
insured loss model, Pinelli et al. (2010, 2004). Each 
column of the damage matrix shows the probabil-
ity distribution across damage levels for a given 
wind speed, and matrices are provided for build-
ing, contents, appurtenant structures and addi-
tional living expenses. Vulnerability matrices are 
provided for these construction type, and include 
masonry, frame, mobile home, and unknown. 
Separate vulnerability functions are generated for 
commercial residential properties. Within each 
construction type, the damage matrices are specific 
to the roof types (hip or gable) and number of sto-
ries. Since policy data may not provide this level of 
specificity, weighted matrices are used, where the 
weights are the proportion of different parameters 
such as roof cover, roof types, number of stories, 
and opening protection in a given region as deter-
mined by a survey of the building stock existing 
in the state of Florida. Furthermore, the year of 
construction is used as a proxy for construction 
quality and to account for the building codes. 
A total of over 1,000 matrices are created to cover 
different combinations of structural type, region, 
and quality. And regional differences in the vulner-
ability matrices capture the regional differences in 
the building code and construction practices.

The actuarial component produces loss esti-
mates such as the average annual loss, and the 
maximum probable loss for a given event over a 
given time period; Hamid (2010b). The insurance 
policy exposure data for both personal and com-
mercial residential properties are used. They are 
extracted from the Florida Catastrophe Fund pol-
icy data set. The loss cost estimates do not include 
expenses, risk loads, investment income, premium 
reserves, taxes, assessments, or profit margins. The 
model produces pure loss costs. The modeled loss 
costs also do not include storm surge losses.

3 SELECTED RESULTS

Average annual loss costs (AAL) were estimated 
for the state of Florida based on the2007 exposure 

data. The zero deductible statewide average annual 
losses are approximately $5.9 billion for combined 
personal and residential properties. It should be 
noted that the zero deductible loss is the ground-up 
loss. A 100-year hurricane is expected to produce 
about $64 billion in residential losses.

Simulations were also done to estimate “what 
if  scenarios” of land falling hurricanes at various 
locations in Florida for personal residential prop-
erties only. The worst case scenario, e.g., a 1 in a 
1000 year event, resulted in over $100 billion in 
insured losses in South Florida. More typically, 
a Cat 5 hurricane land falling in Miami and pro-
ceeding west will produce estimated gross personal 
residential loss of $47 billion, while an identical 
hurricane landing in Tampa and proceeding east 
will produce $60 billion in estimated gross loss. It is 
also shown that the topography of Southeast and 
Central West Florida are a source of higher risk 
and vulnerability.
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The second case study (Parkfield, USA), many 
VS profiles have been measured at strong motion 
stations. Here, we focus on how we can use the 
measured ground motions to quantify the estima-
tion and model uncertainties in this region and 
use this information to compute a weighted mean 
of the different estimates of site effects, where the 
weight is inversely proportional to the variance of 
the individual amplification estimates.

This result of this method is illustrated in 
Figure 1 which plots the predicted site response 
amplifications for a variety of periods: (a) 0.2 sec, 
(b) 0.5 sec, (c) 1.0 sec, and (d) 4.0 sec. The 0.5 sec 
period predicted amplifications are controlled by 
local VS surveys period in the vicinity of the strong 
motion stations. The influence of the topographic 
slope method increases as the distance to the 
measured data increases because the variance of 
the kriged estimate of the amplification increases. 
At larger periods (1.0 sec and 4.0 sec) the geology 
polygons have more influence on the predicted 
amplifications.

The Kobe and Parkfield case studies illustrate 
how the data that are available for mapping site 
response are highly variable from one region to 
the next. Both of these regions, however, are rela-
tively extensive datasets because most regions will 
not have the amount of geotechnical data available 
here. In regions where data are more scarce, the first 
option is to use the Wald and Allen (2007) method 
to estimate the site response amplifications from 
topographic slope. This requires the least effort, 
and provides a first order approximation of the site 
response. As additional effort is invested (either in 
analyzing satellite imagery or geologic mapping), 
and additional data are collected (either in geotech-
nical exploration or ground motion records), the 
accuracy and reliability of the site response map 
is improved. The major challenge to seamlessly 
combining multiple estimates of period-dependent 
site effects is to account for the uncertainties of 
each estimate, which is both a function of location 
and period. In Kobe, where the data consists of 
velocity profiles and surficial geology, kriging with 
a trend is able to produce a map that combines 
these two types of data. In Parkfield, the data are 

EXTENDED ABSTRACT

Many different site response proxies have been 
proposed for estimating the site response ampli-
fications with varying degrees of precision and 
spatial coverage. Site response data may be vec-
tor or raster spatial data and may be either 
period-dependent or period-independent. We study 
both the spatial coverage and the accuracy of these 
different methods. Vector data are typically either 
point data, such as individual velocity surveys, or 
polygon data, such as mapped surficial geology 
(Wills and Clahan 2006). Raster data include topo-
graphic slope (δ) (Wald and Allen 2007).

The site response proxies with the greatest spa-
tial coverage are the raster datasets, which can be 
estimated globally. However, the accuracy of these 
proxies varies by region because the correlations 
are developed on a different or smaller region.

The most accurate site response proxies are 
those based on in situ measurements of S-wave 
velocity (VS), but these point data require spatial 
interpolation for mapping, such as kriging. As dis-
tance between the location of the estimate and the 
nearest measurement increases, the accuracy of 
the interpolation/extrapolation decreases. Thus, 
the accuracy of estimating the site response proxy 
must also be accounted for when incorporating site 
effects into seismic hazard maps.

In this paper, we use the square-root-
of-impedance (SRI) method (Joyner et al., 1981) 
rather than the widely used time averaged VS 
to 30 m depth (VS 30) (Borcherdt 1994) because the 
VS profiles contain valuable information for site 
response beyond the single value of VS 30. We also 
use the procedure described by Zhao et al. (2006) 
to estimate the fundamental site frequency (f0) 
from horizontal-to-vertical spectral ratios (H/V).

We present two case studies that illustrate two dif-
ferent approaches for combining multiple estimates 
of period-dependent site effects. First, we investi-
gate the Kobe, Japan, sedimentary basin where a 
large number of VS profiles are available. In this 
first case study, we focus on incorporating mapped 
surficial geology into a geostatistical model for spa-
tial interpolation, known as kriging with a trend.
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much more varied, and we provide a method for 
mapping site response that is a weighted mean of 
the many site response estimates, where the weights 
are proportional to the variance of each estimate, 
thus accounting for both the period and spatial 
dependence of the uncertainty.
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soils under compression loading: Ultimate limit state
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is modeled by a Poisson process. The duration of 
each snow storm is assumed to be equal to the 
magnitude of the annual maximum ground snow 
load times an exponentially distributed constant, 
with a mean value of 25 days/kN/m2.

The total load at any time was modeled conven-
iently as a sum of the individual load components. 
Each load effect was simulated separately, and then 
they were combined by superposition. The simula-
tions for loads were performed in 50-year “subin-
tervals”, i.e., if  20000 simulations are required, 400 
simulations of these 50-year intervals were made. 
The maximum load for every year is calculated 
subsequently to be used in the reliability analyses 
as the value for a single simulation run.

On the capacity side, the main uncertain param-
eters are the effective stress friction angle and the 
shear modulus. The effective stress friction angle 
(φ’) was modeled as a lognormal random vari-
able. The range for the mean friction angle (mφ’) 
is between 30 and 45 degrees. The COV for the 
friction angle (COVφ’) is assumed to take values 
between 5 and 20%. The probability distribution 
for the shear modulus (G) is assumed to be lognor-
mal. An approximate range for the shear modulus 
is between 4 and 40 MN/m2. The probable range of 
COV for soil modulus has been estimated to be on 
the order of 30 to 90%.

3  PARAMETRIC STUDY AND SELECTION 
OF TARGET RELIABILITY INDEX

To evaluate the variation of the reliability index (β) 
with respect to each significant design parameter, 
a parametric study was conducted. The results 
of this study indicate the most influential design 
parameters, and accordingly the domains of cali-
bration can be determined for the RBD equations.

It is determined that the reliability level varies 
significantly with the mean and COV of the effec-
tive stress friction angle and the ratio of 50-year 
mean recurrence interval snow load to total load. 
Thus, for non-snow areas, the mean and COV 

1 INTRODUCTION

The ULS of a shallow foundation under 
compression loading is defined as the state in which 
the drained compression capacity is equal to the 
ultimate applied load. The foundation would not 
perform satisfactorily if  the compression capacity 
is less than the applied load. Conversely, the foun-
dation would perform satisfactorily if  the applied 
load is less than the drained compression capacity. 
These three conditions can be described concisely 
by the following performance function, P:

P = Qc – F (1)

in which Qc = compression capacity, and 
F = foundation load, which can consist of compo-
nents such as the dead load and various live and 
transient loads. The conditions described above 
correspond mathematically to P = 0, P < 0, and 
P > 0, respectively.

2 RANDOM VARIABLES

Because of the variabilities in the load and soil 
parameters, the performance of a shallow founda-
tion can not be evaluated with absolute certainty. 
The dead load is considered as normally distrib-
uted, with a bias equal to 1.05, and a coefficient 
of variation (COV) equal to 10%. The magni-
tude of the sustained live load is modeled by a 
gamma distribution, and its duration is modeled 
by an exponential distribution. The magnitude of 
the transient live load also is assumed to follow a 
gamma distribution, but its frequency is modeled 
as a Poisson distribution.

The variability of the snow load arises from two 
main sources. The first is the ground snow load, 
which is modeled by a lognormal random variable 
with a COV of 77%. The ground to roof conver-
sion factor for the snow load also is a lognormally 
distributed random variable, with a mean of 1.09 
and a COV of 44%. The occurrence of snow storms 
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of the effective stress friction angle are the only 
parameters for which the RBD equations need to 
be calibrated.

The results of the parametric study indicate that 
the following domains are appropriate for cali-
bration of the simplified reliability-based design 
formats:

a. mφ' = 30o to 35o (loose sand), 35o to 40o (medium 
sand), and 40o to 45o (dense sand)

b. COVφ' = 5 to 10%, 10 to 15% and 15 to 20%
c. 50-year snow load to total nominal load ratio 

(α) = 0 to 0.25, 0.25 to 0.50, and 0.50 to 0.75.

Since their predictive equations differ, the gen-
eral and local shear failure modes were calibrated 
separately, even though it was determined that the 
effect of shear modulus is minor in the resulting 
reliability index values.

Values of the reliability index (β) implicit in cur-
rent designs were evaluated for a variety of design 
cases. It was determined that the reliability indices 
are highly variable, with an approximate range of 
2.5 to 3.7. A target reliability index value of 3.2 is 
adopted.

4 CALIBRATION OF RBD EQUATIONS

The following simplified RBD format is selected 
for the calibration of the ULS of shallow foun-
dations in cohesionless soils under compression 
loading:

F Qc
ULS

cnQQ50FF  (2)

in which F50 = 50-year return period total load on 
the foundation which consists of dead, live, and 
snow load components, Ψc

ULS = resistance factor in 
compression, and Qcn = nominal net bearing capac-
ity (or compression capacity). The ULS Ψc factor 
is calibrated to achieve a target reliability index of 
3.2 for all of the domains selected, as consistently 
as possible. The resulting calibration factors, which 
range between 0.20 and 0.48, are tabulated for gen-
eral and local shear failure modes, respectively. 
It was seen that the difference between the ULS Ψc 
factors for these two failure modes does not exceed 
0.03 for any calibration point. Therefore, a single 
table of ULS Ψc factors could be used in practice 
without considering the failure mode.

The resistance factors are chosen so that they 
have the minimum average deviation from the tar-
get reliability index (Δβ). A smaller value of average 
deviation from the target reliability index indi-
cates that the reliability index generated in a given 
domain is more uniform. The average deviations 
from the target reliability index are rather small, 
with a maximum value of 0.255. Figure 1 illustrates 
the improvement in the uniformity of the reliability 

levels for a specific design problem by using the 
resistance factors from reliability analysis com-
pared to allowable stress design by varying only the 
mean value of the effective stress friction angle.

5 SUMMARY AND CONCLUSIONS

The Reliability-Based Design (RBD) of shallow 
foun-dations under drained compression loading 
was examined. RBD equations for the ultimate 
limit state were developed to achieve a target reli-
ability index of 3.2. The mean and COV of the 
effective stress friction angle and the ratio of the 
50-year snow load to total load were determined 
to be the most influential parameters on the reli-
ability index. The resulting resistance factors vary 
between 0.48 and 0.20. This wide range of resist-
ance factors illustrates that use of a single factor 
of safety for different design and site conditions 
in traditional design practice clearly is both inad-
equate and inappropriate.

The insignificant difference between the resis-
tance factors for the general and local shear fail-
ure modes suggests that a single set of resistance 
factors are adequate for design, without consider-
ing the failure type. The average deviations from 
the target reliability index using Equation 10 are 
between 0.151 and 0.255 and between 0.148 and 
0.251 for the general and local shear failure modes, 
respectively. The uniformity of the reliability lev-
els obtained by using the corresponding resistance 
factors also was illustrated.

Unlike conventional design based on FS, where 
indirect means of introducing safety by judgment 
and experience is common because of the large 
uncertainties inherent in the foundation perform-
ance predictions, RBD considers the uncertainties 
in the design process in a consistent and rational 
manner.
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Figure 1. Comparison of uniformity of reliability levels 
using resistance factors and allowable stress design.
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slope
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the deterministic analysis of slope stability and 
reliability analysis to be performed separately by 
personnel with different expertise and in a paral-
lel fashion. This alleviates the geotechnical practi-
tioners from digging into reliability computational 
algorithms so that they can focus on the slope sta-
bility problem itself.

Using the software package developed in this 
study, a series of simulations with different values 
of effective correlation length λ are performed to 
explore the effect of the inherent spatial variability 
of undrained shear strength SuSS . Figure 1 summa-
rizes the results in a plot of failure probability Pf ver-
sus normalized correlation length (λ/H), in which 
H is the height of the cohesive soil slope. As λ/H 
increases from 0.05 to 1 (or λ increases from 0.5 m 
to 10 m for H = 10 m), the value of Pf increases 
significantly from about 0.9% to 26%. When λ/H 
>1 or λ is larger than the slope height H, the effect 
of λ on Pf begins to diminish, and Pf varies slightly 
as λ/H further increases. If  the soil properties (e.g., 
Su ) are characterized by a single random variable 
or the spatial variability is ignored, the value of Pf 
is over-estimated significantly, particularly when 
the effective correlation length is smaller than the 
slope height.

ABSTRACT: Various uncertainties exist in slope 
engineering, such as inherent spatial variability of 
soil properties and uncertainties induced by simpli-
fications and approximations adopted in geotech-
nical models (e.g., geometry and location of slip 
surfaces in limit equilibrium methods). As noted 
in literature, a slope may fail along an unlimited 
number of potential slip surfaces, although evalu-
ating the total failure probability along all potential 
slip surfaces are considered as a mathematically 
formidable task. Reliability evaluation of earth 
slopes is therefore frequently carried out only for 
one or a limited number of circular or non-circular 
slip surfaces. Effects of these uncertainties in reli-
ability evaluation of earth slopes can be signifi-
cant, and insight on these effects is of great value 
for understanding slope failure mechanisms and 
designing slope remedial measures.

This paper makes use of a cohesive soil slope 
example to illustrate the effects of inherent spatial 
variability of soil properties and the uncertainty 
associated with critical slip surfaces on reliability 
evaluation of slopes. The reliability evaluation is 
carried out using a practical approach to proba-
bilistic slope stability analysis that implements an 
advanced Monte Carlo Simulation (MCS) method 
called Subset Simulation in a spreadsheet environ-
ment for improving the efficiency and resolution 
of MCS at relatively small probability levels.

To implement the MCS and Subset Simula-
tion in a commonly available spreadsheet soft-
ware EXCEL, a package of EXCEL worksheets 
and functions/Add-In have been developed, with 
the aids of Visual Basic for Applications (VBA) in 
EXCEL. A software architecture is proposed that 
deliberately divides the package into two parts: 
1) deterministic analysis of slope stability, and 2) 
reliability analysis including uncertainty modeling, 
statistical analysis and Subset Simulation. It is of 
particular interest to decouple the development of 
EXCEL worksheets and VBA functions/Add-In 
for deterministic slope stability analysis and those 
for reliability analysis so that the reliability analysis 
can proceed as an extension of deterministic 
analysis in a non-intrusive manner. This allows 
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Figure 1. Effect of spatial variability of soil properties.
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The simulation results further show that, when 
spatial variability is ignored by assuming perfect 
correlation (i.e., λ = +∞), the variance of  FS is 
over-estimated. However, the over-estimation 
may result in either over- (conservative) or under- 
(unconservative) estimation of  Pf (i.e., probabil-
ity of  FS < 1). If  FS = 1 occurs at the lower tail of 
the FS probability distribution, over-estimation 
of  the FS variance leads to over-estimation of 
Pf, and it is therefore conservative. If  the loca-
tion of  FS = 1 approaches to the center, or even 
the upper tail, of  the FS probability distribution, 
(i.e., FS is relatively low), over-estimation of  the 
FS variance leads to under-estimation of  Pf, and 
it is therefore unconservative. Depending on the 
location of  FS = 1 in the FS probability distri-
bution, the over-estimation of  the FS variance 
may result in contradicting results, as reported in 
literature.

The simulations performed in this study explic-
itly search a wide range of potential slip surfaces 
for obtaining the minimum FS in each random 
sample of S

gg
uSS . Figure 2 shows examples of differ-

ent critical slip surfaces obtained from different 
random samples of SuSS . When λ = +∞, the criti-
cal slip surface remains unchanged among differ-
ent simulation samples, and it is the same as the 
one obtained from the deterministic analysis with 
all Su values equal to their mean values of 40 kPa. 
On the other hand, when λ = 0.5 m, it is obvious 
that the critical slip surface changes significantly 
as the spatial distribution of SuSS  changes among 
different random samples. Both center coordinates 
(xc, yc) and radius r for critical slip surfaces vary 
significantly. In particular, r varies from 21.0 m 
to 29.8 m and has a range of 8.8 m. It is evident 
that the inherent spatial variability of soil proper-
ties may result in significant uncertainty associ-
ated with critical slip surfaces. To further illustrate 
the effect of critical slip surface uncertainty on Pf, 

simulations are also performed for λ = 0.5 m and 
with the fixed critical slip surface obtained from 
the deterministic analysis with all Su values equal to 
their mean values of 40 kPa. The resulting Pf value 
decreases to about 0.13%, which is significantly 
smaller than 0.9% when the simulations include 
an explicit search of critical slip surfaces for each 
random sample.

When spatial variability is ignored or soil prop-
erties are characterized by a single random varia-
ble, location of critical slip surface is deterministic. 
This observation is consistent with the analytical 
results from previous study that, when spatial vari-
ability is ignored, location of critical slip surface 
is independent of the value of Su, although the 
value of the minimum FS does vary as the Su value 
changes. When spatial variability is considered, 
location of the critical slip surface changes signifi-
cantly. Using only one given critical slip surface 
significantly under-estimates Pf, and it is uncon-
servative. When spatial variability is considered, 
the critical slip surface uncertainty should there-
fore be properly accounted for.
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Figure 2. Examples of critical slip surfaces obtained 
from simulations.
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(ψ), shear strength (c), and friction angle (φ). In the 
present study E, ν and ψ are held constant while 
c and φ are randomized. The Young’s modulus 
governs the initial elastic response of the soil, but 
does not affect the bearing capacity.

Initially, a blue-grey clay has been considered. 
This kind of clay appears near Taranto in South 
East of Italy. The random field characteristics have 
been synthesized in Table 1 as a result of investiga-
tion over Taranto blue-grey clay (Cherubini et al. 
2007). The friction angle has been defined as being 
a symmetric bounded distributed with lower limit 
φmin = 5°, upper limit φmax = 35° and scale parameter 
s = 2.27 (Fenton and Griffiths 2008).

Secondly, a cohesionless sand has been consid-
ered with a bounded distribution of friction angle 
with minimum and maximum values of φmin = 14°, 
φmax = 51°, respectively and a scale parameter of 
s = 2.21. The sand characteristics (Table 2) are 
synthetic input data and they are not reflect any 
specific real situation. In order to compare results 
the values of vertical fluctuation scale has been 
assumed to be the same as in the case of Taranto 
clay. Computations within this study, have been 

ABSTRACT: The Random Finite Element 
Method has been employed for calculating the 
random characteristics of bearing capacity of a 
strip foundation. The authors have focused on 
developing a formulation which includes aniso-
tropic random fields of cohesion as well as the angle 
of internal friction. The influence of sub-soil self-
weight has also been incorporated. Probability dis-
tributions of bearing capacity have been estimated.

1 INTRODUCTION

The influence of spatially random soil strength 
properties has been examined in a bearing capac-
ity analysis. In this paper 2D numerical simulations 
are employed for the estimation of shallow foot-
ing bearing capacity in conjunction with the ran-
dom finite element method (RFEM, e.g. Griffiths 
and Fenton 1993). RFEM connects random field 
theory and deterministic finite element methods by 
taking into account the mean, standard deviation, 
and correlation length of strength and load design 
parameters. In the present paper the authors 
focused their attention on:

• the role of anisotropy in random field analysis 
by analyzing different values of the correlation 
length in the vertical and horizontal directions;

• the influence of soil self-weight on probabilis-
ticbearing capacity analysis.

2 BEARING CAPACITY EVALUATION

The bearing capacity analysis carried out in this 
paper uses an elastic perfectly plastic stress strain 
law with a classical Mohr Coulomb failure crite-
rion. Plastic stress redistribution is accomplished 
using a viscoplastic algorithm. The finite element 
model incorporates five parameters: Young’s 
modulus (E ), Poisson’s ratio (ν), dilation angle 

Table 1. Random characteristics of grey-blue clay.

Variable
Probability 
distribution

Mean
Standard 
deviation

Scale of 
fluctuation*

μ σ θy

C Lognormal 36 kPa 20 kPa 0.2; 0.5; 
0.7; 
1.0 m

φ Bounded 20° 4.8° 0.2; 0.5; 
0.7; 
1.0 m

γ Non-random 19 kN/m3 − −

*Horizontal fluctuation scale will be a subject of the 
parameter study.
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carried out for anisotropic random fields. It means 
that the horizontal correlation length differs from 
the vertical one. In the vertical direction, four values 
of correlation length θy have been considered: 0.2; 
0.5; 0.7 and 1.0 m. As reported in the literature, the 
horizontal correlation length is much greater then 
vertical. Therefore the following values of θx were 
used in the computations: 1; 5; 10; 50 m. It was 
assumed that the correlation lengths of cohesion 
and friction angle are the same.

Results for gray-blue clay are shown in Figure 1 
and Figure 2. One can observe that the effect of 
horizontal fluctuation scale is important. However, 
for larger values that are realistic in natural soils, 
the bearing capacity coefficient of variations seems 
to be not very sensitive to the increase in the hori-
zontal scale value (Figure 2). This result can be val-
uable if  we are not able to precisely determine the 
horizontal fluctuation scale. In Figure 2 one can 
observed that the coefficients of variation for cases 
with and without self-weight almost coincide, for 
the same values of fluctuation scale. On the other 
hand bearing capacity coefficient of variation 
stabilizes with respect to horizontal fluctuation 
scale, when this scale reaches high values.

The results of computations carried out for 
sand are presented in Figure 3. An unexpected 
behavior is that the bearing capacity coefficients 
of variation may decrease with increasing value 
of horizontal fluctuation scale. This is quite dif-
ferent to the results for cohesive soil. It is recog-
nized, however, that finite elements computation 

of the bearing capacity of cohesionless soil is more 
challenging than cohesive soil, so this contrasting 
behavior needs further investigation and research.

3 CONCLUDING REMARKS

The RFEM method has been implemented in 
the investigation of probability characteristics of 
bearing capacity of a shallow spread foundation. 
The self-weight of soil and anisotropy of the ran-
dom fields resulting from different vertical and 
horizontal correlation lengths has been taken into 
account. Results clearly show that the introduction 
of self  weight and anisotropy into random fields is 
more realistic, and makes RFEM predictions more 
effective for design purposes.
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Table 2. Random characteristics of sand.

Variable
Probability 
distribution

Mean
Standard 
deviation

Scale of 
fluctuation*

μ σ θy

φ Bounded 32.5° 4.8° 0.2; 0.5; 0.7; 
1.0 m

γ Non-random 19 kN/m3 − −

*Horizontal fluctuation scale will be the subject of para-
metric study.
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The selected test data represent general practice 
of large-size drilled shaft in South Korea. The 
diameter of the test piles was in the range of 
800 mm to 3000 mm. Nine of the test piles were less 
than 30 m long and 15 were equal to or more than 
30 m long. The test piles were embedded into weak 
rock within the range of 1.0–10.5 m. Unconfined 
compressive strength was computed and applied 
to estimate ultimate unit shaft resistance by taking 
a weighted average of the measured value at each 
depth regarding total weak rock layer. The maxi-
mum equivalent top-loaded test loads ranged from 
20 MPa to 80 MPa, and the ratio of maximum 
equivalent top-loaded test load over allowable pile 
load was in the range of 2.0∼2.9.

Load test data were compiled to determine the 
measured values of the unit side resistance. Unit 
side resistance was determined in two steps: (a) the 
average side resistance derived from the load test 
results, and (b) the unit side resistance in each soil 
section from the strain gauge data. Stain gauge 
measurements were used to calculate the load 
transfer distribution along the shafts. And the unit 
skin friction-displacement curve (f-w curve) were 
prepared for each stratum (weathered rock, soft 
rock). The equivalent top-loaded load-settlement 
curve was established by an approximate solution 
(LOADTEST 2000) using the pattern of developed 
side shear stress. The equivalent top-loaded curve 
of bi-directional pile load test is known to have rel-
atively smaller settlements than the measured value 
for the result of conventional top-down static pile 
load test (Seol & Jeong 2009).

The Davisson criterion (1972) was chosen to 
determine the ultimate shaft resistance from the 
load test, which is called “measured capacity”. The 
selection of this criterion was based on the previ-
ous study performed by KICT (2008), in which 
four criteria (Davisson, FHWA 0.05D, ASCE 
20-96, DeBeer) were used to estimate the nominal 
resistance of drilled shaft based on the static pile 
load test data.

The distribution of pile capacity is evaluated 
with statistical characteristics of resistance bias 
factors, the ratio of measured bearing capacity over 

The use of drilled shafts is increasing due to its 
excellence, economic efficiency, and constructabil-
ity in vertical and lateral behaviors according to the 
trend of enlargement and complex of structures, 
and especially, there are increasing applications as 
the foundation of long span sea bridge.

In this study, a reliability analysis was con-
ducted on the side resistance of  axially loaded 
drilled shafts in which bi-directional pile load 
test were carried out in order to develop LRFD 
design method. O-cell tests can measure the side 
and tip resistance separately, they can be used to 
calculate reliability index for side and tip resist-
ance scrupulously. An analysis was conducted on 
the distribution of  pile capacity regarding three 
representative bearing capacity equations by col-
lecting and analyzing data from 24 bi-directional 
pile load test and geotechnical investigations on 
drilled shafts of  16 sites in South Korea. Evalu-
ation on the reliability of  each bearing capacity 
equation was conducted by first order reliability 
method (FORM) using the distribution of  pile 
capacity.

To analyze the distribution of  pile capac-
ity of  drilled shafts, the data of  bi-directional 
pile load tests along with available geotechnical 
site investigation reports were collected and 
reviewed.

Reaction system

Q

RSide

RTip
RTip

RSide above the cell

RSide below the cell
Q

(a) Static load test (b) O-cell test

Figure 1. Comparison of (a) static load test and 
(b) O-cell test.
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predicted bearing capacity. In order to calculate 
the predicated bearing capacity, three static bear-
ing capacity equations (O’Neill & Reese 1999, 
Horvath & Kenney 1979, and Williams et al., 1980) 
were used to estimate the static shaft resistance of 
the 24 test piles. Static unit shaft resistances of the 
24 test piles were calculated by these three methods 
and the computed values of resistance are called 
“predicted capacities”. There does not seem to be 
a good correlation between the measured capacity 
and the predicted capacity by static analysis meth-
ods. In general, Williams et al. (1980) provides the 
most conservative prediction of unit shaft resist-
ance among them.

The resistance bias factor (RM/P) is defined as the 
ratio of the measured ultimate bearing capacity 
from a load test over the predicted ultimate bear-
ing capacity by a static bearing capacity formula. 
The statistics of the filtered resistance bias factors 
are computed for reliability analysis and presented 
in Table 1. Horvath & Kenney (1979) equation 
appears to predict the bearing capacity the most 
closely to the measured capacity. As expected 
from the comparison of measured capacity and 
predicted capacity in Figure 2, Williams et al. 
(1980) equation, in general, underestimates the 
shaft resistance the most conservatively. However, 
the conservatism in the design method cannot 

be assured due to the large variation in the bias 
factors. Distributions of RM/P for the three bear-
ing capacity methods were also examined and a 
lognormal distribution was found to most closely 
represent the bias factor (RM/P) distributions for 
three methods.

This study employed the statistics of load bias 
factors used for the American Association of State 
Highway and Transportation Officials (AASHTO) 
LRFD bridge design specifications (2007). And 
two types of the First Order Reliability Methods 
(FORM), the Mean Value First Order Second 
Moment (MVFOSM) method and the Advanced 
First Order Second Moment (AFOSM) method 
were used to evaluate the reliability of the static 
bearing capacity design methods.

Reliability analysis was performed for safety 
factors in the range of 2.0–5.0. The computed reli-
ability indices by both the MVFOSM and AFOSM 
methods are shown in Figure 3 for all 24 data.

The AFOSM method resulted in a little larger 
reliability indices than the MVFOSM method, 
but the difference was not significant (3.9% 
to 5.3% for O’Neill & Reese equation, 3.4% to 
5.2% for Horvath & Kenney equation, and 4.7% 
to 5.5% for Williams et al. equation). The reliabil-
ity indices of the three shaft resistance equations 
evaluated from AFOSM method for the FS in the 
range of 2.0–5.0 were in the ranges of 1.15–2.79 for 
O’Neill & Reese equation, 0.97–2.62 for Horvath & 
Kenney equation, and 1.73–3.38 for Williams et al. 
equation, respectively. The O’Neill & Reese equation 
and Horvath & Kenney equation showed similar 
level of reliability indices.

In Figure 3, the equivalent factors of safety 
corresponding to reliability index of 2.0 which is 
suggested as the required minimum safety level for 
deep foundations are in the range of 3.0–3.5 for 
O’Neill & Reese equation and Horvath & Kenney 
equation, 2.0–2.5 for Williams et al. equation, 
respectively.
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Figure 2. Correlation between measured and predicted 
shaft resistances.

Table 1. Statistics of resistance bias factor (RM/P).

Equation

Resistance bias factor (RM/P)

Mean (μ) COV* Discarded data

O&R 1.18 0.59 No. 23
H&K 1.07 0.59 No. 23
Williams 1.62 0.59 No. 23

* COV = coefficient of variation (= standard 
deviation / mean).
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Figure 3. Calculated reliability indices.
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2 THE NEW PORT-DESIGN CODE

In order to evaluate the variation of  the derived 
values x, it is convenient to use the coeffi-
cient of  variation COV. In order to calculate 
the characteristic value xk from the estimated 
value x*, correction factor b1 is introduced as a 
function of  the COV, and then xk is defined as 
Equation (1) with the correction factor defined 
as Equation (2).

xk = b1 × x* (1)

b1 = 1 ± (COV/2) (2)

In these definitions, the characteristic values 
correspond to either 30% (favorable) or 70% (unfa-
vorable) fractile value. Because the simplification is 
aimed in this method, the values listed in Table A1 
are to be used instead of the correction factors 
with detailed fractions.

If  the number of data entries is not sufficient for 
statistical treatment, another correction factor b2 is 

1 INTRODUCTION

The Japanese design code for port facilities was 
revised in 2007, and a performance-based reliabil-
ity design method was introduced. This paper first 
briefly introduces a new practical method, which 
has been adopted in the annex of the design code, 
to evaluate soil parameters. The determination 
method of soil parameters in the code is called as 
“new port-design code” hereafter. Compared to 
the lower limit of 95% confidence interval, which 
is widely adopted in general design codes such as 
Eurocode 7 and JGS4001, the characteristic value 
determined by this method is slightly conservative 
when the number of data entries is larger than 10. 
The detail of the comparison will be described in 
this paper.

On the other hand, the geotechnical database 
for port and airport construction in Japan had 
been developed since 1983 by Port and Harbour 
Research Institute, Ministry of Transport, Japan, 
which has reorganized in 2001 to Port and Airport 
Research Institute, and the system is in operation 
since 1984. As of today, the geotechnical database 
contains 30,000 boring logs and those laboratory 
test results.

In this study, a computer-based evaluation sys-
tem for the soil parameters in the new port-design 
code has been developed. This system can read 
the data stored in the Japanese geotechnical data-
base for port and airport facilities. This system is 
programmed for both the new port-design code 
and arbitrary confidence interval corresponding 
to general design codes (such as 95% confidence 
level in Eurocode 7). The computer support sys-
tem developed in this study is applied to a data set 
stored in the geotechnical database and its usability 
is demonstrated.

Table A1. Value of correction factor b1.

Coefficient 
of variation 
COV

Correction factor b1

Parameter for 
favorable 
side

Parameter for 
unfavorable 
side

COV < 0.1 1.00 1.00
0.1 ≤ COV < 0.15 0.95 1.05
0.15 ≤ COV < 0.25 0.90 1.10
0.25 ≤ COV < 0.4 0.85 1.15
0.4 ≤ COV < 0.6 0.75 1.25
0.6 ≤ COV Reexamination of the data / 

Reexecution of the soil test
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introduced to correct b1. Then, the characteristic 
value is expressed as Equation (3).

xk = b1 × b2 × x* (3)

About 10 or more data entries in the depth pro-
file can be thought to be sufficient to reliably calcu-
late COV. In the case with less than 10 data entries, 
the correction factor is defined as Equation (4).

b2 = 1 ± (0.5/n) (4)

3  COMPUTER-BASED EVALUATION 
SYSTEM

3.1 Algorithm

A computer-based evaluation system for the soil 
parameters in the new port-design code is devel-
oped in this study. This system can read the data 
stored in the Japanese geotechnical database for 
port and airport facilities. This system is installed 
in MS-Excel file as macro functions programmed in 
MS-Visual Basic. The algorithm of the program is 
as follows:

1. Geological and geotechnical data obtained at 
the site concerned are read from the database. 
The program can read maximum 30 boring data 
sets.

2. The deposit is divided into soil layers corre-
sponding to the soil types, i.e., gravel [G], sand 
[S], low-plastic silt [ML], high-plastic silt [MH], 
low-plastic clay [CL], and high-plastic clay 
[CH], based on the grain-size fractions and con-
sistency. The program can integrate maximum 
30 boring data sets. Then the depths of bound-
ary of each layer are evaluated.

3. The depth profile of derived value in each soil 
layer is modeled as estimated value (regression 
line) by using least square method. If  the regres-
sion line shows a tendency to decrease with 
depth, the depth profile is mandatorily modeled 
as uniform distribution with depth, because the 
depth profile of most soil parameters is posi-
tively correlated with depth.

4. Depth profile of the characteristic value is cal-
culated from the depth profile of the estimated 
value in consideration of data variation (coef-
ficient of variation COV) and number of data 
entries n.

5. Possibility of integration between two sequen-
tial layers is studied to achieve a higher char-
acteristic value. Then, a depth profile of the 
characteristic value is proposed by the compu-
ter support system.

6. In order to obtain a rational depth profile of 
the characteristic value, integration or divi-
sion of the soil layers are finally determined 

by engineering judgment; and then the depth 
profile is recalculated.

The judgment whether two sequential layers 
should be integrated or divided is described here. 
In order to optimally determine the depth profile 
of mechanical properties such as consolidation 
yield stress pc and undrained shear strength cu, soil 
stratigraphy is divided into layers corresponding to 
the stress history. In order to interpret the mechan-
ical properties of clay layers, stress history is a key 
factor. If  COV does not significantly change in 
the integration process of the sequential clay lay-
ers, the characteristic value evaluated as the inte-
grated soil layer results in a larger value than that 
evaluated as the discrete soil layers, because the 
number of data entries n significantly increases in 
each layer. This process is illustrated in Figure A1. 
By contrast, if  COV significantly increases in the 
integration process, the characteristic value evalu-
ated as the integrated soil layer may result in a 
smaller value than that evaluated as the discrete 
soil layers, because larger COV can strongly affect 
on the characteristic value rather than the number 
of data entries n.

The characteristic value of the soil parameters 
used in the reliability design should be objectively 
determined with the same confidence level based 
on a statistical treatment. However, the mere statis-
tical treatment that is independent from empirical 
know-how based on soil mechanics is unrealistic 
to achieve a certain confidence level in practice; 
because both the engineering judgment and geo-
logical interpretation are strongly required to 
model the depth profile in association with the 
geological soil stratification, even though we have 
the computer-based evaluation system.

4 CONCLUSIONS

This paper first introduced the new practical 
method, which is adopted in the design code for 

Figure A1. Illustration of a study on the possibility of 
integration or division of sequential clay layers (image).
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port facilities in Japan, to determine the depth 
profile of the characteristic values of soil parame-
ter. In this method, the depth profile of the derived 
values is modeled as the profile of the estimated val-
ues, then the correction factors are multiplied to 
the estimated value according to the coefficient of 
variation (if  COV > 0.1) and the number of the 
data entries (if  n < 10).

In this study, a computer-based evaluation 
system for the soil parameters in the Japanese 

design code for port facilities has been developed. 
Possibility of integration between two sequential 
soil layers is studied to achieve a higher character-
istic value. In order to obtain a reasonable depth 
profile of the characteristic value, engineering 
judgment for integration or division of the soil 
stratums is necessary, despite using the computer-
based evaluation system.
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a conceptual and a computational framework for 
determining the most cost-effective site inspection 
strategy in a safety assessment situation. The scope 
of a geotechnical investigation concerns choosing 
the techniques, the quality or the density or fre-
quency of the measurements.

2  SAFETY ASSESSMENT OF FLOOD 
DEFENSES

The purpose of Safety Assessments (SA) of 
existing structures is to either extend their life-
time or to (re)define inspection and maintenance 
intervals. Flood defenses failing to meet the safety 
requirements have to be reinforced. A starting 
point for the methodology presented in this paper 
is the existence of an acceptable probability of 
flooding representing the safety requirement. Thus 
potential consequences of flooding are only treated 
implicitly.

3 GEOTECHNICAL INVESTIGATION

The vast majority of flood defenses are dikes, 
embankments and flood walls. Besides overtop-
ping, the main threats are geotechnical failures like 
slope instability or internal erosion (e.g., piping).

These failure mechanisms are predominantly 
influenced by the composition of the subsoil, 
which is the result of natural deposition proc-
esses. The resulting heterogeneity is the main chal-
lenge in geotechnical investigations. Heterogeneity 
manifests itself  in several ways: (a) in the stratifica-
tion of the subsoil, (b) in the spatial variability of 
properties within the strata and (c) in the occur-
rence of adverse geological (or man-made) details. 
Detection of the latter is a key issue for flood 
defenses. From a reliability point of view, flood 

ABSTRACT: Site investigation planning in 
practice is largely based on intuition, engineering 
judgment, habits or the client’s willingness to pay. 
Despite decision theory having been studied for 
geotechnical site investigation, for example by Bae-
cher (1972), already in the early 1970’s, applications 
seem to be restricted to academia. Elaboration of 
more specific examples close to practical questions 
and the provision of guidance and tools may aid 
the concept finding its way into practice, providing 
a framework for consistent decision-making. This 
paper applies decision theory to site investigation 
of flood defenses such as river dikes in order to 
demonstrate the usefulness and applicability to a 
common problem. After pointing out the specific 
requirements for assessing existing structures with 
explicit reliability requirements as opposed to 
design problems and pointing out the role of geo-
technical site investigation herein, the framework 
is presented. A simplified example of the detection 
of an adverse geological detail by means of CPT 
illustrates the how an optimal inter-CPT distance 
is determined by the soil investigation strategy with 
the least expected cost. Even it cannot eliminate 
subjectivity from site investigation planning, the 
approach provides means of consistently deriving 
and justifying site investigation strategies based on 
prior information and accounting for the relevant 
costs and uncertainties involved.

1 INTRODUCTION

The current guidance material for determining the 
scope of Geotechnical Site Investigations (GSI) is 
mainly qualitative and relies mainly on engineer-
ing judgment. There is a lack of methods, guid-
ance and examples of quantitative risk-motivated 
decision making, both, in practical guidance as 
well as in the literature. This paper proposes both, 
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defense systems can be characterized as serial sys-
tems where failure of any element leads to system 
failure. Hence, the weakest element of a flood 
defense determines its strength. Therefore, the role 
of geotechnical investigations in SA is principally 
the identification and characterization of weak 
spots.

4 CONCEPTUAL FRAMEWORK

The core concept and theory used in the presented 
approach is Bayesian Decision Analysis (Raiffa and 
Schlaifer (1961), Benjamin and Cornell (1970)). 
In this specific case, the often encountered difficulty 
of specifying an appropriate utility function has 
a simple solution, because the appropriate scope 
of geotechnical investigation for SA purposes is a 
cost-minimization question. As opposed to most 
risk-based decision problems, the cost of failure is 
out of the scope of the analysis, though still implic-
itly covered through the target reliability.

4.1 Decisions in safety assessments

The purpose of SA is to assess whether or not a 
structure is safe enough. We define safe enough 
in terms of an admissible probability of failure 
Pf,adm (failure = unsatisfactory performance) or the 
equivalent target reliability:

βreββ q f adm= −Φ 1( )f admPf−1 ,  (1)

A negative SA outcome (i.e., unsafe or disap-
proval) implies that either reinforcement or more 
investigation (to reduce uncertainty) is required 
to achieve an acceptable state (β > βreq). The 
decision tree in Figure 1 illustrates the decision 
options a, possible outcomes (or states of nature) 

θ and marginal cost C that are involved in the deci-
sion problem of getting to approval of an initially 
unsafe structure.

The main alternative actions are initiating a 
geotechnical investigation and directly reinforcing 
or replacing the structure. Within option (b) more 
choices to be made, such as the type and parameters 
(e.g., grid) of the geotechnical investigation. After 
the investigation, the result will be either approval 
or disapproval of the structure. The marginal cost 
for option (a) is mainly the cost of uncertainty 
reduction by means of analysis of readily avail-
able data. While the marginal cost for option (c) is 
simply the reinforcement cost, for option (b) it is 
either the inspection cost in case of approval or the 
cost of inspection plus the cost of reinforcement in 
case of disapproval. Notice that the required rein-
forcement after investigation might be less (in rare 
cases also more) extensive than option (c) due to 
additional information. For example, having iden-
tified weak spots in some reaches and excluded 
anomalies in other reaches, local reinforcements 
may be sufficient. Optimal inspection and mainte-
nance strategies are regarded as the ones achiev-
ing the objective (a safe structure) with minimum 
cost:

s E s s s
s I Rs* : i [ (CIC ) (CRC , ( , ))]Θ  (2)

where s is the decision strategy (incl. the decision 
parameters) for the investigation (experiment) 
to be carried out. The cost of investigation CI (s) 
is assumed to be deterministic, while the cost of 
reinforcement CR(s,ε (Θ)) depends on the outcome 
ε (Θ) of the investigation (evidence), which itself  
depends on the state of nature Θ. In other words, 
the decision problem treats the question whether 
reinforcement (cost) can be either avoided or 
reduced by geotechnical site investigation and 

Figure 1. Decision tree for geotechnical investigation in safety assessments of flood defenses.
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which type and setup can achieve this most cost-
effectively.

5 MAIN RESULTS AND CONCLUSIONS

The paper demonstrates the usefulness of probabil-
ity and decision theory for a specific application, 
the safety assessment of river dikes. It presents a 
decision framework and a simple but illustrative 

simple example of detecting adverse geological 
details by CPT. has demonstrated the applicability 
of the framework. Using such a framework does 
not eliminate subjectivity from site investigation 
planning, since assessing prior probabilities still 
requires (subjective) expert judgment. Nevertheless, 
it provides a tool for consistent rational decision 
making. For practical application, the develop-
ment of tools and guidance and the elaboration of 
examples are necessary.
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analysis based on the Spencer’s method, where the 
locations of the OMS design points for the two 
trial slip surfaces are shown as the triangles. It is 
clear that both failure modes are captured. The 
FORM method, again, is only able to identify the 
first mode: the ω  surface in Figure 1 is the most 
probable failure surface found by FORM. It looks 
similar to ω1.

One hundred IS samples are plotted in Figure 2, 
showing that many of them are failure samples. The 
resulting PF

IS is 0.022, and its c.o.v. is estimated to 
be 18.54%. The failure probability estimate for the 
MCS method (N = 5000) is found to be 0.020 with 
c.o.v. = 9.95%. These results are listed in Table 1 
together with the FORM results for the Spencer’s 
method, simplified Janbu’s method and OMS. The 
FORM method underestimates the failure prob-
ability, and both the IS and MCS methods provide 
unbiased estimates, but the IS method is more 
efficient.

Since weak seams are present, the random 
search method may not work well. Also, the 
assumption of circular slip surfaces may be invalid. 
To investigate this, the random search method is 
taken to obtain circular trial slip surfaces for the 
IS analysis. Moreover, for the computation of 
failure probability in the IS analysis, circular slip 
surfaces are assumed and the simplified Bishop 

This study addresses the challenges that may be 
encountered in slope reliability problems based on 
limit equilibrium methods (LEM). The main focus 
is on the existence of multiple failure modes that 
poses difficulty to many LEM-based slope reliabil-
ity methods. In particular, when weak seams are 
present, the failure modes associated with those 
seams may be difficult to detect. A systematic way 
of searching the failure modes is proposed, and its 
robustness over slopes with or without weak seams 
is demonstrated. It is found that in the presence of 
weak seams, assuming circular slip surfaces may 
cause underestimation of slope failure probability. 
The conclusion of the study promotes the use of 
finite elements as the stability method for reliability 
evaluation because it is not necessary to search for 
failure surfaces in finite-element stability analysis.

Consider the slope containing a weak seam 
shown in Figure 1. The undrained shear strengths 
su1 and su2 of the two clayey layers are uncertain and 
independent and are lognormally distributed with 
mean values μsu1 = 30 kN/m2 and μsu2 = 28 kN/m2 
and with c.o.v.s δsu1 = 30% and δsu2 = 30%. The ver-
tical line interval that the trial slip surfaces must 
pass through is chosen to be a-b-c in the figure.

In this example the failure mode involving the 
slip along the weak seam is difficult to detect. 
The main purpose of this example is to demon-
strate the robustness of the proposed method over 
a slope with such a weak seam. The two trial slip 
surfaces obtained by the proposed method are 
shown in Figure 1 as ω1 and ω2. Figure 2 shows the 
actual failure region F determined by the exhaustive 

Figure 1. “Most probable” slip surface and trial surfaces 
in Example.

Figure 2. MCS (left-hand plot; N = 5000) and IS (right-
hand plot; N = 100) samples in the standard Gaussian 
space (Spencer’s method).
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method and OMS are applied. Table 2 shows the 
IS analysis results together with those obtained by 
the MCS and FORM methods. The failure prob-
ability estimates made by the two different stability 
methods are still similar. It is clear that all meth-
ods, including IS, MCS and FORM, significantly 
underestimates the actual slope failure probability. 
There are two reasons:

a. Since circular slip surfaces are assumed, the 
second failure mode seen in Figure 2 may not 
exist since this failure mode pertains to non-
circular slip surfaces passing through the weak 
seam. This is further verified by the results of 
the exhaustive analysis based on the simplified 
Bishop method: Figure 3 shows the actual failure 
region F determined by the exhaustive analysis 
as well as the approximate design points of the 
randomly generated circular trial slip surfaces 
(the triangles). The second failure mode clearly 
does not exist.

b. Even if  noncircular slip surfaces are generated 
in the random search, the second mode may still 

Table 1. Analysis results from methods based on 
noncircular slip surfaces with the search method 
proposed in this study.

Spencer

Method MCS IS FORM

Number of
sample N

5000 100

Estimated failure 
probability

0.020 0.022 0.0077

Estimator c.o.v. (%) 9.95% 18.54%
Required N to 
achieve c.o.v. = 20%

1238 85

Simplified Janbu

Method MCS IS FORM

Number of 
sample N

5000 100

Estimated failure 
probability

0.016 0.0078 0.0061

Estimator c.o.v. (%) 11.16% 22.10%
Required N to 
achieve c.o.v. = 20%

1558 123

OMS

Method MCS IS FORM

Number of 
sample N

5000 100

Estimated failure 
probability

0.019 0.023 0.0089

Estimator c.o.v. (%) 10.22% 18.4%
Required N to 
achieve c.o.v. = 20%

1306 85
Figure 3. The MCS (left-hand plot; N = 5000) and 
IS (right-hand plot; N = 100) samples in the standard 
Gaussian space (simplified Bishop’s method).

Table 2. Analysis results from methods based on 
circular slip surfaces with the random search method.

Simplified Bishop

Method MCS IS FORM

Number of 
sample N

5000 100

Estimated failure 
probability

0.0048 0.0042 0.0046

Estimator c.o.v. (%) 20.36% 24.04%
Required N to 
achieve c.o.v. = 20%

5182 144

OMS

Method MCS IS FORM

Number of 
sample N

5000 100

Estimated failure 
probability

0.007 0.0024 0.0058

Estimator c.o.v. (%) 16.84% 29.66%
Required N to 
achieve c.o.v. = 20%

3545 220

escape detection. This is because the slip surfaces 
generated by the random search method have 
negligible chance of passing through the weak 
seam when it is sufficiently thin.
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method, the secondary wave (S-wave) distribution 
can be estimated easily as an averaged image in 
the wide area of a fill embankment, although the 
actual spatial fluctuations of the S-wave velocities 
are ignored throughout the inversion process. The 
S-wave has great correlations with the soil mechan-
ical parameters, and is transformed into N-values 
in this research.

Secondly, two kinds of the N-value distributions 
derived from SWS and SWM are synthesized, and 
spatially interpolated with the indicator simulation, 
which is one of the geostatistical methods. In the 
method, the hard data (primary data) and the soft 
data (complementary data) can be used simultane-
ously. The SWS test and the SWM results are dealt 
as hard and soft indicator data, respectively. With 
synthesizing two kinds of data, the accurate spatial 
distribution of N-values is identified.

2 STATISTICAL MODEL OF N-VALUE

2.1 Determination method

The soil parameters that are obtained from the 
tests are defined here as Ψ = (Ψ1, Ψ2, ..., ΨM), where 
the symbol M signifies the number of test points. 
Vector Ψ is considered as a realization of the ran-
dom vector ψ = (ψ1, ψ2, ..., ψM). If  the variables 
ψ1, ψ2, ..., ψM constitute the M—variate normal 
distribution, the probability density function of ψ 
can be expressed as:

f M t
Ψff

−( )ψ ( ) ( )ψ μ ( )ψ μ−⎧
⎨
⎩
⎨⎨

⎫
⎬
⎫⎫
⎭
⎬⎬

−M)) 1
2

2 1 2 1CtC ( )ψ μ−ψ⎧
⎨
⎧⎧

 
 (1)

By considering the logarithmic likelihood, 
Akaike’s Information Criterion (AIC) is defined as

1 INTRODUCTION

There are many earth-fill dams for farm ponds in 
Japan. Some of them are getting old and decrepit, 
and therefore, have weakened. The diagnosis of 
the embankments has been important to make 
the lifetime longer, and the investigation of the 
strength inside the embankment is required for the 
task. In this research, the spatial distributions of 
the strength parameters for the decrepit earth-fill 
dams are discussed, and the identification method 
of the distribution is proposed. Although, gener-
ally, the strength of the earth-fill is predicted from 
the standard penetration test (SPT) N-values, the 
Swedish weight sounding tests (SWS) are employed 
to obtain the spatial distribution of the N-values as 
the simpler method than SPT in this research. The 
SWS has the advantage to make the short inter-
val exam possible, because of its simplicity. Fur-
thermore, the results of surface wave investigation 
method are combined with the SWS results, and the 
synthesizing method of the two types of N-values 
is proposed based on the geostatistics herein.

Firstly, the statistical models of the N-values are 
determined from the SWS tests results. For this 
task, the MAIC (Minimizing Akaike’s Informa-
tion Criterion) method is employed (Akaike 1974), 
and the statistical model, which involves the mean 
function and the covariance function, is evaluated 
in an embankment. The spatial distributions of the 
N-values, can be identified based on the SWS test 
with high resolution, since the point estimations 
of the N-values are possible with the short testing 
intervals. However, the predicted N-values are sup-
posed to involve great prediction errors at the parts, 
in which no point estimated data are included. 
To compensate this weak point, the surface wave 
method (SWM) is employed here, which is one of 
the geophysical exploration methods. By using the 
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in which L is the number of unknown param-
eters included in the equation. These parameters 
are determined by numerically minimizing AIC 
(MAIC) for the unknown statistical variables 
included in Equation (2).

2.2 Relationship between SWS and SPT

Inada (1960) derived the relationship between 
results of SPT and SWS. Equation (3) shows the 
relationship for the sandy grounds.

WSWN S SNWW W SWW W0 67 0N +NSN W 002SN WSN WSN W  (3)

in which NSWS is N-value derived from SWS, NSW 
is number of half  rations, and WSW is the total 
weight of loads. Considering the variability of the 
relationship, the SPT N-value is derived by

SPN T SWN SWW( )r  (4)

in which εr is N (0,1) type reduced normal 
variables.

2.3 Statistical values of SWS N-values

The SWS tests were conducted at nine testing 
points with an the interval of 2 m. The mean func-
tion and covariance function of SWS N-value, 
NSWS are determined with MAIC. The optimum 
mean and covariance functions are determined as 
Equations (5) and (6).
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3 SYNTHESIS OF SWS AND SWM 
RESULTS

The surface wave has great correlation with the 
shear wave Vs, which has strong correlation with 
elastic modulus and N-values. In this research, 
the surface wave was measured in 40 m along the 
embankment axis with 2 m interval. The N-values 
are derived from the Equation (7) (Imai 1975).

V NSVV 89 8 0 341.  (7)

In this research, SWS and SWM results are con-
sidered as the hard and soft data, respectively, and 
then two results are synthesized with the indicator 
simulation method (Deutsch & Journel 1992). The 
synthesized results are shown in Figure 1. Since 
the mean an the standard deviation are strongly 
affected by the hard data, the periodic tendency is 
recognized in the mean, and the standard devia-
tion is very small in the SWS measuring points. 
The probability that N-values are smaller than 
threshold value of 2.0, is great in the part where 
the mean value is small.
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Figure 1. Spatial distribution of N-values. (Case of 9 
points SWS with soft data.)
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4 CONCLUSIONS

The results of SWS and SWM was synthesized 
conveniently by the indicator simulation method, 
which is one of geostatistical methods. The spatial 
distributions of the probability that the N-values 
are smaller than 2.0, which is essentially determine 
by the users, were estimated. The distributions can 
be referred for the decision making for the mainte-
nance of embankments.
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ABSTRACT: The earthquake-induced liquefac-
tion potential evaluation is one of the important 
topics in geotechnical engineering. In practice, 
the engineer most often employs simplified pro-
cedure to evaluate liquefaction potential of a soil. 
To account for uncertainties in the environmental 
parameters and model that are required in the cal-
culation of soil liquefaction potential, the proba-
bilistic approaches may be employed. Juang et al. 
(2006) suggested that this model uncertainty can 
be characterized with a single model bias factor 
(or model factor for short) that is applied to CRR 
(or the traditional “boundary curve” that separates 
liquefied cases from nonliquefied cases). Therefore, 
the FS in a deterministic evaluation of liquefaction 
potential should be rewritten as:

F c CRR
CSR

f x
f ySFF ×c = ×c1 1CSR

c× = c )x
)y

�
�  (1)

where c1 is the model factor of the adopted sim-
plified model. However, the probability of lique-
faction is calculated considering uncertainties of 
model and parameters by the Hasofer–Lind reli-
ability index and the KCP (Lee et al., 2007).

In this paper a new CPT-based liquefaction trig-
gering model (LTM) is arranged using field per-
formance case histories of Moss et al. (2006). The 
model uncertainty, μc1 and COV(c1) of the LMT 
is determined by the sampling process taking pro-
portional cases from the group of liquefied cases 
and the group of non-liquefied cases.The results of 
these analyses show that the μc1 value range from 
0.79 to 0.85 and average value of μc1 = 0.81; how-
ever, COV(c1) increases as the minimum percentage 
decreases. The largest variation can be extrapolated 
to be COV(c1) = 0.17 where the sample size ranges 
from 0 to 100% of the database. In summary, the 

process yields μc1 = 0.81 and COV(c1) = 0.17 for the 
LTM model.

Using the proposed LTM and the reliability 
index, the probability of liquefaction is calculated 
for case histories by the KCP (Lee et al., 2007). 
It is noted that the considering uncertainties 
of COV(Mw), COV(amax), COV(σv), COV(σv

’), 
COV(qc), and COV(Rf) is equal to 0.016, 0.162, 
0.08, 0.08, 0.130, and 0.173, respectively. Under 
the environmental parameter uncertainty, there 
are two scenarios of μ (c1) and COV(c1) in this 
paper. The first scenario of μ (c1) and COV(c1) is 
equal to 1 and 0, respectively. That indicates only 
environmental parameters uncertainty is consid-
ered, the model uncertainty is not included. The 
first scenario is similar to Moss et al. (2006). The 
second scenario of μ (c1) and COV(c1) is equal 0.81 
and 0.17, respectively. As mentioned above, that 

Figure 1. Regression results for two scenarios.
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includes the results of the LTM model uncertainty 
analysis.

As shown Figure 1, the probability of lique-
faction by Moss et al. (2006) are similar to the 
pf under the first scenario curve, distinctly. The 
results verified the proposed LTM. It can be seen 
that the pf by second scenario is higher than the pf 
by the first scenario under the same CFS*. In the 
same, the CFS* by second scenario is higher than 
the CFS* by the first scenario under the same pf. 
For example, under pf = 0.5, the CFS* is equal to 
1.23 and 1.0 for the second scenario and the first 
scenario, respectively.

The comparison of the results by Moss and 
results by the proposed model for the second 

scenario is compared. During lower probability pf 
liquefaction (pf ≤ 30%), the probability by Moss is 
apparently less then the one by the proposed model 
considering model uncertainty. Near pf = 0.5, the 
probability by the proposed model is close to 
the mean value of the results by Moss formula. 
On the contrary, the probability by Moss is appar-
ently more then the one by the proposed model 
considering model uncertainty during pf ≥ 80%. 
It is principally when evaluating probability of 
liquefaction that all (the model and parameter) 
uncertainty considered (as the second scenario) 
differs significantly from earlier and widely used 
only parameter uncertainty considered.
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can account for statistical dependence among the 
component events as well as among the identified 
failure modes.

This paper presents this decoupled approach in 
detail and demonstrates its applicability to complex 
bridge structural systems that are subjected to the 
risk of cascading failures induced by fatigue. Using 
a recursive formulation for describing limit-states 
of local fatigue cracking, the system failure event 
was described as a disjoint cut-set event (Lee & 
Song 2010). For example, the system failure event 
caused by the failure sequence {1→2→ … →i} for 
a given outcome X = x is described by
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Many structural systems are subjected to the risk 
of cascading system-level failures initiated by 
local failures. For efficient reliability analysis of 
such complex system problems, many research 
efforts have been made to identify critical failure 
sequences with significant likelihoods by an event-
tree search coupled with system reliability analy-
ses; however, this approach is time-consuming 
or intractable due to repeated calculations of the 
probabilities of innumerable failure modes, which 
often necessitates using heuristic assumptions or 
simplifications.

Recently, a decoupled approach was proposed 
by Kim (2009): critical failure modes are first iden-
tified in the space of random variables without 
system reliability analyses or an event-tree search. 
Then, an efficient system reliability analysis is per-
formed to compute the system failure probability 
based on the identified modes. In order to iden-
tify critical failure modes in the decreasing order 
of their relative contributions to the system failure 
probability, a simulation-based selective searching 
technique was developed by use of a genetic algo-
rithm as shown in Figure 1.

Points are randomly generated on the surface 
of a hypersphere with given radius. Each point’s 
coordinates represent given values of the random 
variables once transformed into the standard 
normal uncorrelated space of random variables. 
These points were then treated as chromosomes 
and the points corresponding to system failures 
were treated as “elite” for the “mating pool.” The 
genetic operator of crossover was used to search 
in the vicinity around the original failure modes. 
Then, the genetic operator of mutation was used 
to search far from these original failure modes. 
The system failure probability was then computed 
by a multi-scale system reliability method that 

Failure
mode 1

R=1

R

u2

Failure
mode 3

u1

Component
Event 1

Component
Event 2

Component
Event 3

Component
Event 4

Failure
mode 2

Figure 1. Three failure modes in the two-dimensional 
standard normal space.
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where Ti
1, …, i-1 is the time until the i-th component 

fails after the sequence of local failures 
{1→2→ … →(i−1)} occurs and Tins is the inspec-
tion cycle time. For all terms but the last term, the 
times at each step in the failure sequence were com-
pared to assure that no other member failed earlier 
than the member of concern, guaranteeing a dis-
joint cut-set event. For example, if  T5

0 is smaller 
than Ti

0, ∀i ≠ 5, and T3
5 is smaller than Tj

5, ∀j ≠ 5,3, 
the failure sequence can be expressed as {5→3}, 
the Ti

0 intersections guarantee member 5 fails first 
and the Tj

5 intersections guarantee member 3 fails 
second. The last intersection term guarantees that 
all members fail before the inspection cycle time.

These time terms can be obtained using fatigue 
crack growth models. For this application, the 
Paris-Erdogan crack growth model is used in con-
junction with Newman’s approximation of the 
stress intensity factor. If  one integrates the Paris-
Erdogan equation over the range of crack length 
values, one can find the time for particular member 
to fail for a given state of far-field stress range, i.e.
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where Si
1,…, i-1 is the far-field stress range 

after the sequence of local, member failures 
{1→2→ … →(i− 1)} has occurred, and Ti

1,…, i-1 is the 
time taken for the i-th member to fail given that the 
sequence of members failures {1→2→ … →(i−1)} 
has occurred, Y(a) is the geometry function 
from Newman’s approximation, aci is the criti-
cal crack length of the i-th member that leads to 
crack failure; ai

0 is the initial crack length of the 
i-th members given that no members have failed, 
and C and m are the material parameters from 
the Paris-Erdogan equation, and v0 is the annual 
frequency of loadings. All of these sequential sys-
tem level failures were characterized by four crite-
ria: local instability, global instability, excessively 
large values of the condition number of the global 
stiffness matrix, and excessive deflections at any 
given node.

These critical cut-sets, i.e. failure sequences with 
significant likelihood are identified by the selec-
tive searching technique using a genetic algorithm. 
Then, the probabilities of the cut-sets are computed 
by use of a sampling method. In this example, crude 
Monte Carlo Simulations (MCS) were used to tally 
the number of times a given system event occurred 
and then simply divided by the total number of 
samples to obtain estimates of the critical cut-set 

probabilities. Crude MCS was used as opposed 
to more efficient methods to obtain estimates of 
individual component events in the disjoint cut-
set formulation such as the first- or second-order 
reliability method (FORM or SORM) due to high 
nonlinearity in the limit state functions, preventing 
FORM and SORM from obtaining accurate esti-
mates of the component probabilities for the indi-
vidual events in Equation 1. Since these cut-sets are 
mutually exclusive, the lower-bound on the system 
cascading failure probability is then obtained by a 
simple addition of the probabilities of the identi-
fied cut-sets.

A numerical example of a bridge structure 
demonstrates that the proposed search method 
skillfully identifies dominant failure modes con-
tributing most to the system failure probability, 
and the system reliability analysis method accu-
rately evaluates the system failure probability with 
statistical dependence fully considered. An exam-
ple bridge with 97 truss elements (see Figure 2) is 
considered to investigate the applicability of the 
method to realistic large-size structures.

Each bridge member was said to have three 
random variables: two material parameters C and 
m defined as lognormal, and an initial uncertain 
crack length ai

0 defined as exponential. In addi-
tion to the 291 random variables, there was a stress 
range multiplier used to characterize randomness 
in the traffic loading that was defined as normal. 
The method identified 63 significant failure modes 
with similar reliability indices due to the high 
degree of redundancy and symmetry present in 
the system. All failure modes originate from the 
central 4 diagonals of the suspended truss. The 
nature of these “competing” failure modes made it 
necessary to identify 63 modes. Brute-force MCS, 
where many samples, x, are repeatedly generated 
and checked whether or not a system failure has 
occurred within the inspection cycle time, with a 
c.o.v. of 3.4%, were then used to find an error of 
only 4.220%.

In this paper, an efficient and accurate method 
to identify dominant failure modes of a structural 
system subjected to the risk of fatigue-induced cas-
cading failures and compute the over system and 
failure mode event probabilities was developed. 

Figure 2. Truss bridge example.
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Using the selective searching algorithm, dominant 
failure mode identification and system reliability 
analysis are decoupled, leading to lower compu-
tational costs. These dominant failure modes were 
formulated as disjoint cut-sets, permitting a sim-
ple summation of their probabilities for the overall 
system failure probability. The proposed method 
was applied to a 97 member planar-truss numeri-
cal example to show that it can compute the system 
failure probability accurately and efficiently.
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limit state models (Ahammed and Melchers 1997 & 
Caleyo et al., 2002) have been applied with some 
success. Statistical approaches such as the work of 
(Sosa and Alvarez-Ramirez 2009) have studied the 
time distribution of hazardous materials pipeline 
incidents. Failures of both low and high severity 
index were analyzed using historical data obtained 
from the office of pipeline safety (OPS) of the US 
department of transport. Similarly, (Fa-si-oen and 
Pievatolo 2000) presents the analysis of 6-year rup-
tures incident in a metropolitan gas network using 
both HPP and power law process. Statistical analy-
sis based on historical failures data can be particu-
larly suitable to model pipeline failures owing to 
the use of real data.

In this paper, statistical methods for the reliabil-
ity of repairable systems have been applied to pro-
vide an estimate for the failure rate of cross-country 
crude product pipelines based on historical failures. 
The pipelines are assumed to follow minimal repair 
models, and the failure data are tested against the 
homogenous Poisson process (HPP) and the non-
homogenous Poisson process (NHPP). Two statis-
tical tests, Laplace test and the MIL-HDBK 189 
are used to test the null hypothesis that the process 
is an HPP against the alternative that the intensity 
is increasing, following a NHPP.

A case study is presented to illustrate the appli-
cation of the proposed methodology. The studied 
data is obtained from the Nigerian National Petro-
leum Company (NNPC) and comprise three differ-
ent API 5L X42 pipelines. The number of failures 
of the pipelines due to corrosion from 1999 to 2009 
was collected.

The pipelines are assumed to follow mini-
mal repair models. Trend test is applied to test 
whether HPP or NHPP is a suitable model to 
describe the failure records. The statistical tests 
conducted reveal that HPP is an acceptable model 
that describes the number of corrosions that occur 
in onshore crude product pipelines. The intensity 

Pipelines are generally safe medium of transporting 
petroleum products from one part of the country 
to another. Majority of oil exploration and pro-
duction companies rely on pipelines in transporting 
crude oil from rig to refinery, and from refinery to 
oil depot. Despite their relatively low failure proba-
bility, pipeline failures do occur. Failure of pipeline 
can be very disastrous, often carrying huge finan-
cial, life and environmental consequences. Risk 
safety assessment of pipelines is therefore a topic 
of prime interest to both regulators and operating 
companies.

Furthermore, in the research environment, the 
development of effective failure prediction mod-
els for oil pipelines continues to be a very active 
research area (Oke et al., 2003). Many approaches 
have been presented to study the rate of occurrence 
of failures of operating pipelines depending on their 
types, and the trend of failures recorded. The times 
between failures could be independent or identical, 
with either a spontaneous or time dependent fail-
ure distribution. Pipelines are repairable systems, 
in general. That is, they can be restored or repaired 
after failure. Therefore, statistical methods for the 
reliability of repairable systems can be applied to 
model their failures (Rigdon and Basu 2000).

A number of researchers have worked on risk 
assessment and reliability of pipelines using dif-
ferent approaches. (Muhlbauer 2003) developed a 
qualitative index to rank pipelines based on level 
of risk. Semi quantitative methods such as Analyt-
ical hierarchy process (AHP) (Dey et al., 2004 and 
Al-Khalil et al., 2005) and AHP-FTA (Dawotola 
et al., 2009) have been applied to subjectively esti-
mate pipeline failures and provide risk management 
framework for operating pipelines. (Cagno 2000 & 
2003) have utilized AHP as an elicitation method 
of expert opinion to obtain a priori distribution 
of failures of pipelines. The expert result was fur-
ther combined with historical data of failures by 
Bayesian analysis. Probabilistic approaches, using 
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function (failure rate) and the Mean Time Between 
Failures (MTBF) of the pipelines are determined 
to study the dynamics of failures between pipelines 
installed at different periods.

The failure rate is obtained by multiplying the 
length of pipeline (km) by the computed 

�
λ . The 

result indicate that PPL2 pipeline exhibit the least 
MTBF which indicates that its propensity to fail-
ure is the highest among the three pipelines. PPL1 
pipeline’ propensity to failure is least among the 
three pipelines. Fig. 1 to Fig. 3 represent the plot of 
failure rate against time of operation in years.

The plots indicate that there is little change in 
failure rate over 11 year period for each pipeline. 
This is consistent with the assumption of HPP. 
However, some variations can be seen in the plot 
for PPL1 this is due to the sudden jump in failure 
rates in the first 3 years from (1999 to 2002). PPL2 
and PPL3 exhibit a similar trend in failure rate. 
The similarity is also observed in their MTBF and 
failure rate recorded in Table 3.

In conclusion, by carrying out a test of hypoth-
esis, the research shows that the dynamics of cor-
rosion incident can be described by Homogenous 
Poisson process. In addition, the analysis of the 
rate of failure shows that the curve of pipelines’ 
rate of failure follows a similar trend for pipelines 
having relatively equal installation date.

The major contribution of the work is that it is 
can be used in making integrity maintenance deci-
sions. Based on the calculated MTBF and failure 
rates, maintenance managers could be in the posi-
tion to decide on most appropriate framework for 
maintainability (including design, redesign, con-
struction, monitoring, inspection, maintenance, 
reconstruction and demolition) of crude product 
pipelines.

Future plans for the current work include devel-
opment of a maintenance optimisation approach 
for the application of the failure rates to minimise 
pipeline risks. This will address such issues as suit-
ability of HPP or NHPP for corrosion modelling, 
calculation of failure rates for different corrosion 
types, and using acceptable risk to determine opti-
mum maintenance management framework for the 
pipelines.
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Two forms of uncertainty are commonly 
considered in the literature—aleatory and epis-
temic. Aleatory uncertainty is typically irreducible; 
examples include inherent variations in physical 
processes, such as weather conditions. Epistemic 
uncertainty represents a lack of knowledge about 
the system due to limited data, measurement limi-
tations, or simplified approximations in modeling 
system behavior. This type of uncertainty can be 
typically reduced by gathering more information. 
In some cases, the distribution for the input vari-
able must be determined from imprecisely available 
data, such as intervals [1, 2]. Aleatory uncertainty 
is effectively handled by probabilistic analysis, 
whereas problems with interval uncertainty or a 
mixture of both aleatory and interval uncertainty 
have been handled by non-probabilistic methods 
[1, 3, and 5]. This paper develops and illustrates a 
probabilistic approach for uncertainty representa-
tion and propagation in reliability analysis, when 
the information on the uncertain input variables 
and/or their distribution parameters may be avail-
able either as probability distributions or simply 
intervals. Such an approach has the advantage 
of avoiding nested computation that results from 
handling probabilistic and interval variables sepa-
rately. The issue of information addition/loss is 
handled through the use of a flexible family of dis-
tributions to represent the interval variables.

A unique aggregation technique is used to com-
bine multiple interval data and to compute rigorous 
bounds on the system response CDF. The uncer-
tainty described by interval data is represented 
through a flexible family of probability distribu-
tions. Conversion of interval data to a probabilistic 
format enables the use of computationally efficient 
methods for probabilistic uncertainty propagation. 
Two methods are explored for the implementation 
of the proposed approach, based on: (1) sampling 
and (2) optimization. The sampling based strategy 

is more expensive and tends to underestimate the 
output bounds. The optimization based method-
ology improves both aspects, and estimates the 
distribution parameters of the input variables 
that minimize or maximize an output metric of 
interest, e.g., probability of failure or expecta-
tion of system response. We propose two types of 
optimization—percentile-based and expectation-
based. The proposed methods are used to develop 
new solutions to challenge problems posed by 
the Sandia Epistemic Uncertainty Workshop [4]. 
Results for the challenge problems are compared 
with earlier solutions.
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the condition state is first identified. As time 
goes by, the mean value will shift toward the 
lower end of the condition state. The struc-
ture will remain in the condition state until an 
inspection reveals that the component has dete-
riorated enough to transit to a lower condition 
state.

Although extensive work has been done in this 
area, little attention has been given to the dormant 
condition of the spillway gates. The second part of 
this paper addresses the dormancy issue of spill-
way gates by incorporating the effect of the dor-
mancy period in the currently existing reliability 
and risk assessment approaches. Finally, the paper 
concludes by presenting a brief  case study on a 
vertical gate to demonstrate the applicability of 
this approach.

Many components spend a portion of their 
serviceable life in a non-operating state. This state 
in which a system experiences little or no opera-
tional stress is defined as Dormancy. Reliability of 
such systems varies greatly between a dormant and 
active state. Although a dormant system is under 
less operational stress, dormant reliability is con-
sidered as important as active reliability and can 
sometimes become very complicated as failure in 
dormant state will not be identified until the sys-
tem is re-activated.

Spillways are a good example of a dormant 
system as they spend most of their service life in 
dormancy and are activated occasionally either 
for normal use or periodic tests. Spillway gates 
are mainly used in emergency situations to dis-
charge excess water from the reservoir. Failure to 
open the gate when required may lead to overtop-
ping of the dam and possible dam breach. There-
fore, determining the dormant reliability of such 
systems is critical. The second part of this paper 
will focus on introducing dormancy into existing 
methodologies to better represent the functionality 
of a spillway gate system. The application of this 
approach is finally demonstrated for a simple case 
study with a vertical gate.

ABSTRACT: Maintaining the safety of aging 
infrastructure is a major concern of owners and 
operators. Dams are no exception to this dilemma. 
Spillway gate systems are among the most critical 
for maintaining the safety of a dam and require 
assessments of both equipment and operational 
failure modes. Safety can be ensured by conduct-
ing regular inspections and tests of the facilities, 
by assessing the performance level of the various 
components and implementing a regular mainte-
nance program. These tasks can be optimized by 
performing risk analyses and by identifying the 
components that are most critical to the operation 
of the facility.

The first part of this paper reviews these meth-
odologies and their advantages and limitations. 
The approaches discussed herein may be summa-
rized as:

1. Failure Mode, Effect and Criticality Analysis 
(FMECA): FMECA is a basic tool to evaluate 
the system design at the initial stage from a reli-
ability aspect. In other words, it evaluates the 
need for and the effects of design change.

2. Fault Tree Analysis (FTA): Fault tree analysis is 
a deductive graphical design technique which is 
structured in terms of events rather than com-
ponents. This approach identifies ways in which 
hazards may lead to accidents. The goal of using 
fault tree analysis for dam gates is to define a 
highly detailed representation of the fault envi-
ronment so that the user can rapidly eliminate 
or accept branches on the basis of pre-screening 
and background knowledge of the specific dam 
project.

3. Indexing Approach (CI): A CI is a numerical 
rating, ranging from 0–100, that describes the 
condition of a structure at a specific point in 
time based on a series of observations by an 
inspector. Reliability of a spillway system may 
be determined over time by considering CI as 
a random variable. When an inspector assigns 
a condition state, it is assumed that the mean 
value of the CI is at the center of the range when 
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Approaches which may be used to evaluate the 
performance of a dormant system are:

1. Markov Chain Analysis: This method is gener-
ally used to determine the reliability of a sys-
tem as it transits between several states. The 
main application of this method is to model the 
behavior of stand-by/redundant systems or sys-
tems undergoing deterioration.

2. Dormant Availability Analysis: Availability is 
defined as the probability that a system per-
forms as required at a specific point in time 
or over a period of time. Assuming idealized 
repairing conditions (system is restored to as 
good as new conditions after repair) availability 
of a dormant system with a dormant period of 
T, reliability of R(T), inspection time of t1 and 
repair time of t2 may be written as:

A T
R dt

T t t T
( )T

( )T

[ (R )]

T

=
+t

∫0∫∫
1 2t+

 (1)

Using the equation above, the availability of a 
dormant system may be determined as a function 
of the dormant period.

The new approach discussed herein incorpo-
rates the availability analysis and the condition 
indexing approach. To best represent a dormant 

system, the availability model will demonstrate 
the deterioration mechanism which occurs under 
dormancy while the condition index updates which 
are the results of periodic inspections of the sys-
tem will improve the model after the end of each 
dormant period.

In other words, the availability analysis will 
model the behavior of the system under dormancy. 
After each inspection new data is obtained which 
may determine that the system is either functioning 
as expected by the model or deteriorating faster/
slower than assumed. By integrating this data, the 
model will represent the behavior of the system 
more accurately.

A case study on a spillway system with a vertical 
gate discussed in the paper demonstrates the appli-
cations of this approach.

This study presents an approach to account 
for dormancy of spillways in a combination of 
2 already existing methodologies which determine 
the availability of the dormant system given peri-
odic inspection. Inspection data are used as inputs 
to improve the predictive abilities of the model. 
This new model has the advantage of accounting 
for the dormancy of a system while continuously 
updating itself  from the scheduled inspections. 
An optimum inspection schedule may be deter-
mined by extending the results of this study to dif-
ferent dormancy periods.
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as documented in the manufacturer specifications 
according to standardized rules.

The observation based measurement 
uncertainty takes basis in the measurement equa-
tion and in observations of the measurement 
process. These observations are used for the deter-
mination of probabilistic models for the amplifier 
strain and the apparent strain applying the method 
of the maximum likelihood. An important point 
is that the measurement uncertainty obtained by 
observations has different boundary conditions 
associated with the probabilistic models. In con-
trast to the process equation based measurement 
uncertainty, the observation based measurement 
uncertainty applies to the utilized type of the sen-
sor, the amplifier and to the specific application 
and surrounding conditions.

Based on the specific boundaries of  both 
methods for the determination of  measurement 
uncertainties the concept of  the posterior meas-
urement uncertainty is summarized (as intro-
duced in Thöns, De Sanctis et al. (2010)). The 
posterior measurement uncertainty is based upon 
Bayesian updating and utilizes all available infor-
mation and data, i.e. informative distributions for 
the prior and the likelihood. The process equa-
tion based measurement uncertainty is seen as 
the accumulation of  the prior knowledge of  the 
measurement process and therefore constitutes 
the prior measurement uncertainty. The meas-
urement uncertainty derived from observations, 
constitutes the likelihood of  the measurement 
uncertainty, i.e. the distribution of  the observa-
tions given the prior knowledge. It is derived for 
the specific measurement application and sur-
rounding conditions.

ABSTRACT: A current research challenge is 
the application of monitoring data for a reliability 
analysis in various fields of engineering (see e.g. 
Enright, Hudak et al. (2006), Liu, Frangopol et al. 
(2010) and Thöns, Faber et al. (2008)). An approach 
for the determination of uncertainties associ-
ated with monitoring data has been introduced in 
Thöns, De Sanctis et al. (2010) building upon two 
existing frameworks: The framework for the deter-
mination of measurement uncertainties based on 
ISO/IEC Guide 98-3 (2008) and the structural reli-
ability analysis framework of the Joint Committee 
on Structural Safety (JCSS).

The basic formulation for the determination of 
measurement uncertainties represents the meas-
urement equation which yields the measurand. For 
strain measurements with a strain gauge, which 
is a widely applied measurement technique, 
the measurand constitutes the mechanical strain. 
The mechanical strain is defined as the sum of the 
amplifier strain and the apparent strain.

Based upon the physical properties of the meas-
urement process, physical equations are derived 
for the mechanical strain and the apparent strain. 
These process equations model the electrical 
measurement process with the strain gauge sen-
sor and the amplifier. With probabilistic models 
for the associated random variables, the measure-
ment uncertainty can be derived. The probabilis-
tic models for the strain gauge and the amplifier 
take basis in product specification data, in specific 
guidelines and in the scientific literature. It is very 
important to note at this point, that the product 
information is usually valid for all strain gauges 
of the same type, all amplifiers of the same type 
and for all surrounding and application conditions 
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The framework for the determination of 
measurement uncertainties as introduced is applied 
for the utilization of monitoring data in the struc-
tural reliability analysis. The consideration of 
monitoring data as loading model information is 
discussed on the basis of an example. The example 
regards the ultimate limit state taking basis in the 
buckling reliability model. The structural reliability 
is calculated based upon design information and 
based upon monitoring information with strain 
gauges. For this example the probabilistic models 
are adjusted to account for the comparability of 
the design and monitoring structural reliability. 
With this example it is shown that the probability 
of failure can be reduced when monitoring data 
are utilized. The difference of the probability 
of failure is caused by the different probabilistic 
models. The design case involves a more complex 
structural model which results due to the model 
uncertainties in higher uncertainties of the loading 
than for the case where monitoring data and mod-
els are applied, despite the additional measurement 
uncertainties.

An alternative approach for the utilization of 
monitoring data in the reliability analysis is to 
consider monitoring data as resistance model 
information, i.e. as proof loading information. 
A new proof loading concept is introduced start-
ing with a discussion of previous approaches and 
the characteristics of proof loading. Consecutive 
to the introduction of the concept it is applied to 
the introduced example and the influence of proof 
loading information on the probability of failure is 
quantified with parameter study. These results can 
serve as an orientation which loading event can be 
utilized as a proof loading event.

Most significant is the starting point of 
this paper as it contains the approach that the 

application of monitoring data for a structural 
reliability analysis is subjected to measurement 
uncertainties. Monitoring data can then be utilized 
to update the loading or the resistance models. For 
both approaches it is shown that the specific mod-
eling in a reliability analysis can result in a reduc-
tion of uncertainties and as a consequence in the 
reduction of the probability of failure.

The probabilistic models are consistent with 
the detailed and stringent modeling of the Proba-
bilistic Model Code (JCSS (2006)). Herewith, the 
common association that monitoring procedures 
posses low uncertainties, can be modeled with the 
developed approaches. However, the effect of the 
reduced probabilities of failure depends on the spe-
cific probabilistic model uncertainties models and 
the measurement uncertainty.

The determination of  the measurement uncer-
tainty should integrally utilize the observations 
and the process equation of  the measurement 
process. This constitutes the essence of  the 
framework for the determination of  the meas-
urement uncertainty. Furthermore, the specific 
challenge of  the dependency of  the probabilistic 
model on the measurement datum, which itself  
represents a realization of  a random process, is 
solved by explicitly accounting for the assignment 
uncertainty.

The introduced approaches and findings can 
be utilized for the assessment of structures in 
combination with monitoring aiming at life cycle 
extension. Furthermore the quantification of the 
measurement uncertainties facilitates the design of 
monitoring systems for improving the structural 
performance.
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The capability in evaluating the failure probabil-
ity of the structure has been checked by compar-
ing the obtained prediction density with the real 
simulated probability density function of a simple 
random parameter whose probabilistic structure 
was known.

2 NUMERICAL SIMULATION

The purpose of the numerical simulation is the 
evaluation of the algorithm convergence as a func-
tion of the number N of  available observations 
and of the length M of  the generated chains on the 
model’s parameters. Due to the interest in charac-
terizing extreme values of the random variable for 
a further failure probability analysis, the compari-
son between the true probability density function 
of the random variable k(ω) and the generated pre-
dictive one has been performed using a parameter 
representative of the distribution tails.

2.1 True population and sampling

The true distribution function of the random 
variable k(ω) has been generated by simulating 
20,000 samples from a beta distribution of param-
eters (α, β) = (5,2). The beta distribution has been 
chosen because it is particularly adaptable to repre-
sent a group of density functions simply adjusting 
the parameters. Moreover, its support is bounded 
(here between 0 and 1) and is suitable to repre-
sent physical processes. Five samples of reduced 
size have been randomly extracted from the true 
population to verify the accuracy of the proposed 
method for various values of N (in this article 20, 
40, 60, 80 and 100). The real values of the param-
eters are always contained in the estimated confi-
dence intervals due to the great uncertainty in the 
parameters even when the variance is reduced as 
larger samples are considered.

2.2 Metropolis-Hastings on sampled data

The best fitting of extracted samples being the 
beta distribution, the vector of the hyper-parameters 

1 INTRODUCTION

The evaluation of failure probability in structural 
engineering is strongly dependent on the quantifi-
cation of uncertainties associated with mechanical 
and model parameters. The uncertainties analysis 
can take advantage from the long-term monitor-
ing of structural response that has shown to be 
the only way to understand complex interaction 
mechanisms and in-service structural behaviour, 
in particular when old designed structures need 
the definition of a new safety level due to the 
continuous evolution in loads and changes of 
environmental actions. Nowadays, the number of 
continuously monitored structures is increasing 
but the way to include this valuable information 
in a reliability analysis is not clear yet. Therefore, 
monitoring information is hardly used to improve 
the knowledge of involved parameters. Structural 
monitoring gives information on response quanti-
ties (displacements, strains, etc.) and not on input 
parameters of the structural model. Generally, 
an inverse analysis has to be performed to get the 
model parameters and/or the variables of interest 
from measurements (Schoefs et al., 2011). Uncer-
tainties can be taken into account by considering 
the obtained parameters as random variables.

As for the long-term monitoring of a pile-
supported wharf in the Great Maritime Port of 
Nantes-Saint Nazaire in France (see full article for 
details), a procedure of parameter identification 
has to be constructed when a limited number of 
data is available. This article proposes a Bayesian 
framework, based on the Markov Chain Monte 
Carlo (MCMC) approach, to introduce model 
uncertainties in the identification process when 
monitoring data are available (Ghanem & Doostan 
2006). The prior densities of the model’s param-
eters (called hyper-parameters in the following) 
are assessed from the available simulated measure-
ments. The posterior densities are generated using 
a cascade Metropolis-Hastings algorithm. They 
are finally propagates through the model to obtain 
the probability density function of the mechanical 
parameter of interest.
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is constituted by the two parameters of the beta 
distribution, α and β. A normal prior distribution 
conditioned to the observations has been assumed 
for both parameters and it has been used as transi-
tion probability to generate a new state of the chain. 
The transition distribution has been inferiorly lim-
ited to 0 because the parameters can assume only 
positive values. Two independent Markov chains 
have been generated using the MCMC algorithm 
detailed in the full article. The final acceptation 
rate assessed from a 5000-sample Markov chain is 
around 50–55%. A 20,000-sample Markov chain 
has been also tested. The estimated values of the 
parameters are very close to the ones estimated 
from the 5000-sample chain, so to conclude that 
the shorter chain has already reached the sta-
tionary convergence to the posterior distribution 
(Perrin & Sudret 2008).

The generated posterior density functions of 
the hyper-parameters are close to the prior ones 
with a variance reduced by a factor 2 due to the 
increased number of samples. The parameters α 
have a greater influence on the uncertainties of the 
predictive probability density of the random vari-
able k(ω).

3 RESULTS AND CONCLUSIONS

Each couple of parameters α and β from the two 
generated chains has been used to assess the pre-
dictive probability density function of the random 
variable under study. The collection of all these 
distributions has given an envelope of the final 
probability density function incorporating the 
uncertainty in its parameters. Figure 1 shows an 
example of the envelope in terms of cumulative 
density functions. A larger scatter is visible when 
few observations are available making impossible 
any consideration about the real distribution func-
tion (in dashed black). It has been shown in the 
full article that the choice of the prior informa-
tion on the final estimation of the real distribution 
has gradually less influence on the results as the 
number of observations increases.

In view of a reliability analysis, the comparison 
has been further detailed and focused on the dis-
tribution tails. The critical value of the random 
variable klim associated to an assigned failure prob-
ability has been evaluated from the real popula-
tion through the cumulative density function. 
This critical value has been then used to assess the 
failure probability for each distribution function 
obtained with the random parameters of the beta 
distribution.

Some reasonable values of the failure probability 
have been chosen, far from the probability of collapse 
for a civil structure but close to Service Limit States 
target probabilities. Thus, they are small enough to 
evaluate the reliability of the proposed procedure in 

function of the number of available observations. 
Figure 2 shows the results associated to a failure 
probability of 1%. The introduction of model’s 
uncertainties can strongly influence the results when 
only limited number of data is available. The method 
can only be taken into consideration starting with a 
number of measurements around 100.
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Figure 1. True population cumulative density function 
(dashed black) and cumulative density functions (contin-
uous gray) assessed through the MCMC of α and β with 
a normal prior distribution (N = 100).
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as a function of observations N.
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where Ti
1, …,(i−1) denotes the time required for the 

failure at the i-th component since the sequential 
failure {1→2→…→(i–1)}.

Note that the time terms introduced for damaged 
structures (such as Ti

1, …,(i−1) in Equation 1) should 
be computed with the effects of load re-distribu-
tion considered. Through the derivations employ-
ing the Paris-Erdogan equation, the time terms are 
approximated by a recursive formulation:
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where C and m are the material parameters that 
appear in the Paris-Erdogan equation, v0 is the load-
ing frequency, a is the crack length, ai

0 and aci are 
respectively the initial crack length and the critical 
crack length at the i-th component, and ΔKi

1, …,(i−1) 
is the stress intensity range at the i-th component 
after the sequential failure {1→2→ … →(i–1)}.

2.2  Generalization II: evaluating stress intensity 
range using an external computer program

Figure 1 illustrates the computational framework of 
the generalized B3 method proposed in this paper. 
The main B3 analysis code in MATLAB® repeatedly 
calls ABAQUS® to obtain the stress distribution 

1 INTRODUCTION

Various structural systems are often subjected to the 
risk of fatigue-induced failures caused by repeated 
loading during their service (Karamchandani 
et al., 1992). In order to quantify such risk, a new 
Branch-and-Bound method employing system reli-
ability Bounds (termed the B3 method) has been 
proposed (Lee & Song 2010a, b). The method 
enables us to estimate the system risk and identify 
critical fatigue-induced failure sequences accu-
rately and efficiently. It also identifies the critical 
failure sequences in the decreasing order of their 
likelihood.

However, the B3 method is not readily applicable 
to continuum structures because of its limitations. 
In order to overcome this challenge, this paper 
proposes a generalized B3 method. The perform-
ance of the proposed method is demonstrated by 
numerical examples of a continuum multi-layer 
Daniels system and an aircraft longeron structure.

2  GENERALIZED BRANCH-AND-BOUND 
METHOD EMPLOYING SYSTEM 
RELIABILITY BOUNDS (B3 METHOD)

The “original” B3 method is generalized in three 
phases: (1) the limit-state function is modified to 
deal with a general stress distribution instead of 
an assumed far-field stress distribution; (2) an 
external computer program is integrated with the 
B3 computational framework to estimate the stress 
intensity range with the general stress distribution 
without relying on analytical geometry function; 
and (3) an additional search termination criterion 
is introduced for efficient system reliability analysis 
of a continuum.

2.1  Generalization I: limit-state function 
formulations for general stress distribution

The probability that the progressive failure of a 
sequence {1→2→ … →(i –1)→i} occurs within an 
inspection cycle [0, Ts] is described as
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from Finite Element (FE) analysis for given Random 
Variables (RVs) and damage conditions, and the 
stress distribution is transferred to AFGROW® for 
estimating the corresponding stress intensity range 
along crack length, which is the basic information 
for the estimation of the time terms in Equation 2.

2.3  Generalization III: additional termination 
criterion for systematic search scheme

The systematic search scheme of the general-
ized B3 method is identical to that of the original B3 
method except for an additional analysis termina-
tion criterion and the crack-growth analysis process 
described in Section 2.2. In the proposed method, 
it is suggested to terminate the search process for 
risk quantification if  any of the following condi-
tions is satisfied: 1) gap of two bounds/upper 
bound < 0.05; and 2) lower-bound increment/
upper bound < 0.001.

3  NUMERICAL EXAMPLE I: MULTI-
LAYER DANIELS SYSTEM

The generalized B3 method is first tested by an 
example of a multi-layer Daniels system. By the 
generalized B3 analysis, the upper and lower bounds 
are estimated as 1.010 × 10−2 and 9.608 × 10−3 for 
30 FE simulations. On the other hand, by the 
original B3 method, both bounds are estimated as 
9.767 × 10−3 and 9.299 × 10−3 for 32 structural anal-
yses. From Monte Carlo Simulations with 3 × 105 
samples, the system failure probability is estimated 
as 9.807 × 10−3 (coefficient of variation = 1.83%) for 
more than 3 × 105 structural analyses. All the results 
from three different approaches match well. The 
slight difference between the results from the origi-
nal and the generalized B3 method is mainly due to 
the approximation introduced in Equation 2.

4 NUMERICAL EXAMPLE II: LONGERON

In order to test the applicability of the proposed 
method to continuum structures, an aircraft 

longeron system is considered. Figure 2 shows an 
FE model (left) developed in ABAQUS® for the test 
and the load-redistribution (right) caused by local 
failure(s) (red circle). By the proposed method, the 
lower and upper bounds of system failure prob-
ability of the longeron are respectively estimated as 
1.400 × 10−3 and 1.563 × 10−3 after only 151 FE sim-
ulations. In addition, various system failure modes 
on different locations and materials are identified 
in the decreasing order of their probabilities.

5 SUMMARY AND CONCLUSIONS

In this paper, the Branch-and-Bound method 
employing system reliability Bounds is generalized 
to overcome its limitations in risk analysis of con-
tinuum structures. To achieve this goal, (1) the lim-
it-state function was modified to deal with general 
stress distribution instead of far-field stress; (2) an 
external computer program such as AFGROW® 
was incorporated into the B3 computational 
framework to estimate the stress intensity range 
with the general stress distribution; and (3) the 
termination criteria of B3 analysis was modified 
to avoid unnecessary simulations. The proposed 
method was demonstrated by a numerical exam-
ple of multi-layer Daniels system, and the results 
were verified by the original B3 method and Monte 
Carlo simulation. Furthermore, the generalized 
B3 method was applied to an example of aircraft 
longeron system, and the merits of the proposed 
approach were successfully demonstrated.
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Figure 1. Computational framework of the generalized 
B3 method.

Figure 2. Longeron FE model (left); and the load-
redistribution after a local failure (right).
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efficient methods for the probabilistic performance 
assessment of the structure especially when the 
performance function is expressed in explicit form. 
The performance function is only implicitly avail-
able when using NLFEA.

The Response Surface Method (RSM) is an 
attractive method for dealing with implicit func-
tions. It uses a low-order polynomial to approxi-
mate the actual performance function, using a set 
of sampling points in the variable space, i.e. Exper-
imental Design (ED), where the implicit function 
is evaluated.

In this paper, an adaptive method for reliability 
analysis is presented which utilizes NLFEA and 
RSM to approximate the performance functions of 
corroding RC members. FORM is then used through 
an iterative procedure to determine the reliability 
index β. The proposed procedure is demonstrated 
through a case study on corroding RC beams, con-
sidering the load-capacity and ductility limit states.

In this study, the 1st-order model which includes 
the two-factor interactions is initially fitted using 
data obtained from a two-level factorial ED. When 
the number of variables k is less than 4, a full 2-level 
factorial is used. In the case where k ≥ 5 a 2-level 
fractional factorial of minimum resolution V is 
adopted. The quality of the fitted 1st-order model 
is checked by comparing its predictions with the 
predictions of the corresponding FE runs and an 
independent FE run at the center of the ED. If  the 
differences between the predictions of the FE runs 
and those of 1st-order model are large, the model 
is augmented by adding the 2nd-order terms. To fit 
the 2nd-order model, axial points are added to the 
existing factorial design. The axial points are posi-
tioned to form a central composite design (CCD) 
or a faced centered cube design (FCC), depend-
ing on the limits imposed by the realistic variable 
space. The predictions of the 2nd-order model 
and the corresponding FE runs are compared; 
when large differences are observed the model is 
rejected and the design center and/or the variable 
ranges are redefined. The initial approximation is 
only used to facilitate the iterative procedure for 
the determination of the initial design point and 
reliability index β; a sufficiently accurate initial 

1 SUMMARY

Rebar corrosion is currently a major research 
area due to the globally increasing number of 
deteriorating bridges and marine infrastructures. 
Corroding RC structures may exhibit premature 
in-service performance failures (e.g. excessive 
cracking, increased deflections) as well as reduced 
safety (i.e. loss of load capacity and ductility), 
placing additional stress to the scarce resources 
available to authorities and owners, responsible for 
their safe operation.

Effects of corrosion on RC elements include the 
loss of steel area, concrete cracking and spalling, 
bond deterioration and impaired mechanical prop-
erties in the affected rebars. Several studies have 
quantified the influence of each corrosion effects 
on the structural behavior of RC elements, e.g. (Du 
et al., 2007, Kallias & Rafiq 2010).

It is evident from the literature that quantifying 
the effect of corrosion on structural performance is 
a rather complex problem due to the interaction of 
various factors responsible for the observed behav-
ior. For instance, the amount of bond degradation 
and its spatial distribution depends on the nature 
and extent of corrosion, yet both are equally 
important factors leading to increased deflections 
at the SLS (Kallias & Rafiq 2010). The complex 
behavior of corrosion-affected RC members is dif-
ficult to capture accurately using conventional sec-
tional analysis adopting simplified assumptions; 
this leads to over-conservative assessments and 
undue repair works.

Non-linear finite element analysis (NLFEA) 
can be used for corroding RC structures to accu-
rately predict the loss of strength and ductility and 
changes in the mode of failure due to corrosion. 
The RC member is treated as a structural sys-
tem in NLFEA, by explicitly modeling concrete, 
steel rebars and their bond as well as considering 
changes in the material and bond behavior due to 
corrosion damage.

Reliability analysis is a widely proposed tool 
to assess corroding RC structures underpinning 
uncertainties in quantifying the deterioration 
processes. FORM/SORM are computationally 
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approximation leads to faster convergence of β. 
Once a suitable approximation is available, the 
FORM design point is searched and a new ED is 
defined to its proximity. The method is iteratively 
repeated until convergence of β is achieved.

A corroded beam (T-type) tested by (Du et al., 
2007) is used to demonstrate the proposed meth-
odology. Corrosion is assumed only over a 600 mm 
central portion of its tension rebars.

Two-dimensional (2D) non-linear finite element 
analysis (NLFEA) is used in this study. Concrete is 
modeled using 4-node plane stress elements with 
thickness equal to the beam’s width. Rebars are 
modeled using truss elements. Bond of the tension 
rebars with concrete is modeled using interface ele-
ments, for details see (Kallias & Rafiq 2010).

Five basic random variables are considered in 
the reliability analysis, including concrete strength 
fc, bond strength umax

D, steel area Ast
D, yield strength 

fy
D and ultimate strain εu

D of  the corroded tension 
rebars. A 25–1 fractional design (res V) is used to 
fit the 1st-order model, which includes two factor 
interactions. The initial ranges of the random vari-
ables are selected to consider up to roughly 20% 
corrosion loss in the tension rebars, assuming that 
fc remains unaffected by corrosion. The effect of 
the initial variable ranges—which are larger than 
the ranges proposed in other studies e.g. (Wong 
et al., 2005)—is discussed. Finally, Crude Monte 
Carlo simulation (MCS) is used to obtain the first 
two moments (i.e. μ and σ), and distribution type 
of parameters fy

D, εu
D and umax

D, for the FORM 
analysis. The load capacity and ductility limit 
states in flexure are examined.

The results indicate that the fit of the 1st-order 
model for the yield-load capacity limit state is sat-
isfactory, despite the large evaluation range consid-
ered for the variables. This is true, not only for the 
factorial points used to fit the model, but also for 
the center and axial points of the ED. The fitted 1st-
order response surface is used for the reliability anal-
ysis of the yield load limit state using FORM. Two 
loads, 30 and 36 kN (60% and 72% of the yield-load 
of the uncorroded beam, respectively) are assumed 
in the FORM analysis to examine the evolution of 
reliability for increasing corrosion loss.

Figure 1a shows the convergence of the reliabil-
ity index profiles for the two loads considered, for 
increasing corrosion damage. In all cases β con-
verged within two iterations (following the initial 
approximation). Finally, the evolution of reliability 
index with time (years) can be seen in Figure 1b, 
for the two load cases analyzed, assuming a con-
stant corrosion current, icorr = 1μA/cm2.

The results indicate that the large initial variable 
ranges did not produce satisfactory approxima-
tions (1st or 2nd order) of the ductility limit state, 
since large differences are observed between the 
predictions of the fitted model and the predictions 

of the corresponding FE runs. To improve the 
accuracy of the fitted model the variable space, 
is divided in smaller multiple overlapping regions, 
using 5% corrosion intervals. The 1st-order 
approximation produced satisfactory approxima-
tions for up to 10% corrosion loss (intervals 0%, 
5% and 10%). At 15% corrosion interval, large dif-
ferences are observed between the center and axial 
FE predictions and the predictions of the 1st-order 
approximation and the 1st-order model is aug-
mented with the 2nd-order terms.

A displacement ductility factor is assumed 
for the reliability analysis and the initial design 
points are established for each corrosion interval. 
New design centers are selected close to the initial 
design points and iterations are performed until 
the convergence of β. Figure 2a shows the conver-
gence of β, while Figure 2b shows the evolution of 
β with time (years) of active corrosion, assuming 
icorr = 1μA/cm2.
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Figure 1. Reliability of yield-load capacity limit state: 
(a) convergence of β and (b) evolution of β with time.
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Figure 2. Reliability of ductility limit state: (a) conver-
gence of β and (b) evolution of β with time.
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the work proposed to improve the assessment of 
reliability and availability in this industry through all 
stages of development of new devices.

Unlike many other offshore technologies, wave 
and tidal energy technologies are expected to oper-
ate in a harsh environment from the early stages of 
their development. Whereas wind and oil and gas 
technology could be developed onshore in a rela-
tively accessible environment, most marine energy 
systems will have to be developed offshore, and any 
unforeseen reliability issues will be expensive and 
difficult to deal with.

For this reason, reliability can be considered 
more critical in this industry than in almost any 
other at a similar stage of development, particu-
larly given the limited amount of funding available 
for development and the pressure from society for a 
fully functioning renewable energy sector. In order 
to ensure that public and private sources of fund-
ing are invested in the most effective ways, and 
that technology is developed using the most effi-
cient routes, it is important to have a realistic and 
transparent estimation of concept reliability where 
the outputs satisfy the demands of the technology 
developer, their potential and existing investors, 
and other stakeholders in the industry.

Wave and tidal energy converters are required 
to operate from the early stages in a hostile envi-
ronment. This environment makes accessing the 
devices for inspection and even minor mainte-
nance both difficult and expensive. It is therefore 
desirable (and in most cases essential with respect 
to achieving a competitive cost of energy) to mini-
mize the number of times the machine has to be 
accessed during its lifetime. By extension, this 
means that the reliability of the machine has to be 
maximized.

This provides a good illustration of why a real-
istic and systematic approach to early-stage reli-
ability assessment is important, both in terms of 
providing a realistic estimate of cost of energy for 
a concept, and to allow more accurate targeting of 
less reliable and more critical aspects of the device.

There are difficulties with the availability of 
reliability data for wave and tidal energy systems, 

The reliability of wave and tidal energy converters 
(collectively Marine Energy Converters—MECs) 
is a key issue that has to be addressed in order to 
make them a viable energy option. At this stage of 
early industrial development the reliability assess-
ment of MECs is a challenging task, and the reli-
ability of MECs is critical to the success of the 
industry. In other industries, such as wind energy, 
it has been possible to build up the reliability of the 
systems in an onshore, relatively accessible environ-
ment, prior to moving offshore. However, for most 
MECs it is necessary to work in an inherently hos-
tile, less accessible environment from the start. For 
the industry-leading prototypes being deployed 
now it is important to demonstrate appropri-
ate levels of reliability as this is linked directly to 
their potential Cost of Energy (CoE). This means 
an accurate assessment of the reliability (and the 
associated uncertainty) of the system is extremely 
useful, if  not essential. More mature industries, 
such as the offshore oil and gas sector, have dealt 
with the problem and developed new methods as it 
became more critical to them (in terms of reduc-
ing maintenance requirements and lost revenue 
due to downtime of installations), and have imple-
mented databases of historical failure data, such 
as OREDA.

Previous papers have investigated the applica-
tion of existing reliability methods to a notional 
configuration of MEC in order to investigate the 
effectiveness of current methods and applicabil-
ity of available data. It was found that the lack 
of readily applicable failure rate data meant that 
crude adjustments to often generic data were nec-
essary, and results obtained were rather unfavora-
ble and highly uncertain. This paper will: present 
the problem in the context of the wave and tidal 
energy industry; discuss the benefits to be gained 
from assessing reliability using a transparent and 
standardized method; identify the challenges of 
presenting results with associated uncertainty; 
describe the initial work carried out on a method 
of dealing with the issues of lack of failure rate 
data and application of existing data to a novel 
technology in a new environment; and identify 
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and also with the uncertainty associated with the 
application of data from other industries to wave 
and tidal energy systems. The normal approach to 
these uncertainties and difficulties is to make some 
assumptions and simplifications to the estimation 
method in order to produce a result. There are two 
problems with this:

1. Different analysts will apply different sets of 
assumptions in their estimations. This makes 
comparison between different devices difficult 
to achieve on an equitable basis.

2. The simplifications and assumptions are 
unlikely to produce a representative estimation 
of the actual reliability of the system, without 
significant uncertainty.

By having a standardized method of analysis 
and adaptation of input data the results from dif-
ferent analyses can be repeated regardless of the 
analyst, and results for different concepts can be 
compared in an equitable manner. Additionally, 
the model can be structured such that reliability 
data from operation of prototypes and commercial 
installations can be fed back into the assessment to 
improve confidence in the result.

The results from a stochastic reliability analy-
sis (for example, using a Monte Carlo simulation) 
should not be presented as a deterministic value, 
as this is not capable of providing an accurate rep-
resentation of the situation. The actual represen-
tation of reliability of a marine energy converter 
must contain the result of combining the various 
sources of uncertainty included in the analysis. 
Some of the sources of uncertainty which are likely 
to be included in the analysis are uncertainty in the 
input data, and uncertainty in the application of 
existing data from other industries.

The uncertainty in the input data will, for the 
current early stages of development of the indus-
try, remain significant, until several mature design 
concepts have been operated and monitored in the 
offshore environment and built up sufficient his-
tory to provide more confidence in the data.

The primary solution to this problem is the gen-
eration of new failure rate data from testing and 
monitoring. In the initial phase of development of 
the industry it is not realistic to expect an immedi-
ate mass deployment of MECs in real conditions, 
particularly not all using the same components 

prior to further convergence of concepts. The 
solution to this is to run component lifecycle test-
ing to produce failure mode and failure rate data 
for the components in their likely operating 
conditions.

A more immediate solution to the problem with 
lack of reliability data is to use data from other 
industries, principally the oil and gas industry, 
which has already run a large scale data collec-
tion exercise in the OREDA project. As discussed 
above, this data has normally been generated in 
a different operating environment from that of a 
MEC, with the result that inclusion of this data in 
the reliability assessment of a MEC should induce 
an increase in uncertainty in the result. The level 
and nature of this uncertainty will be different for 
the different applications, and a consistent assess-
ment of the uncertainty is required to allow com-
parison of results.

Several factors will contribute to the uncertainty 
induced by the application of data from other 
industries:

− Experience: Total operating time for the compo-
nent in question, across all installations

− Novelty: The extent to which the new system 
uses new ideas, or applies technology in new 
ways

− Complexity: The number of components 
included in the system, or the number of func-
tions required to be performed

− Misfit: The potential gap in understanding 
that can exist when equipment is not specifi-
cally designed and built to the design specifica-
tion, but instead the nearest existing equipment 
design is used

A qualitative or semi-quantitative scoring sys-
tem is being developed to give a measure of the 
uncertainty induced by each of the factors above, 
and by combining these into an overall assessment 
of the data quality, the total uncertainty induced by 
the application of the data to the system in ques-
tion can be assessed. This uncertainty can then be 
implemented quantitatively in the data being used 
by statistical manipulation of the failure rate dis-
tribution (e.g. by modifying the upper and lower 
boundaries of the failure rate distribution). The 
requirements of this system and the work done to 
date are discussed in more detail in this paper.
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Post earthquake bridge damage assessment coupling field data 
and reliability tool

M. Torbol, R. Baghaei, J. Kang & M. Feng
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The health monitoring of the infrastructure of a 
region is a challenging topic, different field of engi-
neering are involved from the mechanical/electrical 
engineering of the sensor on the structure to the 
computer science and the digital signal processing 
behind the data acquisition system, from the struc-
tural modeling of the structure to the risk analy-
sis and decision making about its status. Bridge 
Doctor, the software object of this paper, has been 
developed to integrate all those different fields in 
a compact and efficient application for the health 
monitoring of bridges. It is composed by four main 
subroutines.

“Data acquisition”, where the field data gath-
ered on the structure are loaded, common digital 
signal processing are implemented such as: base-
line correction, filtering.

“Rapid damage detection”, where the processed 
digital signal are analyzed using an AR (autore-
gressive model) with time windows technique to 
retrieve a preliminary status of the structure after 
an earthquake (damage/no damage). In case that 
the AR can’t give a unique answer on the struc-
ture status and a discrepancy is present between 
the different channels the user is supported a set 
of fragility curves developed for structure under 
analysis.

“Detailed damage assessment”, after establish-
ing the presence of damage the next step is to assess 
the amount and location of this damage. This sub-
routine is divided in two parts. The modal identi-
fication composed by FDD (Frequency Domain 
Decomposition) and FRF (Frequency Response 
Function) used to obtain the damping ratio, nat-
ural frequency and mode shapes of the damaged 
structure. The structural damage detection com-
posed by a GA (genetic algorithm) applied to a 
parametric Finite Element Model to calculate the 
amount of damage on the structure.

“Remaining capacity estimation” is the last step 
of Bridge Doctor and it give the decision maker 
valuable information about the total damage 
received by the structure, the ductility reached by 
its elements and their remaining capacity.

In Figures 1, 2 and 3 the different tab of the 
software are reported, while not necessary for the 
software functionality a small GUI generating 
the FE graphic model and sensor layout has been 
added to help while dealing with the different chan-
nel. A summary of the detailed damage assessment 
procedure is shown in Figure 4.

While bridge doctor is a health monitoring soft-
ware under continuous development and evolu-
tion, the first prototype has shown good results 
in evaluating the health of the bridges under 

Figure 1. Data acquisition tab.

Figure 2. Rapid damage detection.
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inspection. Its modularity: data acquisition, rapid 
damage detection, detailed damage assessment 
and remaining capacity estimation allows the pos-
sibility of changing and improving a single module 
without influencing those nearby as long as the 
input/output stay the same.

As previously stated a decision maker using this 
software can obtain the result damage/no dam-
age from the “rapid damage detection” module 
in less than a minute after loading the channels 
data. For the more sophisticated “detailed damage 
assessment” results can take from 30 minutes to few 
hours on single core because of the computation-
ally expensive GA. In any case the GA algorithm 
chosen can be parallelized and the first few results 
have shown a very good scalability.

The detailed damage assessment is capable of 
detecting location and amount of damage, but for 
a decision maker the last stage “remaining capac-
ity estimation” is the key element, it evaluate the 
ductility reached by the structure and how much 
capacity is left.

Bridge doctor has still a lot of point that can 
be improved; for example the remaining capac-
ity estimation is currently under revision and new 
methods are currently under implementation.

Figure 3. Detailed damage assessment.

Figure 4. Detailed damage assessment procedure.
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Reliability of tidal stream turbine blades

D.V. Val & L. Chernin
Heriot-Watt University, Edinburgh, UK

(Drela 1989). Their post stall values are estimated 
by the Viterna method (Viterna & Corrigan 1981).

As can been seen from Figure 1, the flapwise 
and total bending moments at the blade root reach 
their maximum at the rated current speed and then 
decrease rapidly as the pitch angle increases to keep 
the power constant. It can also be seen that at the 
peak the difference between these two moments is 
insignificant. However, the pitch control does not 
react instantly to high frequency fluctuations of 
the current speed due to turbulence. The current 
speed fluctuations may cause much larger bending 
moments at the blade root than the peak values in 
Figure 1. To take this into account, a random vari-
able ΔU representing fluctuations of the tidal cur-
rent speed around its average value is introduced. 
Since it is clear that from a physical point of view 
the magnitude of ΔU should be limited, the latter 
is modelled by a beta random variable defined on 
(−0.3Ur, 0.3Ur) with a zero mean, where Ur = rated 
current speed.

The spar of the blade is made of carbon fibre 
composite. The tensile strength of the composite 
laminate in the direction of fibres, ft, is represented 
by a lognormal random variable with a coefficient 
of variation (COV) of 0.10.

There are numerous sources of uncertainty/error 
associated with the evaluation of forces acting on 
the turbine blades by the blade element momentum 
theory. In this study all these uncertainties are taken 
into account by a single random variable Cm. It has 
been estimated that for wind turbines the coeffi-
cient of variation of values of load effects (e.g., 
bending moments in rotor blades) due to the use 
of the blade element momentum theory for their 
calculation should be around 0.10–0.15. Thus, it is 
assumed herein that Cm is a normal random vari-
able with a mean of unity and COV = 0.15.

To carry out reliability analysis a relationship 
between Mf and the tidal current speed, U (see 
Figure 2) needs to be established. The relationship 
obviously depends on the pitch angle of the blade. 
Since maximum values of the bending moment 
occur when the turbine is operating at a rated cur-
rent speed the relationship between Mf and U is 
only needed for the pitch angle corresponding to 
this situation. It is found that the relationships are 
almost perfectly linear:

ABSTRACT: Tidal stream turbines are a new 
technology for extracting kinetic energy from tidal 
currents. Although a number of different concepts 
of tidal stream turbines have been proposed so far 
a majority of them are horizontal axis devices with 
an open rotor similar to a typical wind turbine 
(King & Tryfonas 2009). An important parameter 
for this type of turbines is the way their blades are 
connected to the rotor hub. The blades can be fixed 
(fixed-pitch) or being made rotatable about their 
axes (variable pitch). In the latter case the blades’ 
orientation towards the current flow direction can 
be changed and by this the power take-off  can be 
controlled (pitch-controlled turbine).

Figure 1 shows a power versus current speed 
curve for a horizontal axis pitch-controlled turbine 
with a rotor of 18-m diameter when the rated cur-
rent speed is 2.5 m/s (the rated current speed is a 
speed at which the turbine reaches its rated power). 
The figure also shows the corresponding bending 
moments: flapwise, in-plane and total, at the blade 
root. The results in Figure 1 are calculated using the 
NWTC Subroutine Library (Buhl 2004), which is 
based on the blade element momentum theory. The 
Prandtl tip-loss factor is used to account for tip and 
hub losses. Up to stall values of the drag and lift 
coefficients for the blade elements are derived using 
the two-dimensional (2-D) vortex panel code XFoil 
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(kNm) for . /5 m/s//
 (1)

where U is in m/s. Thus, the limit state function for 
blade failure in bending can be written in the fol-
lowing form

G f
C M

Z
f

C A B
Ztff

m fC M
tff

mC A
−f = −f

( )U UrU −⎡⎣ ⎤⎦⎤⎤  (2)

where Z = section modulus of the spar. The proba-
bility of failure, Pf, of  the blade in bending is then

P Gf tP G ( )f C Utff m ≤⎡⎣ ⎤⎦⎤⎤CmC 0  (3)

In ultimate limit state design the criterion to be sat-
isfied is Sd ≤ Rd, where Rd = design resistance and 
Sd = design load effect. In the context of bending 
failure of a tidal turbine blade

R
f

S
M
ZdR t kff

m
d fS fM

= =SdS, ;
γ

γ  (4)

where ft,k = characteristic tensile strength of the 
spar material; γm = partial factor for material; and 
γf = partial factor for load. The ultimate limit state 
design criterion can then be written as

SF
f

M Zf m
t kff

fM
= ≤mγ ff

,  (5)

where SF = product of the partial factors, which is 
further referred to as the safety factor.

The reliability of a structural component is 
often expressed in terms of the reliability index β, 
which is related to the probability of failure by the 
following formula β = −Φ−1(Pf), where Φ = cumu-
lative function of the standard normal distribu-
tion. Using Monte Carlo simulation, values of the 

reliability index associated with bending failure 
of the tidal turbine blade are calculated for two 
rated current speeds (2 and 2.5 m/s) as a function 
of the safety index and the results are presented in 
Figure 3.

In order to select a required value of SF target 
reliability of a turbine blade in bending needs to be 
specified. If  the target reliability index βT = 2.3, the 
safety factor should be at least 1.4 (see Figure 3) 
that in terms of the partial factors can be achieved 
by setting, e.g., γm = 1.1 and γf = 1.3. If  βT = 3.1, SF 
should be at least 1.65 that in terms of the partial 
factors can be achieved by setting, e.g., γm = 1.1 and 
γf = 1.5.
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Figure 2. Blade cross-section at the root with acting 
bending moments.
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Reliability of power train components in tidal stream turbines
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Heriot-Watt University, Edinburgh, UK

π π( )λ = ( )λ ( )λ1
0c

L(  (3)

where L(n | λ) = likelihood function representing 
new information and c = normalising factor. The 
likelihood of observing exactly n failures of the 
component over operating time T, when the failure 
rate is λ, is given by

L
n

n

!
exp( )n | λ = ( )TλT ( )TλT−  (4)

The method is illustrated by assessing the failure 
rate of the main bearing of a tidal turbine power 
train. The main (locating) bearing is mounted on 
the main shaft right behind the main seal. For this 
component Eq. (1) can be written in the following 
form

λ λ νB Cν t SF mSSC CCν C Ct S Cm  (5)

where Cν = influence factor for lubricant; CC = influ-
ence factor for contamination; Ct = influence factor 
for operating temperature; CSF = influence factor 
for operating service conditions; and Cm takes into 
account model uncertainty.

To take into account various uncertainties asso-
ciated with the determination of λB the latter is 
treated as a lognormal random variable with mean 
0.14/L10 and coefficient of variation (COV) 0.20, 
where L10 = basic rating life of the main bearing.

The influence factor for lubricant, Cν, can be 
estimated as

CνC ν
ν

=
⎛

⎝
⎜
⎛⎛

⎜⎝⎝
⎜⎜

⎞

⎠
⎟
⎞⎞

⎟⎠⎠
⎟⎟1

0 54.
 (6)

where ν = actual kinematic viscosity of the lubri-
cant at the operating temperature; and ν1 = ref-
erence kinematic viscosity required to obtain 
adequate lubrication condition. Lubricant viscosity 
decreases exponentially with increasing operating 
temperature. Therefore, Cν is very sensitive to the 
operating temperature of the main bearing, which 
may vary significantly over the turbine operating 
time. It is estimated that the operating temperature 

ABSTRACT: Tidal stream power is a major 
source of renewable energy, especially for an island 
country such as the UK. Since this is a new tech-
nology, almost no data are available at present on 
failures of tidal stream turbines and their compo-
nents that creates difficulties in assessing the reli-
ability of these devices. This, in turn, has a negative 
effect on the confidence of potential investors 
and hinders the commercial development of the 
technology.

The paper presents a method for estimating fail-
ure rates of power train components of a generic 
tidal stream turbine. The method is based on a 
Bayesian approach that uses generic failure data 
for similar components from other industries to 
construct a prior distribution. Generic failure data 
is represented by the base failure rate, λB, which is 
then adjusted to actual operating and environmen-
tal conditions of the component under considera-
tion by multiplying it by the so-called “influence” 
factors, Cj

λ λ ∏B j∏
j
C j  (1)

Uncertainties associated with the evaluation 
of the base failure rate and the influence factors 
are treated as random variables and the prior dis-
tribution of the component failure rate, π0(λ), is 
obtained by Monte Carlo simulation. Since the 
failure rate is expressed as the product of random 
variables, see Eq. (1), according to the central limit 
theorem it can be assumed that it has a lognormal 
distribution

π
πξλ ξ

λ
λ0 2ξξ
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ξ
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p
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where λp and ξ = parameters of the distribution. 
It is also necessary to note that in addition to the 
influence factors, one more multiplier, Cm, rep-
resenting uncertainty associated with the model 
itself  is included into the product in Eq. (1).

A posterior distribution of the failure rate, π(λ), 
is estimated as new information about the com-
ponent performance in operating tidal turbines 
becomes available based on Bayes’ theorem
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varies between 20°C and 100°C with mean 60°C. 
This variability of the operating temperature is 
described by a beta distribution with COV = 0.20. 
For illustrative purposes, a synthetic lubricant of 
ISO VG 1500 class with VI = 160 is selected for the 
main bearing. The relationship between the kine-
matic viscosity (in mm2/s) of this lubricant and the 
operating temperature (in °C), to, can be approxi-
mately described by the following formula

ν ( )to ( )tot10000  (7)

The influence factor for contamination takes 
into account both water and particle contamina-
tion and is expressed as

CCCC cw ( )FRFF1 1 6 0 210 01 0 25.  (8)

where cw = percentage of water in the lubricant; 
and FR = oil filter rating in μm. The percentage 
of water in the lubricant is treated as a random 
variable. It is assumed that it can be described by 
a beta distribution defined on the interval (0.01,1.) 
with mean 0.2% and COV = 0.20.

The influence factor for operating service condi-
tions accounts for a negative effect of shock and 
vibration on the failure rate of a rolling bearing. 
CSF is modelled as a beta random variable defined 
on (1.,1.4) with mean 1.1 and COV = 0.05.

Finally, the multiplier Cm is introduced to repre-
sent other uncertainties associated with the modi-
fication method. In addition, since Eq. (5) is used 
in the context of Bayesian analysis, Cm can also be 
used to represent our degree of belief  in this model 
and based on it prior distribution. The mean value 
of Cm is unity and it is described by a lognormal 
distribution in order to avoid negative values.

To illustrate the proposed method the prior 
distribution of the failure rate of the main bear-
ing is constructed and then updated in accordance 
to various scenarios of the bearing performance. 
In order to construct the prior distribution values 
of the failure rate are generated by Monte Carlo 
simulation based on Eq. (5) and the above descrip-
tion of the random variables. Three values of COV 
of Cm representing different degrees of belief  in 
the model given by Eq. (5) are considered in the 
analysis: 0.1—strong belief, 0.5—medium belief  
and 1.0— weak belief.

The effect of operating without failures for 
up to 20 calendar years is examined. The poste-
rior distribution of the failure rate for a year T 
(≤ 20) is derived based on information that there 
have been no failures of the main bearing up to 
this year. Using this posterior distribution values 
of the mean μλ, and lower (5%) and upper (95%) 
confidence limits (denoted as λ0.05 and λ0.95, respec-
tively) are then estimated. Results of the analysis 

are shown in Figure 1. The failure rate is expressed 
per million hours (pmh) of operating time.

It should be noted that since the failure rate is 
assumed to be constant it is not important whether 
the information about failure-free operation comes 
from a single device or a group of devices, i.e., if  
one device has operated without failure of its main 
bearing for T years or T devices with identical 
main bearings have operated in similar conditions 
without such failure for one year.

According to the results, if  belief  in the prior 
estimate is strong (i.e., COVCm = 0.1) updating 
leads to relatively small changes in the failure rate 
characteristics. However, if  belief  in the prior esti-
mate is weak (or at least medium) the use of the 
new information becomes much more beneficial.
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Reliability methodology for evaluating tidal stream devices
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Although we lack operating data for TSDs, 
surrogate failure rate data are available in European 
onshore wind turbine (WT) databases: WMEP 
(Hahn et al., 2007) and LWK (Spinato et al., 2009) 
with most of the same subassemblies vital to 
TSDs—gearbox, generator and power electronics. 
The petrochemical industry has a reliability data-
base OREDA (1984-2002), and generic databases 
NPRD-95 (1995) and MIL-HDBK 217F (1991), 
with extensive surveys of electrical equipment reli-
ability in industrial plants and commercial build-
ings. These surrogate data were the backbone of 
this study. The problem is the relevance of these 
data for the TSD technology and operating envi-
ronment, meaning that adjustments are needed. 
Surrogate data were adjusted for the more arduous 
marine environment.

The authors were unable to find a universal 
approach to representing the tidal environment. 
These uncertainties are crucial, so this research 
addresses two alternatives in reliability prediction 
that lead to worst-case scenarios: static Alternatives 
1 and 2 (see Figs. 2 and 3, and full length paper).

3 TSD RELIABILITY ASSESSMENT 
METHOD

The proposed reliability prediction assessment 
method was applied to the 4 horizontal-axis TSDs 
illustrated in Figure 1.

Reliability Modelling and Predictions Analysis 
(RMPA) was chosen to quantitatively evaluate 
TSD design reliabilities because TSDs are new 
technology, and RMPA is applicable to all types 
of subassemblies, mechanical and electrical. The 
sequence used for reliability assessment is:

• Make a robust parts classification
• Establish a schematic diagram
• Derive a Functional Block Diagram (FBD)
• Use Surrogate Data Sources adjusted to the 

TSD tidal environment
• Use the Parts Count Reliability Prediction Tech-

nique (RIAC & DACS 2005) to evaluate total 
TSD reliability.

FBDs are complex mechanical, electrical, 
control, and structural systems, with dependen-

1 OVERVIEW

Tidal stream devices (TSDs) have the potential 
to satisfy rising energy demand. Unlike barrages, 
TSDs are modules installed incrementally; they are 
minimally intrusive to the environment. A TSD 
could be a horizontal or vertical turbine, or an 
oscillating hydrofoil, sub-categorised by seabed 
constraints and position in the water column 
(Mackie 2008), as shown in Figure 1.

Different TSD models have been proposed. 
TSDs, permanently installed at chosen tidal energy 
sites, face extreme climatic, current and wave load 
conditions, and their reliability and survivability 
are key challenges.

Information about TSD reliability is scarce 
because few prototypes have been built, so it is 
important to use reliability predictions to mini-
mise the risks in prototyping. Reliability models 
for TSDs could reduce long-term risks and costs.

The intent of this study is to develop generic 
reliability models for TSDs in order to quantify 
reliability, make life-cycle predictions and per-
mit comparisons. Reliability block-diagrams will 
describe the models proposed, and surrogate reli-
ability data from marine, wind turbine, and elec-
trical industries will predict TSD failure rates and 
survivor functions.

2 SURROGATE DATA SOURCES

The methodology of reliability studies of wave 
power devices done by Y-ARD Ltd. (1980) 
have not yet been applied to TSDs, nor has 
a comparison been made of different technologies

Figure 1. Types of horizontal axis TSDs. Adapted from 
Mackie (2008).
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cies between systems, so they require advanced 
reliability modelling methods. Assuming 
subassembly times-to-failure are exponentially 
distributed, each subassembly is independent 
of others and all subassemblies operate in a sin-
gle environment, the overall tidal TSD reliability 
based on surrogate data can be analyzed as series 
of subassemblies using the RBD.

The authors used the traditional method of relia-
bility prediction. For a series reliability model based 
on Parts Count Reliability Prediction Technique, 
the equipment total predicted failure rate can be 
applied and expressed as in (RIAC & DACS 2005):

λ λ π πtot i Eπ i Qπ i
⎛
⎝⎜
⎛⎛
⎝⎝

⎞
⎠⎟
⎞⎞
⎠⎠=∑ failure

yeari
NSN

1
 (1)

where: λtot = total predicted failure rate (failure/
year); λi = surrogate or generic failure rate for the 
ith generic unit (failure/year); πEi = environmental 
adjustment factor; πQi = quality factor.

The latest Environmental Conversion Factors 
of MIL-HDBK 217F for electrical and electronic 
components are published in RIAC & DACS 
(2005).

Only critical equipment that directly contrib-
utes to power production has been analysed. Pre-
dicted survivor functions were calculated based on 
the assumption of a non-repairable system, of Ns 
independent subassemblies, for 1 or 0.2 calendar 
year, with a power output up to 100% for all TSDs 

(1–4) and up to 50%, for twin-axis TSDs (2 and 4). 
The technique was applied assuming that system 
redundant units are individual blocks. This tech-
nique was used as no specific product design and 
reliability information existed for these TSDs; 
however, this approach can lead to error.

4 RESULTS AND CONCLUSION

Predicted survivor rate results for the TSD reli-
ability models are summarised in Figures 2–3, 
from which it can be seen that fixed TSDs without 
maintenance access will suffer poor survivor rates 
unless base failure rates are drastically reduced; 
TSDs with maintenance access (either by unmoor-
ing or the use of a sea-bed pile and turbine-raising) 
may achieve much better survivor rates.

A seabed bottom-mounted, ducted single-axis 
turbine TSD has the lowest failure rate because 
of its simple technology. Complexity increases 
for a TSD with twin-axis turbines; therefore so do 
failure rates. These TSDs show improved failure 
rates when only 50% power is required, due to the 
implicit redundancy of twin-axis technology.

Predicted TSD failure rates, 4–9 failures/
turbine/year, are higher than measured for onshore 
WTs at 2.5–3.5 failures/turbine/year. This is to be 
expected; TSD technology is in its infancy com-
pared to WT technology.

Predicted reliability survivor values, based on 
these failure rates, after 1 year in the water are very 
low. However, after 0.2 years in the water the survi-
vor rates become more respectable.
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3) recommendation of methods for estimation of 
the reliability, 4) recommendations for target reli-
ability levels for the different groups of element 
and 5) recommendation for consideration of sys-
tem aspects and damage tolerance. A probabilistic 
approach can also contribute to identification of 
reliability critical components.

Design of wave energy devices is a new and 
expanding technical area where there is no tradi-
tion for probabilistic design—in fact very little full 
scale devices has been build to date, so it can be 
said that no design tradition really exists in this 
area. For this reason it is considered to be of great 
importance to develop and advocate for a proba-
bilistic design approach, as it is assumed (in other 
areas this has been demonstrated) that this leads 
to more economical designs compared to designs 
based on deterministic methods.

In the present paper a general framework for 
probabilistic design and reliability analysis of wave 
energy devices is presented. Considerations simi-
lar to those used for offshore wind turbines could 
the basis for also for wave energy devices, see e.g. 
(Sørensen 2009) and (Sørensen & Toft 2010). The 
framework is illustrated on a generic level.

Describing wave energy devices in general terms 
is a challenging task, as a very large variety of 
device types exists. Over the years many different 
attempts have been made to categorize the various 
machines—but most of these have failed to include 
all of the devices which are being developed. How-
ever, a very general description of the various 
devices could be made by describing the various 
components of the devices, which in most cases 
have many similarities across the various devices. 
An attempt to make such a component based 
description is given in “EquiMar WP5, Luke” 
(Myers et al., 2011) where the device is divided into 
4 subsystems:

• Reaction subsystem (foundation or moorings, 
the structural reference elements)

• Hydrodynamic subsystem (structural elements 
responsible for the primary power capture, 

ABSTRACT: Wave energy has a large potential 
for contributing significantly to the production of 
renewable energy. However, the wave energy sec-
tor is still not able to deliver cost competitive and 
reliable solutions. But the sector has already dem-
onstrated several proofs of concepts. It is possible 
to extract energy, and the sector has huge supply 
potential. The global wave power potential has 
been estimated to be of the same order of magni-
tude as world electrical energy consumption.

For wave energy devices (WED) the ratio 
between structural loadings in extreme and produc-
tion conditions is in most cases very high. In com-
parison, for wind turbines the ratio is significantly 
smaller, as the turbine blades are pitched out of the 
wind in extreme conditions, making extreme load-
ings of the same order of magnitude as production 
loads. As extreme loadings and survivability drive 
the costs of the devices, and as income is only gen-
erated in everyday production conditions, it is of 
tremendous importance to increase reliability and 
reduce cost.

In traditional deterministic, code-based design, 
the structural costs are among other things deter-
mined by the value of the safety factors, which 
reflects the uncertainty related to the design 
parameters. Improved design with a consistent 
reliability level for all components can be obtained 
by use of probabilistic design methods, where 
explicit account of uncertainties connected to 
loads, strengths and calculation methods is made. 
In probabilistic design the single components are 
designed to a level of safety, which accounts for 
an optimal balance between failure consequences, 
material consumption and the probability of 
failure.

Probabilistic design can be used for direct design 
of the wave energy devices and thereby ensuring 
a uniform and economic design. Probabilistic 
design includes the following aspects described 
and illustrated in the paper: 1) definition of struc-
tural, electrical and mechanical components, 
2) identification of important failure modes and 
stochastic models for the uncertain parameters, 
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typically where the wave power is turned into 
mechanical/hydraulic/pneumatic power)

• Power take-off  subsystem (mechanical and elec-
trical elements responsible for conversion of 
the mechanical/hydraulic/pneumatic power into 
electrical power)

• Control subsystem (electronic elements including 
sensors and actuators needed for optimization 
and control of the power take-off  subsystem).

A unique description of an individual wave 
energy device can then generally be described by 
a combination of a number of more common 
components within each of the subsystems. In this 
way a probabilistic system model for a wave energy 
device can be built, using a limited number of 
individual components, for which the probabilistic 
characteristics then should be known.

The important fact is that the structural integrity 
and reliability of a wave energy converter is nor-
mally related to the behavior of the PTO, and vice-
versa. In addition, there are constraints regarding 
the limited amount of data and the need to achieve 
the required levels of integrity with low cost.

The overall methodology for assessment of the 
reliability and the optimum/minimum reliability 
level for WED can be described by the following 
items/questions:

1. Reliability modeling of a WED by structural, 
electrical and mechanical components

2. How to deal with structural reliability, definition 
of how to derive the safety levels based on risks 
(all from safety to reputation and costs) and 
uncertainties

3. Provide reward to the efforts performed by 
developer of technology to reduce uncertainties 
during the concept/planning/prototype/testing/
pilot phases

4. How to model the reliability though the whole 
life cycle: fabrication/installation/operation/
demolition taking into account information from 
tests, inspections and monitoring carried out for 
reduction of uncertainties. This includes how 
to address the impact of degradation (fatigue, 
localized stresses, corrosion) and life cycle costs/
benefits including the impact of maintenance, 
inspection and repair philosophies.

5. How different types of calculations for stresses 
and the associated uncertainties impact on the 
required safety levels.

The reliability of one wave energy device can be 
estimated modeling it as a system of components. 
The model can be extended to include a group of 
wave energy devices in a larger system. The compo-
nents are divided in two groups:

• Electrical and mechanical components where 
the reliability is estimated using classical reliabil-
ity models, i.e. the main descriptor is the failure 
rate and the MTBF (Mean Time between Fail-
ure). Further, the bath-tub model is often used 
to describe the typical time dependent behavior 
of the hazard rate. Using e.g. FMEA (Failure 
Mode and Effect Analysis) or FTA (Failure Tree 
Analysis), system models can be established and 
the systems reliability can be estimated.

• Structural members such as steel beams, moor-
ings and foundation (when relevant) where a 
limit state equation can be formulated defining 
failure or unacceptable behavior. Failure of the 
foundation could be overturning. The param-
eters in the limit state equation are modeled by 
stochastic variables and the reliability is esti-
mated using Structural Reliability Methods.

Further, an important part of most wave energy 
devices is the control system which regulates the 
energy output and limits the loads on the wave 
energy device components. Failure of the con-
trol system can be critical for both the electrical/
mechanical and the structural components since 
the loads on these can increase dramatically. There-
fore the reliability of the control system should be 
included in a reliability assessment of the whole 
system.
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(lifelines, infrastructures). The proposed 
methodologies are based on (i) an economic 
approach (input-output model), (ii) a multi-criteria 
decision making procedure (Analytical Hierarchy 
Process: AHP) and (iii) a group decision making 
approach with linguistic preference relations. For 
each one of the three methodologies proposed, a 
description is briefly reported together with the 
basic assumptions, the important issues and the 
restrictions.

A major concern for the quantification of life-
line elements’ interactions is the description of the 
typology and the functioning of systems involved, 
the nature of the reciprocal influence when the 
specific synergy is evolved (normal, co-seismic or 
restoration/recovery period) and the importance 
of the link (slight/strong) between components 
and systems.

An example of the application of the three 
methodologies in terms of hierarchy importance 
for the “interdependent” lifelines of port system 
facilities can be found in a companion paper in 
this conference.

The Input-Output model comprises a lin-
ear, deterministic, equilibrium approach and 
a framework capable to describe the degree of 
interconnectedness. One of its main assumptions is 
that the level of economic dependency is the same 
as the level of physical dependency. I-O model can 
be used in national or regional level and with some 
restrictions in city level if  economical data is avail-
able. It gives better results in large systems, if  coef-
ficients are considered to be constant for a fixed 
unit of time (static approach); however it should be 
carefully used in “close systems”. This model is bet-
ter to use as a guideline to the potential cascading 
effects rather than as a forecasting model. Kakderi 
et al. (2007) give an application of the proposed 
methodology through an illustrative example.

The Analytical Hierarchy Process (AHP) is listed 
among the most popular multi-criteria decision 
making procedures, as with a theoretical robust-
ness it employs simplicity, accuracy, can handle 
both intangible and tangible criteria and has the 

ABSTRACT: The strong dependence on lifeline 
and infrastructures is one of the distinctive char-
acteristics of modern societies. Unfortunately, 
these systems are subjected to several hazards such 
earthquakes causing important physical damage, 
property loss, dysfunction to urban activities and 
serious socioeconomic consequences.

The variability of the type of the interactions 
(function/physical, collocation, recovery, substi-
tute, cascade, general and logical) between the life-
lines and infrastructures under investigation and 
their inherited complexity makes the assessment of 
interdependent systems’ performance a very chal-
lenging issue for advanced seismic risk manage-
ment solutions. An “efficient” seismic vulnerability 
analysis and a development of an optimum miti-
gation strategy requires firstly the quantification, 
in terms of hierarchy importance, of the interde-
pendencies between lifeline systems in three differ-
ent periods (prior, during and after the occurrence 
of a seismic event) and finally the production of 
the “systemic” fragility curves of interdependent 
elements.

The “systemic” vulnerability of interacting life-
line elements depends on the vulnerability of indi-
vidual components, taking into account the way 
in which the components are connected, and the 
degree of their interdependency. Both “systemic” 
fragility curves and vulnerability curves of individ-
ual lifelines’ components are described in terms of 
the probability of exceeding, in an independent or 
interdependent lifeline component, a specific limit 
state as a function of ground motion intensity.

The aim of the paper is to present appropriate 
methodologies for the estimation of the seismic 
risk of “interdependent” lifelines, to discuss the 
quantification of hierarchy importance of these 
complex systems comprised by several subsystems 
and to propose a method to produce “systemic” 
fragility curves of interdependent elements.

Three different methodologies are illus-
trated in the present paper to evaluate the “cross 
impact matrix” which represents the degree of 
corresponding impact of various “elements” 
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capability to directly measure the inconsistency 
of the respondent’s judgments. AHP combines 
subjective and objective alternatives into a single 
measure in a hierarchical framework. The pair-
wise comparisons of (sub)-criteria or alternatives 
and the use of Saaty (1989) table to convert verbal 
expression to numerical values are some of AHP’s 
basic assumptions. Nevertheless, there is a restric-
tion of a maximum number of criteria that can be 
used and number of lifelines or lifeline elements 
that can be involved. An early version of the meth-
odology combined with an illustrative example is 
provided in Alexoudi et al. (2008) research.

The third methodology is based on linguistic 
(hybrid) geometric averaging operator, for group 
decision making with linguistic preference relations. 
It can be used in cases where the linguistic pref-
erence information provided by the experts does 
not take the form of precise linguistic variables. 
Value ranges can be obtained due to the experts’ 
vague knowledge about the preference degrees of 
one alternative over another. This methodology 
exploits the opinion of every expert without los-
ing information and precision. Important issues 
of this methodology are the flexibility to represent 
and analyse the imprecise/vague information and 
the easy to handle multiple perception-based judg-
ment intervals instead of providing deterministic 
preferences. Moreover, no limit of indicators or 
criteria or size of the group of the experts exist 
and experts can express their preferences and their 
ratings using qualitative criteria as considered in 
linguistic or numerical terms. Using this method-
ology, the uncertainty of the opinion of the experts 
is transported in the estimated “systemic” fragility 
curve. The developed approach is described 
through a numerical example in Alexoudi et al. 
(2008, 2009) studies.

The optimum selection between the different 
approaches depends on available information, 
quality of data, experience of the experts and the 
type of lifeline systems involved and the desirable 

level of reliability of the performed analysis. Each 
methodology has its own assumptions, advan-
tages, disadvantages and restrictions that must 
be carefully accounted for and considered during 
the evaluation. The final outcome of this paper 
to give decision-makers the means and capaci-
ties to formulate effective risk management based 
on the quantification (hierarchy importance) 
of the interdependencies between lifelines and 
infrastructures and the “systemic fragility curves” 
for “interdependent” systems.
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infrastructures impose on the individual system 
operating conditions (Zimmerman 2001).

The modeling of interdependent CIs can be 
carried out in a cascading failure simulation 
framework which abstracts the physical details 
of the services provided by the individual infra-
structures, while at the same time capturing their 
essential operating features and interdependencies, 
and examines the emergent effects of disruptions, 
with the associated downstream consequences 
(Newman et al., 2005; Zio and Sansavini 2011). 
Interdependencies are modeled as links connecting 
nodes of the interdependent systems; these links 
are conceptually similar to those of the individual 
systems and can be bidirectional with respect to 
the “flow” between the interdependent networks.

In this paper, the modeling of interdependent 
CIs is carried out in a cascading failure simulation 
framework which accounts for the physical speciali-
zation of the components and their interdependen-
cies. The propagation of cascading failures in the 380 
kV Italian power transmission network (TERNA 
2002, Rosato, Bologna et al., 2007) is taken as refer-
ence example; its components are physically special-
ized in “generators” and “distributors”; the effects 
onto two interdependent CIs (communication and 
transportation networks) are investigated, whereby 
the interdependencies are modeled as “physical”, 
“cyber”, “geographic” and “logical” (Rinaldi et al., 
2001). The analysis focuses on cascading failures 
triggered by the intentional removal of a single 
component, e.g. due to a malicious attack.

Inaccuracies in the values of the parameters of 
the cascading failure model may lead to errone-
ous estimations of the effects that a failure has on 
the system. Therefore, uncertainties in the model 
parameters are propagated through, within a prob-
abilistic representation framework.

The influence of the systems operating safety 
margins on the consequences of the cascade is 
assessed. The knowledge gained from this analysis 
can help setting the value of the operating safety 

We consider critical infrastructures (CIs); these are 
large scale, man-made networked systems, mostly 
spanning long distances, which grant the continuous 
production and distribution of goods (e.g. fluids, 
energy, data) and services (e.g. banking, health care) 
essential for the welfare and security of modern 
Society. Such infrastructures are named critical, as 
any incapacity or destruction would have a debilitat-
ing impact on the health, safety, security, economics 
and social well being (Kröger and Zio 2011).

The full characterization of the vulnerability 
of CIs requires modeling the dynamics of flow of 
the physical quantities within the network. This 
entails considering the interplay between struc-
tural characteristics and dynamical aspects, which 
makes the modeling and analysis very complicated 
since the load and capacity of each component, 
and the flow through the network are often highly 
variable quantities both in space and time.

Functional models are, then, often used to cap-
ture the basic features of CIs networks within 
a weighted topological analysis framework, i.e. 
disregarding the representation of the individual 
dynamics of the CIs elements (Motter and Lai 
2002; Dobson, Carreras et al., 2007; Zio and 
Sansavini 2009). These models can shed light on the 
way complex networks react to faults and attacks, 
evaluating their consequences when the dynamics 
of flow of the physical quantities in the network 
is taken into account. The response behavior often 
results in a dramatic cascade phenomenon due to 
avalanches of node breakings.

A characteristic of CIs is that they are highly 
interconnected and mutually dependent in complex 
ways, both physically and through information and 
communication technologies used for data acquisi-
tion and control, leading to the concept of “systems 
of systems” (Rinaldi 2004). This shifts the focus of 
the research on CIs from single, isolated systems to 
multiple, interconnected and mutually dependent 
systems with the additional objective of assessing 
the influences and limitations which interacting 
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margin so as to limit the consequences of cascading 
failures in the CI.

For the interdependent CIs case, the extent to 
which the interdependency parameter, i.e. the 
interdependency strength, affects the cascade 
propagation is assessed for various operating 
safety margins, μα. Once the operating safety mar-
gin is known, the systems can be designed or oper-
ated, tweaking the interdependency strength, μcr, 
to limit the maximum average connectivity loss, CL 
or service loss, ΔEglob.

The rankings of the most critical components in 
each one of the three considered CIs are provided, 
based on the magnitude of the disruption caused 
by the removal of the substations in the power 
transmission systems and of the communication 
nodes, respectively. It turns out that the nodes link-
ing the northern and the Tyrrhenian sections of the 
networks and the Adriatic and the Tyrrhenian sec-
tions of the networks are the most critical. These 
rankings show that nodes which could be thought 
as most critical because of their high congestion 
or connectivity, are not always associated with the 
largest consequences following their removal. This 
points to the fact that the physical characteriza-
tion of the components and interdependencies and 
the introduction of the uncertainties add a further 
level of complexity to the cascade propagation, so 
that the system bottlenecks cannot be identified 
though the static topological analysis alone but 
they require dynamical simulations.

Future developments of this work will be the 
modeling of active safety systems for preventing 
and mitigating cascading failures propagations 
and the analysis of interdependent CIs having their 
own individual cascade dynamics.
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Economical and societal activities in a mega city 
strongly depend on the function of lifeline systems. 
Hence, physical failures and functional impair-
ment induced in the systems due to a seismic dis-
aster cause severe damage to activities. In order to 
reduce the damage, appropriate understanding of 
an overall structure of the related restoration proc-
ess and improving of efficiency of the process is 
much important in addition to physical strength-
ening of the facilities. From the reasons, this paper 
analyzes scenarios of the restoration process on 
lifeline systems and the structures of the scenar-
ios in the process are modeled as networks. Five 
lifeline systems are selected: electric power supply 
systems (EPSS), gas supply systems (GSS), com-
munication networks (CN), water supply systems 
(WSS) and sewerage systems (SS).

For analyses, we select the scenarios due to the 
seismic damage by the North Tokyo Bay earth-
quake M7.3, which Central Disaster Prevention 
Council (2005) and Tokyo metropolitan govern-
ment (2006) assume as one of severe seismic events 
in Tokyo metropolitan area. Emergency response 
phase and temporary restoration phase after an 
event are focused on. By analyzing the disaster 
prevention plans offered by Tokyo metropoli-
tan government (2007) and the operational plans 
for disaster prevention by lifeline suppliers and 
managers (Tokyo Electric Power Company, Inc. 
2006, Tokyo Gas Company, Ltd. 2008, Bureau 
of Waterworks Tokyo Metropolitan Government 
2006, Bureau of Sewerage Tokyo Metropolitan 
Government 1998, and Nippon Telegraph and 
Telephone Corporation Group 2007), all related 
activities with sectors involved in the restoration 
process of the lifeline systems are detected in an 
order of the time series and the relations among 
their activities with the sectors are defined as sce-
narios in a table format.

Based on the analyses, we model the structures 
of the scenarios of restoration process as the net-
work, assuming the restoration activity as a node 
and the relation of the activities as a link, shown in 
Figure 1. These network models can be numerically 
represented by adjacent matrices used in the graph 

theory. When there is a relation from restoration 
activity i to j, the number of 1 is set in (i,j) compo-
nent on the matrix, and when there is no relation 
from i to j, the number of 0 is set on the matrix.

Next, by referring the method based on 
Decision Making Trial & Evaluation Laboratory 
(DEMATEL) method (Fontela & Gabus, 1974), 
the sum of components in row i on the adjacent 
matrix is set as Xi and the sum of those in column 
i as Yi. Xi means the total number of relations from 
restoration activity i to others (total number of 
‘active’ relations), and Yi means the total number 
of relations that restoration activity i has from 
others (total number of ‘passive’ relations). Hence, 
(Xi + Yi) indicates the degree of importance that 
activity i plays in an entire structure. We define it 
as related level Ri (RL) of activity i. On the con-
trary, (Xi − Yi) shows the difference between the 
number of active relations and that of passive 
ones. We define it as influence level Ii (IL). Then, 
the coordinates (Ri, Ii) is defined to visualize the 
network structure.

In order to clarify robustness and weakness of 
the connectivity of the networks, first, all combina-
tions of the relations (links) from restoration activity 
(node) i to j are detected, second, the minimum 
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Figure 1. Quantitative modeling of scenarios.
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path sets are computed for the combinations (node 
pairs). After carrying out the procedures for all 
node pairs of the activities, the frequency that the 
relation on the pair becomes the minimum path sets 
is computed for all node pairs. Finally, cumulative 
number Si that the relation on the pair is selected as 
minimum path sets from the viewpoint of a link, is 
computed for all links.

From the analytical procedures above, the inter-
dependency of the restoration process is modeled 
quantitatively as the network shown in Figure 2. 
The connectivity between the activities in the 
restoration process is measured by the following 
normalized index.
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Figure 2. Model of interdependency among all sectors associated with the restoration process of lifeline networks.
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where, μSμ
iS  is the mean of Si and σSσ

iSS  is the standard 
deviation.

From the derived model strong and weak 
relations on information, human, and material 
resources in the restoration process between vari-
ous sectors involved in management of lifeline sys-
tems are shown and interconnected.
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uncertain characteristics of an infrastructure 
and is unable to model event-driven links such as 
an instant command sent from the Supervisory 
Control And Data Acquisition (SCADA) system 
to the System Under Control (SUC) in case of an 
emergency. The OOM approach demands a higher 
hardware configuration in order to achieve a faster 
simulation speed and increases the complexity 
of the simulation platform due to large number 
of parameters defined for each object. Models/
Simulations based on both approaches have been 
challenged by two major technical difficulties: the 
lack of the performance and the lack of the simu-
lation interoperability.

A new hybrid approach integrating different 
modeling/simulation techniques in an architecture 
of distributed network is presented in this paper. 
This approach will not just improve the efficiency/
flexibility of each developed simulator but also 
decrease the complexity of the overall simulation 
platform. Each sector or infrastructure specific 
simulator will only be developed to represent 
its own system characteristics at the application 
layer. The information and control commands 
exchanged between simulators will be interpreted 
and processed at the communication layer over the 
network connection. The promise of this approach 
is to unveil relevant insights into causes of interde-
pendency related vulnerability, cascading effects of 
system failures, and dynamic behavior of systems 
under abnormal situations. Better understanding 
of cascading infrastructure behaviors and negative 
impacts of system (infrastructure) interdependency 
can be achieved by observing simulations after set-
ting up test scenarios at various domain-specific 
simulators. As a result, possible consequences of 
negative impacts and how a failure propagates 
from one system (infrastructure) to another system 
(infrastructure) can be visualized during the simu-
lation. After analyzing simulation results, it is pos-
sible to improve the stability of systems in order 
to raise their resilience against cascading failures 
caused by interdependency and thus protect the 
infrastructure in the long run.

In order to implement the communication 
layer of the proposed approach, the HLA (High 
Level Architecture) simulation standard, which is 

Critical Infrastructures (CI) deserve increased 
attention as our societies simply rely on most of 
the goods and services they are expected to con-
tinuously supply. Modern CI, such as systems for 
electricity generation/transmission/distribution, 
transportation, and information/communication 
are all large, complex and particularly interacting 
with each other. The interactions might trigger 
interdependency issues, which are hard to tackle, 
leaving CI ever more vulnerable. A failure within 
any CI or even loss of its continuous service may 
be damaging enough to society and the economy 
while cascading failures across CI-boundaries have 
the potential to cause multi-infrastructural collapse 
with unprecedented consequences. This has been 
demonstrated and highlighted by numerous major 
incidents such as several large-scale power black-
outs (2001–2006). It is vital to get a clear under-
standing of CI interdependency issues and try to 
resolve them by applying advanced techniques.

The importance of minimizing cascading effects 
and identifying hidden vulnerabilities caused 
by interdependencies has been recognized and 
accepted, not only by governments but also by 
the public, as a topic of CI Protection (CIP). The 
purpose of the protection is not just to identify 
causes of failures and prevent them but also to halt 
ongoing cascading or escalating events before they 
affect other infrastructures. Hurricane Katrina, 
a natural disaster that occurred in August 2005 tak-
ing approximately 1,836 lives in the affected areas 
and resulting in more than $100 billion US dollars 
damage loss, was not preventable [1]. However, 
the damage could have been minimized, possibly 
if  interoperability problems had been recognized 
before Katrina and, therefore, less infrastructures 
had been affected.

In recent years a great effort has been devoted to 
study and analyze interdependencies between CI 
through a number of model/simulation approaches, 
e.g. [2] and [3]. Among these approaches, Com-
plex Network (CN) theory and Object-Oriented 
Modeling (OOM) have been widely recognized as 
the two most promising approaches for perform-
ing interdependency analyses that primarily focus 
on complex systems such as CI. However, the CN 
theory approach alone lacks the ability to capture 
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a general purpose high level simulation architecture/
framework to facilitate the interoperability of 
multiple-types models and simulations, is adopted 
for the purpose of ensuring efficient information 
exchange between simulation components during 
the simulation.

To demonstrate the feasibility and the capabil-
ity of the proposed hybrid modeling approach as 
a method to study and understand interdependen-
cies within and between CI, an HLA-compliant 
experimental simulation platform, which is part of 
an ongoing broader-scale project in the area of CI 
vulnerability and interdependency studies at ETH 
Zurich, is being developed. Currently, the experi-
mental platform consists of three major simula-
tion components: EPSS (Electric Power Supply 
System) simulator, SCADA (Supervisory Control 
and Data Acquisition) simulator, and Central RTI 
(Run Time Infrastructure). Several experiments 
including a feasibility experiment and a failure 
propagation experiment have been designed and 
conducted on the experimental platform. Accord-
ing to the results gained from already completed 

experiments, we conclude that the proposed 
modeling approach has the capability to represent 
interdependencies within and between infrastruc-
ture systems and therefore can be used as a method 
to analyze interdependency-induced vulnerabilities 
and resolve negative issues caused by them.
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interdependence strength, I str standing for the 
probability of damage transmission from a failed 
node in the master system to a healthy node in the 
slave network. This joint representation allows to 
model physical connections, while including the 
uncertainty associated to the functionality of a 
dependent node in the event of malfunction of its 
supply node in an external system.

The mechanisms of damage transmission play 
an essential role in the process of simulation of 
interdependence. The objective of a probabilistic 
systemic fragility assessment is to obtain prob-
abilities of a system exceeding levels of global sys-
temic performance. For interdependent systems, 
this process includes the fragility propagation from 
weaker systems to the system under study, in effect 
merging the inherent and external fragilities into 
a final interdependent estimate. In the process of 
Monte Carlo simulation, three steps are followed 
for determining the stable operational conditions 
of interdependent systems after perturbation. 
First, the direct action of the external perturba-
tion is accounted; second, possible disconnection 
of surviving nodes is assessed; and third, the inter-
dependent damage is identified and propagated 
among systems. It is in this third step that the dam-
age propagation strategies play an essential role.

Figure 1 illustrates the instantaneous dam-
age transmission. The key step in the procedure 
is stage 3, where interdependent-induced damage 
is acknowledged by all interacting systems at the 
same time. This behavior is essential on induc-
ing instantaneous damage interchange with no 
account of order in the way that damage is trans-
mitted or received.

In contrast, the preferential damage transmis-
sion attempts to reflect order, precedence, and 
hierarchy in the way interdependent systems man-
age their interactions. Figure 2 shows how send-
ing and acknowledging damage does not occurs 
simultaneously, but following a preference rule. 
This rule will remain for the number of interaction 
cycles required to arrive to a global stable condi-
tion. Note that under this approach, it is possible 
to have a clique of systems strongly interacting 

Urban service networks provide many of the utili-
ties that allow live in modern society. Power, gas, and 
water networks, are examples of critical elements 
of urban infrastructure that citizens expect to per-
form adequately and continuously. In spite of these 
expectations, growing attention to the functionality, 
characteristics, evolution, and future of these sys-
tems is certainly recent. Concerns about emergent 
problematic global trends have put pressure on 
governments and private stakeholders for decisive 
action on the front of efficient management, and 
sustainable intervention on these infrastructure ele-
ments. When attempting to analyze these systems, 
an important situation has been highlighted: the 
presence of interdependence among systems. For 
stakeholders, the hovering possibility of dealing 
with potential impacts associated with the mal-
function of components in other systems creates a 
brand-new challenge.

The issue of modeling interdependence is 
therefore a critical one. This paper focuses in one 
particular problem on the subject of interdepend-
ence models: the influence of a selected damage 
propagation scheme when the uncertainty of the 
transmission process is taken into account. The 
approach in this paper consists on comparing two 
damage transmission models. The first model is 
based on an instantaneous paradigm for damage 
transmission. The second model, a preferential 
action model, proposes that damage transmission 
follows specific rules regarding the order on which 
systems receive interdependent damage. Estima-
tions of systemic fragility functions using both 
alternatives provide an initial ground for testing the 
influence of damage transmission methodologies.

In this work, interdependence is modeled using 
a dual deterministic and probabilistic characteri-
zation. The topology of systems’ interdependence 
is described using a deterministic interdependence 
matrix, Im. In the simplest sense, Im is an modi-
fied adjacency matrix representing on its rows the 
nodes of the controlling (master) system, and on 
its columns the nodes of the influenced (slave) 
system. The interdependence representation is 
completed by a probabilistic parameter called 
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among themselves, arriving to a stable condition, 
and only after that, propagating damage to weakly 
interdependent ones. As a consequence, interde-
pendence strength is affected by the established 
preference in systemic interactions.

The influence of the two alternatives on inter-
dependence fragility is tested with a set of three 
interdependent systems. The test example involves 
a power (S1), water (S2), and gas (S3) networks 
of comparable size (in both, nodes and links), but 
different interdependence relationships. The exam-
ple evaluates the interdependent fragility of the 
systems when perturbed by different intensities of 
earthquake hazard. The networks are represented 
as simple directed graphs, the fragility of the com-
ponents to earthquake action is obtained from 
HAZUS-MH, and an integrity-based met metric, 

connectivity loss (CL), is used to measure systemic 
performance. The two strategies rest on the core 
of a Monte Carlo simulation program involving 
5 000 simulations of hazard action for each nomi-
nal intensity. Also, five values of interdependence 
strength, I str made part of the analysis, 0.00, 0.25, 
0.50, 0.75, and 1.00.

Figure 3 presents a sample of the results found. 
The general conclusion is that there is difference 
in the estimates produced by the alternative meth-
odologies for damage propagation. Table 1 sum-
marizes the absolute magnitudes of the changes 
in interdependent fragility found for each system. 
Noticeably, change is absent when interdependence 
is deterministic and reaches a peak when interde-
pendence uncertainty is maximum. Explanations 
for this important trend and others obtained from 
this analysis are part of ongoing studies on the 
subject.

Stage 1 :   Start Stage 2 :   Updt + Intdp 

Stage   3 :   Updt   +   Intdp Stage   4 :   Updt + Intdp 

S1

S2
S3

S1

S2
S3

S1

S2
S3

S1

S2
S3

Figure 2. Representation of preferential damage prop-
agation. The hierarchy/order that systems follow for 
updates is fixed, but it may be altered due to absence of 
external perturbation.
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(a)  Instantaneous propagation
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(b)  Preferential propagation

Figure 3. Fragility estimates for water network (S2) 
under a) instantaneous propagation, and b) preferential 
propagation.

Table 1. Maximum absolute changes in estimated prob-
abilities of exceedance.

Interdependence strength, I str

0.00 0.25 0.5 0.75 1.0

S1 0.00 0.00 0.04 0.04 0.00
S2 0.00 0.02 0.12 0.10 0.00
S3 0.00 0.02 0.13 0.06 0.00
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Stage 1: Start Stage 2: Intdp

Stage 3: Update

Figure 1. Representation of instantaneous damage 
propagation. Concentric circles represent systemic status 
updates taking place.
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On robust decision-making in interdependent economic 
and infrastructure systems

R. Pant & K. Barker
School of Industrial Engineering, University of Oklahoma, Norman, OK, USA

Since the IIM quantifies risk, we use it to 
inform risk-based decision-making. Namely, the 
model helps us quantify the efficacy of various 
preparedness options that seek to minimize the 
interdependent impacts of a disruptive event. The 
total economic loss quantified in terms of sec-
tor inoperabilities serves as a suitable metric for 
measurement of overall impact of inoperability on 
interdependent systems. One of the considerations 
of a risk planner is the minimization of the total 
economic loss resulting from a disruptive event. In 
this study, this objective is explored to compare dif-
ferent preparedness options that may be developed 
for interdependent systems. The risk preparedness 
planning question addresses in this study is

Given control over the upper and lower bounds of 
demand perturbations of sectors in static demand-
loss risk reduction across directly and indirectly 
affected sectors, what is the best way to control 
the interdependent propagation of inoperability 
that minimizes total economic loss?

The lower and upper bounds on demand pertur-
bations are dependent upon preparedness options 
and help in controlling the sum of losses in a cer-
tain number of sectors. The risk planning and 
management formulation developed in this paper 
is a linear programming problem that is easy to 
solve deterministically. We enhance the ability of 
the formulation to effectively address real-world 
systems by accounting for data and parameter 
uncertainties.

Since the IIM is a data-driven model, it contains 
uncertainties due to inaccuracies in data collection, 
including source data and assumptions inherent in 
input-output analysis, such as linearity or propor-
tionality, allocation, and aggregation. In addition, 
the risk-based parameters such as demand per-
turbations and initial inoperabilities used in the 
IIM depend upon events that are often extreme 
in nature and difficult to understand a priori, thus 
introducing further uncertainty in the optimization 
problem. Instead of addressing the feasibility of 
the optimization problem for every possible type 
of uncertainty, we choose to examine the bounds 

ABSTRACT: In this paper, we address the 
problem of risk-based decision-making for inter-
dependent infrastructure systems where uncertain-
ties exist in describing model parameters and in 
describing the effects of disruptive events, poten-
tially extreme in nature. Many of today’s infra-
structure systems are interdependent upon each 
other through exchange of money, information, 
goods and other important resources. Such inter-
dependence increases the vulnerability of these 
infrastructures to disasters and man-made attacks. 
The interdependent nature of US infrastructure 
and industry sectors has prompted the Depart-
ment of Homeland Security (DHS) to stress the 
need to protect infrastructures. Risk managers and 
decision-makers seeking to prepare for malevolent 
man-made events, accidents, and natural disasters 
must appropriately plan for the interdependent 
nature of today’s complex infrastructure systems. 
Risk studies of infrastructures require the quanti-
fication of the disruptive events and the underlying 
interdependent complexities of the systems. While 
deterministic treatment of risk and interdepend-
ency can provide some initial answers, such analy-
sis has limited scope. Uncertainties arising due to 
potentially unreliable data and limitations in disas-
ter predictions need to be included in the analysis 
approach.

We make use of a risk-based interdependency 
model called the Inoperability Input-Output Model 
(IIM), which describes how the adverse impacts 
of a disruptive event propagate through several 
interconnected industry and infrastructure sectors 
by disruption-driven demand perturbations. The 
model provides a risk metric, inoperability, which 
defines the extent to which a system’s functionality 
is lost, and in this study it helps us to quantify the 
loss of economic production due to a disruption in 
services. The IIM is a data-driven model based on 
economic input-output models that quantify equi-
librium infrastructure interdependence in terms 
of the economic production of goods and services 
by industry sectors and their usage among other 
industries and end users. Using the IIM the flow of 
risk from one affected sector to all the other sectors 
can be effectively captured.
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for convex uncertainty sets. and are convex. Such 
formulations allow us to explore robust solutions 
to the optimization problem in order to examine 
the extreme uncertainty conditions under which 
the optimization is feasible. Robust optimization 
has recently become a significant approach for 
addressing parameter uncertainty in mathematical 
programming problems. Often is the case in risk-
based decision-making that we seek not the best 
option but rather to avoid making a bad decision, 
and decision-making driven by robust optimiza-
tion can reflect such worst case scenarios.

We address data uncertainties by considering 
that realizations for each data point belong to an 
interval around the nominal value provided. This 
allows us to construct an infinity norm bounded 
uncertainty set that is convex, computationally 
tractable and preserves the linearity of  the optimi-
zation problem. Modeling demand perturbation 
bounds reflect extreme events which are probabi-
listic. Hence, instead of being deterministic some 
of the inequalities have to be treated as probabil-
istic chance constraints that measure the probabil-
ity of  violating the given inequalities due to the 
extreme event uncertainties. In order to maintain 
computational tractability of  the optimization 
problem we provide convex approximations of  the 
probabilistic chance constraints that aim to find 
Gaussian distributions that bound the probabil-
ity distribution measuring the chance constraint 
uncertainty. This allows us to construct a set of 
inequalities for which feasibility is maintained for 

extremes. While, such an approximation leads to 
conic programming formulation, our problem is 
still linear because in its structure the data and 
parameter uncertainties are not coupled in the 
same inequalities. As such, we are able to formulate 
a robust counterpart to the optimization problem 
that is linear and provides us with extreme data 
and event analysis.

We apply the concepts developed to the study 
of disruptions to the inland Port of Catoosa in the 
U.S. state of Oklahoma. Risk-based interdepend-
ency analyses of inland port disruptions are nota-
bly sparse in the literature. The study is driven by 
publicly available data. The exports through the 
Port of Catoosa contribute towards the external 
demand of the industries in Oklahoma. Hence, in 
case of a disaster in the port resulting in the loss 
of exports there is a demand perturbation in the 
industries that use the port. Maximum demand 
perturbations are found for each industry as the 
ratio of that industry’s mean estimate of exports 
to its industry output.

We show that data and parameter uncertainty 
provides us with a range within which the optimal 
objective function value will lie. As the uncertainty 
in the problem is increased, we see the predic-
tive range of the model increases, which is useful 
for decision-makers as it provides them with an 
enhanced worst-case analysis.

Our study serves as a useful tool for predicting 
losses under extreme cases of uncertainty thereby 
increasing the scope of decision-making.
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Broadening the discourse on infrastructure interdependence 
by modeling the “Ecology” of infrastructure systems

S. LaRocca, S.D. Guikema & J. Cole
Department of Geography and Environmental Engineering, Johns Hopkins University, Baltimore, MD, USA

E. Sanderson
Wildlife Conservation Society

Interdependencies among infrastructure systems 
arise for many reasons, including, among others, 
geographic proximity inducing common cause 
failures, direct dependence for physical flows of 
information, and common maintenance and repair 
actions. However, existing modeling of the risk and 
reliability of interdependent infrastructure gener-
ally deals with a limited subset of these sources 
of dependence, often focusing on only physical 
flows and geographic proximity. In this paper 
we show how a modeling construct recently pro-
posed for ecological modeling can be used to give 
a much broader picture of dependencies between 
infrastructure systems and the elements of these 
systems and the effects of these dependencies on 
the reliability of interdependent infrastructure sys-
tems. This approach is based on Muir webs. Muir 
webs are a modeling approach first proposed for 
modeling complex, multi-faceted interdependence 
in a pre-European ecological-human commu-
nity in the U.S. by Sanderson (2009). Traditional 
ecological network models focus on predator-
prey relationships, the direct analogue to infra-
structure interdependence models that focus on 
physical input-output dependencies. Muir webs 
generalize from predator-prey relationships to 
consider broader interactions such as dependen-
cies on biotic but not directly consumed factors 
(e.g., shade for certain species of trees). They also 

include interdependencies due to abiotic factors 
(e.g., soil types, moisture levels, and climate) and 
due to human management of the environment 
(e.g., fire-maintained meadows due to agricultural 
practices). These factors are considered through 
a multi-way dependency network describing 
(1) what factors a given organism depends on and 
(2) what other organisms and factors depend on a 
given organism performing its role in the environ-
ment. The end result is a directed graph together 
with probabilities of each of the organisms being 
present and performing its role as a function of the 
needed inputs. In this paper we show how a Muir 
web can be used to represent and model interde-
pendent infrastructure system reliability. The anal-
ogy is that each organism in the infrastructure 
Muir web is either a component of the system (e.g., 
a pump or valve in a water distribution system) or 
is a factor needed by some element(s) of the sys-
tem for it to perform its intended role (e.g., stable 
soil, a water supply, and proper maintenance, all 
for a water pump). We then use this expanded rep-
resentation of the dependencies and interdepend-
encies and demonstrate how to estimate system 
reliability through a simulation-based approach. 
This new approach provides a much broader rep-
resentation and understanding of infrastructure 
interdependencies.

ICASP Book II.indb   567ICASP Book II.indb   567 6/22/2011   12:50:03 AM6/22/2011   12:50:03 AM



568

Applications of Statistics and Probability in Civil Engineering – Faber, Köhler & Nishijima (eds)
© 2011 Taylor & Francis Group, London, ISBN 978-0-415-66986-3

Geographical vulnerability analysis of interdependent critical 
infrastructures
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Department of Industrial Electrical Engineering and Automation, Lund University, Lund, Sweden
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H. Hassel
Department of Fire Safety Engineering and Systems Safety, Lund University, Lund, Sweden 
Lund University Centre for Risk Analysis and Management (LUCRAM)

to events that may affect a geographical area. 
The main point of using different perspective is 
that they can give different and complementing 
information regarding the systems’ vulnerability.

Two main perspectives are addressed and dis-
cussed in the present paper: Vulnerability to 
generic geographical strains, and vulnerability to 
hazard-specific geographical strains.

The first perspective is concerned with estimat-
ing the negative consequences that arise when geo-
graphical areas (of some spatial extent) are exposed 
to strains. This perspective is termed generic since 
no reference is made to specific threats or hazards; 
instead the focus is on identifying geographical 
areas, which if  they are exposed to strains, inde-
pendent on the specific hazard, give rise to large 
negative consequences. One part of this analytic 
perspective is concerned with single areas that 
are exposed to a strain. However, in an in-depth 
vulnerability analysis it may also be interesting to 
analyze combinations of geographical areas that 
give rise to large negative consequences if  both are 
exposed to strains simultaneously. Therefore, the 
second part of this perspective considers vulner-
ability to multiple geographical strains.

The perspective assumes that all components 
in an exposed geographic area will fail. However, 
this is not always the case when considering spe-
cific hazards such as flooding, earthquakes, and 
hurricanes. For example, consider a power distri-
bution system. A moderate flooding will probably 
not affect overhead lines, whereas strong wind is 
more likely to. The second perspective therefore 
aims to analyze the vulnerability of interdepend-
ent infrastructures to specific hazards (e.g. hurri-
canes, earthquakes, flooding, and explosion). This 
perspective of course requires extensive informa-
tion and knowledge about the characteristics of 
potential hazards.

ABSTRACT: The services that technical infra-
structures provide to our society are essential for 
its function, as highlighted by many infrastructure 
crises the last decades. These crises also clearly 
reveal the interconnectedness of technical infra-
structures, where malfunction in one infrastructure 
can spread and cause disturbances in dependent 
infrastructures. Additionally, due to geographic co-
locations, an external event may affect more than 
one infrastructure simultaneously and give rise to 
unanticipated consequences. Hence, it is important 
to proactively address interdependent systems’ vul-
nerabilities in order to find weaknesses before a 
major crisis highlights them. Several methods are 
available that address the analysis of interdepend-
ent infrastructure vulnerabilities; however, due to 
the complexity of interdependent infrastructures, 
each method will only capture some of all relevant 
aspects of these systems. This coupled with the 
fact that the research field is rather young imply 
that different methods and perspectives are neces-
sary to adequately characterize the vulnerability of 
these systems-of-systems.

An important area of this research field is the 
development new methods and perspectives for 
geographical vulnerability analysis. A geographic 
vulnerability analysis is here seen as an analysis of 
how well a system is able to withstand strains that 
expose some geographic area, creating a potential 
for several simultaneous component failures due 
to geographic interdependencies (co-locations) 
between infrastructures. Hazards that may exploit 
such vulnerabilities include for example flooding, 
hurricanes, earthquakes, explosions, snowstorms, 
solar flares and antagonistic threats.

The present paper argues that adopting several 
analytic perspectives is necessary if  the purpose is 
to achieve a broad vulnerability analysis of inter-
dependent infrastructure systems with respect 
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There are both benefits and drawbacks with the 
different perspectives. The purpose of the generic 
perspective is to enable more general conclusions 
to be drawn that are relevant to a wide array of 
underlying threats and hazards—for example iden-
tifying areas where several critical components are 
co-located. A benefit is thus that specific analyses 
do not need to be performed with respect to each 
possible hazard type (which may be insurmount-
able). A downside is that it is not entirely obvi-
ous to what extent the conclusions are valid with 
respect to specific hazards, since hazards not nec-
essarily affect all infrastructures and components 
similarly.

A benefit of the hazard-specific perspective is 
that the conclusions of course become more valid 
with respect to the specific hazard type in focus. 
But the downside is that a large number of analy-
ses must be performed in order to obtain a broad 
perspective of geographical vulnerability.

It is advantageous to combine the generic and 
specific perspectives. The generic perspective pro-
vides a broad, initial view of which areas that are 
most vulnerable to hazards that affect geographic 
areas. The identified areas can be targeted with 
in-depth vulnerability studies, for example by per-
forming hazard-specific analyses with respect to 
the most relevant hazards (e.g. the most frequent 
ones) and especially targeting the areas previously 
identified as vulnerable.

A case study of  a real interdependent railway 
system is performed in the paper, with the aim 
of  exemplifying the generic perspectives. The 
case study makes use of  a previously suggested 
modeling approach for interdependent systems. 
The modeling approach is based on a separation 
between the structural and the functional model 
of  each infrastructure system. The structural 
model consists of  the system components (nodes 
and edges between the nodes), which is essentially 
the way of  modeling complex systems utilized 
in the field of  network analysis. The functional 
model integrates knowledge about the behavior of 
the system into the modeling framework, which 
is essential in order to be able to use the models 
to draw conclusions about the actual systems of 
interest. Functional dependencies between infra-
structures are captured by specifying dependency 
edges between the components of  the infrastruc-
tures. When a failure occurs in a component all 
its outgoing dependency edges are removed, 
and the effect of  this is evaluated in the depend-
ent infrastructures. The modeling approach 
can thus capture both escalating and cascading 
effects. Geographical dependencies are captured 
by specifying the geographic coordinates of  the 
components, which makes it possible to evaluate 

whether a strain exposes several components 
simultaneously.

The railway system is located in southern Sweden 
and is owned and operated by the Swedish Trans-
port Administration. It can be described as an 
interdependent infrastructure system that consists 
of seven interdependent systems (Train operation, 
Railway tracks, Signal, Telecommunication, Trac-
tion power, Internal power and External power) 
and dependencies among them. The Train opera-
tion represents the railway traffic and is the focus 
system of the study. The other systems are sup-
porting systems since they provide no direct serv-
ice to society. Instead the interest is in how strains 
to these supporting systems propagate to negative 
consequences in the Train operation—in terms of 
trains that cannot reach their final destinations.

In the case study, different types of informa-
tion that can be derived from generic geographical 
vulnerability analysis are addressed and reflections 
regarding how this information can be used in vul-
nerability analyses are made.

There are several ways of developing the generic 
geographical vulnerability analysis. In the case 
study, only a single grid was imposed on the geo-
graphical area. However, this may be problematic 
since the criticality of a particular geographical 
point is sensitive to the exact placement of the 
grid. A point could be classified as very critical if  
it falls within a particular grid cell but when the 
grid is only slightly displaced, the point may not at 
all be classified as critical. One way to develop the 
generic vulnerability analysis is therefore to also 
perform analyses where the grid has been displaced 
which reduces the sensitivity of the result to the 
exact placement of the grid.

A common way to approach critical infrastruc-
ture protection is to start with addressing hazards 
that are likely to affect a geographic area of inter-
est. Based on both the expected frequency and 
the possible severity of the hazards, decisions are 
made regarding what hazards to consider fur-
ther. Hazards that have not been identified in the 
hazards identification phase will then of course 
not be addressed. This paper argues that perhaps 
we should start in the other end by looking at the 
systems’ intrinsic vulnerabilities before we address 
specific hazards. In such an approach the goal is 
to identify single or multiple components, geo-
graphic areas, etc. that given they fail, independ-
ent on what particular hazard is the cause, large 
negative consequences will arise. It is argued that 
this is a more open-minded approach. Once a good 
understanding has been gained regarding system 
vulnerabilities and vulnerable states of the sys-
tem, an analysis can be performed with the goal of 
identifying plausible hazards that can exploit these 
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vulnerabilities, thus expanding the vulnerability 
analysis into a risk analysis. At the same time, even 
though no plausible hazard can be imagined, there 
may be reasons for reducing a particular vulner-
ability, since in good risk and safety management 
systems ought to also be well protected against 
unknown or unidentified hazards. Note that this 

paper has only addressed vulnerability analysis, but 
future research should further address how hazard 
analysis should be performed as a complement. 
The overall conclusion of the paper is that generic 
geographical vulnerability analysis can provide an 
important complement to more hazard-specific 
vulnerability analyses.
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Revisiting risk management in major infrastructure projects—
why a socio-technical systems approach makes sense

N.J. Smith & B. Aritua
School of Civil Engineering, University of Leeds, Leeds, UK

C. Clegg & R. Challenger
Leeds University Business School, University of Leeds, Leeds, UK

Earlier research sponsored by the Major Projects 
Association concluded that major projects are 
those which are particularly demanding either 
because of their size, complexity, schedule urgency 
or demand on existing resources or know-how. 
The term ‘major’ is relative. For example, a project 
may involve complex technology while not having 
high monetary demands. Alternatively, the tech-
nology demands may be low but due to schedule 
urgency and its relation to strategic drivers, it may 
be a major project in this sense. Inevitably however, 
major engineering infrastructure projects involve 
significant investment commitments, involve sev-
eral organisations with complex relations, require 
challenging engineering/technological decisions 
and are often driven by schedule constraints. 
Moreover, the process of taking an infrastructure 
project from initial investment decision through 
to completion and into use is complex, generally 
bespoke, and fraught.

General systems theory provides the basis for 
understanding a variety of challenges. General 
systems theory defines a system ‘as a set of inter-
connected elements. In this sense, systems theory 
is a framework by which one can analyze and/or 
describe any group of objects that work in con-
cert to produce a result. Fundamentally, the major 
project may be perceived as a system composed of 
socio-technical sub-systems. Socio-technical sys-
tems theory has at its core the notion that a sys-
tems can be improved, and indeed can only work 
satisfactorily, if  the ‘social’ and the ‘technical’ are 
brought together and treated as interdependent 
subsystems of a wider system. The technical system 
is associated with the physical infrastructure, tech-
nology, processes and procedures while the social 
system includes issues associated with people and 
human behaviour, organisational culture and poli-
tics and the attitudes/expectations of stake holders. 
Thus, an endeavour can be thought of as compris-
ing a wide range of interrelated sub-systems, all in 
a state of dynamic interplay. It is therefore critical 

to focus jointly on and optimise both the technical 
and social subsystems as early as possible.

With regard to risk management in major infra-
structure projects, the principle should apply to 
the entire life cycle. Major infrastructure projects 
are driven by strategic aspirations. It is therefore 
important to examine the socio-technical risk ele-
ments during the concept, design and construction 
phases as part of the risk management process. 
However operational risks should be seriously 
considered. In a study of major infrastructure in 
four principal sectors (energy, transport, waste and 
water), they concluded that operational risks have 
the potential to undermine the primary reasons for 
investment in major infrastructure. Society gener-
ally takes systems of infrastructure for granted, 
until they are either disrupted or fail to work. This 
view is reinforced by several recent events reported 
in popular media which draw attention to glitches 
in operation and the associated impact on every-
day life of ordinary citizens. Therefore the argu-
ments for a socio-technical approach apply equally, 
perhaps even more so, to the operational phase.

This is not to say that existing risk management 
approaches are flawed but to indicate that they 
are only effective in well defined situations with 
good quality data and limited uncertainty. The 
traditional view of project drivers of time, cost 
and quality being related to the engineering phase 
only do not seem to hold in major infrastructure 
projects. The predominant focus of most risk 
management research and guidance for engineer-
ing projects has been on delivering the implemen-
tation phase when the actual asset is built. Hence 
project risk management theory, the guidelines and 
tools and techniques are largely orientated towards 
processes and an implicit assumption of controlled 
environments.

The financial crisis which started having a glo-
bal effect in 2007 is expected to heighten the role 
of risk management in most organisations. Some 
of the most substantial investments that many 
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organisations make are usually associated with 
capital infrastructure. Therefore organisations 
increasingly view risk management in major infra-
structure as central to any investment in capital 
infrastructure. Moreover most major infrastruc-
ture projects are undertaken as part of a multi-
project environment, hence the need to focus on a 
whole systems approach to risk management.

The authors believe that effective risk manage-
ment is likely to result from the closer integration of 

technical and engineering processes and the social 
sciences. The combination of engineering, organi-
sational factors and cognitive systems offers a sub-
stantially wider and more appropriate approach to 
evaluating risk for major infrastructure projects. In 
developed countries the trend is towards a smaller 
number of more complex major projects and their 
strategic management relies upon an effective 
approach to risk management.
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Building owners’ requirement for seismic risk communication 
during structural design

K. Hirata & T. Ishikawa
Japan Women’s University, Tokyo, Japan

The first step is recognition that risk information 
disclosure is needed. The second step is the owner’s 
involvement during design procedure for a deeper 
understanding of risks. The third step is rational 
decision making on the part of the owners, sup-
ported by structural engineers.

The three steps of risk communication depend 
on the level of the owner’s knowledge and involve-
ment. In our previous study, we attempted to 
determine the current step at which each citizen 
was (Hirata & Ishikawa 2009, 2009b). This previ-
ous study indicated that Japanese citizens recog-
nize the degree of seismic hazards with higher level 
of accuracy. People need to involve themselves in 
the decision-making process and receive a large 
amount of information about safety perform-
ances. Therefore, assistance in decision making is 
required in the future.

Over the 80% of respondents think ambivalent 
or information shortage. The 80 or 90% of people 
have positive impressions to understand content 
of performance and to communicate more with 
designer. Consequently, while citizens’ willingness 
to be involved in a decision-making process is high, 
house owners still do not have sufficient rational 
criteria for making decisions regarding structural 
performance level or seismic safety level.

To resolve the current situation, the promo-
tion of information disclosure and changes in the 
attitudes of structural engineers are first required. 
In particular, 90% of the respondents believe that 
risk communication is important, underlining its 
importance.

On the basis of the considerations, citizens 
require explanations on safety and future hazards 
or risk. In particular, they feel that there is a lack of 

1 OBJECTIVES

The purpose of decision making for the level of 
structural performance of a building is to deter-
mine the risk of failure in terms of human life and 
property. Building owners generally have to take 
the responsibility for the building performance as 
the buyer; they share this responsibility with pro-
fessional engineers. However, in general, private 
building owners have poor experience and knowl-
edge of risks or decision making for the level of 
structural performance. Structural engineers essen-
tially need to initiate communication with owners 
about riskrelated matters during the structural 
design procedure.

For establishing an effective risk communica-
tion process based on trust, professionals should 
understand the current requirement of owners and 
users and then support owners in decision making 
and improve owner skill.

This paper describes citizens’ attitudes, gauged 
from questionnaires used to establish methods for 
communicating the risk requirements of houses 
between owners and structural engineers. Citi-
zens are selected to understand a building owner’s 
requirement because they are likely to become 
future building or house owners. This survey speci-
fies the contents and requirements of communica-
tion to determine structural performance, focusing 
on owners’ reliance on engineers. The goal of such 
communication is to make reasonable decisions 
regarding the safety levels required by owners.

A total of 1051 people responded to the web 
questionnaire survey. The respondents were cho-
sen on the basis of residential location in three 
major metropolitan areas and eight rural areas in 
Japan, and their ages ranged from the thirties to 
the seventies.

2  CITIZEN’S ATTITUDE ABOUT RISK 
AND COMMUNICATION

This survey defines the developing process for 
citizens, with three steps in risk communication 
concerning a building’s structural design in Fig. 1. 

Recognition of risk

Deeper understanding  

Decision-making 

Step1

Step2

Step3

Actions of professional 
Information disclosure Improvement

of explanation 
Support of rational decision-making

Figure 1. Owner’s developing steps in risk 
communication.
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information about the structural performance of a 
building or house, and they need more informa-
tion disclosure. In contrast, information on seis-
mic safety performance is currently sufficient for 
owners in Japan. They have a positive impression 
of their dialogue with structural engineers. The 
feeling of reliability for citizens determines the 
success or failure of risk communication, and that 
feeling results from the explanations of the struc-
tural designer, as demonstrated in the previous step 
of dialogue. As a result, the respondents have no 
strong sense of conducting dialogue or decision 
making. Secondly, the respondents who did not 
sufficiently trust engineers required dialogue and 
to make decisions on their own.

Respondents with relief, trust, no relief, or no 
trust required more explanations or dialogue than 
all the respondents as a whole.

3  AWARENESS TYPES REPRESENTED 
BY REQUIREMENT OF DIALOGUE 
AND AUTONOMY

This figure shows the difference in results for the 
three groups divided by the high–low requirement 
for dialogue of respondents. Regardless of the 
high–low dialogue requirement, the difference in 
the decision-making ability or trust was small.

The high requirement of dialogue group needs 
better quality, has high interest and autonomy, and 
has a positive impression about information col-
lecting during house purchase. The difference was 
greater for a positive impression of information, 
autonomy, and interest. On the other hand, for the 
group that needs dialogues, respondents collect 
information positively and have autonomy. The 
active commitment of the respondents is linked to 
risk communication dialogues.

4  CURRENT STATUS OF RECOGNITION 
FOR SATISFACTION BETWEEN 
SAFETY LEVEL AND INFORMATION 
DISCLOSURE

Current social requirements are shown by two 
axes: satisfaction with the seismic safety level 
regulated by law, and recognition of sufficient 

information disclosure for understanding the 
structural performance of a building or house. The 
public feels less satisfied with safety and do not feel 
that enough disclosure has been shown; this can be 
seen from the lower left portion of Fig. 3. There 
are many people who do not have enough trust or 
satisfaction. Professionals have to improve public 
understanding for the people falling in the category 
shown in the lower left field to the upper right field 
in this figure. However, time-consuming or overly 
detailed explanations are not good for busy house 
buyers. The use of adequate explanations and suf-
ficient communication will improve the current 
situation. Coordinating with the social needs for 
safety is important in helping house owners realize 
that risk communication about structural design is 
essential.
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The countries fall into two distinct groups: 
Bangladesh, China, Egypt, India, Ivory Coast, 
Vietnam and Thailand have normalized LQIs 
under 0.09. Canada, Germany, Japan, Nether-
lands, UK, and USA have LQIs greater than 0.9. 
The two groups differ markedly with respect to 
SCCR, flood protection and population loss rates. 
Yet, there is little group difference with respect to 
population, flood area population or asset loss 
rate.

The expected loss of life conditional upon flood-
ing is the population in the area subject to flooding 
factored by the loss rate. Each fatality is taken to 
produce a loss of life years averaging one half  of 
the life expectancy at birth. The total exposure is 
obtained by either expressing asset loss in terms of 
life loss equivalent or vice versa.

Exposure is not risk; the risk depends on the 
degree of flood protection and the emergency 
response capacity. Both must be carefully estimated 
by detailed analysis for each port city to determine 
the optimal level of flood protection. Such analysis 
is beyond the scope of this paper, but the available 
data provide a first assessment of the risk. The 
framework can readily serve with updated data for 
more accurate assessment and decision making.

Risk can be seen from the point of view of an 
individual exposed, or a member of the commu-
nity, or the nation as a whole. All such viewpoints 
have their validity and application; there is no uni-
versal criterion to rank cities with respect to flood. 
The risk is assessed by six criteria: Annual expecta-
tion of (1) Fatalities, (2) Asset losses, (3) Annual 
expectation of life years lost (Figure 1), (4) Total 
of fatalities and asset losses in equivalent life years 
(Figure 2), (5) Same total per inhabitant in terms of 
purchasing-power, and (6) Same, as per cent of the 
GDP per person. We ranked the cities according 
to each criterion and determined the correspond-
ing quartiles. Every criterion shows great diversity 
of risk. Guangzhou has the highest risk in terms 

ABSTRACT: We consider the problem of 
assessing the hazards, exposures and risks of flood 
with respect to lives and assets in major port cities 
world-wide. Port cities have large concentrations of 
people and assets. They are a vital part of the glo-
bal economy. Flood hazard presents an important 
civil engineering challenge, both in terms of poten-
tial loss of life and assets. Flood is among the most 
consequential problems in public risk management 
policy. Several recent floods, as in New Orleans in 
2005, have illustrated the vulnerability of wealthy 
and poor societies.

The analysis builds on the study by Nicholls 
et al. (2007) who gave a global overview of the 
coastal flood hazard for 136 port cities with a pop-
ulation over 1 million. They produced rankings 
by hazard and social-economic vulnerability to 
weather extremes. The 100-year flood area assets 
were estimated as a function of the population 
exposed. Long-life assets were taken as five times 
the population’s share of the GDP, losses from 
flood events five times greater than the GDP of 
the affected population.

Across all 136 cities about 40 million people are 
subject to a 100-year coastal flood event. When 
assets are considered, the distribution is weighted 
towards developed countries. Our analysis consid-
ers 28 of the most seriously affected port cities, 
each being among the top 20 with respect to assets 
or population subject to flood or both. The 28 cit-
ies span a very wide range of social and economic 
development.

The Life Quality Index LQI, deriving from the 
economics of human welfare (Nathwani et al. 2009), 
allows a comparison of risks on the background of 
such diversity. The LQI aggregates the expectancy 
of healthy life e with the GDP per person g cal-
culated at purchasing-power parity. The Societal 
Capacity to Commit Resources (SCCR = 5 g/e 
$/year) to risk reduction, used here for simplicity 
to aggregate risks, is derived from the LQI.

ICASP Book II.indb   577ICASP Book II.indb   577 6/22/2011   12:50:05 AM6/22/2011   12:50:05 AM



578

of total life and asset losses, loss of life years per 
person, or loss per person as per cent of the GDP 
per person. Guangzhou is in the highest quartile 
according to all six criteria. Ho Chi Minh City, 
Mumbai, New Orleans and Tianjin and are also at 
high risk according to more than half  of the crite-
ria. China has by far the largest population exposed 
to the flood hazard. Among the 28 cities studied, 
the quartiles of lowest risk comprise some nine cit-
ies. Amsterdam, Fukuoka-Kitakyushu, Hamburg, 
London, Rotterdam and Tokyo all exhibit low risk 
according to each of the six criteria.

All data in this study are uncertain, more uncer-
tain than usual in engineering risk analysis for 
particular locations. Any measure of uncertainty 

is itself  uncertain. But it is useful to get a rough 
estimate of the uncertainty in the calculated risks, 
precisely because of the high uncertainty, to evalu-
ate how robust the possible conclusions may be. 
The assigned coefficients of  variation fall in two 
sets, with relatively low and high Coefficients Of 
Variation (COV). Since the latter set is large and 
dominant, the uncertainty in the former set is 
ignored if  their COV is less than one third (17%) 
of the higher COVs. The reduced set of  COVs used 
are then the same for all urban areas. To simplify 
the analysis further we assumed that the variables 
are approximately lognormally distributed, so that 
the aggregated risk variables will be approximately 
lognormal as well. The resulting COVs range 
for exposure variables from 54% to 59% and for 
risk variables from 74% to 77%. In spite of  these 
wide error bands, the exposure and risk are con-
centrated on a few cities. The risk varies 300-fold 
over the set of  28 cities, from very serious to quite 
insignificant. Most high-risk locations are in Asia. 
The risks are generally small in the developed 
countries.

Flood area assets and flood area population are 
not good indicators of exposures and risks. Nicholls 
et al., cautiously call their study a “ranking” rather 
than exposure analysis. For the exposure analysis 
we had to make further assumptions, estimating 
some design return periods. When the accuracy 
has to be adequate for risk-based decision making, 
return periods can only be determined by detailed 
analysis for each urban area individually. The 
same applies to the loss rates for population and 
assets. Such estimates, and hence more accurate 
assessments of exposures and risks, are technically 
feasible. The risks obtained here are thus prelimi-
nary. Our triage (rather than a ranking) gives an 
indication of the relative and absolute magnitudes 
of flood hazard measures, indicating where fur-
ther study is most urgent. If  more accurate data 
become available, a revised set of values is readily 
calculated by the formulas presented.
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squares was chosen to minimize the number of 
necessary solver evaluations.

Reliability analysis

The approach followed herein is a moving least 
square (MLS) approach which is based on an 
enhancement of the above concept by Lancaster & 
Salkauskas 1981 of least squares by incorporat-
ing location information to increase the accuracy 
of the approximation. The approach utilizes a 
weighting of the Eucledian distance of each sup-
port point input vector xmi to the input parameters 
x of  the evaluation point so that

wi(x, xmi) = wi (||x – xmi||), (1)

All weights are then compiled into a location 
dependent weighting matrix W(x) so that

ˆ( ) [ ( ) ] ( )β( ) [ x( H] W( y.THT ( ) ]x( ] 1  (2)

Unfortunately, this leads to a location depend-
ency of the coefficients β̂  so that no global 
equation can be found. A MLS formulation has to 
be found for every evaluation point.

An approach outlined in Bucher 2009, Most & 
Bucher 2005 uses a nearly interpolating weighting 
function by introducing

w
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with
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where ε is a regularization parameter to stabilize the 
problem numerically. In order to provide near-accurate 
solutions ε has to be chosen as small as possible but 
within machine precision. An ε in the range of 10−5 is 
usually sufficient (Most & Bucher 2005).

INTRODUCTION

Protection of the health and life of the occupants 
in case of a hostile fire is the main safety objective 
of Fire Protection Engineering. This objective is 
achieved by providing for a safe evacuation from 
the building before the various effects of the fire in-
flict casualties on the occupants. This requirement 
of successful evacuation is manifested in nearly 
all of today’s fire codes in countries all over the 
world. In Germany, this objective is satisfactorily 
shown by complying with the deemed-to-satisfy 
prescriptive codes and standards which contain 
basic material and constructional requirements. 
Yet, architecture has become increasingly com-
plex during the last decades as advancements in 
structural engineering as well as material sciences 
have made it possible to realize such buildings. On 
many occasions, these advancements have outrun 
the prescriptive requirements as large atria and 
other complex geometries cannot not be realized 
in accordance with the codes. In such cases, short-
comings to the requirements are compensated with 
so-called performance-based engineering methods 
as part of a holistic fire safety concept on an indi-
vidual basis to maintain the required safety level. 
This is usually shown if  the required safe egress 
time (RSET) is smaller than the available safe 
egress time (ASET).

METHODOLOGY

As the approach described above is usually applied 
using deterministic values of an uncertain vari-
able, engineers tend to estimate values on the safe 
side and thus might end up with overly safe and 
expensive solutions. The aim of this paper is to 
compute the reliability of a safe evacuation using 
a CFD model and a simple evacuation calculation. 
As a Monte Carlo simulation of a CFD model is 
not possible due to the high computational costs, 
a response surface method based on moving least 
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As described above, the fitted coefficients of an 
MLS approach are now location dependent and 
thus no closed-form global expression is avail-
able. Hence, Proppe 2008 recommends the use of 
adaptive importance sampling (AIS) instead of 
FORM.

APPLICATION TO A FPE PROBLEM

In the following, the described methodology will 
be applied to a simple, but representative example 
from Fire Protection Engineering. The main focus 
of the problem is to evaluate the reliability of a 
save evacuation from a simplified assembly room. 
This is usually shown if  ASET > RSET so the the 
limit state of the reliability problem can be simply 
taken as

g(x) = tASET – tRSET (5)

which a failure domain Ωf = g(x) ≤ 0. Both times 
stem from an evacuation model and a CFD simu-
lation, respectively, and will be evaluated with vari-
ous random variables shown in the following.

The surrogate model will be constructed for 
both, fire and evacuation simulation using the 
response surface formulation described above. 
Even though a weighting matrix W(x) including 
all support points has to be constructed for every 
evaluation point the assessment is very fast so that 
a high number of samples can be evaluated with 
the surrogate—also leading to fast convergence of 
the AIS algorithm.

In a first step, random samples are drawn from 
the stochastic model using a random or pseudo-
random number generator. The parameter sets 
are then fed into the surrogate to determine the 
response and subsequently evaluated with the AIS 
algorithm. Due to the high number of evaluation 
points on the surrogate and the high failure prob-
ability, a second step in AIS is not required in this 
calculation.

In a second step, a new design of experiments 
and thus additional support points are evaluated 
at the new mean and with the decreased variance 
of the adapted weighting function h2(x). Subse-
quently, an updated surrogate is constructed and a 
reliability analysis is carried out.

This process is repeated until the failure prob-
ability stabilizes, meaning that the difference 
between the current and the previous iteration is 
less than 2.5%.

All the steps applied for the visibility were 
repeated for assessment of the failure probabili-
ties when a less conservative toxicity criterion is 
used instead of the visibility criterion. Usually, 

visibility criteria are used for life safety design as 
a optical density of less than 0.1/m implies a very 
low level of toxic gases (Purser 2002) and thus can 
be regarded as a very conservative criterion.

Looking at the toxicity will provide us with 
information about the implicit level of safety 
between the two criteria as toxicity thresholds can 
be regarded as an ultimate limit state. They imply 
that upon reaching the threshold level, the remain-
ing occupants are in great danger of becoming 
unconscious and thus are likely be severely harmed 
or even die in the fire.

RESULTS & DISCUSSION

The method presented allows for a very fast evalu-
ation of the reliability using complex and numeri-
cally expensive computational models such as CFD 
tools with a very low number of necessary evalu-
ation in comparison to other techniques like i.e. 
Monte Carlo simulation. The advanced and quasi-
interpolating surrogate model allows for a precise 
approximation of the real limit state hyper-surface 
without loss of information due to global approxi-
mation. This technique also allows for all support 
points to be included in every iteration and thus 
will not omit previously evaluated supports in con-
secutive iterations. It should be noted that the algo-
rithm will work quite well for many models and is 
even capable of a good representation of complex 
and noisy limit state hyper-surfaces—with the con-
straint that enough support points are present. The 
evaluation of support points is mostly limited by 
the high computational costs.

The failure probabilities should always be 
regarded as conditional probabilities, as the hos-
tile fire is not a regular event for a building to be 
designed for. To compare the safety level against, 
for example, structural integrity, one has to look at 
the reference period—which for the latter is usually 
one year. The results using the optical density as a 
criterion has shown to be in the same range as the 
range as the find-ings of Magnusson, Frantzich & 
Harada 1996.

In conclusion, it should be noted that the results 
herein are based on very limited available data for 
the stochastic models; educated assumptions for 
some parameter uncertainties and distributions as 
detailed data is currently missing.
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where typically is referred to as low-to-moderate 
seismicity region [9].

Figure 1 shows a one-story light-frame wood 
building that is studied in this paper. The building 
located in Los Angeles has denser nailing schedule 
than buildings located in other three sites.

The incremental dynamic analysis (IDA) [10] is 
performed to examine the record-to-record uncer-
tainty and its effect on the collapse risks of the 
buildings located at the four sites. Figure 2 shows 
a set of IDA curves of drift obtained for the one-
story building subjected to a suite of 20 ground 
motions in Los Angeles. It is found that the record-
to-record uncertainty caused capacity dispersion, 
βr2r ranges from 0.31 to 0.5.

Assuming the dispersion of the collapse capac-
ity due to the resistance uncertainty found in 
an individual shear wall is in the same level as that 
in the whole building, the south shear wall in the 
building B is chosen to examine the resistance 
uncertainty instead of the whole building so that 
the computational burden can be alleviated. The 
hysteresis parameters are assumed to be normally 
distributed. The median values of the hysteresis 
parameters are determined using the CASHEW 
program [11]. The coefficient of variation (COV) 
is assumed to be 0.5 for each parameter. Each 
hysteresis parameter is assumed to be independ-
ent from others. Finally, the resistance uncertainty 

ABSTRACT: In the 1994 Northridge Earth-
quake, the collapse of wood buildings caused about 
$20 billion of losses and 24 deaths [1]. Since more 
than 90% of the residences are wood buildings in 
the United States (U.S.), it is important to evaluate 
the collapse risk of wood buildings.

Aleatory and epistemic uncertainties are 
involved in both the seismic demand and structural 
capacity. The uncertainty due to the inherent ran-
domness is termed aleatory uncertainty. The uncer-
tainty due to the limitation of human knowledge 
is termed epistemic uncertainty. A main source of 
uncertainty comes from the seismic demand. The 
aleatory uncertainty in earthquake demand exists 
between ground motions [2] and details of each 
ground motion [3], while the epistemic uncertainty 
exists in alternative seismic models. In this study, 
the uncertainty between ground motion is termed 
record-to-record uncertainty. The aleatory uncer-
tainty of the structural capacity exists in character-
istics of the structure, e.g., the damping, stiffness, 
mass, energy dissipation, etc, while the epistemic 
uncertainty represents how good the numerical 
model represents the actual structure as well as how 
good the models describe the real structure [4].

Recent studies [5–8] indicate that uncertain-
ties in the structure capacity (termed resistance 
uncertainty later) have significant influence on the 
structural collapse risk of  steel and reinforced con-
crete structures. However, it is unclear whether the 
uncertainty in resistance has a significant impact 
on the collapse risk of  light-frame wood construc-
tions. This topic is investigated in this study, in 
which both aleatory and epistemic uncertainties 
are propagated into seismic collapse risk assess-
ment of  light-frame wood constructions. A typi-
cal residence is assumed to be located at four 
sites in the U.S. Los Angeles, CA, Seattle, WA, 
and Boston, MA represent high, moderate and 
low seismicity areas, respectively. St Louis, MO 
represents sites in the Central and Eastern U.S. Figure 1. One-story light-frame wood building.
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caused collapse capacity dispersion is determined 
as βr = 0.18.

Using the SRSS, the dispersion of the col-
lapse capacity considering both aleatory and 
epistemic uncer tainties can be determined as 
β β β β+β rr r mβ22 2β+  where βm is the modeling uncer-
tainty. Three levels of modeling uncertainties are 
assumed in the paper, i.e., low (βm = 0.2), moderate 
(βm = 0.4), and high (βm = 0.6).

Finally, the collapse risks are evaluated in terms 
of the collapse probability at the MCE event, 
the annual and 50-year collapse probabilities. 
Figures 3 shows the collapse fragilities of the one-
story building located at Los Angeles, considering 
different sources of uncertainties.
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Figure 2. IDA curves of the one-story wood building 
subjected to the LA 2/50 ground motions.
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Estimation of risk for design of structures exposed to combined 
effects of hurricane wind speed and storm surge hazards

Long T. Phan & Emil Simiu
National Institute of Standards and Technology, Gaithersburg, MD, USA

This requires consideration of the effects of local 
topography and bathymetry, on which storm surge 
at any specific location is highly dependent.

This paper describes a methodology for estimat-
ing risk due to combined effects of hurricane wind 
speed and storm surge. The proposed methodol-
ogy is applied to the Tampa Bay, Florida region 
and entails the following three steps:

1. Simulation and selection of hurricane storm 
tracks and characteristics: A stochastic set 
of hurricane storm tracks is generated, each 
hurricane being characterized by a set of clima-
tological parameters, including pressure defect, 
radius of maximum wind speeds, and its track.

2. Hydrodynamic simulation to generate time 
histories of wind speeds and storm surge heights: 
Time histories of wind speeds and storm surge 
heights at a site are generated using an appro-
priate storm surge model and software. For the 
case studies presented herein we used the soft-
ware SLOSH (Sea, Lake, and Overland Surges 
from Hurricanes). The selected hurricanes in 
step 1 are used to prescribe the environmental 
conditions in the simulation. In addition to the 
time histories of wind speeds and storm surge 
heights, SLOSH also generates time histories 
of wind direction to allow for consideration 
of wind directionality. In this work the time 
histories were saved at 5-min intervals, so that 
no significant wind speed peaks were likely to 
be missed, without resulting in an unduly large 
amount of data. NOAA uses SLOSH to con-
duct real-time forecasts of potential storm surge 
from approaching hurricanes and includes 
these forecasts in periodic hurricane advisories. 
NOAA, in their advisories prior to Katrina’s 
landfall, predicted based on SLOSH simulation 
“coastal storm surge flooding of 18 to 22 ft above 
normal tide levels … locally as high as 28 ft along 
with large and dangerous battering waves … can 
be expected near and to the east of where the 
center makes landfall.” (Advisory 24 4 PM CDT 
Aug. 28, 2005), and “storm surge flooding of 10 
to 15 ft near the tops of the levees is possible in 
the greater New Orleans area.” (Advisory 26B 
8 AM CDT Aug. 29, 2005). These predictions by 

ABSTRACT: Hurricane wind speed and storm 
surge are coupled phenomena. The effects of these 
natural hazards on coastal structures are interde-
pendent and are highly influenced by local bathym-
etry and topography. The design of structures in 
coastal high hazard areas is currently governed 
by ASCE 7-05 Minimum Design Loads for Build-
ings and Other Structures [ASCE, 2005] for wind 
and flood loading, and ASCE 24 Flood Resistant 
Design and Construction [ASCE, 2006] for resist-
ance to flood, including high velocity wave action. 
ASCE 7-05 provides contours of basic wind speeds 
(3-s peak gusts at 33 ft (10 m) over open terrain) 
for both non-hurricane and hurricane winds. Non-
hurricane winds are based on a nominal 50-year 
mean recurrence interval (MRI) and hurricane 
winds are based on longer MRIs dependent on 
location. ASCE 24 specifies mainly the elevation 
and foundation requirements for buildings and 
other structures. Neither ASCE 7 nor ASCE 24 
addresses the joint probabilities of hurricane wind 
speed and storm surge.

Special design criteria that consider the com-
bined effect of wind speed and storm surge have 
been developed and used in the past for special 
structures. The New Orleans flood protection 
system was designed on the basis of design cri-
teria requiring that it resist the loads inherent in 
the Standard Project Hurricane (SPH). The SPH, 
developed in 1957 on the basis of analyses of hur-
ricanes of record (from 1900 to 1956), is defined as 
the most severe hurricane that is considered reason-
ably characteristic of a region. However, the level 
of risk inherent in the SPH is not known. The fact 
that storm surges in Katrina were as high as 28 ft 
(8.5 m) shows that (1) the coupling between wind 
speed and storm surge height is highly dependent on 
local topography and bathymetry, and (2) the SPH 
is inadequate as a design criterion for protection 
against possible combinations of wind speed and 
storm surge height. Thus, at present there is a lack 
of risk-based design criteria for buildings and other 
structures in coastal regions subjected to hurricane 
winds and storm surge. Such risk-based design cri-
teria should be developed by appropriately account-
ing for the risk posed by the combined effects of 
joint hurricane wind speed and storm surge events. 
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SLOSH, while likely to be underestimating the 
total water depth since SLOSH does not have 
wave effects represented, appear to be in general 
good agreement with the observed storm surge 
heights.

3. Development of probabilistic descriptions of 
wind speed/storm surge height events and their 
effects: Joint histograms of wind speeds and 
storm surge heights are developed using the 
simulated time histories of the wind speeds and 
storm surge heights. The joint histograms, and 
the historically-based mean annual hurricane 
arrival rate at the site, are used to estimate prob-
abilities of exceedance of events associated with 
certain wind speed and storm surge height at 
that site, and corresponding MRIs.

The proposed methodology provides a state of 
the art approach for estimating risk due to com-
bined effects of hurricane wind speed and storm 
surge with appropriate consideration for the influ-
ence of local topography and bathymetry, which 
could be used to underpin the development of 
risk-consistent design criteria for coastal structures 
or other engineering systems, including systems 
located in the coastal high hazard zones defined by 
the FEMA’s FIRM map and subjected to the com-
bined effect of hurricane wind speed and storm 
surge. However, the methodology has the follow-
ing limitations:

The methodology is applicable only if  a sto-
chastic set of hurricane storm tracks and a cur-
rent hydrodynamic model of the area of interest 

(SLOSH basins) are available. For the State of 
Florida, both of these exist, thus design criteria 
can be developed for the State of Florida using the 
methodology developed here. Even for Florida 
the possible evolution in time of the bathymetry 
of the sites needs to be taken into consideration. 
Furthermore, changes to the terrain, including both 
dune building during beach restoration projects 
and destruction due to hurricane will impact the 
surge results. For other regions along the eastern 
seaboard and the Gulf coast, while hydrodynamic 
models of various basins exist, a public stochastic 
hurricane simulation model similar to the State of 
Florida FPHLM may not be available. The wind 
model simulations performed in this study did not 
consider variable radial pressure profile shapes 
that are known to affect the peak wind speed and 
the radial extent of damaging winds, and also 
used a relatively small storm motion asymmetry. 
Subsequent studies should investigate the sensitiv-
ity of results to wind models with more detailed 
physics.

The hydrodynamic simulations performed in 
this study using SLOSH did not consider the effect 
of waves and tides, both of which would increase 
the total water levels. Subsequent studies will need 
to investigate the feasibility of incorporating wave 
modeling and consider the effect of tides in the 
hydrodynamic simulation, and to compare results 
with other simulation tools such as the Advanced 
Circulation Model for Oceanic, Coastal and Estu-
arine Water (ADCIRC).
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Risk assessment for road tunnels in Germany—development 
and application of quantitative methods

Frank Heimbecher
Federal Highway Research Institute (BASt), Bergisch Gladbach, Germany

Bernhard Kohl
ILF Consulting Engineers, Linz, Austria

The German risk model allows to calculate two 
different risk indicators of societal risk for colli-
sion risk as well as for fire risk.

− Expected risk value (EV): statistically (in a long 
term perspective) expected number of fatalities 
per year and per tunnel (or per tunnel km).

− FN-curve: graph depicting the relationships 
between frequency and consequences (in terms of 
number of fatalities per event) of the investigated 
accident scenarios in a double logarithmic scale.

For fire risk as well as for collision risk the fre-
quencies of the individual consequence scenarios 
are calculated by event trees defined in the risk 
model. Whereas the consequence values for col-
lisions are also defined in the method (based on 
statistical accident consequence data), the conse-
quence values for fires have to be calculated indi-
vidually for the tunnel under investigation.

The consequence model for tunnel fires consists 
of two elements:

− A smoke propagation model to calculate the 
propagation of smoke in the tunnel, taking fire 
development and fire size, air flow conditions 
(including ventilation) and geometrical condi-
tions of the tunnel into account. For this step 
commercial CFD-models can be applied.

− A simplified consequence model to calculate the 
consequence values for fires based on the results 
of the smoke propagation model; this model 
applies defined lethality rates in dependence of 
smoke concentration (different visibility zones).

In order to investigate to what extent a unique 
specific safety level as reference for the evaluation 
of the results of a risk analysis could be specified 
additional research efforts were undertaken. Task 
of the research project “Sicherheitsbewertung von 
Straßentunneln auf Basis richtliniengerecht ausges-
tatteter Tunnel” was to determine the range of risk 
values for different tunnel types (model tunnels).

The national implementation of the European 
Directive 2004/54/EC concerning the minimum 
requirements for the safety of tunnels in the trans-
European road network (TERN) led to the devel-
opment and application of quantitative methods 
for risk assessment of road tunnels in the indi-
vidual European member states. It was intended to 
develop methods that facilitate a transparent and 
traceable analysis and evaluation of the accident 
risks for tunnel users.

In Germany, the requirements for the opera-
tional equipment of road tunnels are regulated in 
the “RABT” (guidelines for the equipment and 
operation of road tunnels). The European direc-
tive was implemented by an appropriate adapta-
tion of the “RABT”. Risk assessment based on 
the method presented below now has to be used in 
specific cases. These include:

− road tunnels that have specific characteristics,
− determining the ventilation system for bidirec-

tional tunnels and
− existing road tunnels, for which retrofitting 

according to the requirements would lead to dis-
proportionally high costs.

Hence also in Germany a quantitative method 
for calculating monetarised expected risk values 
based on accident frequencies and fire simula-
tions was developed. The German risk analysis 
method was published in the research report FE 
03.378/2004/FRG in 2007. This method covers the 
risk due to the following initial events:

− risk due to car accident
− risk due to fires

The German risk model does not include 
the risk due to transport of  dangerous goods 
through road tunnels. This risk is covered by a 
separate approach based on the international 
ADR tunnel regulations, which is not presented 
in this paper.
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Based on results of the research work to the 
following conclusions can be drawn:

− The application of the German risk analysis 
method for road tunnels to 8 model tunnels 
showed comprehensible and traceable results.

− The interpretation and evaluation of  the risk 
analysis results, specifically of  FN-curves, 
is not easy; specific attention has to be paid 
whether the quantitative risk values represent 
the whole tunnel or are scaled according to tun-
nel length.

− Different model tunnels, all strictly designed and 
equipped according to RABT, show not equal 
risk levels; hence it is not possible to derive clear 
and unique quantitative risk reference criteria 
on that basis.

− Vice versa it can be concluded that some 
definitions in the guidelines (for instance length 
criteria for the application of different ventila-
tion systems) could be discussed on the basis of 
the results of systematic risk assessment studies.

− Especially the sensitivity study of various venti-
lation parameters lead to interesting results.
− Tunnels with natural ventilation and high traf-

fic volume show a high fire risk.
− The expected influence of various ventilation 

systems can be clearly demonstrated.
− If  the implementation of a smoke extraction 

leads to the change of tunnel cross section (rec-
tangular cross section due to intermediate ceiling 
instead of a vaulted profile) the positive effect 
of smoke extraction may be counterbalanced by 
the negative effect of a lower tunnel ceiling.
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Risk assessment for the hazard scenario “Braking action 
on double track railway bridges”

Charles Fermaud, Frank Stenger & Vasiliki Malioka
Ernst Basler + Partner, Division of Safety and Security, Zollikon, Switzerland

Marcus Schenkel
Deutsche Bahn (DB), Germany

viaducts is examined, namely the Saale—Elster 
Viaduct with an overall length of 6.5 km.

The assessment of the frequency of the hazard 
scenario is, among others, based on the following 
consideration:
− Frequency of parallel operations, depending on 

the operational program and the local situation.
− Frequency of maximum braking action of one 

train as well as dependent and independent 
braking of a second train.

− Local and temporal occurrence of the braking 
action on the same considered bridge section.
It shall be noted that the input parameters and 

hence the results of the analysis presented in this 
paper hold for the time that the paper is writ-
ten (October 2010) and are subjected to revision 
within 2011.

2 THE SAALE—ELSTER VIADUCT

2.1 Viaduct configuration and train movements

The Saale—Elster Viaduct consists of two parts as 
listed below and as shown in Figure 1:

a. A two tracks bridge (main line) of 6.5 km in 
length and approximately 13.9 m in width, on 
which trains travel between Erfurt and Leipzig 
in both directions.

b. A junction line of  approximately 2.4 km, 
which branches off  the main line at 2.9 km 
from Erfurt. Trains travel in the junction line 
between Erfurt and Halle in both directions. 
The viaduct’s layout consists in principle of 
two—span sections, each with a length of  44 m 
between bearings. At some locations either the 
length of  the span is larger or a three or more 
span section exists.

While most trains traveling on the parallel 
located tracks will travel in opposite directions, 
a small number of trains may be traveling paral-
lel to each other. Such cases are not intended 

1 INTRODUCTION

The traffic route project Deutsche Einheit No. 8 
(VDE 8) connects the cities of Nürnberg, Erfurt, 
Leipzig/Halle and Berlin with a new or upgraded 
railway line with an overall length of 500 km. Sev-
eral sections of the line are already in use. Others 
are still under planning and construction. The lay-
out of the newly built line includes a great number 
of viaducts, DB Projektbahn GmbH (2008).

In the course of the project realization, the 
German Federal Railway Authority (Eisenbahn-
Bundesamt, EBA) raised the issue of a specific 
hazard scenario concerning viaducts: two trains 
braking with maximum power at the same time and 
place, while operating on parallel tracks and in the 
same direction. Additionally, one of the trains must 
be in the ultimate phase before standstill when the 
braking power reaches its maximum. As the newly 
built line allows a parallel train operation, the above 
hazard scenario cannot be excluded.

The present design of the viaducts accounts 
for the less demanding hazard scenario of a train 
braking on one track and of a train starting off  in 
the opposite direction. However, in the previously 
mentioned scenario, it is expected that the super-
imposed maximum forces may exceed the resist-
ance of the construction.

The design recalculation of the viaducts has 
shown that a small number of objects will probably 
not comply with the new requirements set by EBA. 
On the one hand, constructional options are being 
taken into consideration. On the other hand, a risk 
assessment aims to provide an answer to the ques-
tion of how relevant, respectively how frequent, 
the hazard scenario could be.

The present paper aims to present the 
quantitative assessment of the annual probability 
of the aforementioned hazard scenario, account-
ing for the underlying uncertainties of the influ-
encing factors, e.g. train velocity and deceleration, 
number of trains, train length, causes of braking 
action etc. For this purpose one of the route’s 
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according to the time schedule but could result if  
for example trains would need to overtake or due 
to a train delay.

2.2  Viaduct design and the Load case 
“Braking—Braking”

According to the specifications of the design 
codes, the viaduct has been designed to withstand 
horizontal forces imposed from the braking of 
individual trains on one track, accounting for the 
case that at the same time a train starts off  in the 
opposite direction on the other track.

However, during a design recalculation proc-
ess, the German Federal Railway Authority 
(Eisenbahn-Bundesamt, EBA) raised the issue 
of a specific hazard scenario (named “Braking—
Braking”) relevant for viaducts where parallel 
train operations are possible: two trains braking 
with maximum power at the same time and place, 
while operating on parallel tracks. As the braking 
force for continuous braking differs from that at 
the ultimate phase of braking, four different sce-
narios need to be considered, Table 1. Scenario 4 
corresponds exactly to the hazard scenario previ-
ously named as “Braking—Braking”. Scenario 1, 
namely “Ultimate phase—Ultimate phase”, refers 
to the situation where both trains reach the ultimate 
phase of braking at the same time and location on 
the bridge. Finally, scenarios 2 and 3 correspond 
to the situation of one train reaching the ultimate 
braking phase while the second train is braking. 
These cases will be herein referred to as “Ultimate 
phase—Braking”.

Following an estimation of the imposed forces 
resulting in the case that the above scenarios take 
place, see also DIN 1055-100 (2001), scenario 4 has 
been deemed as not critical and is not further exam-
ined. The scenarios though 1 to 3 may lead into 
forces that the viaduct would not withstand. The 
assessment of those scenarios in terms of an annual 
probability of occurrence is the scope of the project.

3 ASSESSMENT FRAMEWORK

The annual probability of  the three hazard 
scenarios is assessed by consideration of  the 

events and parameters that are relevant for their 
occurrence. The general approach is based on the 
evaluation of  event trees, which are built appro-
priately for the examination of  the hazard scenar-
ios. An illustration of  the event trees employed 
is provided in the paper for the aforementioned 
scenarios.

Each event tree describes the logical series of 
events leading to the examined hazard scenario for 
a specific combination of parallel train operations. 
A combination is defined by the route of the trains 
during their parallel movement. In total there are 
eight such combinations examined. For each combi-
nation both cases of conditional and unconditional 
braking, of the train performing the parallel opera-
tion upon the braking of the first train, are assessed.

The hazard scenario is described with the help 
of a limit state function in which the uncertain 
parameters are modeled as random variables. The 
estimation of the expected annual probability of 
the hazard scenario follows from the employment 
of Monte Carlo simulation of the random vari-
ables in the defined limit state. The acceptability of 
the resulting probability is examined by compari-
son with acceptance criteria, formulated based on 
approaches commonly used in traffic safety, e.g. EN 
50126 (1999) and Civil Aviation Authority (2006).
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Table 1. Load scenarios based on the possible braking 
scenarios.

Train Z1 (normal track)

Ultimate phase
Continuous 
braking

Train Z2 (parallel track)
Ultimate Phase Sc. 1 Sc. 2
Continuous Braking Sc. 3 Sc. 4
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Probabilistic models of varying levels of refinement 
are developed for the loss estimation of the build-
ings. These are Bayesian models that will be con-
tinuously updated as new data and knowledge 
becomes available. The least refined model com-
putes the economic loss of an entire region (called 
sector). In a more refined set of models, the build-
ing response, damage, and losses are predicted 
given general characteristics of the building. In 
both approaches, structural as well as non-struc-
tural damage and loss are considered. The entire 
Metro-Vancouver region is modelled with 33 sec-
tor models. Figure 2 illustrates these sectors in Rt.

The output of the sampling-based load com-
bination analysis is the probability-loss curve in 
Figure 3. The loss is accumulated over a time span 
of 50 years. Each point on this curve indicates the 
probability of exceeding a certain loss. For instance, 
the median loss is $3.2 billion and the probability 
of exceeding $54 billion in loss is 10%. In contrast, 
it is noted that the mean of the total value at stake 
is $429 billion.

This paper takes a novel approach to regional 
risk analysis. Reliability methods are applied in 
conjunction with multiple probabilistic models for 
hazard, infrastructure, and loss. A state-of-the-art 
software is developed to carry out the multi-model 
reliability analysis. The software is named Rt and 
is freely available online at www.inrisk.ubc.ca. The 
methodology and the software are presented in 
another paper by the authors at this conference.

In the example presented in this paper, the seis-
mic risk for the Metro-Vancouver in addressed. 
All sources of seismic activity that affect this 
region are considered. This entails three crustal, 
one subcrustal, and one subduction earthquake 
sources, each modelled as a separate hazard. 
Figure 1 is a depiction of these sources visualized 
in Rt by means of its Google Maps® widget. The 
multi-hazard analysis is carried out by means of 
two hazard-combination techniques. The first is a 
time-dependent sampling approach and the other 
is based on the load coincidence theory.

Each hazard is modelled with a set of probabilis-
tic models that simulate the occurrence, magnitude, 
location, and intensity of the hazard. In the sam-
pling-based analysis, the orchestrating algorithm 
establishes a list of time instants when hazards 
“turns on” or “turns off” during the time period 
under consideration. Subsequently, starting from 
time zero, a loss analysis is carried out whenever 
a hazard turns on. Importantly, the models in 
this analysis can be time-dependent, i.e., they can 
account for deterioration and restoration.

The magnitude of the crustal and subcrus-
tal sources is modelled using a doubly truncated 
exponentially distributed random variable with 
random parameters. The magnitude of the sub-
duction source is modelled as a user-defined ran-
dom variable derived from recurrence relations 
from the literature. A novel model for the loca-
tion of earthquakes is developed and employed 
to model the crustal and subcrustal sources, as 
shown in Figure 1. Finally, the intensity of each 
source is modelled using the latest ground motion 
prediction equations available in the literature, 
which are implemented in Rt.

The infrastructure in focus in this paper is 
the buildings in the Metro-Vancouver region. 

Figure 1. The three crustal earthquake hazard sources, 
CASR, JDFN, and JDFF, and the one subcrustal source, 
GSP, visualized in Rt through its Google Maps® widget.
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The non-smoothness in some of the adopted 
models, e.g., the ground motion relations, results 
in discontinuities in the derivative of the limit-state 
function with respect to certain random variables. 
In this work, smoothing techniques are employed 
and implemented in Rt to facilitate the use of the 
first-order reliability method (FORM) under such 
circumstances. Figure 4 illustrates one of these 
smoothed models. This facilitates FORM analy-
sis and, subsequently, a load combination analy-
sis based on the load coincidence theory. In this 
analysis, the failure probability due to all hazards 
is computed by reliability analysis. The selected 
limit-state function is g = 1011−Σli, where li denotes 
the total loss of the i-th sector. FORM analysis 
is carried out for all the hazard sources depicted 
in Figure 1. FORM results in a reasonably accu-
rate reliability index and failure probability for 
all sources, except for the one that encompasses 
the Metro-Vancouver region. This hazard source 
requires second-order reliability method (SORM) 
to achieve a sufficiently accurate failure probabil-
ity. The visualization of the limit-state function 

in the standard normal space in Figure 5 shows 
a strong nonlinearity in the vicinity of the design 
point (black dot) for this source. This results in the 
overestimation of the failure probability by lineari-
zation (black line). From these FORM and SORM 
analyses, the probability of the 50-year maximum 
value of the loss exceeding $100 billion is 0.0962, 
corresponding to a reliability index of 1.304.

In summary, the key contributions in this paper 
are the utilization of reliability methods in con-
junction with probabilistic models in large-scale, 
multi-hazard risk analyses, and the proposition of 
probabilistic models for earthquake area sources 
and regional losses.

Figure 2. The sector loss models in this study visualized 
in the graphical user interface of Rt.

0

0.2

0.4

0.6

0.8

1

0 20 40 60 80 100

P
ro

ba
bi

lit
y 

of
 E

xc
ee

da
nc

e

Loss (billion $)

Figure 3. The loss exceedance probability curve from 
the time-dependent scenario sampling analysis.
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Figure 4. Smoothing the attenuation relation by 
Atkinson & Boore (2003) against shear wave velocity.

Figure 5. The 3D visualization of the limit-state func-
tion. The u1 and u2 are the input random variables to the 
location model of the middle part of the CASR crustal 
source.
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A probabilistic framework for generic fire risk assessment 
and risk-based decision making in buildings

G. De Sanctis, K. Fischer, J. Kohler, M. Fontana & M.H. Faber
Institute of Structural Engineering, ETH Zurich, Switzerland

measures may be associated with uncertainties due 
to the lack of knowledge and due to randomness. 
A probabilistic model allows to consider those 
uncertainties in a consistent way.

Because fires cannot be avoided completely, cer-
tain consequences always have to be expected. The 
expected consequences correspond to the fire risk 
and can be influenced by fire safety measures. Risk 
analysis corresponds to the quantification of the 
expected value of the consequences. To perform 
risk analysis probabilistic models for the occur-
rence rates of events and the consequences can be 
built. Physical probabilistic models describe physi-
cal processes in a system represented by parameters, 
i.e. risk indicators and decision parameters. Based 
on those physical models and the corresponding 
probabilistic parameters, the probability of events 
can be assessed using methods of structural reli-
ability; see Madsen et al. (1986). In complex sys-
tems many of those events have to be modeled. 
Bayesian Probabilistic Nets (BPNs) can be utilized 
to consider several events together with their causal 
relations in complex systems; see Jensen & Nielsen 
(2007).

A basic issue in fire risk analysis is to describe 
the potential fire spread in a building and its con-
sequences. Typically, in fire safety engineering 

The aim of fire safety engineering is to reduce the 
consequences, i.e. the human and financial losses, 
as much as reasonably possible. Risk assessment 
allows to perform this consistently. According to 
JCSS (2008) the methodological basis for a com-
plete risk assessment comprises two parts, namely 
system definition and risk assessment. In the first 
part the relevant basic conditions are specified, e.g. 
representation of the system in terms of exposure, 
vulnerability and robustness (Fig. 1). In the second 
part there are two tasks, i.e. risk analysis and risk 
evaluation. Risk analysis includes the development 
of probabilistic models to calculate the occurrence 
rates and the consequences of events. Risk evalu-
ation allows optimizing resource allocation related 
to economic purposes as well as life safety.

Risk indicators are any observable characteris-
tic of a system containing information on the risk 
and can describe the exposure, the vulnerability 
as well as the robustness of a system. Identifying 
those risk indicators is necessary for a generic fire 
risk assessment for buildings. Other factors which 
influence the risk are fire safety measures. Pas-
sive and active fire safety measures can increase 
fire safety. Those measures can be regarded as 
decision alternatives in the context of fire safety 
management. Risk indicators and fire safety 
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Figure 1. Levels of risk assessment and its causal relations—an example.
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scenarios are selected and the consequences for 
each scenario are estimated. In general scenarios 
that appear most likely or that may cause major 
losses are selected. For a quantitative risk assess-
ment it is not sufficient to confine the evaluation 
to those few scenarios. The risk assessment method 
introduced in this paper takes into account all pos-
sible fire scenarios that may occur in a building. 
This is done by investigating all possibilities how a 
fire can spread in a building. Beside this, the pre-
sented model for fire spread considers time and 
space effects using BPNs (Fig. 2). Objects, which 
represent compartments and contain in- and out-
put nodes are used to model the spread of fire in 
space. To consider time effects, time slices fulfilling 
the first-order Markov condition are introduced. 
Thus, in a time slice the events can be treated as 
stationary events. A Dynamic Bayesian Probabil-
istic Net (DBPN) is used to connect the time slices 
among each other.

Every measure or each combination of risk 
reducing measures is associated with costs and, 
due to the corresponding risk reduction, a certain 
benefit. If  the acceptability of fire safety design in 
terms of risk to life is fulfilled, then it is reasonable 
to compare the costs of fire safety measures with its 
benefits, i.e. to perform an economic optimization 
of the overall costs. The acceptability regarding 
risk to life can be derived based on the Life Quality 
Index (LQI). This societal index can be seen as a 
utility function expressing societal preferences for 

investments into life safety (Nathwani et al., 1997). 
The LQI principle derives acceptability regard-
ing life safety from efficiency considerations. This 
assessment leads to a choice of efficient fire safety 
measures regarding risk to life.

The advantage of a generic fire risk model is 
that it can be applied without further modification 
for any building where the relevant risk indica-
tors are known, at least within the population of 
buildings the model has been developed for. This 
makes generic risk modeling particularly useful 
for portfolio risk assessment. A fire risk model for 
a portfolio of buildings can be used for decision-
making on a macro level, e.g. for the purpose of 
code development and calibration or in an insur-
ance context.
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Figure 2. Compartment object and DBPN to model fire spread considering time effects.
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Optimum interface topologies between urban infrastructure systems
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data, a complex network based betweenness model 
is used to describe its operating meachnism. For 
the gas pipeline system, nodes are used to represent 
gas compressors, gas storage facilities, gas delivery 
facilities, gas receipt facilities and gas pipeline con-
nection points, and links represent the pipelines. 
To model the gas pipeline operating meachnism, 
the maximum flow model is used.

Second, model the hazards and initial failures 
confronted by each infrastructure. Infrastructure 
systems are subjected to different types of external 
or internal disturbances. However, available his-
torical failure data are used to describe the hazards 
confronted by each infrastructure system. Accord-
ing to the real data, the number of initial failure 
components in power grid is described by a power-
law distribution, and the probability that there is 
one initial failed pipeline segment is fixed as 1 in 
gas transmission system under failure cases. Due to 
the variety and the uncertainty of the disturbance 
types, the initial failure elements are assumed to 
randomly select from the system. Also, the hazards 
on different infrastructure systems are assumed to 
be independent under a given hazard intensity level 
(number of initial failure components).

Third, formulate interface design strategies and 
model interdependencies. Each power-dependent 
demand node in the gas infrastructure should con-
nect to one or several power supply nodes in the 
power grid across infrastructure systems. Based 
on the available topological and geographical 
information of interdependent systems, three new 
strategies to design interfaces beyond cost consid-
erations are listed as follows: ITS1(δ): Each demand 
node dj connects to floor(δ) supply nodes with the 
minimum Euclidean distance, while additional 
interface links are assigned to important demand 
nodes (defined in the following context) to realize 
the average interface link density δ. The δ param-
eter is also the average number of interface links 
for each demand node and floor is a function to get 
the maximum integer less than δ. ITS2(δ, γ): Each 
demand node dj connects to floor(δ) supply nodes 
with the maximum degree while the Euclidean 
distances between these supply nodes and the 

Modern societies are becoming increasingly 
dependent on critical infrastructures to provide 
essential services that support our economic pros-
perity and quality of life. These infrastructures 
include electric power, natural gas and petroleum 
production and distribution, telecommunications 
(information and communications), transporta-
tion, water supply, banking and finance, emer-
gency and government services, agriculture, and 
other fundamental systems and services. Specially, 
these infrastructures are not alone but intercon-
nected and interdependent at multiple levels. 
Interdependencies can enhance the overall service 
performance of infrastructure systems while they 
can also increase the potential for cascading fail-
ures and amplify the impact of small failure into 
events of catastrophic proportions.

To understand the damage propagation among 
infrastructures under natural hazards and man-
made attacks, many researchers have proposed 
different methods on the modeling and simulation 
of interdependent infrastructure systems, such as 
Agent Based Methods, Inoperability Input-output 
Methods, System Dynamics Methods, Network or 
Graph Based Methods and Data Driven Methods. 
However, these studies mainly focus on the conse-
quence analysis that the critical infrastructure sys-
tems undergo following a disruptive event and the 
analysis of results all show the importance of inter-
dependencies. There are only a few studies on the 
inverse problem posed as the following question: 
how to design the interdependent topology (inter-
face) between infrastructure systems to minimize 
the cascading failure effects as much as possible? 
To tackle this inverse problem, this paper proposes 
a flow-based interface design approach to find the 
optimum interface strategy. This approach includes 
the following several steps.

First, extract infrastructure topologies and select 
the operating models. Taking the power grid and 
gas transmission system as the illustrative example, 
for power grid, nodes are used to represent power 
generators and load substations, and links mimic 
electrical transmission lines between nodes. Due 
to lack of power injection and lines’ susceptance 
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demand node are less than γ * min ( ( )).i L i j,
PL s di j,  

If  the number of supply nodes within this range 
is less than floor(δ), the links are set according 
to minimum Euclidean distances. Additional 
interface links are assigned to important demand 
nodes to realize the average interface link density 
δ. ITS3(δ, γ): Each demand node dj connects to 
floor(δ) supply nodes with the maximum between-
ness (load or capacity) while the Euclidean dis-
tances between these supply nodes and the demand 
node are less thanγ * min ( ( , ))i L i j,

PL si , . If  the 
number of supply nodes within this range is less 
than floor(δ), the links are set according to mini-
mum Euclidean distances. Additional interface 
links are assigned to important demand nodes to 
realize the average interface link density δ. ITS4(δ, 
γ): Each demand node dj connects to floor(δ) supply 
nodes with the maximum reliability based ranking 
metric while the Euclidean distances between these 
supply nodes and the demand node are less than
γ * min ( ( , ))i D i j,

PD si , . If  the number of supply 
nodes within this range is less than floor(δ), the 
links are set according to their minimum Euclidean 
distance. Additional interface links are assigned 
to important demand nodes to reach the average 
interface link density δ. After determining the 
interdependent topologies, it is further required to 
model the interdependent mechanism. A demand 
node will fail when its attached interface links 
all fail. The interface links connecting the supply 
nodes and demand nodes can be out of service due 
to the collapse of the supply nodes and randomly 
fail at the same probability as the transmission 
lines in power grid.

Forth, assess interface effectiveness and find 
the optimum strategy. To compare different design 
strategies, an annual cascading failure effect 
(ACFE) metric is defined under the situation 
where there is damage passing through the inter-
face and based on the functionality differences 
of the demand infrastructure between the cases 
considering only their own hazard intensity and 
the cases that additionally take into account the 
damage originating from the supply infrastructure 
and passing through the interface. However, this 
metric does not consider the design cost (measured 
by the interface line length) so that more interface 
links can obviously bring less CFE. To further con-
sider the effectiveness of the increment of interface 
length, strategy ITS1(1) which has the minimum 
interface length and also can ensure the normal 
operation of the demand infrastructure is taken 
as the reference strategy. Then a ACFE-based cost 
improvement (ACI) metric is defined to describe 
the decreasing magnitude of ACFE per kilometer 
increment of interface length.

Finally, taking the power grid and gas pipe-
line system in Harris County, Texas, USA as an 

illustrative example, the optimum interface strate-
gies are found and analyzed. Figure 1 shows the 
optimum strategy under different combinations 
of interface link densities δ and distance con-
straint coefficients γ and fixed tolerant parameter 
tp = 1.05 when different effectiveness metrics are 
used. The results show that if  design cost is not 
considered, the reliability ranking based strategy is 
the optimum one under a wide variety of condi-
tions; otherwise, the reliability ranking based strat-
egy remains optimal but with specific interface link 
density δ = 1 and distance constraint coefficient 
γ = 1.2. Compared to the reference strategy the reli-
ability ranking based strategy can reduce ACFE by 
0.9% ∼ 14.3% per kilometer increment of interface 
length. In addition, assigning redundant interface 
links for around 20% important demand nodes is 
an optimum trade-off  strategy between pursuing 
small value of cascading failure effect and large 
value of cost improvement metric. These results 
are verified to hold true when power grid operates 
under different safety margins.
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Figure 1. Optimum strategies assessed according to the 
ACFE and ACI under different combinations of inter-
face link density δ and distance constraint coefficient γ. 
The number in each square denotes the index “i” of the 
optimum strategy and the color represents the global 
effectiveness value of the optimum strategy. “1–4” 
denotes the four strategies are equally effective. tp = 1.05; 
(a) ACFE; (b) ACI.
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Risk assessment of shutdown of water purification plant caused 
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condition. Since the treated water quality in both 
processes deteriorates in this case, the level of 
deterioration must be studied. The actual plant 
and demonstration plant for advanced water treat-
ment system (1,000 m3/day × 2 lines) were actually 
surveyed in order to clarify the influence of the 
intake stop.

Change of water quality of the stay water in 
the rapid sand filtration media was investigated 
in relation to processing stop time. The change 
of water quality in the filter media is shown in 
Figures 5 and 6. It is understood that denitrifica-
tion treatment occurred and the environment of 
inside of filter media changed to the anaerobic 

This paper has reported on the risk of shutdown 
of water purification plant caused by tsunami 
induced by Tohnankai-Nankai earthquakes. First, 
the impact of tsunami surge on the deterioration 
of raw water quality was studied in an operation 
process of water purification. Second, an influ-
ence of shutdown of rapid sand filter process, and 
granular activated carbon absorption process was 
investigated by experimental approach in Osaka 
Municipal Waterworks Bureau (OMWB). Finally, 
a strategy of water treatment operation was dis-
cussed referring to the concept of Business Con-
tinuity Plan.

If  the Tohnankai-Nankai earthquakes occur 
simultaneously, severe damage will caused in 
the wide area in Japan. The height of tsunami is 
about 2.0 to 3.0 m. Moreover, tsunami runs up 
to the intake tower of water supply system of 
Osaka Municipal Waterworks Bureau. Therefore, 
when the Tohnankai-Nankai earthquakes occur, 
the water intake must stop as soon as possible. 
The maximum wave height is assumed about O.P. 
(Osaka Peil) + 5.0 m. The level of embankment in 
Osaka city is about O.P. + 5.7~7.2 m The possibil-
ity of flood caused by the tsunami therefore seems 
to be low. However, there are 440 sliding gates in 
the embankment, therefore in case of delay to 
close the gates before reaching tsunami, tsunami 
will enter to inland area.

The maximum density of the chloride ion 
reaches 1,020 mg/L at vicinity of the intake of 
waterworks. The industrial water intake also face 
to serious condition of the raw water quality in 
this case. The density of the chloride ion reaches 
8,347 mg/L in the maximum, and the density of 
the chloride ion exceeds 200 mg/L for about nine 
hours. The above-mentioned result suggests that 
the run up of tsunami induced by Tohnankai-
Nankai earthquakes seriously affects on the water 
quality of raw water.

The water treatment flow of OMWB is com-
posed of 8 processes (Fig. 4). If  the processing is 
stopped, a RSF and a GAC become anaerobic 

Yodo River Large Weir 

Kuniijima Purification Plant

Figure 1. Wave height of Tohnankai-Nankai Tsunami.

Flood

Kuniijima Purification Plant

Figure 2. Assumed flood area of Tohnankai-Nankai 
Tsunami.
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condition in summer but in winter the influence 
will be respectively low.

Influence of Tsunami: When Tohnankai-Nankai 
earthquakes cause tsunami run up to the intake of 
waterworks and it is necessary to stop introduc-
ing raw water quickly before the tsunami surge 
reaches.

Influence to water treatment: If  the intake 
stopped and each process is shutdown, the water 
quality inside the filter media such as Rapid Sand 
Filter and Granular Activated Carbon deteriorates 
and it is necessary to wash the filter media before 
restarting the treatment in the summer. In contrast 
to the summer condition, the result suggested the 
possibility of restart the treatment without wash-
ing medias and the lead-time of restarting can be 
shortened in winter.
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Figure 3. Damage to the raw water quality.

Figure 4. Process schematic of water treatment of OMWB (advanced water treatment system).

Table 1. Three steps of this study.

Steps Objective Plant Condition

Step 1 Grasp of influences 
on each process 
by in take stop

Actual 
plant

Summer, 
winter

Step 2 Grasp of influences 
on total system 
by intake stop 
(washing the media 
at the beginning)

Demo. 
plant

Winter

Step 3 Grasp of influence 
on total system 
by intake stop 
(without washing 
at the beginning)

Demo. 
plant

Winter
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Figure 5. Changes of water quality in the filter media 
(Sampling depth: 10 cm from the surface, summer).
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Figure 6. Changes of water quality in the filter media 
(Sampling depth: 10 cm from the surface, winter).
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Figure 7. Dissolved oxygen concentration of stay water 
in filter media (GAC).
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On the basis of the above results, a typhoon 
damage function for electric power distribution 
equipment (Fmijkl(z(v))) is proposed as

F v L U B T S f z vmijkl mv L i jB k lT ST lff( (zz )) ( ) (z ))⋅L ⋅B ⋅S  (1)

where fl (z(v)) = the typhoon damage ratio of equip-
ment with line connectivity type l and equipment 
dynamic performance z (v) assuming that the maxi-
mum wind velocity v affects a 10 m height from the 
surface of the ground supporting the target equip-
ment. Fig. 1 shows the line connectivity types of elec-
tric power distribution poles. This includes an edge 
pole, a line pole, a cross pole and a T-junction pole.

The details of z(v) are described in this paper. 
Sl = the modification coefficient evaluated by the 
line connected type l · Bj = · the modification coef-
ficient for the microtopography division j · Tk = the 
modification coefficient for the land use condition 
k · Uj(α) = the modification coefficient for rain-
fall assuming 4 days of cumulative rainfall on the 
equipment i becomes α, Lm = the modification coeffi-
cient for local region m · m indicates an electric power 
supply area covered by a business branch office.

1 INTRODUCTION

When large-scale disaster such as a typhoon or an 
earthquake occurs, because a large number of distri-
bution equipment is installed in all regions, damage 
is caused not only by the wind force or earthquake 
ground motion but also by damage to the surround-
ing facilities. Consequently, it is difficult to avoid 
equipment damage due to a large-scale disaster, and 
it is also difficult to accurately monitor and under-
stand the equipment damage conditions while a 
typhoon is approaching or in the early stages after a 
large-scale earthquake. For this reason, highly accu-
rate damage estimation technologies are desirable 
in order to support the emergency restoration work 
of electric power companies in Japan.

This paper describes a disaster damage estimation 
system for electric power distribution equipment. The 
predominant factors associated with the typhoon 
and seismic damage degree of electric power distribu-
tion equipment are clarified based on actual damage 
records. Based on the results, damage estimation func-
tions for typhoons and earthquakes are proposed. 
The proposed system for a typhoon (RAMP-T) 
is actually applied to the Chugoku Electric Power 
Company. On the other hand, that for an earthquake 
(RAMP-Er) is actually applied to the Tohoku Elec-
tric Power Company. In this paper, two systems are 
introduced and their effectiveness is discussed.

2 TYPHOON DAMAGE ESTIMATION

Regarding typhoon damage, it was clarified 
that there was a high correlation between the 
equipment damage and the following factors: 
(1) wind velocity v, (2) Microtopography B, (3) Land 
use condition T, (4) Line connectivity type S, and 
(5) Rainfall Uj(α).

target pole

K: edge pole S: line pole

J: cross pole T:T junction pole

Figure 1. Line connectivity types of electric power dis-
tribution poles.
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Table 1. Comparison of estimated results.

Obereved HNA(95) Aomori(97) Tokyo(97) Sapporo(97) Proposed

Kashiwazaki 428 1076 221 259 873 430
Nagaoka 51 794 116 135 126 60

Figure 2 and Fig. 3 compare the number of 
damaged electric power distribution poles for 
every 17 sub-branch offices (shown as A to Q) 
at the Chugoku Electric Power Co. for the 2004 
typhoon No. 18 (T0418) and the 2005 typhoon 
No. 15 (T0515), respectively. T0418 caused the 
most severe damage among recent typhoons 
within 10 years, and T0515 included buckets of 
rain. In Fig. 1 and Fig. 2, the numbers of damaged 
poles were estimated by the proposed function and 
the existing one. Both estimated values were com-
pared with the actual numbers of damaged poles. 
Both figures show that the estimated numbers by 
the proposed function corresponds to the actual 
numbers better than that by the existing function. 
These results suggest that the proposed function 
enables us to more accurately estimate the damage 
degree for every sub-branch office.

3 EARTHQUAKE DAMAGE ESTIMATION

Regarding the earthquake damage, it was clarified 
that the equipment damage is highly correlated with 
(1) the seismic ground motion intensity including the 
measured seismic intensity e, (2) the microtopogra-
phy division associated with the liquefaction poten-
tial B, (3) land use condition T, (4) line connectivity 
type l and (5) seismic countermeasure C.

In this paper, the relationship between the dam-
age ratios of pole transformers with and without 
pole anchors is analyzed based on the actual damage 

records from the 2007 Niigata-Ken Chuetsu-Oki 
Earthquake. In order to mitigate the seismic dam-
age to the equipment, the Tohoku Electric Power 
Company has been taking some countermeasures 
against an earthquake for the electric power distri-
bution equipment. As a result, it was clarified that 
a pole anchor was highly effective in mitigating the 
seismic damage to pole transformers.

On the basis of the above result, Eq. (2) is a seis-
mic damage function for the electric power distri-
bution equipment (Fmijkl(z(e))).

e L C B T S f z emijkFF l me L i jC B k lT ST cff( (zz )) (z ))⋅LL ⋅B ⋅SlS  (2)

where fc(z(e)) is the seismic damage ratio for the 
equipment with seismic countermeasures C and 
seismic performance z(e) assuming that the seismic 
intensity e affects the surface ground supporting 
the target equipment. The seismic performance z(e) 
indicates the seismic safety margin evaluated by the 
bending moment of the ground surface at the elec-
tric power distribution poles caused by the seismic 
intensity e defined by (Shumuta et al., 2010).

Sl is the modification coefficient evaluated by the 
line connected type l shown in Fig. 1. Tk is the modi-
fication coefficient for the land use condition k, Bj is 
the modification coefficient for the microtopogra-
phy division j, Ci is the modification coefficient for 
the seismic countermeasure of equipment i, Lm is the 
modification coefficient for local region m. RAMP-Er 
produces a database associated with the surface 
ground condition at each distribution pole defined by 
the microtopography division, the land use condition 
correlated with the seismic damage to the surround-
ing facilities, and the line connectivity type.

The proposed model is applied to the jurisdic-
tion area of Kasiwazaki and Nagaoka sub-branch 
offices of Tohoku Electric Power Company assum-
ing that an earthquake of the same scale as the 
2007 Niigata-Ken Chuetsu-Oki earthquake occurs.

Table 1 shows the comparison of the estimated 
and observed numbers of seismic-damaged electric 
power distribution poles. HNA(95) is the estimated 
result using the actual damage ratio under the seismic 
intensity 6 with and without liquefaction recorded 
during the 1995 Hyogo-ken Naubu Earthquake. 
Aomori(97), Tokyo(97) and Sapporo(97) are also 
the estimated results based on the damage estima-
tion models using the Aomori, Tokyo, and Sapporo 
local governments, respectively.

As a result, Table 1 shows that the damaged pole 
numbers estimated by the proposed model is the 
closest to the observed damaged numbers.
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Figure 2. The number of damaged supports at each 
sub-branch business office due to T0418.
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Figure 3. The number of damaged supports at each 
sub-branch business office due to T0514.
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many engineers and researchers. The international 
standard ISO2394: General Principles on Reliability 
of Structures provides a common definition for 
structural safety in terms of the reliability index as 
a probabilistic measure.

Common mathematical models and physical 
conditions of structural components and systems 
are limited. Major approximations and simplifica-
tions have to be made, and in any case the reliability 
index take into account neither uncertainties aris-
ing from model limitations nor those deriving from 
errors. Because of this the reliability index must be 
regarded as a nominal value. Surveys of damage 
caused by major earthquakes, for example, indicate 
some conservatism in the design equation.

3 APPROPRIATENESS FOR SOCIETY

Although engineers can share engineering meas-
ures and the probabilistic safety measures, the 
safety designed into a structure differs between 
different countries. Economic conditions and cul-
tural backgrounds certainly influence the quality 
of design and construction. If  the client focuses 
more on money saving rather than on future seis-
mic safety, it is easy to expect to have buildings 
with different degrees of safety even if  they are 
designed with the same equation. The nominal 
values for safety measures have rather significant 
margins to allow for uncertainties and unknown 
effects which could differ for case by case. There is 
an underlying assumption that an increase in code 
factors will result in increased safety. This is by no 
means clear.

Although the role of engineers is to make a 
design meet the requirements of the client in one 
sense, he/she also has to make the structure accept-
ably safe for society or the surrounding environ-
ments. The client’s demand is rather flexible as the 
client’s duty to society when building is not clearly 
regulated or specified.

We believe that professional engineers have an 
ethical imperative to work to achieve results which 
are good, rather than merely adequate, and “good” 

1 INTRODUCTION

Structural safety criteria are usually specified in 
national or regional regulations. They are usu-
ally stated as minimum requirements, which could 
be seen as implying that building owners are 
encouraged to increase safety at their own expense.

As far as the safety is concerned, buildings are 
designed against natural environmental loadings 
such as strong wind, earthquake shaking and snow 
accumulation. These causes are of natural origin 
and the possibility always exists of higher values 
than those shown by past records. An exceedance 
probability of 1/500 per year is typically used as 
the minimum requirement criteria.

Since code values are regarded as minimum 
requirements, they may be neither sufficient nor 
appropriate for every application within a soci-
ety. We have to consider the appropriate degree of 
safety for the client as well as the society, and the 
two may well be different.

2 THE CONCEPT OF SAFETY

A structure can be regarded as safe if  it will not fail 
during its lifetime. There are two sources of fail-
ure: uncertainties in loads and resistances together 
with modeling uncertainties, and problems aris-
ing from errors in design or construction which 
have not been prevented by quality control proce-
dures. Failure could be structural collapse, but it 
could equally well be economic damage or func-
tional unserviceability. Typically, when a structure 
satisfies the design equations, that is, when the 
design resistance exceeds the design load effects, 
it is regarded as being safe. The quantification for 
safety measures always depends on mathematical 
models and a definition of terms, and the equa-
tions for resistance and load effects are based on 
such definitions. Analytic techniques, both static 
and dynamic, have been developed to carry out 
such procedures.

Structural standards have been developed in 
most countries through the long term efforts of 
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must include not only the client but also society as 
a whole, which includes all stakeholders involved 
with the structure.

We could bring in many issues beyond safety 
alone, such as cost, environmental issues, versatil-
ity, resilience, sustainability and so on, but to do so 
would lead to formulations which would be too gen-
eral to apply easily to specific structures. Instead, 
we shall adopt a subjective utilitarian position and 
simply define the best solution as that which leads 
to the greatest overall happiness. Here, we follow 
the ideas first developed by Bentham who said: 
“Ethics at large may be defined, the art of direct-
ing men’s actions to the production of the greatest 
possible quantity of happiness, on the part of those 
whose interest is in view.” (Bentham 1789, Chapter 
XVII. 4). In the context of structural safety, then, 
the aim should be to achieve the greatest possible 
happiness in all the stakeholders.

The implication here is that all stakeholders 
should have sufficient knowledge of the situation. 
Kant (1781) maintained that knowledge is infor-
mation acted upon by understanding. Thus com-
munication is a central issue, and it is more than 
simply conveying information. We can assume 
that engineers have a greater degree of knowledge 
concerning structural safety than either client or 
society generally. Even though this depends on the 
experience and quality of the engineers, neverthe-
less it is much wider than the scientific knowledge 
of the average citizen.

4 RISK COMMUNICATION

The first step is that all parties must agree as to 
what is good, and therefore, what is to be done. To 
achieve this, communication is central, and again 
following Kant, communication must involve a 
transferring of professional knowledge, rather than 
simply information. (Kanda and Elms, 2010)

In order to make a decision, information is 
needed which is reliable and pertinent, and the 
stakeholders must perceive it as being reliable. 
The professional engineer has to provide sufficient 
information for the safety decision making. Of 
course, some information is subjective and some 
is uncertain. Uncertainty, though, does not mean 
the information is worthless. However, the need to 
communicate uncertainty adds another dimension 
to the task of the engineer.

Accountability is an essential characteristic 
of the structural engineer as a professional. This 
being the case, the nature of the communication 
between the professional engineer and the client 
and community has to be considered seriously and 

perhaps more so than usual, in order to achieve 
what society wants. Essentially, there needs to be a 
mutual understanding.

5 ENVIRONMENTAL ETHICS

The quality of building should be examined on a 
long term basis. The serviceable life may well be 
different for different buildings. The amount of 
occupancy and the nature of occupancy, in other 
words the degree of public use of a building also 
require different levels of safety. Based on the 
knowledge we as engineers can share, decisions on 
structural safety should be made from sustainable 
points of view.

Insightful investigations by responsible experts 
are necessary before and during the construction. 
In such a case, communications not only between 
engineer and client but also within and between 
organizations have to be ethically sound. This goes 
beyond the minimal requirements of the law. There 
is also an ethical imperative for a professional engi-
neer to be a skilled communicator in a broad sense, 
an area in which many engineers are lacking.

6 CONCLUDING REMARKS

We have argued that in some cases, particularly 
when considering large and unusual structures, the 
design safety levels specified by national regula-
tions and codes of practice may not be appropri-
ate. In such a case the way forward is to achieve 
agreement between the client and the respective 
stakeholders within society as to what the safety 
level should be. It might be a matter of specifying 
a reliability index value, but in any case, agree-
ment needs a mutual understanding of the issues 
by all parties. Achieving this is the responsibil-
ity of the professional engineer, and indeed, not 
only is it a responsibility but it is also an ethical 
imperative of the type that is part of the role of the 
professional.
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deteriorating situations. Since the seismic damage to 
buried pipelines is often initiated at these deteriora-
tion—induced defects for severe ground motions and 
large peak ground displacements due to liquefaction 
and fault movements, maintenance activities should 
focus on these defects to ensure pipeline safety.

2 RELIABILITY ANALYSIS

Figure 1 shows the numerical model used in this 
study in which A is the source node and B is the 
demand node, and the k-th subsystem is con-
structed after the (k–1)-th subsystem was success-
fully operated.

1. Definition of performance damage modes
The performance damage modes of a lifeline sys-
tem are defined as shown in Table 1.

The probability of performance damage modes 
means the probability that the seismic perform-
ance cannot be maintained in the event of seismic 
load EQ1 or EQ2.
2. Probability of performance damage modes
In the case of major damage mode, for instance, the 
probability of performance damage is given by:

p P D P D Z

P Z
D EQD EQD

EQD
majoa r mP D ajor majoa r majoa r( )t⎡⎣⎡⎡ ⎤⎦⎤⎤ = ( )t ( )t <⎡

⎣
⎤
⎦
⎤⎤

⋅

0
mamm joa r Q P( )t⎡⎣ ⎤⎦ [ ]EQ0 2EQ  (1)

1 INTRODUCTION

The existing pipelines were designed to comply 
with the safety requirements based on the seismic 
design codes prevailing at that time, and have been 
safely operated by performing daily maintenance. 
Over many years, however, the original system will 
face not only severe loading conditions but also 
many business requirements, and therefore may be 
expanded with subsidiary systems which consist of 
a pipeline network and one shutoff valve to discon-
nect the subsystem from the main line when a leak-
age or breakage occurs in the subsystem or valve 
equipment. It is important to note that the original 
system and future subsidiary systems were sepa-
rately designed based on their own probabilities of 
failure; the probability of failure for a future over-
all system was not considered at the initial stage.

If  firms require the performance of the system 
to be improved each year, the present system must 
be expanded year by year, but the overall system 
then has a greater risk of potential defects as well 
as a higher probability of failure under seismic and 
deteriorating environments.

In order to keep the probability of failure for 
the overall system below the target level, potential 
defects must be minimized through daily patrols 
and periodic inspections. Especially, when the sys-
tem is located in a seismically active area, repairs 
and retrofitting are also necessary to keep its seis-
mic performance at the required level.

The present study considers that when a new sub-
sidiary system is introduced into the existing system, 
the current maintenance scheme should be revised 
to comply with a new safety requirement which is 
based on the probability of failure for the existing 
system and that for the new subsidiary one.

It should be noted that the existing system is con-
ditioned on the fact that the system actually exists 
and on the annual rate of occurrence of various 
types of damage including corrosion defects, dents 
and mechanically defective cracks produced under 

A B

Vk

Sk

Sk–1

Vk–1

C

D

Figure 1. The numerical model of the k-th subsystem 
provided after the (k–1)-th subsystem which was success-
fully operated.
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The strength Rmajor(CS, t) of the lifeline system 
can be upgraded when the seismic disaster pre-
vention investment CS is adequately used for the 
retrofitting work. The probability of performance 
damage mode in various stages of the system can 
then be estimated with its corresponding resistance 
of the system as follows:

1. the initial strength:

Rmajor ( )0 0,  (2a)

2. the strength before the retrofitting:

Rmajor majorRmR ajorR( )p0 TT, pTpTT ( )p( )TTpTpTT ( )0 0,0  (2b)

3. the strength after the retrofitting:

Rmajor ( )C TS pC TT  (2c)

4. the strength in the future:

R RS
majo mRr ajorR(C tSC t( )C tt ( )pt Tt T( )t Tpt TT−tt ( )C TS pC TTCSC  (2d)

where CS is the seismic disaster prevention 
investment, and Tp is the present time, and ψ (t) is a 
deterioration factor which is defined by

ψ ξ
ξ

t
TDTT

( ) ⋅
⎛
⎝⎜
⎛⎛
⎝⎝

⎞
⎠⎟
⎞⎞
⎠⎠1ξξ

2ξξ

 (3)

where ξ1 and ξ2 are deterioration parameters and 
TD is the service period of the system.

3. Design hazard function for the trunk line with the 
k-th subsystem

Now we introduce a design hazard function in which 
the probability of failure for the k-th expansion 
system should be less than the design value:

P D D pkD H
TkTT⎡

⎣
⎤
⎦  (4)

Using the following definition of the subsystem 
with a control valve

D DSVD SD
k kVV S( )t = ( )t DVDD

kVV∪  (5)

the probabilities of failure for the combined sub-
system SVk and the control valve Vk are given by:
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Figure 2 compares two different qualities of 
valve. P[DV] = 0.002 means that the quality of this 
valve is less than that of P[DV] = 0.001.

Valve (1) cannot satisfy the safety condition 
up to the 15th year, while valve (2) can maintain 
safety over the service period. This result suggests 
that the probability of failure for the control valve 
should be at least less than 0.001.

3 CONCLUSIONS

Procedures for assessing the risk of expanding the 
trunk line by subsystems were proposed, taking 
into consideration the seismic and deteriorating 
hazards.

Table 2. Definition of performance damage modes.

Damage mode Definition

Minor The system serviceability is in the 
minor damage state by EQ1, and the 
probability of minor damage occur-
rence is defined as 

Moderate The system servcieability is in the 
moderate damage state by EQ2, and 
the probability of moderate dam-
age3 occurrence is defined as 

Major The system serviceability is in the 
major damage state by EQ2, and the 
probability of major damage occur-
rence is defined as pfa

D

(1) P[Dv] = 0.002 

(2) P[Dv] = 0.001 
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Figure 2. Required assurance quality of control valves.
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infrastructures). The proposed methodologies are 
using (i) an economic approach (input-output 
model), (ii) a multi-criteria decision making proce-
dure (Analytical Hierarchy Process: AHP) and (iii) 
a group decision-making approach with linguistic 
preference relations.

The Input-Output model comprises a lin-
ear, deterministic, equilibrium approach and 
a framework capable to describe the degree of 
interconnectedness. It can be used in national or 
regional level and with some restrictions in city 
level if  economical data is available. It gives better 
results in large systems, if  coefficients are consid-
ered to be constant for a fixed unit of time (static 
approach); however it should be carefully used in 
“close systems”.

The Analytical Hierarchy Process (AHP) is 
listed among the most popular multi-criteria 
decision making procedures, as with a theoreti-
cal robustness it employs simplicity, accuracy, can 
handle both intangible and tangible criteria and 
has the capability to directly measure the incon-
sistency of  the respondent’s judgments. AHP 
combines subjective and objective alternatives 
into a single measure in a hierarchical frame-
work. On the other hand, there is a restriction of 
a maximum number of  criteria that can be used 
and number of  lifelines or lifeline elements that 
can be involved.

The third methodology is based on linguistic 
(hybrid) geometric averaging operator, for group 
decision making with linguistic preference relations. 
It can be used in cases where the linguistic prefer-
ence information provided by the experts does not 
take the form of precise linguistic variables. Value 
ranges can be obtained due to the experts’ vague 
knowledge about the preference degrees of one 
alternative over another. This methodology exploits 
the opinion of every expert without losing informa-
tion and precision. Using this methodology, the 
uncertainty of the opinion of the experts is trans-
ported in the estimated “systemic” fragility curve.

ABSTRACT: The strong dependence on lifeline 
systems and infrastructures is one of the distinc-
tive characteristics of modern societies urban 
environment. Unfortunately, these systems are 
subjected to several hazards such earthquakes, 
causing physical damage, property loss, dysfunc-
tion to urban activities and serious socioeconomic 
consequences. Lifelines are complex systems com-
prising several subsystems integrated in an “urban 
lifeline network”. An example of a complex system 
of systems is a port facility, composed of different 
structural and non-structural components, utilities 
and infrastructures, thus concentrating various 
activities in a relatively limited area. In general, 
there is a strong level of interdependence between 
all components of a port facility. The aim of the 
paper is to discuss these synergies and to propose 
a method the estimate them in the general frame-
work of risk assessment and management.

The present study focuses in the co-seismic and 
post seismic performance of interdependent life-
line and infrastructure components within port 
facilities, which are controlled by the vulnerability 
and the interconnectedness of the elements for a 
given level of earthquake intensity. The objec-
tives of the research are (i) to quantify, in terms 
of hierarchy importance, the interdependencies 
between port system facilities and (ii) to propose 
appropriate methodologies to estimate the degree 
of impact of “inter-dependent” lifeline systems to 
the port system as a whole. Detailed description 
of the methodology, along with specific guidelines 
for the evaluation of the degree of corresponding 
impact of “inter-dependent” lifeline systems to the 
whole system, and the estimation of “systemic” 
fragility curves of interdependent elements can 
be found in a companion paper in this conference 
(Alexoudi et al., 2011).

Three different methodologies are proposed 
herein to evaluate a “cross impact matrix”, rep-
resenting the degree of corresponding impact, 
composed of various “elements” (lifelines, 

ICASP Book III.indb   611ICASP Book III.indb   611 6/22/2011   12:55:44 AM6/22/2011   12:55:44 AM



612

The optimum selection between the different 
approaches depends on available information, qual-
ity of data, experience of the experts and the type 
of lifeline systems involved. Each methodology has 
its own restrictions and disadvantages, that must 
be carefully accounted for and considered during 
the evaluation.

The methodology is applied in the port of Thes-
saloniki where we examine and evaluate the use 
of different approaches to quantify the degree of 
impact of interconnected lifelines for the normal, 
crisis and recovery period. The multiple interac-
tions that exist between the different lifelines sys-
tems within port facilities are described for the 
three periods. The lifelines and infrastructures that 
were examined are: Electric Power System, Cargo 
Handling Equipment, Water System, Waste Water 
System, Telecommunication System, Natural 
Gas & Liquid Fuels, Roadway/Railway, Buildings, 
Ships/Wharves & Auxiliary Services.

The degree of the impact of interconnected 
lifelines in three operation periods is estimated 
using the methods described above for the estima-
tion of the cross impact matrix. Different levels of 
accuracy are achieved for each case, based on the 
available data provided by the Thessaloniki Port 
Authority (THPA) and experts’ opinions; the ele-
ments considered in the analysis and their interac-
tions are described in the previous paragraph.

All three different approaches, have reached 
the same conclusion: “Electric Power System” 
is the most important system during the period 
of  normal operations. Moreover, according to 
AHP and fuzzy logic approach the second more 
important system in normal period is “Telecom-
munication System”, while “Buildings, Ships/
Wharves & Auxiliary Services” is the least impor-
tant element.

Unfortunately, there were no available data 
for Thessaloniki’s Port to apply the economi-
cal approach for crisis and restoration period. 
Based only on Port’s authority opinion for these 
periods, it is again proved that EPS is the most 
important in crisis and recovery periods as well. 
According to AHP and fuzzy logic approach, 
“Telecommunication System” and “Electric 
Power System” systems influence the most port 
operations in crisis-period as they are essential 
for the organization of  restoration activities and 
the functioning of  all utilities and lifelines inside 
the port. Major damages of  such systems can 
lead to substantial port malfunction and impor-
tant economic impacts.

In recovery period, AHP method and the 
group decision making approach infer that 
“Buildings, Ships/Wharves & Auxiliary Services” 
is the least important element and that “Electric 

Power System” influence the most the operability 
of  port facilities. Moreover, the two method-
ologies (AHP, fuzzy logic) agree also that after 
“Electric Power System” the next important sys-
tems affecting harbor global performance are the 
“Telecommunication System” and the “Roadway/
Railway”.

“Buildings, Ships/Wharves & Auxiliary 
Services” are the least important elements within 
port facilities in normal and restoration period; 
they can be characterized as rather “independent” 
elements with few interactions to the functional-
ity of other systems, housing activities that can be 
easily transferred in case of catastrophic events. Of 
course their role is still very important for the port 
functionality.

A direct comparison of the estimated values of 
the “cross impact matrices” (in absolute terms) of 
the different methodologies is difficult, for several 
reasons i.e. the lack of detailed operational data 
under different conditions, inherent uncertainties 
in the evaluation of the performance of such a 
complex system etc.

The present methodology and discussion on the 
hierarchical importance of the different systems 
within the port complex system comes to assess 
indicators for each system through an efficient 
prioritization process of interdependent lifelines 
and infrastructures, in order to enhance the better 
development of pre-seismic and post-seismic resto-
ration actions. When referring to particular lifeline 
systems within a system of systems, the methodol-
ogy is able to identify the main sub-system affect-
ing the global port performance.

Given the lack of well established methodolo-
gies to estimate the response of inter-dependent 
lifelines and utility systems as a whole, using sys-
temic adequate vulnerability functions, a reason-
able approach to estimate the induced direct losses 
for a certain level of  seismic intensity, is to assume 
that the system performance could be approxi-
mated by the response of the most important sin-
gle element within the system. For example, the 
functionality of  the “Electric Power System” is 
simulated by the direct losses induced to the main 
substation within Thessaloniki’s port, while the 
representative element for the “Buildings, Ships/
Wharves & Auxiliary Services” is the newly con-
structed gravity-type wharf structures of  the con-
tainer terminal.

The final outcome of this study is to give deci-
sion-makers the means and capacities to formulate 
effective risk management, based on the quantifi-
cation (hierarchy importance) of the interdepend-
encies between port facilities. As a next step, the 
seismic risk of “inter-dependent” lifeline systems 
can be performed on the basis of a probabilistic 
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approach using “systemic fragility curves”. The 
development of appropriate methodologies to 
estimate the seismic risk of “interdependent” 
lifeline systems depends on available information 
and resources as well as the desirable level of reli-
ability of the performed analysis.
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ABSTRACT: Decision making systems for 
risk-informed mitigation of infrastructure systems 
are often complex and multifaceted. Recently, tools 
for modeling decision making on improvement of 
infrastructures have improved significantly, and 
multicriteria decision making (MCDM) models 
are widely considered to be very useful in resolv-
ing conflicts related to the decision making proc-
ess (e.g. Opricovic and Tzeng, 2002, Gauffre et al., 
2007, Samsal et al., 2007, Javanbarg et al., 2008, 
and Caterino et al., 2009). Multicriteria decision 
making deals with the problem of choosing the 
best alternative, that is, the one with the highest 
degree of satisfaction for all the relevant criteria 
or goals. In order to obtain the best alternative a 
ranking process is required. Extensively adopted 
in MCDM, the Analytic Hierarchy Process (AHP) 
has successfully been applied to the ranking proc-
ess of decision making problems (Saaty, 1988). The 
main advantage of the AHP is its inherent ability 
to handle intangibles, which are present in any 
decision making process. Also, the AHP less cum-
bersome mathematical calculations and, it is more 
easily comprehended in comparison with other 
methods. AHP is however ineffective when applied 
to ambiguous problems. Since the real world is 
highly ambiguous, some researchers apply fuzzy 
AHP as an extension of conventional AHP and 
employ fuzzy set theory to handle uncertainty and 
overcome this limitation (Mikhailov, 2003).

There are three objectives of this paper. First, 
structuring a risk ranking and mitigation prioriti-
zation procedure for infrastructures as a MCDM 
system, we propose a fuzzy optimization model to 
deal with shortfalls of the AHP method in han-
dling the uncertainties and imprecision of MCDM 
systems. Secondly, we construct a fuzzy prioritiza-
tion method which can derive exact priorities from 
consistent and inconsistent fuzzy comparison 
matrices. Thirdly, we apply an improved Particle 
Swarm Optimization (PSO) method to solve the 

fuzzy optimization model as a system of nonlinear 
equations.

The main steps of decision making for risk 
ranking and mitigation prioritization using fuzzy 
AHP are as follows:

1. Structuring decision hierarchy. The first step is 
to break down the complex decision making 
problem into a hierarchical structure (Fig. 1).

2. Developing pairwise fuzzy comparison matrices.
3. Consistency check and deriving priorities. This 

step checks for consistency and extracts the 
priorities from the pairwise comparison matri-
ces. In existing fuzzy AHP methods, only a few 
past studies have addressed the issue of check-
ing for inconsistencies in pairwise comparison 
matrices. For consistency analysis, we follow the 
method proposed by Mikhailov (2003).

4. Aggregation of priorities and ranking the alter-
natives. The final step aggregates local priori-
ties obtained at different levels of the decision 
hierarchy into composite global priorities for 
the alternatives based on the weighted sum 
method.

For an illustration and justification of our 
approach, we have performed a case study to com-
pare our results with the existing fuzzy AHP meth-
ods. MATLAB is used for implementing the PSO 

Figure 1. Hierarchical structure for risk ranking and 
mitigation prioritization.
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algorithm for solving the nonlinear optimization 
to derive the priorities from pairwise comparison 
matrices. A computer program namely PSO-fuzzy 
AHP has been developed. Consider the example 
given by Jaganathan et al. (2007). They applied 
nonlinear Fuzzy Preference Programming (FPP) 
method developed by Mikhailov (2003), to invest-
ment prioritization in new manufacturing tech-
nologies. They considered five criteria: Monetary; 
Flexibility; Environment consciousness; Risk; and 
Quality. The pairwise comparison matrix for crite-
ria in the form of triangular fuzzy numbers is rep-
resented in Table 1. The local priority of criteria 
derived by both nonlinear FPP and proposed PSO-
fuzzy AHP methods are also shown in Table 1 for 
comparison. The consistency index calculated by 
the the PSO-fuzzy AHP methods is 0.2335. As it 
can be observed form the illustrative example, the 
proposed PSO-fuzzy AHP method could be used 
as an efficient method for deriving priorities from 
fuzzy pairwise comparison judgments.

This study presents a simple fuzzy comparative 
model for multicriteria decision making of infra-
structures risk ranking and mitigation prioritiza-
tion. The method has the advantage of allowing 
for a more systematic handling of the subjective 
aspects of decision by integrating the specialist 
knowledge of infrastructure engineers and 
environmental experts into the process.
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Table 1. Exact solutions for illustrative example.

Criteria MTY FLX ENC RSK QTY

Weight priority vector

Nonlinear FPP 
(Jaganathan 
et al., 2007) PSO-fuzzy AHP

MTY (1,1,1) (1/6,1/5,1/4) (1,2,3) (2/5,1/2,2/3) (2/7,1/3,2/5) 0.0871 0.0909
FLX (4,5,6) (1,1,1) (7,8,9) (5/2,3,7/2) (1,2,3) 0.4141 0.4104
ENC (1/3,1/2,1) (1/9,1/8,1/7) (1,1,1) (1/4,1/3,1/2) (1/8,1/7,1/6) 0.0472 0.0472
RSK (3/2,2,5/2) (2/7,1/3,2/5) (2,3,4) (1,1,1) (1/2,2/3,1) 0.1582 0.1568
QTY (5/2,3,7/2) (1/3,1/2,1) (6,7,8) (1,3/2,2) (1,1,1) 0.2934 0.2947

MTY: Monetary, FLX: Flexibility, ENC: Environment consciousness, RSK: Risk, QTY: Quality.

ICASP Book III.indb   615ICASP Book III.indb   615 6/22/2011   12:55:44 AM6/22/2011   12:55:44 AM



616

Applications of Statistics and Probability in Civil Engineering – Faber, Köhler & Nishijima (eds)
© 2011 Taylor & Francis Group, London, ISBN 978-0-415-66986-3

A fuzzy comparative model for integrated risk ranking 
and mitigation prioritization of infrastructures; part 2: 
Application

J. Kiyono & M.B. Javanbarg
Department of Urban Management, Kyoto University, Japan

S. Takada
Department of Civil Engineering, University of Tehran, Iran

C. Scawthorn & M. Kobayashi
Kyoto University, Japan

ABSTRACT: Risk management of lifeline 
infrastructures is a process of weighting alterna-
tives, selecting the most appropriate action, and 
integrating the results of risk assessment with 
engineering data, social, economic, and political 
issues to make an acceptable decision. Generally, 
the selection of different mitigation or preventative 
alternatives often involve competing and conflict-
ing criteria, which requires the use of multicriteria 
decision making (MCDM). Multicriteria models 
have been recently considered to be very useful in 
resolving conflicts related to the decision making 
process for infrastructures (e.g. Opricovic & Tzeng 
2002, Gauffre et al., 2007, Samsal et al., 2007, 
Javanbarg et al., 2008, and Caterino et al., 2009).

In the first part of this study (Javanbarg et al., 
2011); we proposed a new fuzzy comparative model 
for MCDM problems related to risk management 
of infrastructures. The method has the advantage 
of integrating the engineering knowledge of an 
infrastructure and environmental aspects into the 
process. In the second part, herein, we examined 
the application of the proposed method to a case 
study of the risk ranking and replacement prioriti-
zation of an urban water pipeline network in Japan. 
Considering the importance rank of the pipelines 
as the main criteria and pipeline properties as the 
sub-criteria, we try to deal with uncertainty and 
imprecision in decision making for priority evalu-
ation of pipeline renewal plan where the pipe seg-
ments groups are considered as the alternatives for 
replacement.

In this study, we have classified the importance 
rank of customers into three ranks; Rank A, 
very important; Rank B, important; and Rank C, 
others based on the contribution degree of each 
customer to post-earthquake response as a part 
of emergency preparedness plans. For instance, 
Figure 1 shows a classification of important rank 

assigned to pipelines across the city selected for 
case study.

The hierarchy structure used for seismic risk 
ranking and priority evaluation of pipelines 
replacement across the water distribution network 
is represented in Figure 2. The hierarchy model 
includes five levels. It is worthy to mention that 
other appropriate hierarchy structures may also 
be adopted depending on the available data and 
the requirements for seismic mitigation of pipeline 
network.

It is then possible to assign a risk level rank to 
each pipe segments group based on the composite 
priority of the pipes. The higher composite prior-
ity the higher the risk level of pipeline could be. 
Considering the available annual budget for pipe-
line replacement, and knowing the length of pipe-
lines, it is therefore possible to calculate the total 
annual length of pipelines with higher priority for 
mitigation based on their risk level. The results 
are represented in Figure 3. To illustrate the 
relation between spatial distribution of pipeline 

Figure 1. Classification of pipeline importance.
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replacement and seismic hazard pattern, the layer 
of prioritized pipe replacement was overlaid with 
the Peak Ground Velocity (PGV) distribution of 
Uemachi scenario fault (the most causative sce-
nario) as depicted in Figure 3. It is found that 
although most of pipelines located in higher PGV 
values have higher priority for replacement, but 
other criterions such as pipeline importance as 
well as pipeline properties affect the prioritization 
procedure.

To perform sensitivity analysis, the weights of 
the important criteria were separately altered and 
the relative nature of the weights, consistency 
degree, and overall priority ranking were observed. 
It was found that the primary assumption of rela-
tive importance of PM and PD as “about equal”, 
may not be relevant, since their variation sensi-
tivities show different trends. Accordingly, we have 
tracked the variation of construction year and cost 
ratio. It was indicated that both construction year 
and cost ratio have the same sensitivity trend with 
different variation rate.

As a summary, in the first part of this study, we 
have presented a simple fuzzy comparative model 
for multicriteria decision making on risk ranking 
and mitigation prioritization of infrastructures. 
It proposes a novel fuzzy AHP method using 
Particle Swarm Optimization (PSO). In second 
part, we apply the proposed method to a case study 
of seismic risk ranking and priority evaluation of 
pipeline replacement across the Osaka City water 
distribution network. The results demonstrate that 
the proposed fuzzy AHP can be used as an effec-
tive tool for tackling the uncertainty and impreci-
sion associated with risk management of lifeline 
infrastructures.
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response until December 10th available in Osaka 
and the date we sent it was December 15th, 2009 
and made it until 28th in Kanazawa.

The contents of questions were attributes 
(sex, generation, family structure and household 
income), the type of drinking water (way of drink-
ing water, consciousness of saving water, experi-
ences of water suspension and stock of water), 
knowledge of earthquake disaster and earthquake 
countermeasures, maximum permissible limit 
of water suspension in a disaster, understanding 
of earthquake countermeasures and willingness 
to pay (WTP) to water charges for earthquake 
countermeasures.

In order to clarify the effect of the informa-
tion of the earthquake countermeasures by water 
suppliers on WTP and the maximum permissible 
limit of water suspension, two types of question-
naires were prepared, that is, one included the 
information of the earthquake countermeasures, 
and the other did not. As a result, we sent eight 
types of questionnaires that had each 125 copies 
in both Osaka and Kanazawa because we adopted 
double bound method of CVM (contingent Value 
Method.)

The number of valid responses was 216 (23.1%) 
in Osaka and 437 (45.7%) in Kanazawa except for 
address unknown.

Earthquake countermeasures including enhancing 
earthquake resistance which needs immeasurable 
costs are not enough implemented by the bad 
financial conditions in water suppliers and aged 
deterioration of water facilities in Japan. Over 
20% of water suppliers have over 100% proportion 
of outstanding balance, which shows most of the 
water suppliers have the bad financial condition. 
The era when water facilities had spread is one of 
the reasons why enhancing earthquake resistant of 
water facilities is not enough implemented. The 
water supplier had expanded the water facilities 
especially in water pipelines from 1960s to 1970s, 
at the time Japan faced an age of high economic 
growth, according to the growth of population. 
It is said that the cost of replacing non-earthquake 
resistant facilities will be larger than the average 
from 2020 to 2040 as shown in Figure 1. So it is 
necessary to secure a source of revenue to replace 
aged pipes or equalize the amount of replace in 
each year.

It is necessary to win customer’s understan-
ding in order to progress the earthquake counter-
measures.

The present paper deals with a questionnaire 
survey to customers of water supply system in 
order to clarify the costumers’ willingness to pay 
to water charges for earthquake countermeasures 
when the relation between the investing to earth-
quake countermeasure and the risk of water sus-
pension after the earthquake is shown.

The target cities of questionnaires are Osaka city 
as a large-scale city (population; about 2.65 mil-
lion) and Kanazawa city as a moderate-scale city 
(population; about 0.46 million). One thousand 
samples were extracted by using the stratified sam-
pling method, that can ensure statistical reliability 
of 5% level in significance, and questionnaires were 
sent by a post mail.

The date when we sent the sheet of question-
naire was November 17th, 2008 and we made the 
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The summary of the results of questionnaires 
is as follows;

− As for type of drinking water, we had supposed 
that the number of drinking water directly from 
faucet was less because water filter companies 
in Japan have conducted a negative campaign 
for direct water drinking from faucet, but it was 
larger than “only bottled water.”

− About 50% of respondents have consciousness 
of saving water. And also about 80% of respond-
ents in Osaka and 50% in Kanazawa have the 
experience of water suspension.

− As for the knowledge of an earthquake disaster, 
we asked four questions, such as knowledge of 
the scenario earthquakes, knowledge of water 
suspension by an earthquake and knowledge of 
water delivering by a water supplier in disaster. 
Over 70% of the respondents in Osaka and 50% 
in Kanazawa have knowledge of water suspen-
sion and water delivering by a water supplier.

− Most Japanese water supplier set the goal to 
deliver 3 litters per a day to each person for drink-
ing water till the 3rd day after an event, and 20 
litters for drinking water, toilet and washing up 
till the 10th day. But the result of the maximum 
permissible limit of water suspension shows that 
the most intolerable usage is for toilet, in which 
over 90% of the respondents answered the maxi-
mum permissible limit was within 3 days in both 
Osaka and Kanazawa.

− As for an attitude of earthquake counter-
measures, the number of the respondents who 
demanded countermeasures more by water sup-
plier was larger than those who prepare water by 
themselves in disaster.

In the estimation of WTP to water charges to 
enhancing the countermeasures of anti-disaster, 
we used parametric model by Weibull distribution 
function.

The result of assumption of WTP was that 
most residents (also customers) have conscious-
ness of paying more to earthquake disaster coun-
termeasures. It was clarified that the WTP was 
400–800 JPY ($4.5–9USD) higher than that at 
present as shown in Figure 2 and Figure 3. These 
results agree with the result of an attitude of earth-
quake countermeasures. And WTP with infor-
mation was not very different from that without 
information, so the problem seems to be the way to 
give information about earthquake disaster coun-
termeasures to the customers.

We did chi-square tests in order to check the 
relevant among each question. Common tendency 
between Osaka and Kanazawa described below is 
expected from the result.

− The knowledge of a scenario earthquake, 
knowledge of water suspension by an earth-
quake and knowledge of water delivering by a 

water supplier in disaster are correlate, which is 
multicollinearity.

− Those who save water tend to have more knowl-
edge of a scenario earthquake, water suspension 
by an earthquake and water delivering by a water 
supplier in disaster.

− Those who have experience(s) of water suspen-
sion tend to think they should prepare water by 
themselves in a disaster.

− Those who have the knowledge of water suspen-
sion by an earthquake and of water delivering 
by a water supplier in disaster tend to think they 
should prepare water by themselves in a disaster.

The tendencies which are differ from Osaka and 
Kanazawa as follows;

− Those who have experience(s) of water suspen-
sion tend to save water, have knowledge of the 
scenario earthquake and water delivering by 
a water supplier in disaster in Kanazawa, but 
there’s no correlation in Osaka.

− Those who save water tend to think they should 
prepare water by themselves in a disaster in 
Kanazawa, but there’s no correlation in Osaka.

− Those who have the knowledge of the scenario 
earthquake have shorter permissible limit of 
water suspension in a disaster in Osaka, but 
there’s no correlation in Kanazawa.

− Those who have the experience(s) of water 
suspension have the knowledge of water suspen-
sion by an earthquake in Osaka, but there’s no 
correlation in Kanazawa.

CVM is a calculation based on the virtual sce-
narios, so some kind of bias may be included. 
We’re now planning questionnaires to other cities 
which have different conditions.
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Figure 2. Cumulative distribution carves of WTP in Osaka.
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of carbonation-induced cover cracking and safety 
loss to RC and prestressed concrete beams in flex-
ure and shear. Stewart and Peng (2010) then con-
ducted a life-cycle cost assessment to assess the 
cost-effectiveness of increasing design cover as an 
adaptation measure to mitigate the effects of car-
bonation of concrete.

Investigation of concrete deterioration in 
Australian coastal cities under changing cli-
mate is being carried out as a part of the project 
funded by Department of Climate Change and 
CSIRO Climate Adaptation Flagship. It is based 
on the Monte-Carlo simulations that involve nine 
General Circulation Models (GCMs) with three 
emission scenarios, i.e. A1B, A1FI and 550 ppm 
stabilisation, representing medium, high and 
policy-intervened GHG emission scenarios. Two 
types of corrosion agents of concern are modelled: 
carbonation and chloride induced corrosion. The 
probabilistic analysis included the uncertainty of 
climate predictions, deterioration processes, mate-
rial properties, dimensions, and predictive models. 
Deterioration of concrete structures is represented 
by the probability of reinforcement corrosion ini-
tiation and corrosion induced damage at a given 
calendar year between 2000 and 2100, and all of 
them are more or less affected by the changing cli-
mate depending on locations. The findings from 
the investigation provide a basis for the develop-
ment of climate adaptation through the design of 
concrete structures.

Figure 1 describes the projection of CO2 concen-
trations from 2000 for several emission scenarios: 
A1FI, A1B, 550 ppm by 2150, and no CO2 increase 
above Year 2000 levels.

The carbonation depth without considera-
tion of climate change (or called as a baseline), 
as well as their changes for A1FI emission sce-
nario by 2100, are presented by Figure 2. The 

Concrete is the predominant construction type 
used in Australia’s critical infrastructure. Its per-
formance, therefore, is vital for the provision of 
the nation’s essential services and the maintenance 
of its economic activities. The key performance 
requirements for the design, construction and 
maintenance of concrete structures relate to safety, 
serviceability and durability. The deterioration rate 
of such structures depends not only on the con-
struction processes employed and the composition 
of the materials used but also on the environment. 
Changing climate may alter this environment, espe-
cially in the longer term, causing an acceleration of 
deterioration processes and consequently accelera-
tion in the decline of the safety, serviceability and 
durability of concrete infrastructure, especially 
in coastal areas, which generally experience more 
severe environmental exposure.

The 2007 Intergovernmental Panel on Climate 
Change fourth assessment report indicated a signif-
icant increase of CO2 concentration in the atmos-
phere from 280 ppm in 1750 to 380 ppm in 2005 
with an increasing trend. In comparison with pre-
industrial temperatures, the best estimation of the 
temperature increase is up to 4.4°C for 1000 ppm 
CO2 by 2100. Increased temperature will increase 
rates of carbonation and chloride penetration, as 
well as corrosion rate.

Current levels of atmospheric CO2 of about 
380 ppm will, in many cases, not cause signifi-
cant carbonation–induced corrosion. Stewart 
et al (2002) found that the ambient CO2 concen-
tration attributable to a typical urban environ-
ment is approximately 5–10% higher than CO2 
concentrations in a rural environment. Peng and 
Stewart (2008) used the latest CO2 concentration 
data provided by the fourth assessment report of 
2007 Intergovernmental Panel Climate Change 
(IPCC 2007) to predict the likelihood and extent 

ICASP Book III.indb   623ICASP Book III.indb   623 6/22/2011   12:55:47 AM6/22/2011   12:55:47 AM



624

carbonation depth for the baseline is in the range 
of 0 to 21 mm. Under climate change, the carbon 
depth can change in a range of 15 mm less than 
the baseline to 8 mm more than the baseline by 
2100, depending on the location of the concrete 
structure. Within the area of the arid zone in 
central Australia, carbonation does not occur due 
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Figure 1. Predicted estimates of CO2 concentrations.

Figure 2. Carbonation induced corrosion of concrete 
structures by 2100: (a) mean carbonation depth without 
consideration of climate change, (b) change in carbona-
tion depth for A1FI emission scenario.

to a lack of moisture. The area is extended when 
the future climate becomes drier around central 
Australia. Meanwhile, around the border between 
New South Wales and Victoria, a relatively greater 
increase of temperature also pushes carbonation 
higher. In a small area in the west of Western 
Australia, the decrease in relative humidity is not 
sufficient to offset an increase in temperature, lead-
ing to an increase in carbonation.

In the absence of climate change, carbonation 
induced corrosion damage is in the range of 0 and 
25%, depending on region (Figure 3). Under cli-
mate change, its probability varies regionally from 
a 19% decrease to a 15% increase in corrosion 
damage risk.

Chloride-induced corrosion initiation and dam-
age risks are not influenced considerably by the 
emission scenario. For example, corrosion dam-
age risks for the worst emission scenario (A1FI) 
are only 6% to 15% higher then the reference (best) 
emission scenario. This shows that while predicted 
increases in temperature will increase chloride dif-
fusion coefficient and corrosion rate, that these 
increases will be relatively modest with relatively 
little influence on chloride-induced corrosion.

Figure 3. Carbonation induced probability of corrosion 
damage by 2100: (a) without consideration of climate 
change, (b) change in damage risks for A1FI emission 
scenario.
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direct result of the changing global climate (IPCC 
2007). Based on data from 1970–2004, SST have 
increased by approximately 5°C (IPCC 2007). It is 
a matter of debate whether increasing SST may 
alter hurricane intensity/frequency. Studies have 
suggested that hurricane intensity/frequency may 
change as a result of rising SST. Some studies 
concluded that there is a direct connection between 
rising SST and increasing hurricane intensity and 
suggested that every increase in temperature of 
1°C could result in an increase of the peak wind 
speed of a tropical cyclone by 5% (Emanuel 2005). 
On the other hand, studies have stated that the 
increasing hurricane activity in the Atlantic Ocean 
is a result of the natural cycle of hurricane activ-
ity, therefore, not due to the changing climate 
(Klotzbach 2006).

ABSTRACT: Hurricanes cause extreme damage 
around the world annually. In the United States 
US), annual hurricane damage has increased by 
approximately 275% from the period 1950–1989 
to 1989–1995, or from $1.6 to $6 billion dollars 
(Pielke and Pielke 1997). Even though that hur-
ricane damages are increasing, the US coastal 
populations continue to grow. For example, 
insured coastal property values in Florida have 
increased by 55% from the year 1988 to 1993, from 
$566 billion to $872 billion (Stewart et al., 2003). 
In 2003, approximately 53% of the US popula-
tion, or 153 million people, live in coastal counties 
(Crosset et al., 2004).

The Intergovernmental Panel on Climate 
Change (IPCC) issued a report in 2007 stated that 
increasing Sea Surface Temperatures (SST) are a 

Figure 1. Cumulative damage cost per 100,000 residents to single-family units under different changes in wind 
speeds.
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This paper will assess the potential impact 
of  hurricane damage risks to buildings due to 
climate change and adaptation strategies. Three 
case study locations (Miami-Dade County, 
Florida, New Hanover County, North Carolina, 
and Galveston County, Texas) are presented to 
illustrate the framework under various scenarios 
of  change in maximum annual wind speed over 
50 years. The analysis will include a probabilistic 
hurricane wind field model and a hurricane vul-
nerability model. There is a great uncertainty on 
the change in hurricane hazard patterns. A recent 
study indicates that it can be expected that wind 
speeds may increase by 5–10% in the US (Vickery 
et al., 2009). Pryor et al. (2009) found that decrease 
in annual mean wind speeds is possible in the US. 
To represent this uncertainty and to investigate the 
potential impact of  climate change, the paper will 
explore the scenarios of  increases of  −5–10% in 
mean annual maximum wind speed over 50 years. 
Figure 1 shows the cumulative damage cost after 
50 years per 100,000 residents for all three coun-
ties under various scenarios of  climate change.

Stewart et al. (2003) suggested that building vul-
nerability to hurricane damage can be decreased 
by retrofitting existing structures to current build-
ing standards. Four adaptation strategies are 
developed and the cost-benefit of these strategies 
is evaluated. This risk-cost-benefit analysis is vital 
in indentifying optimal and cost-effective adap-
tion strategies to the potential adverse effects of 
enhanced greenhouse conditions. The effects of 
regional development dynamics, the rate of retro-
fit, cost of retrofit, reduction in vulnerability after 
retrofit, and discount rate will be investigated in 
this analysis.

It is possible that hurricane patterns and result-
ing damage losses may change as a result of climate 
change. The proposed framework provides a tool 

to evaluate the potential impact of such change 
on hurricane damage risks assessment. This study 
finds that climate change may have a substan-
tial impact on the damage and loss estimation in 
coastal areas, and that certain adaptation strate-
gies can cost-effectively decrease the damage, even 
though the wind speed does not change.
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where the maximum corrosion rate depends on 
environmental corrosion aggressiveness.

3 MODELING GLOBAL WARMING 
ACTIONS

Chloride penetration and carbonation are gov-
erned by diffusion coefficients that depend, among 
other factors, on the surrounding humidity and 
temperature. Therefore, the assessment of the 
behavior of corroding RC structures should also 
include a comprehensive model of weather (humid-
ity and temperature). A simplified model of cli-
mate is presented in this study. It accounts for the 
following aspects: (i) influence of global warming, 
(ii) seasonal variations, and (iii) random nature of 
weather. The change of temperature and humid-
ity produced by global warming for the upcoming 
years is modeled by a linear time-variant function. 
A sinusoidal function is implemented to take sea-
sonal variations of humidity and temperature into 
consideration. Taking into account the simplicity 
of the implementation and the computational time, 
Karhunen-Loève expansion is used to include the 
uncertainties related to weather parameters.

On the other hand, the increase of environmen-
tal CO2 concentration produced by global warm-
ing will raise carbonation-induced corrosion risks. 
This phenomenon is difficult to model because it 
depends on several factors that differ for a particu-
lar problem. Therefore, this work uses the Model 
for Assessment of Greenhouse-gas Induced Cli-
mate Change (Wigley et al., 1996) that considers 
the influence of natural and anthropogenic forc-
ings on CO2 concentrations.

Global warming is influenced by several factors 
such as human activities, environmental protec-
tion measures, etc. Therefore there are important 
uncertainties related to the consequences of climate 
change that come mainly from the lack of knowl-

1 INTRODUCTION

Chloride ingress and carbonation lead to corrosion 
of reinforcing bars that reduces the service life of 
reinforced concrete (RC) structures. Experimen-
tal evidence indicates that carbonation and chlo-
ride ingress are highly influenced by the weather 
conditions of the surrounding environment—i.e., 
temperature and humidity. According to the Inter-
national Panel of Climate Change (IPCC, 2007), 
several changes in the future climate produced by 
global warming are expected. Consequently, the 
effect of global warming on both chloride ingress 
and carbonation should be considered for a com-
prehensive management of corroding RC struc-
tures. Within this context, the objective of this 
paper is to describe some considerations for esti-
mating the effect of global warming on durability 
of corroding RC structures.

2  DURABILITY OF CORRODING 
RC STRUCTURES

The deterioration of RC induced by corrosion 
involves the interaction between three mecha-
nisms: ingress of the corroding agent—i.e., chlo-
rides or carbon dioxide, corrosion of reinforcing 
steel and concrete cracking. Chloride ingress 
is modeled by using a numerical approach that 
considers the interaction between three physi-
cal problems: chloride ingress, moisture diffu-
sion and heat transfer. The carbonation model 
accounts for: larger carbon dioxide concentrations 
in urban areas, the effect of temperature and the 
increase of CO2 concentration produced by glo-
bal warming. Both models are used to determine 
the time to corrosion initiation. After corrosion 
initiation, the diameter reduction of reinforcing 
bars is controlled by the corrosion rate. This study 
considered a time-variant corrosion rate model 
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edge about the societal policies and the response 
of the earth before global warming. To account 
for this uncertainty, this work defines three possi-
ble scenarios of global warming. These scenarios 
are called without, expected and pessimistic global 
warming (Table 1, Bastidas-Arteaga et al., 2010a).

4 NUMERICAL EXAMPLE

The influence of global warming on the reliabil-
ity a simply supported RC girder placed in various 
chloride contaminated environments is illustrated 
with a numerical example. This analysis included: 
two environments (oceanic and tropical); three sce-
narios of global warming (without, expected and 
pessimistic) and three levels of corrosion aggres-
siveness (low, moderate and high). Structural reli-
ability was evaluated in terms of the limit state of 
bending by using Monte Carlo simulations and 
Latin hypercube sampling. Table 2 presents the 
computed mean and standard deviation of the 
time to failure for the studied cases. The maxi-
mum reduction in time to failure is 2.3%. How-
ever, these results are non-conservative because the 
implemented corrosion model does not include the 
effect of global warming after corrosion initiation. 

Corrosion rate can be influenced by temperature 
and humidity, and therefore, should be affected 
by global warming (Stewart and Peng, 2010). This 
effect should be taken into account to improve the 
prediction after corrosion initiation.

5 ADAPTATION STRATEGIES

Adaptation measures may be needed to ameliorate 
the increased damage risks due to climate change. 
Time of application is highly variable and depend-
ent on extent and location of corrosion damage. 
Some adaptation strategies will be applied at time 
of construction (coatings/surface treatments, rein-
forcement), others at time of corrosion initiation 
(realkanization, chloride extraction). Clearly, it 
is preferable to use adaptation strategies that are 
implemented during design and construction 
rather than in-service (e.g., when corrosion dam-
age occurs) as the latter will be much more costly 
in terms of direct costs and inconvenience/user 
delays and other indirect costs.

Stewart and Peng (2010) have conducted a 
preliminary life-cycle cost assessment to assess the 
cost-effectiveness of increasing design cover as an 
adaptation measure to mitigate the effects of car-
bonation of concrete. The preliminary analysis 
found that life-cycle costs for the current situation 
(‘do nothing’—use existing covers) are lower than 
life-cycle costs for proposed increases in design 
cover. This suggests that although enhanced 
greenhouse conditions will lead to increased 
carbonation-induced corrosion of RC structures it 
may not be cost-effective to increase design covers. 
However, a more detailed assessment of risks, costs, 
benefits of adaptation measures and environmen-
tal impact may reveal a different conclusion.

6 CONCLUSIONS

This study presented some considerations to assess 
the effects of global warming on the durability 
of corroding RC structures subjected to chlo-
ride ingress or carbonation. This effect could be 
assessed by implementing deterioration models 
that take into account the changes in environmen-
tal factors (temperature, humidity and CO2 con-
centration) produced by global warming. These 
environmental factors could be altered by climate 
change. Consequently, the computation of the 
changes in temperature, humidity and CO2 con-
centration should also included in the analysis. All 
these points are treated in the paper and were illus-
trated with a numerical example that studies the 
effects of climate change on the reliability of a RC 
bridge girder placed in a chloride-contaminated 

Table 1. Scenarios of global warming.

Scenario Description

Without Climate change is neglected
Expected Use of alternative and fossil sources of 

energy, birthrates follow the current 
patterns and there is no extensive 
deployment of clean technologies

Pessimistic Vast utilization of fossil sources of 
energy, appreciable growth of popu-
lation and there are no policies to 
develop and extend the use of clean 
technologies

Table 2. Mean and standard deviation of the time to 
failure for the oceanic environment.

Corrosion
aggressiveness Scenario

Mean
(yr)

σ
(yr)

Reduction
(%)

High Without 62.2 9.4 0.0
Expected 61.6 9.1 0.9
Pessimist 61.4 8.9 1.4

Moderate Without 124.8 20.3 0.0
Expected 123.4 19.9 1.1
Pessimist 122.6 19.7 1.7

Low Without 411.2 75.5 0.0
Expected 405.3 75.9 1.4
Pessimist 401.7 76.3 2.3
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environment. The results showed that global warm-
ing could produce reductions in time to failure of 
up to 2.3%. Concerning to adaptation strategies 
that can be used to mitigate the effect of deterio-
ration processes and global warming on structural 
safety, it is concluded that an optimal adaptation 
strategy should be selected by considering its risks, 
costs, benefits and environmental impact.
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1 OVERVIEW

Risk analysis, which involves the estimation of 
the statistical expectation of  annual damage, 
EAD, using a damage model and a joint prob-
ability density function over the inputs to that 
model, is now a standard part of  the flood risk 
management toolbox in the UK. Recent work has 
refined the structure of  this analysis and made it 
possible to subject it to uncertainty propagation 
and sensitivity analysis methods. Strategic flood 
risk management interventions are planned and 
implemented over several decades. Where these 
interventions include physical infrastructure, as 
they surely will where large cities such as London 
are concerned, investments must be justified using 
cost benefit analysis over an appraisal period that 
includes the planning cycle and the design life of 
the infrastructure. This leads to the desire to eval-
uate management options in terms of  their return 
on investment over a century or more. Climate, 
the economy and demography are but some of the 
more obvious sources of  change that will influence 
estimates of  flood risk on this time scale. First 
steps have been made towards the embedding of 
risk analysis within a framework enabling the 
examination of  long-term change and the influ-
ence of  possible flood risk management measures. 
In this paper we argue that these developments 
represent first steps in a process, the logical con-
clusion of  which is systematic decision analysis. 
This goes beyond the status quo of  modeling and 
risk analysis in a number of  respects. We present 
a simple but general conceptual framework for 
decision analysis and illustrate its application to 
a simplified but representative strategic flood risk 
management decision.

Figure 1 depicts the conceptual framework 
in graphical form. It consists of five nested lay-
ers of analysis, as indicated by the nested boxes, 
each of which is labeled in the upper right hand 

ABSTRACT: The need for adaptive strategies 
to respond to uncertain long term processes of 
change in flooding systems is now well recognized. 
In the face of uncertainty, it is desirable to keep 
options open and enhance resilience. However, 
adaptive options are seldom achievable at zero 
marginal cost—in other words genuine ‘win-win’ 
solutions are rare. Therefore, appraisal frame-
works are required that can evaluate adaptive 
strategies over extended timescales in the context 
of a wide range of alternative futures. In princi-
ple this may appear to be a relatively straightfor-
ward task. However, in practice, appraising flood 
risk management options, whose nature and cost 
will vary depending on which of many uncertain 
futures actually materializes, can be a computa-
tionally burdensome and conceptually taxing task. 
This paper describes a formal approach for speci-
fying risk-based decision appraisal in the context 
of future uncertainties and long term processes 
of change. At the core of the analysis is a deter-
ministic flooding model for estimating the sever-
ity and consequence of flooding, and cost model 
for computing the cost of flood risk management 
options. Around this kernel are layered risk calcu-
lations, simulations of long term change, compre-
hensive sensitivity analysis, decision analysis and 
analysis of the robustness of risk-based decisions 
to the ambient uncertainties. In the example pre-
sented here, processes of long term change include 
increasing relative mean sea level and increasing 
damage potential resulting from economic growth. 
In both cases the rates of increase are uncertain, 
as are the costs of implementing the interventions 
from which options are constructed. These various 
uncertainties are expressed as probability density 
functions (PDFs) over the variables in question. 
They are propagated through to option perform-
ance by means of a Monte Carlo experiment, 
allowing a PDF on performance to be constructed 
for each option.
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Figure 1. Overview of a conceptual framework for decision analysis. Larger boxes indicate the nested structure of the 
analysis. The computation itself  follows the directed bipartite graph flowing from left to right. Unboxed nodes are data 
sets, while boxed nodes are transformations, where s stands for “sample”, m for “mean” and q for “estimate quantiles”. 
The dimensions of data sets are indicated by characters in square brackets beneath; these are epistemic uncertainty (e) 
cases (c), options (o), time (t), aleatory uncertainty (a), cumulative probability level (p).

corner. One way of thinking about the analysis is 
to consider these boxes as representing the nested 
loops of a naïve, sequential implementation. The 
layers of analysis are:

1. Evaluate damage using a deterministic model 
of the damage caused by a specific hydrologi-
cal event. In the example set out below, damage 
is measured in money, however the framework 
can accommodate metrics for any undesirable 
outcome of system behaviour. Multi-criteria 
analysis has also been considered, but not yet 
demonstrated.

2. Estimate Expected Annual Damage (EAD), for 
example following the RASP methodology now 
widely used within UK flood risk management. 
This involves many invocations of the layer 1 
damage estimator.

3. Simulate long-term change. A possible future is 
specified as an initial system state, an option (a 
timed sequence of flood risk management inter-
ventions) and a set of parameters to a model 
of relevant long-term time-dependent processes 
(sea level rise, demographics, …).

4. Evaluate option performance. The layer 3 
computation is conducted for each of a set of 
cases, consisting of a “do nothing” base case 
and some number of “do something” options. 
For each option, a performance metric is evalu-
ated, by comparison of the base case risk with 
the residual risk associated with each option.

5. Apply computational experiments to performance 
estimator. Both current system state and the 
parameters of change processes are uncertain, 
possibly highly so. Computational experiments, 
such as uncertainty and sensitivity analysis, can 
be applied to the layer 4 performance estima-
tor to explore the impact of this uncertainty on 
decisions.

The paper presents and discusses the application 
of this decision analysis framework to the problem 
of strategic provision of flood protection. A proto-
type web-based user interface has been developed 
which allows the user to specify and run experi-
ments on this example and explore and visualize 
the results from these experiments.
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calculated position of the phreatic line and the 
specific soil conditions.

Climate scenarios rely on precipitation patterns 
for which historical data from the Met Office can 
be used. In order to establish slope instability due 
to precipitation and its infiltration through the 
embankment fill we use:

• The closed form van Genuchten method to 
establish hydraulic properties of the soil above 
the phreatic line.

• The standard and modified Green-Ampt method 
to establish the depth of infiltration and the time 
to ponding for the embankment segments.

To understand how different soil types can 
affect the reliability of the embankment’s slopes, 
two types of London Clay were considered and 
exposed to the dam site conditions and short 
intensive and a prolonged less intensive rainfall. 
The modelling of the soil properties, presented 
in Table 1, had to be simplified to ensure that a 
broader set of data could be applied for various 
models under investigation.

For modelling of the precipitation effects on 
the embankment specific fill properties such as its 
degree of saturation (Sr), hydraulic conductivity 

ABSTRACT: Many uncertainties are associated 
with small earthfill dams that are not monitored 
in a comprehensive way. It is, a situation that may 
lead to significant threat of dam failure in case of 
extreme climate conditions. By applying probabi-
listic approach it becomes possible to assess such 
dams in more detail and obtain a clearer under-
standing of the risks associated with environ-
mental threats, specifically different precipitation 
scenarios that may arise. This form of analysis is 
particularly useful when old, well established dams 
are considered for which new climate scenarios 
could not have been anticipated at the time of their 
design and construction.

The embankment model is based on a generic, 
small, homogenous earthfill dam for which steady 
seepage flow is considered and both upstream and 
downstream slope stability are selected as signifi-
cant limit states governing the dam’s long-term per-
formance. The upstream and downstream sections 
of the dam behave, to a large extent, independently 
from one another. A specific area of the dam fill 
within the upstream section will become saturated 
and part of dam fill within the downstream sec-
tion will become submerged to moist, over time, 
Figure 1. The residual embankment fill above the 
saturated and submerged parts will be deemed 
moist and/or dry depending on the current condi-
tions at the dam site. Thus a more realistic model, 
analysing the overall stability of the upstream and 
downstream sections of the embankment, can be 
considered. This is important as the stability of 
the slopes will be greatly influenced by the type of 
the soil and its associated hydraulic conductivity.

The governing equations for the limit states 
are defined using sliding block methodology 
which incorporates the embankment’s geometry, 

Figure 1. Modelling of embankment fill.

Table 1. LCA & LCB: Soil properties & unit weights 
of soil.

Soil properties Units

Soil model

LCA* LCB**

Void ratio (e) 0.79 0.69
Moisture content (θ) % 27–29 24–39
Cohesion (c) kN/m2 7 5
Internal friction (φ) ° 20 20
Unit weight of soil γd kN/m2 14.9 16.1

γm 16.0–16.6 17.0–17.6
γsat 19.3 20.1
γsub 9.5 10.3

*Extracted from (Davis et al., 2008)
** Extracted from (Kovacevic et al., 2001).
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(K) and wetting front suction head (ψ) above the 
phreatic line need to be derived. We have imple-
mented Van Genuchten method to derive the 
hydraulic conductivity and Green Ampt method 
to evaluate wetting front suction head.

As a result, the rainfall effects on unsaturated 
and saturated soils are evaluated and standard 
AFOSM applied. This allows for inclusion of 
deterministic and probabilistic site specific param-
eters. It is important to note that the probabilistic 
modelling, shown in Table 2 includes uncertainty 
in the soil properties, dam configuration and rain-
fall intensity. Thus the effects of environmental 
variables on the reliability index (β), probability of 
failure (Pf) and sensitivity factors for the upstream 
and downstream failure modes are obtained.

From the results in Table 3 it can be observed 
that when there is a high rainfall intensity over 
the short duration the slope’s reliability is mostly 
influenced by the dam’s geometry and the degree 
of saturation of its fill above the phreatic line.

Figures 2 & 3, show that the reliability indices for 
both upstream and downstream slope, for both soil 
models, steadily declines as the cumulative rainfall 
intensifies (rainfall intensity is assumed to be con-
stant per hour). From the graphs, the decrease in 
the reliability indices for LCA and LCB follow the 
same pattern when subjected to the same condi-
tions, but there is a clear difference between their 
values and the rate of decline. This implies that the 
soil properties of the fill clearly control the reliabil-
ity of the embankment’s slopes irrespective of the 
applied dam conditions.

From the results obtained we can identify the 
critical precipitation intensities and durations 
that can cause dam failure of either the upstream 
or downstream slope. Thus by implementing this 
form of probabilistic analysis, new management 
techniques and improved risk assessments for 
dams, with respect to precipitation scenarios can 
be established. This is of particular interest as the 

Table 2. Probabilistic modelling of uncertain variables 
for clay embankment: All variables assumed to be nor-
mally distributed.

Variable Unit
Mean 
(μ)

Standard 
deviation 
(σ)

Rainfall Intensity factor (RIfc) mm 1.0 0.10
Height (H) m 3.0 0.03
Crest Width (CW) m 2.8 0.028
Foundation height (Hf) cm 50.0 1.00
Headwater height (Hw) m 2.0 0.10
Unit weight of soil factor (γfc) kN/m2 1.0 0.10
Internal friction (ϕ) ° μϕ μϕ ⋅ 0.15
Cohesion (c) kN/m2 μc μc ⋅ 0.30

Table 3. Reliability indices for upstream and 
downstream collapse for soil A & soil B with varying 
degree of saturation Sr during 1 hr of rainfall.

Soil 
model

Sr 
%

Rainfall 
intensity 
mm

Reliability indices (β)

DG1 DG10

USlope 
1:2.5

DSlope 
1:2.5

USlope 
1:4.0

DSlope 
1:3.5

βup βdwn βup βdwn

A 56
1–70

2.53 1.47 3.94 2.61
73 2.49 1.46 3.90 2.61
86 2.45 1.44 3.85 2.59

B 59
1–70

2.01 0.45 3.63 1.80
77 1.95 0.45 3.57 1.80
88 1.85 0.43 3.47 1.78

Figure 2. Reliability indices for two soil types with var-
ying Sr for upstream slope failure with a constant rainfall 
of 10 mm/hr.

Figure 3. Variation in reliability indicies for a single soil 
type for upstream slope failure for two dam geometries 
over 24 hours.

Flood and Water Management Act 2010 becomes 
the new regulatory document.
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project on structural robustness titled ‘COST 
TU0601: Robustness of Structures’ in February 
2007 under the COST (European Cooperation in 
Science and Technology) programme. A summary 
of the work carried out in this project and the 
major results achieved are described in this paper.

2  APPROACH FOR ASSESSING 
ROBUSTNESS

The Joint Committee on Structural Safety (JCSS) 
has developed a guideline document (JCSS 2008) 
that describes the framework and principles for 
risk based engineering decision making. An event 
tree representation for this framework is shown in 
Figure 1. The assessment begins with the model-
ling of exposures (EX) that have the potential to 
cause damage to the components of the considered 
structural system. Exposures could include extreme 
values of design loads, accidental loads and dete-
rioration processes and also human errors in the 
design, execution and use of the structure. Damage 
refers to reduced performance or failure of indi-
vidual components of the structural system. After 
the exposure event occurs, the components of the 
structural system either remain in an undamaged 
state ( )  as before or change to a damage state. 
Each damage state can then either lead to the fail-
ure of the structure (F) or no failure ( ).

Consequences are associated with each of the 
possible damage and failure scenarios, and are 
classified as either direct (CDir) or indirect (CInd). 
Direct consequences (CDir) are considered to result 
from damage states of individual component(s) of 

1 BACKGROUND

Robustness of structures has been an issue of sig-
nificant interest for the engineering profession over 
many years. It is generally agreed that robustness 
is a performance characteristic emerging from the 
structures as a system. The collapse of the World 
Trade Centre towers have substantially intensi-
fied research and efforts aiming to improve the 
robustness of structures, resulting in several useful 
recommendations on how to achieve robust struc-
tures. However, despite many significant theoreti-
cal, methodological and technological advances 
over the recent years, structural robustness is still 
an issue of controversy and poses difficulties with 
regard to its interpretation as well as regulation.

Modern structural design codes consider robust-
ness through requirements which typically state 
that the consequence of damages to structures 
should not be disproportional to the causes of the 
damages. Despite the importance of robustness for 
structural design, such requirements are however 
still not substantiated in further detail; nor has 
the engineering profession been able to agree on 
an interpretation of robustness which facilitates its 
quantification.

It was with this starting point the Joint Com-
mittee on Structural Safety (JCSS) together with 
Working Commission (WC) 1 of the International 
Association of Bridge and Structural Engineering 
(IABSE) decided to organize a joint workshop in 
2005 aiming for a consensus on how to deal with 
structural robustness in a more direct and explicit 
manner. One of the decisions resulting from this 
workshop was the initiation of a joint European 
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the structural system. Indirect consequences (CInd) 
are incurred due to loss of system functionality or 
failure and can be attributed to lack of robustness. 
With the event tree defined in Figure 1, the ensuing 
direct and the indirect risks may be assessed from:

R C P P dEX dEE DddDiR r DC ir
DEX

( )D EXEE ( )EX∫∫ ( )D
 

(1)

R C P

P P dEXdd dD

InR d IC ndII
DEX

( )F EX

× ( )D EX ( )EXEE

∫∫ ( )F D

 (2)

Using this approach, a robust system can be 
considered to be one in which indirect risks do 
not contribute significantly to the total risk, given 
that the ensuing direct risks have been determined 
to be acceptable. An index of robustness IRob can 
then be defined (Baker et al., 2008), which meas-
ures the fraction of total risk resulting from direct 
consequences:

I
R

R R
R
RRoI b

DiR r

DiR r IR ndII

DiR r

ToRR t
= =  

(3)

3 THE PROJECT ORGANISATION

The main objective of the project is to provide the 
basic framework, methods and strategies necessary 
to ensure that the level of robustness of structural 
systems is adequate and sufficient in relation to 
their function and exposure over their life time 
and in balance with societal preferences in regard 
to safety of personnel and safeguarding of envi-
ronment and economy. Research teams drawn 
from 24 countries representing both academia and 
industry are part of the project. The project has 
been running for a period of 4 years and is ending 
in October 2011. The major deliverables of the 
project are:

• A series of technical factsheets providing focused 
reporting on issues concerning robustness.

• A document on theoretical framework on struc-
tural robustness, which will serve as the basis to 
develop a probabilistic model code on design for 
robustness of structures.

• Educational material from a training school on 
robustness of structures for students, research-
ers and practicing engineers.

• A guideline document on robust structural 
design aimed at practicing engineers.

4 MAJOR RESULTS OF THE PROJECT

A theoretically sound framework for the assessment 
of robustness has been developed in this project 
which can facilitate the development of practice 
relevant methods for ensuring robust design as 
well as strategies for maintaining the robustness 
of existing structures throughout their service life 
and also form the basis for the development of pre-
normative guidelines for robustness.

The project has seen extensive work being car-
ried out related to the modelling of exposures and 
the representation of vulnerability and component 
failure modes relevant for robustness analysis. In 
addition to standard ultimate limit state design, the 
robustness assessment of a structure requires more 
advanced load as well as resistance models. In this 
project, various methods have been presented, dif-
fering in solution techniques, loading representa-
tions and member and joint modelling.

Work related to implementation aspect con-
cerning robustness has also been carried out in 
the project. A common format for consequence 
evaluation in both building and bridge structures 
has been developed, and pertinent information 
on human, economic and environmental conse-
quences has been collected and presented consist-
ently both at component and system level. As part 
of risk mitigation and management, a categorisa-
tion of robustness enhancing measures and provi-
sions in European standards has been described; 
this offers the opportunity to consider alternative 
strategies applicable to either new construction or 
existing structures.

5 CONCLUDING REMARKS

From the activities within the project and also from 
the outside of the project, it is becoming increas-
ingly clear that the historically controversial theme 
of the project has been accepted and recognized 
as a key area in structural engineering. Moreover, 
the general approach to the assessment of robust-
ness as forwarded by the project has been accepted 
in the research community of structural engineer-

Figure 1. Event tree representation for quantification 
of robustness.
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ing. Building on these successes, future challenges 
primarily involve the establishment of a systems 
perspective in design and the codification of the 
set of principles and application rules for ensuring 
adequate and optimal robustness in structures. 
This will greatly enhance efficient and sustainable 
allocation of societal resources for structural safety 
and reliability.
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the Demand is too great), its Capacity to perform 
goes down and nothing or very little freight or data 
gets successfully delivered (i.e., it fails). Similarly, if  
the infrastructure system is underutilized (i.e., the 
demand goes down) than its Capacity to success-
fully perform also decreases significantly (i.e., it 
has become obsolete)

Reliability techniques can be applied in engi-
neering to compute the probability of failure based 
on a distribution of threats, or natural hazards, 
and a corresponding distribution of capacities 
to resist those threats. The probability of failure 
is determined based on the relative positions of 
the demand and capacity Probability Density 
Functions (PDFs) on a strength ordinate. Within 
the context of the definition of reliability, the prob-
ability of failure can be decreased by either: mov-
ing the relative positions of the PDFs to decrease 
overlap (decrease the load, increase the strength) 
or by decreasing the dispersion, or standard devia-
tion of the PDFs (by increasing the certainty in the 
definition of either the load or the resistance).

2 RESILIENCY AND ROBUSTNESS

ASCE recommends promoting sustainability and 
resiliency as an integral part of its infrastructure 
report card. In Ref [4] ASCE presents a qualita-
tive description of resiliency in context of each 
infrastructure sector. However it falls short in pro-
viding clear definition of resiliency. It is implied 
that resiliency is measured as elapsed time from 
the destructive incident until full operation of the 
infrastructure system is restored. Therefore, resil-
iency not only depends on the properties system 
(although it is unclear how) but it also depends on 
the system’s operation and repair-time.

Another important quality of an infrastructure 
system is robustness, which is solely a property 
of the system. Robust infrastructure is insensi-
tive to small deviations in assumed design param-
eters. The concept of robustness is illustrated on 
Figure 3. Despite System A and System B having 
the same Capacity values, System A is more robust 

ABSTRACT: The term reliability, resilience, risk 
and redundancy are often used to convey similar 
or the same concept in the literature. Typically, 
none of these terms are defined in a computation-
ally rigorous manner. Each of these terms has a 
unique mathematical meaning. However, resiliency 
and robustness have the special distinction of 
being particularly powerful because they are com-
pletely threat independent. Although it is possible 
to design structural systems to resist virtually any 
threat, it is impossible to design these systems to 
resist all possible threats. Even if  all threats could 
be defined today, they cannot account for unknown 
future threats that may occur during the life of the 
structure. As a result robustness evaluation could 
be useful in prioritizing buildings and critical infra-
structure for the purposes of allocating mitigation 
dollars potentially allowing for a way to optimize 
both sustainably and effectively. In this paper, the 
basic concepts used in probabilistic assessment 
approaches are described and an argument is made 
for using robustness and resiliency as the primary 
means for evaluating, repairing and replacing our 
structural systems in the 21st century.

1 RISK AND RELIABILITY

Risk of failure is a concept that can be universally 
understood by infrastructure stakeholders as well 
as engineers. A traditional definition of risk is that 
it is equal to the product of probability of failure 
(assuming that the threat has been executed) and 
cost of failure (i.e., consequence of failure). Hence, 
probability of failure needs to be computed to 
determine the risk. For the purpose of this paper 
let us assume an infrastructure type similar to a 
transportation or communication system, where 
performance is measured by the successful delivery 
of freight or data. This infrastructure will have a 
defined Capacity to perform (denoted as C) and a 
variable Demand (denoted as D).

It is intuitive that the infrastructure Demand 
and Capacity are dependent on each other. That 
is, if  the infrastructure system is overloaded (i.e., 
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than Structure B, since the probability of failure 
for System A is less than that of System B. We may 
also note that System A is more reliable then Sys-
tem B without having more Capacity (i.e., the area 
under the curve for A and B is the same).

A subset of robustness is redundancy which is 
related to the existence of multiple and redundant 
sub-systems. These sub-systems may provide tem-
porary and quick alternate way for the system to 
work around the damaged area and remain opera-
tional until full Capacity is restored.

3  PROTECTIVE DESIGN OF ROBUST 
SYSTEMS

Remarkably, there is little common ground regard-
ing the definition of robustness. A quick look at the 
dictionary reveals five variations of the adjective 
with three of those five including the word “strong” 
or “strength”. So, it is natural that engineers, when 
asked about the meaning of robustness, would 
reply with words like “strong”, “resilient”, and 
“redundant”. There is currently no direct guidance 
out of the United States building codes standards 
that link robustness with a quantifiable definition. 
Be that as it may, other engineering and scientific 
disciplines have various specific definitions of 
robustness, and it is helpful to examine them here. 
Insight from outside of the structural engineering 
community combined with specific definitions of 
structural engineering metrics will lead to an adap-
tation to the definition of robustness and a novel 
way to evaluate infrastructure systems.

In Protective Design, the threat is unpredictable 
because the nature of the threat is always chang-
ing, evolving, and (usually) increasing in frequency 
and magnitude (TSWG, 2004). In this practice, it is 
difficult to predict any structure’s reliability given 
the great dispersion that is expected in the load 
scenario induced by the threat, though it is pos-
sible to determine and influence the dispersion of 
the resistance function. Increasing the certainty in 
the structural resistance by decreasing the stand-
ard deviation of the capacity—regardless of the 
expected value of the resistance (or strength)—
increases the reliability for a constant threat PDF, 
and it also decreases the sensitivity of the system 
response to loading stimuli. The physical outcome 
of a narrow PDF for resistance is that the reliability 
of the structure will likely be unaffected by small 
perturbations in loading. This outcome is consist-
ent with the Eurocode definition of robustness as 
well as the expected behavior of robust systems in 
various scientific fields.

A common approach to estimate resiliency and 
robustness is based on introduction of damages 
into the system and determination how sensitive the 
system is to this damage (robustness) and how soon 

this system can recover (resiliency). Notable, these 
damages are almost universally related to damages 
due to a terrorist attack (i.e., a catastrophic event) 
and usually represented as a element removal (i.e., 
total destruction of the element). This approach 
requires enormous computational time as all dam-
age scenarios as well as all response scenarios need 
to be determined and analyzed. This is a signifi-
cant drawback of current approaches. Probabilis-
tic techniques enable us to encompass all threats 
uniformly and as such will facilitate the design and 
improvement to infrastructure systems to with-
stand all threats, and natural hazards.

4 ALL HAZARDS APPROACH

The Fire Department of New York issued Terror-
ism and Disaster Preparedness strategy in 2007 [5], 
where it is strongly encouraged to “All-Hazard 
Preparedness”. The term all-hazard requires clari-
fication to respond adequately to this challenge. 
How does one consider all hazards in the design 
and evaluation of our aging critical infrastructure? 
The table below provides examples of the assump-
tions made in the 20th century for the purposes of 
quantifying the effects of disasters are no longer 
accepted and are inconsistent with an all hazard 
approach.

In response to these shifts in our understanding 
of what a disaster is, the probabilistic concept of 
robustness provides a satisfying new approach, for 
it is a truly threat independent.

5 CONCLUSIONS

Today’s realities requires our critical infrastructure 
in the 21st century to achieve resiliency through sus-
tainability and system robustness in response to a 
complex evolving threat and hazard environment.

Our infrastructure needs to be designed to be 
able to resist hazards and threats which are evolv-
ing and complex.

Robustness represents an infrastructure’s abil-
ity to absorb small failures (perturbations) without 
affecting the overall integrity, and can be measured 
as a standard deviation of the resistance probabil-
ity density function.

Infrastructure robustness and resiliency repre-
sent interdependent qualities of system. Robust 
systems are inherently more resilient. Probabilistic 
approach to robustness and resiliency encompass 
all threats. As such robust and resilient design rep-
resent a true independence from threat.

Further research into the concepts of robustness 
and resiliency to explore how they may be used to 
evaluate our existing aging infrastructure and allo-
cate our limited resources wisely for the demands 
of the 21st century.
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ABSTRACT: The risk and the robustness of 
road tunnels are discussed in this contribution 
based on the experience of the author with indus-
try projects. Minimum requirements for tunnels 
are reviewed first in this contribution such as those 
provided in the in the Directive of the European 
Parliament and of the Council of the European 
Union 2004/54/EU (EU, 2004). Risk and reliabil-
ity acceptance criteria are presented in a so-called 
risk-matrix. For that purpose qualitative hazard 
probability levels have been defined as shown in 
Table 1 and hazard severity levels of accidental 
consequences as shown in Table 2. For the sever-
ity level human consequences are considered here. 
The hazard probability levels and the hazard sever-
ity levels are combined to generate the risk classifi-
cation matrix as shown for example in Table 3. The 
classification scheme of Tables 1, 2 and 3 reflects 
also performance based engineering in which for 
specified hazards with given return period associ-
ated performance criteria are specified.

The lower bound values of Table 3 are more rel-
evant as risk acceptance criteria for long tunnels.

Finally examples from case studies are provided 
demonstrating the applicability and the benefits 
from the risk analysis approach. The case stud-
ies deal with various types of tunnels i.e. bored, 
floating, immersed and different accidental actions 
such as fire, internal or external impact. For each 
accidental scenario associated performance crite-
ria are defined and verified. The following conclu-
sions are drawn:

1. A risk acceptance matrix offers a practical 
decision tool in order to evaluate the global 
performance of the tunnel system in case of 
accidental actions such as fire.

2. Current standards provide minimum require-
ments regarding tunnel safety and associated 
safety measures.

3. The safety measures should be verified and 
optimized based on a risk analysis.

4. The global failure should be checked based on 
system considerations.
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Table 1. Hazard probability levels.

Class Frequency (Events per year)

A Frequent >10
B Occasional 1–10
C Remote 0.1–1
D Improbable 0.01–0.1
E Incredible 0.001–0.01

Table 2. Hazard severity levels.

Class Severity category Human losses

1 Insignificant –
2 Marginal Injuries only
3 Critical 1
4 Severe 10
5 Catastrophic 100

Table 3. Risk acceptability matrix.

1 2 3 4 5

A ALARP NAL NAL NAL NAL
B ALARP ALARP NAL NAL NAL
C AL ALARP ALARP NAL NAL
D AL AL ALARP ALARP NAL
E AL AL AL ALARP ALARP

Notes:
1–5: Hazard severity levels according to Table 2
A-E: Hazard probability levels according to Table 1
AL: Acceptable Level
ALARP: As Low As Reasonably Practicable (Level)
NAL: Not Acceptable Level.
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where the authors consider robustness to bethe 
ability of a structure to survive a certain degree 
of local damage without causing damage, to an 
extent disproportionate to the original cause. Cur-
rent design codes and guidelines (ASCE 2005, 
CEN 2006, DoD 2009, GSA 2003) suggest three 
recommended approaches to provide a structure 
with an acceptable level of robustness. These are 
improved interconnection or continuity; key ele-
ment design; and the notional element removal 
method. A review of these approaches is included 
in the full paper.

2 MODELLING PROGRESSIVE COLLAPSE

An analysis program capable of following the 
sequence of failures that occur during a progres-
sive collapse has been developed by the authors 
(Janssens and O’Dwyer 2010). This program 
implements the finite element method, and is 
based on the notional element removal technique. 
This program models the progression of col-
lapse through a structure, following the loss of 
one (or more) primary load carrying members. The 
dynamic effects associated with sudden member 
loss are included, and material nonlinearities are 
modelled using a plastic hinge approach. Addition-
ally, the structural model is updated at each time 
step to account for geometric nonlinearities arising 
as a result of significant deformations in the struc-
ture. The algorithm developed removes individual 
elements from the structural model and computes 
the associated response. By systematically con-
sidering the effects of damage to all members in 
a structure, this algorithm can be used as both a 
design and an analysis tool to identify whether a 
structure is unduly sensitive to the effects of local-
ised damage. The key features of this program are 
described further in this paper.

3 CASE STUDY

As part of the authors’ research, the analysis 
program developed is being employed to study the 

1 INTRODUCTION

On May 16, 1968, a small gas explosion triggered 
the partial collapse of the Ronan Point apartment 
tower. This event focused the intellectual debate on 
progressive collapse, and following the report of 
the Commission of Inquiry a number of countries 
introduced provisions to minimise the potential for 
progressive collapse. For the first time in the UK, 
it was required that “structure[s] shall be designed 
and executed in such a way that [they] will not be 
damaged by events to an extent disproportionate to 
the original cause” (CEN 2006).

The more recent attacks on the Murrah Federal 
Building (1995) and the World Trade Centre twin 
towers (2001) have highlighted the increased threat 
of terrorism worldwide. As a result, numerous 
publications on progressive collapse and extreme 
loading have appeared in the literature over recent 
years.

As building designers cannot possibly design 
for every hazard that a building may be subjected 
to in its lifetime, a general design approach is 
required to account for the risks associated with 
low-probability high-consequence events. This can 
be achieved through the provision of robustness: 

Figure 1. Ronan point collapse.
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increased displacements and internal forces which 
may arise in steel-framed structures, following the 
sudden loss of a key element. By performing a 
series of parametric studies, the authors intend to 
quantify the increased displacements and internal 
forces which may arise following localised failure. 
The sensitivity of the response to variations in 
the material properties and the overall structural 
geometry will be assessed. The critical structural 
components in a collapse sequence will also be 
identified. This information may then be utilised 
by designers to ensure a structure possesses suf-
ficient robustness to guarantee safety of its occu-
pants if  an extreme event were to occur. This paper 
presents the results of a preliminary study to deter-
mine the effect of column spacing on the response 
of a damaged structure.

The case study undertaken demonstrates the 
application of the progressive collapse program 
described. The behaviour of a two-storey frame 
is analysed, with a uniformly distributed load of 
48,6 kN/m applied to the beams. The response of 
this structure, following the removal of the central 
ground floor column is shown in Figures 2(a)–(d). 
The results of this case study show significant 
bending moments in the columns, as well as large 
rotations and axial forces in the beams once their 
bending capacity has been exceeded. In particular, 
the duration of the ‘catenary phase’ has a signifi-
cant influence in the peak values observed. Fur-
ther work is currently being undertaken to develop 
developing relationships for these increased internal 
forces so that this information may be utilised by 
designers, to ensure the robustness of steel framed 
structures to accidental loading conditions.
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(b) t = 28 ms

(c) t = 31 ms

(d) t = 36 ms

Figure 2. Response for column spacing = 10.5 m.

ICASP Book III.indb   644ICASP Book III.indb   644 6/22/2011   12:55:53 AM6/22/2011   12:55:53 AM



645

Applications of Statistics and Probability in Civil Engineering – Faber, Köhler & Nishijima (eds)
© 2011 Taylor & Francis Group, London, ISBN 978-0-415-66986-3

Achieving robustness and mitigating risk of disproportionate 
collapse in building

Bruce R. Ellingwood
The Raymond Allen Jones Chair in Civil Engineering, College of Engineering Distinguished Professor,
School of Civil and Environmental Engineering, Georgia Institute of Technology, Atlanta, GA, USA

ABSTRACT: A disproportionate (or progressive) 
collapse is a catastrophic partial or total failure 
that initiates from local structural damage and 
propagates, by a chain reaction mechanism, into a 
failure that is disproportionate to the local damage 
caused by the initiating event. Such collapses can 
be initiated by many causes, including design and 
construction errors and extreme environmental or 
man-made events that are not considered explicitly 
in routine design. All buildings are susceptible to 
progressive collapse in varying degrees (Ellingwood 
and Leyendecker, 1978). A robust structural system 
is inherently capable of absorbing minor damage 
resulting from events outside the design basis. 
Although engineers generally recognize the need to 
engineer robust structural systems, specific design 
strategies and criteria for progressive collapse 
resistance have proved difficult to develop and 
implement in professional practice. At the same 
time, the public has become increasingly aware of 
building safety issues as a result of well-publicized 
collapses due to natural and man-made disasters. 
The decades following the Ronan Point collapse 
in 1968 saw numerous attempts in the following 
decade to develop criteria for progressive collapse 
resistance. Although the need to provide general 
structural integrity was (and is) widely recognized, 
specific practical codified design strategies and 
criteria for progressive collapse resistance have 
proved elusive. In the past decade, improved build-
ing practices to control the likelihood of progres-
sive collapse have received renewed interest by the 
international professional engineering community 
and standards organizations. In the United States, 
the Federal government has implemented require-
ments for progressive collapse consideration in 
new buildings and major modernization projects 
(DOD, 2009; GSA, 2003).

Procedures for identifying specific threat scenar-
ios, for assessing the capability of a damaged building 

to withstand damage without the development of a 
general structural collapse, and for mitigating the 
risk of progressive collapse can be developed using 
concepts of structural reliability analysis and prob-
abilistic risk assessment, supported by advanced 
computational tools (Ellingwood and Dusenberry, 
2005; NIST, 2007). This paper summarizes current 
methods for assessing structural robustness, includ-
ing recent provisions in ASCE Standard 7–10, 
Minimum design loads for buildings and other struc-
tures (ASCE, 2010) and identifies analytical and 
experimental research that is needed to advance 
risk-informed strategies for mitigating progressive 
collapse to the next level of professional practice.
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2.1 Modeling of bridge system

The bridge system is divided into two main 
constituent subsystems; (1) the physical load bear-
ing structure and (2) the surrounding transport 
network. The transportation network is comprised 
of the infrastructure facilities such as roads and 
rail arteries in the region of the bridge. The sys-
tem is bounded such that only traffic on roads 
and rail lines in direct proximity to the bridge are 
considered.

3 ASSESSMENT FRAMEWORK

The hazard event considered for the bridge case 
were train collision to supports 2, 3 & 4 as a result 
of derailment; refer to figure 1. These scenarios 
were chosen for the purposes of conducting a 
preliminary robustness assessment of the bridge 
system in an effort to provide an example of the 
application of the robustness assessment frame-
work for an actual bridge.

The probabilities associated with train derail-
ment near the bridge, on track adjacent to a sup-
port and in the direction of that support were 
determined. Then the corresponding impact force 
to the bridge support and the probability of sup-
port failure was found. Next, the behavior of the 
remaining bridge structure given support failure 
was evaluated. Finally, the consequences of the 
event sequences were assessed and the associated 

1 INTRODUCTION

Considerations of robustness for structural bridge 
systems subject to accidental circumstances are 
discussed in this paper. An overview of the frame-
work for the assessment of structural robustness is 
given highlighting the various features vital to its 
implementation. The application of probabilistic-
risk based methodology for the investigation of 
system effects from rare exposure events is con-
sidered for a multi-span concrete bridge crossing 
multiple rail tracks as well as roads. Calculations 
are performed to ascertain and quantify these 
responses, specifically the investigation of impacts 
from derailed train traffic. The probability of such 
events occurring is estimated based on statistical 
data, an examination of subsequent propagating 
actions is carried out based on mechanical and 
structural considerations and the overall system 
response gauged. The potential consequences are 
then quantified and the corresponding risks asso-
ciated with these events are assessed.

2 BRIDGE CASE

The bridge being considered is a multi span post-
tensioned reinforced concrete bridge located in 
Sweden. The bridge crosses multiple rail tracks as 
well as a highway. A longitudinal section of the 
bridge is shown in Figure 1.

Figure 1. Longitudinal section of multi-span bridge crossing rail tracks and highway.
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risks calculated. It was prescribed that system 
failure corresponds to loss of the bridges ability to 
maintain traffic on its superstructure.

The robustness of the system was evaluated 
using the robustness measure proposed by Baker 
et al. (2006); the index of robustness. The index of 
robustness is defined as the ratio of direct risks to 
the total risk for the system:

I
R
R

R
R RRoI b

DiR r

totaRR l

DiR r

DiR r IR ndII
= =Dir  (1)

The definitions of the direct and indirect risks, 
RDir and Rind, are consistent with the JCSS (2008).

4 RESULTS

4.1 Structural response

The evaluation of train collision due to derail-
ment for the bridge case determined an annual 
marginal probability of system failure at 3.7 10−7. 
Table 1 shows a summary of the probabilities 
obtained including the extent of the bridge col-
lapse given its failure.

4.2 Bridge system response

Given that the bridge collapses as a result of train 
collisions, the bridge system will incur negative 
consequences until the bridge is rebuilt.

The direct consequences included in the analy-
sis were economic costs associated with damage to 
the supports. The indirect consequences included 
rebuild, human and traffic user costs. The human 
costs were comprised of fatalities and injuries for 
road vehicles on the bridge or running under it at 
the time collapse. Subsequent vehicle collisions to 
the collapsed bridge deck were also considered. 
Finally, the user costs were determined for short 
term, medium term and long term effects. As a result 
of actions taken after the hazard, the bridge sys-
tem alters states gradually until full functionality 

is restored. Associated with each system state are 
consequences which were determined.

The traffic user costs and Value of a Statistical 
Life (VSL) were based on values recommended by 
the Swedish Institute for Transportation and Com-
munication Analysis (SIKA 2008).

The robustness index according to equation 
(1) was determined to 0.14. Without taking into 
account the user costs, this value becomes 0.33. 
It was observed that these values depended largely 
on how large the minor repair costs were. Fig-
ure 2 shows the index of robustness plotted against 
the direct consequence costs in relation to the total 
original construction cost.

It is important to note that the obtained index of 
robustness is strictly conditioned on the scenarios 
considered. In the context of a decision analysis, 
the importance of these scenarios for the overall 
robustness of the system should be considered.

5 CONCLUSIONS

The overall conclusions based on the results of the 
probabilistic risk assessment and robustness calcu-
lation for the scenarios considered reveal that the 
structure is not very robust. On the other hand, 
the global system failure probability is, arguably, 
adequately low. The next step would then be to 
determine whether more robust promoting design 
strategies are required for this bridge or not. In 
order to do this, the contribution of other haz-
ard scenarios not considered in the analysis, such 
as those resulting from road vehicle collisions or 
explosions, would have to be considered.

The important thing is to address robustness 
directly in the design procedure, prescribe the 
context of  analysis, and provide clear indica-
tions of  what is to be expected with regard to 
robustness.

Table 1. Probabilities and intensities associated with 
event including the expected extent of bridge collapse.

Support
Collisions 
[per year]

Support 
failure*

Bridge 
failure**

Extent of 
collapse***

2 9.89 10−6 7.30 10−3 1.00 1–2, 2–3, 3–4
3 1.04 10−4 3.42 10−5 1.00 1–2, 2–3, 3–4
4 1.00 10−4 2.94 10−3 0.97 3–4, 4–5, 5–6

* Conditioned on collision
** Conditioned on support failure
*** i-j refers to failure of span between supports no. i and j
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Figure 2. Index of robustness (conditioned on scenar-
ios considered) in relation to the direct consequence.
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Robust flood defences in a changing environment
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2  FLOOD DEFENCES IN A CHANGING 
ENVIRONMENT

2.1 Overview of external influences

Flood defence systems can not be seen separate 
from their environment. Environment is in this 
case taken in a wide context, namely the natural 
and societal environment of the system. Climate 
change, changes in the economy and changes in 
society influence the defence itself  or the require-
mements imposed upon it.

2.2 Economic and societal development

Economic and societal development may have 
dramatic influence on the management of flood 
defences. Sad experience shows that societies gen-
erally respond after a disaster has caused consider-
able economic and societal damage.

Where physical measures follow disasters, the 
same is true for regulation. Thus, the legislation 
and safety standards for flood defences in the 
Netherlands were developed after the flooding of 
1953 and, despite several rounds of updates, have 
been essentially unchanged ever since.

Also design philosophies follow a wave like pat-
tern, sometimes even within a single project (see 
example below). After the 1953 flooding disaster 
dramatic measures were taken and robust design 
was considered more or less standard practice. See-
ing the spatial and environmental consequences of 
(especially) the improvement of river dikes initiated 
in the 1990’s the philosophy of “cunning design” 
which essentially meant applying no robustness 
at all. Several levees reconstructed in this period 
were already substandard as early as 2005. Robust 
design was reinvented around 2000 but under cur-
rent economic conditions the tide is already shift-
ing towards “sober” design.

3 ECONOMIC FRAMEWORK

The choice whether or not to adopt robustness in 
design is from a theoretical view point a cost benefit 

ABSTRACT: The paper investigates the appli-
cation of robust design for levees and hydraulic 
structures. Robustness is in this paper defined 
as the ability of a structure to withstand future 
changes without the need for major modification. 
A basic economic framework for decision-making 
on robust design is developed.

1 INTRODUCTION

Safe, robust and long-lasting flood defence systems 
are a prerequisite for sustained development of 
deltas world-wide. It is not self-evident how such a 
system should be designed and managed.

The Joint Committee for Structural Safety 
(JCSS 2008) defines robustness as “The ratio 
between the direct risks and the total risks” with 
the total risks being equal to the sum of direct and 
indirect risks.

For flood defences, the direct risk is associ-
ated with failure to retain the water with flooding, 
economic losses and loss of life as a consequence. 
Indirect risk for a flood defence is very often asso-
ciated with the need for (premature) refurbish-
ment or modification of the structure due to the 
fact that the functionality of the structure is not 
up to current standards. Very often, such sub-
standard performance is caused by changes in the 
environment of the flood defence, where environ-
ment is assumed to envelope the natural, societal 
and economical systems in which the defence is to 
function.

Modification of this type of infrastructure is 
time-consuming and costly. Designing the system 
with robustness decreases the likelihood that pre-
mature refurbishement becomes necessary. There-
fore, a robust flood defence is in this paper defined 
as a defence that is designed and managed in such 
a way that it can deal with changes in its environ-
ment without the need for major modification.

The problem of providing sufficient safety in 
densely populated and heavily used Deltas appears 
to be a global one. The examples shown in this paper 
are taken from the Dutch part of the delta of the 
Rhine.
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analysis, where the current extra investment is 
judged against the cost of a future reconstruction, 
where it is uncertain whether the future investment 
will ever be necessary.

The figure shows a graph for judging whether 
an investment in extra robustness is feasible. The 
economic model on which the graph is based 
is derived in the paper. The graph should be read 
as follows: consider a design which potentially 
needs reconstruction in 10 years. A modification 
of the design is available that increases the current 
cost, but avoids future investment in refurbishe-
ment. Based on estimates of the relative invest-
ment in robustness (cost of robustness as a fraction 
of the avoided future cost) and the likelihood of 
reconstruction in 10 years, the design option can 
be pinpointed in the graph. If  the option is posi-
tioned above the line (marked reference period 10 
years), it is an economically feasible option. If  the 
option is positioned below the line, it is considered 
not economically feasible. The cost of the option 
is too high with respect to the avoided future cost 
or the likelihood of future reconstruction is con-
sidered low.

Because future developments are inherently 
uncertain, it is relevant to attach a probability to 
the need for reconstruction. In some special cases, 
it is possible to derive explicit estimates of the 
likelihood of future reconstruction. However, in a 
number of cases, estimating this likelihood needs 

a lot of work or pinpointing options in the graph 
appears to be rather subjective. However, practical 
experience shows that, once a design is underway, 
the design team is very well capable of providing at 
least estimates of cost of robustness and likelihood 
of future reconstruction. Additionally, a number 
of special cases occur in practice, where rational 
decisions on robustness can be rapidly made based 
on this graph. The application of the decision 
framework is demonstrated in the paper in two 
example cases: robust design of levees and robust 
design of hydraulic structures.
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Figure 1. Graphical scheme for economic decision-making on robustness.
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of steel and reinforced concrete framed buildings
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Structures Group, Engineering Laboratory, National Institute of Standards and Technology, 
Gaithersburg, MD, USA

assemblies, including a steel and a reinforced 
concrete assembly. Each assembly comprises three 
columns and two beams, representing a portion of 
the second floor framing of a prototype ten-story 
building. Both assemblies represent a portion of 
an intermediate moment frame (IMF) designed for 
Seismic Design Category C (SDC C), typical of the 
Atlanta, Georgia area. The steel assembly incor-
porates welded unreinforced flange-bolted web 
(WUF-B) connections, while the concrete assem-
bly was designed and detailed in accordance with 
ACI 318-02 requirements.

The beam-column assemblies are subjected to 
monotonically increasing vertical displacement 
of the unsupported center column to observe 
their behavior under a simulated column removal 
scenario, including the development of catenary 
action in the beams. Each test is continued until a 
collapse mechanism of the assembly is reached.

The steel assembly failed at a vertical column 
displacement of 495 mm, with a corresponding 
ultimate load of 890 kN. The vertical load versus 
displacement curves of the steel assembly exhibited 
an initial linear portion, a fairly well-defined yield 
point at a vertical displacement of about 50 mm, 
and a gradually increasing load beyond the yield 
point up to failure. The observed hardening behav-
ior beyond the yield point was associated with the 
development of catenary action, and peak axial 
tension values of about 670 kN was measured in 
the beams of the steel assembly.

The reinforced concrete assembly failed at a ver-
tical column displacement of 1090 mm, with a cor-
responding ultimate load of 547 kN. The vertical 
load versus displacement curve of the reinforced 
concrete assembly exhibited softening behavior, 
with an initial peak load at a vertical displacement 
of about 100 mm and reductions in load thereafter, 
up to a displacement of about 500 mm, at which 
point the load began to increase again up to the 
point of failure. The observed softening behavior 
was associated with softening and crushing of 
concrete, while the subsequent hardening behavior 
was associated with the development of catenary 
action. The initial peak load was about 300 kN, 

ABSTRACT: Since the destruction of the Alfred 
P. Murrah Federal Building in 1995, caused by a 
truck bomb attack, and the collapse of the World 
Trade Center towers in 2001, caused by the impact 
of large passenger jetliners, the engineering com-
munity, including codes and standards develop-
ment organizations and public regulatory agencies, 
has paid greater attention to the performance of 
buildings subjected to damage from abnormal 
events. In the U.S. the American Society of Civil 
Engineers Standard 7, and the guidelines of the 
U.S. General Services Administration (GSA) and 
the Department of Defense (DoD) provide guid-
ance to prevent disproportionate collapse (also 
known as progressive collapse). Disproportionate 
collapse occurs when an initial local failure spreads 
progressively, resulting in total collapse or collapse 
of a disproportionately large part of a structure. 
Resistance to disproportionate collapse is achieved 
either implicitly, by providing minimum levels of 
strength, continuity, and ductility; or explicitly, 
by (1) providing alternate load paths so that local 
damage is absorbed and major collapse is averted 
or (2) providing sufficient strength to structural 
members that are critical to global stability.

In the alternate path method, the structural 
integrity is assessed through analysis, to ascer-
tain whether the structural system can bridge over 
failed structural members. For example, if  a col-
umn is damaged, continuity of the beams adjacent 
to the top of the damaged column is required to 
redistribute the loads formerly carried by the dam-
aged column. The analysis must demonstrate the 
adequacy of the beams and their connections to 
redistribute these loads, potentially through cat-
enary action. An accurate characterization of the 
nonlinear, large-deformation behavior associated 
with the transfer of forces through the connections 
in such scenarios is critical in assessing the poten-
tial for disproportionate collapse. Physical tests are 
indispensible to validate the analytical models used 
to represent nonlinear connection behavior in such 
scenarios.

This paper describes both full-scale testing and 
finite-element based modeling of two beam-column 
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and thus the ultimate load exceeded the initial peak 
load by a factor of 1.82.

Both detailed and reduced finite element mod-
els of the test specimens are developed, and the 
model predictions show good agreement with 
the experimental results, providing validation of 
the modeling approaches. The reduced models can 
be used for analysis of complete structural systems 

to assess their vulnerability to disproportionate 
collapse. The tests and associated computational 
models help fill the gap in defining the response 
characteristics of the moment-resisting connec-
tions under collapse scenarios and contribute 
to establishing a library of validated connection 
models that can be used to assess the robustness of 
structural systems.
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Fragility curve of steel containment failure due to hydrogen 
deflagration

Dirk Proske & Martin Richner
Axpo AG, Nuclear Power Plant Beznau, Switzerland

ABSTRACT: This paper describes the analyses 
and conclusions reached in regard to the ultimate 
pressure capacity of the free standing steel con-
tainment shell of the Swiss nuclear power plant 
Beznau during degraded core event. Such pres-
sure capacities in terms of probabilities of failure 
are summarized in fragilities curves. The fragility 
curves for the containment have a strong influence 
on the results of the Probabilistic Safety Analy-
sis (PSA) Level 2 in terms of Large Early Release 
Frequency (LERF) and therefore a detailed model 
is required, since goal values of LERF are given 
in laws.

As used herein the ultimate pressure capacity 
is defined as the dynamic internal pressure above 
the containment would be expected to have exces-
sive leakage significantly beyond the design basis 
leakage (loss of function). Excessive leakage has 
been postulated to occur due to large deforma-
tions associated with yielding of main shell and/
or penetrations, buckling of airlock structures, and 
failure of penetration/shell connections. The anal-
yses were performed using actual material proper-
ties based on historical material test protocols. The 
room temperature test properties were adjusted to 
account for assumed accident temperature effects.

The dynamic structural computations were car-
ried out as coupled field computation using first a 
thermodynamic computation to simulate the heat-
ing of the steel shell over time and space after the 
hydrogen deflagration energy release and secondly 

the structural reaction to pressure caused by the 
hydrogen deflagration. The structural response 
analysis was carried out for simple analytical 
cases, in a two-dimensional finite element model 
and in a three-dimensional finite element model 
(Fig. 1). The finite element models consider non-
linear material behavior and assume failure if  a 
certain strain (Naus et al., 2004, Spencer et al., 
2003, NUREG 6706) and deformation is reached. 
Several input parameters have been introduced 
as random variables. The application of random 
fields was investigated but later aborted due to 
missing data.

By application of advanced probabilistic and 
structural techniques it was possible to decrease 
the probability of failure of the steel contain-
ment under such loading in comparison to former 
investigations. On the other hand, further effects 
such as higher design temperatures, degradation 
effects and more restricted deformation capability 
by build-in components in the annulus have sig-
nificantly decreased the capacity. In the end, both 
effects, positive and negative effects neutralized 
and therefore only a slight change in the load bear-
ing capacity and a slight change in the probability 
of failure was achieved.
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Figure 1. 3-D Finite elemente model of the steel 
containment of the nuclear power plant Beznau includ-
ing main and emergency lock.
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where H represents the hazard and P(H) is the 
probability of exceedance of a given intensity over 
a given time period, D is the damage, P(D|H) is 
the probability that the given facility get damage 
when subjected to the given hazard intensity, S is 
failure scenario, P(S|D) is the probability that the 
given system fail when subjected to the given dam-
age and C is the cost for the given failure scenario. 
The summation is over all relevant hazards, dam-
age types and scenarios. The calculated risks can 
be used to calculate robustness index as proposed 
by Baker et al. (2008).

The objective of this study is to develop fragility 
relation relating the probability of pipe failure to 
the seismic ground motion parameter, namely peak 
ground velocity. In essence, a relationship to deter-
mine P(D|H) for earthquake hazard is presented. 
The 1994 Northridge, USA earthquake pipeline 
damage was used to develop the relationships.

A similar approach was used by O’Rourke et al. 
(1999) to develop fragility relations relating the 
probability of pipe failure at a specified fault cross-
ing location to the amount of fault offset.

2 FRAGILITY RELATIONSHIPS

2.1 Characterization of seismic hazard

Among the various seismic parameters, the most 
statistically significant correlations were found for 
PGV (O’Rourke et al., 1998; Toprak, 1998; ALA, 
2001). PGV has a more direct physical interpreta-
tion in terms of its effects on buried pipelines.

2.2 The methodology

In order to develop fragility relation relat-
ing the probability of  pipe failure to the seis-
mic ground motion parameter, namely peak 
ground velocity, the study area is divided into 
2 km × 2 km, 1 km × 1 km, 0.5 km × 0.5 km, and 
0.25 km × 0.25 km grids. Different grid sizes are 
used to evaluate the effect of  grid size on the prob-
abilities of  pipe failure. Toprak et al. (1999) dis-
cussed the visualization of spatially distributed 
pipeline damage using GIS and emphasized the 

ABSTRACT: Having aging buried pipeline 
systems, many lifeline utility (e.g., water) compa-
nies worried about the performance of their sys-
tems against various hazards. For example, water 
distribution engineers of water utility companies 
need methodology that would assist in estimating 
the optimum time to replace water mains. Risk 
assessment of these systems provides a valuable 
tool for the mitigation studies. In seismic areas, 
pipelines are affected by earthquake loading and 
get some damage. The damage state is controlled 
by several parameters related to pipeline proper-
ties, geological and geotechnical characteristics 
of the locations where pipelines exist and seismic 
intensity. Because these parameters show substan-
tial change for a pipeline system, which generally 
spreads over large areas, geographical informa-
tion systems (GIS) are used for evaluations. In 
this study, the fragility relations relating the prob-
ability of buried pipeline damage within the pipe-
line system to the seismic intensity levels were 
presented. The seismic intensity is represented by 
peak ground velocity (PGV). The 1994 Northridge 
Earthquake and Los Angeles water supply system 
damage database were used to develop the fragil-
ity relations. By using the GIS, a grid of different 
sizes were superimposed on the pipeline damage 
and PGV maps. Effects of grid size on the damage 
probability curves were discussed.

1 INTRODUCTION

The earthquakes that occurred close to large urban 
areas caused significant damage. This was partly 
because of the relative size of buried pipeline sys-
tems that was exposed to earthquake and partly 
weaknesses in the systems. Some examples for 
weaknesses are aging of the pipelines, corrosion 
and inflexible joints. Risk assessment of buried 
pipeline systems systems provides a valuable tool 
for the mitigation studies. The basic equation for 
the risk calculation under extreme events is (e.g., 
Vrouwenvelder, 2009):

RISK = ∑ P (H) P(D|H) P(S|D) C(S) (1)
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effect of  grid size on pipeline repair rate values. 
Figure 1 show the 2 × 2 km grid superimposed 
on the map of Los Angeles water supply system 
affected by the 1994 Northridge earthquake. The 
lines in the figure show the pipelines whereas the 
full circles show the pipeline repairs. The focus in 
this study is on distribution pipelines and particu-
larly cast iron pipelines. The total length of  the 
distribution lines is 10,750 km. About 76%, 11%, 
9%, and 4% of the distribution lines are composed 
of cast iron (CI), steel, asbestos cement (AC) and 
ductile iron (DI), respectively. Out of  944 distribu-
tion line repairs, about 78%, 17%, 3%, 1%, and 1% 
are cast iron, steel, asbestos cement, ductile iron 
and other pipe type repairs, respectively (Toprak 
et al., 2008).

With GIS, the number of particular pipeline 
repairs and the length of pipelines are determined 
in each grid cell. The resulting pipe repair numbers 
and lengths are then grouped in such a way to cor-
respond to 100 mm/s PGV intervals. In essence, 
corresponding values of the ground motion param-
eter based on the average ground motion to have 
occurred over the selected interval. The intervals are 
used in the following regression analysis. In order 

to obtain the probabilities of pipe failure, number 
of pipelines which failed and did not fail should 
be determined. For this purpose, it is assumed that 
the pipe length is about 6 m and the total number 
of pipes in each PGV category is calculated by 
dividing the length of pipelines by 6. The number 
of pipes in each PGV category that failed is deter-
mined by assuming that each repair corresponds to 
one damaged pipe. This assumption is substanti-
ated by checking the distances between the repairs 
are greater than 6 m by using GIS. The probability 
of failure is taken simply as the ratio of the number 
of damaged pipes to the total number of pipes in 
the same PGV category zone.

3 CONCLUSIONS

Data from four different grid sizes are shown in 
Figure 1. Also shown in the figure are the prob-
ability of failure curve obtained from all data and 
the equation for the curve. The effect of grid size 
on the curves are not so significant compared the 
results reported by Toprak et al. (1999). This may 
be the result of evaluating the probability of pipe 
failures over the PGV intervals of 100 mm/s.

The seismic fragility curves for pipeline dam-
age presented herein can be useful for risk studies 
of segmented water utility systems. For example, 
water distribution engineers of water utility com-
panies may combine them with risks from other 
hazards in estimating the optimum time to replace 
water mains. Because of the screening of data 
(PGV values greater than 0.8 m/s are not included 
in the analysis) similar to Toprak (1998), the curves 
should be applicable primarily to ground shaking 
hazard.
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section subjected to self-weight g and live load q 
(Figures 1 and 2).

In order to consider the impact of reinforce-
ment corrosion on failure probability growth, 
an advanced methodology based on the strong 
discontinuities approach and an isotropic con-
tinuum damage model for concrete, proposed by 
Sánchez et al. (2008), is adopted. The methodology 
consists on a two-step analysis: on the first step an 
analysis of the cross section is performed in order 
to capture phenomena such as expansion of the 
reinforcement due to the corrosion products accu-
mulation and damage and cracking in the rein-
forcement surrounding concrete (Figure 3).

On the second step a 2D deteriorated structural 
model is built with the results obtained on the first 
step of the analysis (Figure 4). This model accounts 
also with reinforcement area reduction and bond 
strength deterioration between steel and concrete.

ABSTRACT: This work is a contribution to the 
definition and assessment of structural robustness. 
Special emphasis is given to reliability of reinforced 
concrete structures under corrosion of longitudi-
nal reinforcement.

On this communication several proposals to 
define and measure structural robustness are ana-
lyzed and discussed.

In this paper the proposal of Cavaco et al. (2010) 
is adopted. Accordingly to the authors robustness 
can be defined as a measure of the degree of struc-
tural performance lost after damage occurrence. 
The structural performance can assume many 
forms, and can be related to service limit states or 
to ultimate limit states. Damage concept should 
also be considered with a broader sense, i.e., dam-
age can vary from a simple degradation state to a 
more serious damage as a column or a beam fail-
ure. Errors during the design or the construction 
stage can also be seen as types of damages.

Associated to this definition the authors also 
propose a framework to assess robustness Rd 
obtained through equation (1), which gives the 
area above the curve defined by the normalized 
structural performance f subjected to a normalized 
damage d:

R f x dxdddRR
d

d

=

=
∫ 0

1
( )x  (1)

where f is given by the ratio between the structural 
performances on the intact and damage states, and 
d is given by the ratio between actual and maxi-
mum possible damage.

In this paper the reliability index β is considered 
as the structural performance indicator since 
it is commonly used to assess the safety of 
existing structures. Corrosion level on longitudi-
nal reinforcement, measured in terms of weight 
percentage, is considered as the damage indicator.

The proposed methodology is illustrated by 
means of an application example consisting on a 
simply supported beam with a rectangular cross 

5.0 m

g + q

Figure 1. Simply supported RC beam under corrosion.

Figure 2. Cross section.
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In order to account with the uncertainties 
associated tothe resistance R and load effect S, a 
reliability analysis is performed. Monte Carlo sim-
ulation, with n = 108 samples, is used to compute 
the failure probability and the reliability index of 
the structure for different corrosion levels. Due to 
complexity associated to the corrosion analysis 
methodology used, the number of random vari-
ables is limited tothose presented in Table 1 and 
an approach to the resistance probability density 
function fR is needed.

The resistance probability density function fR is 
normally fitted accordingly to the maximum likeli-
hood parameters estimation technique (Figure 5) 
for corrosion values varying from 0% to 100%, 
using results of Latin Hypercube sampling with 
100 samples.

The fitting quality is guaranteed by performing 
a Kolmogorov-Smirnov hypothesistest.

The results obtained (Figure 6) show the evolu-
tion of the failure probability Pf and the reliability 
index β with corrosion level Xp.

Finally, robustness Rd is assessed accordingly to 
the methodology proposed by Cavaco et al. (2010) 
(Figure 7).
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Figure 3. Cross section analysis results. (a) Concrete 
damage; (b) Concrete cracking.
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Figure 4. 2D longitudinal model results.

Table 1. Random variables distribution and parameters.

Random variable Dist. Mean Std. dev.

fc logn 38.5 MPa 5.8 Mpa
fy norm 460 MPa 30 Mpa
g norm 25k N/m3 0.75 kN/3

q gamma 1.25 kN/m2 2.5 kN/m2

θR logn 1.2 0.15
θE logn 1.0 0.10
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Figure 5. Fitting the resistance distribution for 
Xp = 0%.

0 10 20 30 40 50 60 70 80 90 100
0

1

2

3

4

5

Corrosion Level X  percentagep

Reliability index β

Failure probability P ×10f

2

Figure 6. Failure probability Pf and reliability index β 
as function of the corrosion level Xp.
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Figure 7. Robustness assessment.
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resilience is an organizational culture and ethos 
that promotes a capacity to adapt and respond 
positively to change and the unexpected.

3  MAKING THE CASE FOR RESILIENCE 
INVESTMENTS

The translation from the results of a risk assess-
ment and evaluation process into investment in 
greater resilience can sometime be frustrating. 
While numerous studies are undertaken to identify 
vulnerabilities and methods for improving resil-
ience, this growing body of knowledge does not 
always result in decisions makers willing to invest 
in risk mitigation and resilience initiatives. There 
are significant gaps in our understanding of how 
those in charge of making strategic investment 
decisions for organizations, factor resilience into 
their decision making processes. In the follow-
ing section of this paper we use a recent event to 
explore the approach of some decision makers to 
the management of natural hazard risks before, 
during and after a major earthquake.

4 THE CANTERBURY EARTHQUAKE

At 4:35 am on a Saturday morning, the Canterbury 
region of New Zealand was struck by a major 
earthquake, 7.1 on the Richter scale and 11 km 
deep. There were no deaths from this earthquake 
and only three serious injuries, but these statistics 
mask the fact that there would have almost cer-
tainly been a substantial death toll had the earth-
quake occurred during the daytime. A description 
of the type and nature of the damage caused by the 
earthquake are given in the full paper.

5  REFLECTIONS ON RISK BASED 
DECISIONS

Prior to the September 4th Earthquake, Canterbury, 
had a well recognized seismic risk. The vulnerability 
of certain types of buildings and infrastructure to 
damage in earthquakes was also well understood.

1 INTRODUCTION

Our world is more technologically advanced and 
interdependent, risks are increasingly shared 
across local, regional and national boundaries and 
we are more culturally diverse than ever before. As 
a result, communities are increasingly confronted 
with emergencies and crises which challenge their 
social and economic stability.

While many organizational leaders agree with 
the need to improve resilience in principle; they 
appear to lack the commitment needed to drive 
through change. There always seems to be some-
thing more vital to address: either the organization 
is doing so well that they are working very hard to 
keep up, or the organization is already struggling 
and has nothing to spare. It is also very difficult 
to attract Board level buy-in or support for invest-
ments that have highly uncertain returns or quan-
tifiable benefits.

In this paper we explore the realities of making 
decisions to invest in building resilience to natural 
hazard events.

2 THE GOAL OF RESILIENCE

A resilient organization is one that not only sur-
vives, but is also able to thrive in an environment of 
change and uncertainty. There are several dimen-
sions to resilience for organizations. It is:

1. the ability to prevent negative consequences 
occurring,

2. the ability to prevent negative consequences 
worsening over time,

3. the ability to recover from the negative conse-
quences of an event, and

4. the ability to find the ‘silver lining’—seeking out 
the opportunities that always arise during a cri-
sis to emerge stronger and better than before.

Risk management provides an important mech-
anism for engaging organizations in proactively 
thinking about and managing the unexpected. 
As such, risk management is an important input to 
developing greater resilience (though it is not the 
only input). Also important for achieving greater 
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In the New Zealand Building Code, a building is 
classed as an ‘Earthquake Prone Building’ if  it has 
less than 33% of the strength required by the cur-
rent building code. An earthquake prone building is 
at risk of collapse in a moderate sized earthquake. 
Many older buildings, particularly unreinforced 
masonry or concrete buildings built prior to mod-
ern building codes, would fall into the ‘earthquake 
prone building’ category unless they have already 
been seismically retrofitted.

Only 1 month prior to the earthquake, the 
Christchurch City Council had debated at length 
what its policy on Earthquake Prone Buildings 
should be. This debate was informed by detailed 
risk and impact assessments of the various policy 
options. It was decided for the policy to allow 
15 years for buildings with special post-disaster 
functions to be brought up to a minimum of 33% 
of current code. Buildings that contain people 
in crowds or contents of high value were given 
20 years to be brought up to the minimum of 33% 
of current code. Any significant alterations to the 
building within these timeframes would trigger an 
immediate requirement to strengthen the building 
up to the 33% threshold.

There had been a push from the engineering 
community for stronger requirements on building 
owners, but this had been outweighed by concern 
that more stringent requirements would result in 
the loss of many heritage buildings and reduced 
vibrancy in the central city business district (where 
many earthquake prone buildings are located).

Although this policy had already been the sub-
ject of significant analysis and debate in the year 
prior to the earthquake, within the first week after 
the earthquake, an Order of Council was passed 
to significantly change these requirements. Fol-
lowing the earthquake it was determined that all 
earthquake prone buildings that suffered damage 
in the earthquake would now need to be repaired 
to a minimum of 67% of current design code (up 
from the 33% requirement previously set out in the 
policy).

In the aftermath of the earthquake there was 
suddenly political will to make the change and that 
change was made extremely quickly. So why the 
change of heart?

The level of seismic risk had increased due 
to aftershocks and induced seismicity, but this 
shift in seismic risk is (relatively) short term and 
not of such a magnitude to explain this radical 
change. The nature of the vulnerability of the built 

infrastructure had also changed, though some 
would say in a positive direction in that many vul-
nerable buildings had already collapsed and were 
in process of being demolished; so this too can-
not account for the change. What had changed 
radically in the aftermath of the earthquake was 
the socio-political context of the decision making 
process. The community’s awareness of the risk was 
heightened and the ‘outrage’ factors affecting the 
acceptability of the risk had altered significantly. 
The detailed analysis work prior to the earthquake 
did enable a rapid change in policy following the 
earthquake however, clearly the dominant influ-
ence on the decision making process was the shift 
in political will rather than the quality or nature of 
the information presented.

Further examples of risk based decision making 
behavior following the earthquake are given in the 
full paper.

6 CONCLUSIONS

Over the past decades there has been an increasing 
push for organizations to use risk based techniques 
for understanding their risks and prioritizing invest-
ment. In this paper we presented several examples 
from the recent Canterbury Earthquake that illus-
trate the radical shift natural hazard events can 
have on the way risk and resilience decisions are 
made. These examples highlight the importance of 
‘context’ in the decision making process and point 
to the need to focus far greater attention on under-
standing and finding ways to influence this deci-
sion making context.

It seems that we have a better understanding 
of how to get that extra decimal point’s worth of 
accuracy on our estimates of the level of risk, than 
we do on how to influence the social, political and 
organizational realities of how that information 
will be used to inform decisions. This is an area 
requiring greater research focus if  we are to make 
a step-change in the level and quality of invest-
ment in resilience to natural hazard events for the 
future.

With just three months passed since the earth-
quake, now is an opportune time to explore with 
decision makers the key factors that influence their 
decision making over the recovery period. This 
will be a significant area of future research for the 
Resilient Organisations Research Programme.

ICASP Book III.indb   666ICASP Book III.indb   666 6/22/2011   12:55:57 AM6/22/2011   12:55:57 AM



667

Applications of Statistics and Probability in Civil Engineering – Faber, Köhler & Nishijima (eds)
© 2011 Taylor & Francis Group, London, ISBN 978-0-415-66986-3

Rebuilding L’Aquila following the 2009 earthquake: Priorities 
and perspectives

A.B. Liel & R.B. Corotis
Department of Civil, Environmental and Architectural Engineering, University of Colorado, Boulder, CO, USA

J. Sutton
Trauma Health and Hazards Center, University of Colorado, Colorado Springs, CO, USA

G. Camata & E. Spacone
University “G.D’Annunzio” of Chieti-Pescara, Italy

R. Holtzman
Meyer, Borgman and Johnson, Phoenix, AZ, USA

contractors), and government leaders (including 
public sector representatives). A total of 18 inter-
viewees were identified on the basis of their lead-
ership roles in the recovery and reconstruction 
process. All of the interview participants are men 
and range in age from their mid-forties to their 
mid-sixties.

Interview questions focused on three primary 
themes: (1) prioritization and process for post-
earthquake reconstruction, (2) integration of local 
community organizations in decision-making and 
(3) awareness of seismic risk and building codes 
both before and after the earthquake. Interview 
guides differed depending on the leader’s role in the 
community (i.e. community leader, industry leader 
or government leader). Each set of interview notes 
was then hand-coded to identify content related to 
each of the primary three themes.

2  DECISION-MAKING AND PRIORITIES 
BEFORE THE EARTHQUAKE

Community and industry leaders in all three com-
munities expressed negative perceptions of political 
leaders. Local governments are mired by adminis-
trative and bureaucratic problems and their deci-
sions are strongly colored by politics and political 
ambition. Leaders described that the citizens had 
experienced a sense of abandonment by the local 
authorities and that local government leaders were 
seen as dividers rather than as uniters of the com-
munity. Building industry interviewees commented 
specifically on the lack of political leadership with 
regard to issues of seismic risk and risk mitigation. 
The regional Abruzzi authorities were generally 
viewed more positively.

1 BACKGROUND

On April 6, 2009 at approximately 3:30 AM, an 
earthquake with magnitude (Mw) 6.3 struck the 
region of L’Aquila, Italy, approximately 120 km 
northeast of Rome, causing significant damage 
and killing more than 300 people.

This paper examines decision-making and 
progress in recovery and reconstruction in affected 
communities in the first year after the earthquake. 
Data were collected through face-to-face interviews 
with community leaders, public officials and build-
ing industry representatives involved in reconstruc-
tion activities. Interview responses characterize 
key stakeholder groups’ priorities for recovery and 
reconstruction and the role of community groups, 
local and national politicians, building industry and 
others in shaping the recovery agenda. Analysis 
of recovery progress and process following the 
L’Aquila Earthquake provides a compelling case-
study, because the Italian government undertook 
a new approach to disaster recovery, and decisions 
and organizations have evolved over time.

The study focuses on three communities 
impacted by the earthquake: L’Aquila, a small 
city and the provincial capital, Onna, a village 
that lost approximately 11% of its residents dur-
ing the earthquake, and the nearby town of Poggio 
Picenze. These communities vary in terms of pop-
ulation, severity of ground-shaking and damage 
experienced, topography and dominant industry.

Semi-structured face-to-face interviews were 
conducted with key representatives in each com-
munity from each of three groups: grassroots com-
munity leaders (including journalists, religious 
leaders and community organizers), building indus-
try leaders (including engineers, architects and 
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Mayors and, to a lesser extent, city councils 
were responsible for decisions about built infra-
structure and environment. Leaders from Onna 
emphasized that the decisions were made by the 
mayor of  the municipality of  L’Aquila (of  which 
Onna is a part), not within their own village. Gov-
ernment leaders from Poggio Picenze emphasized 
their town’s independence from L’Aquila. Most 
of  the industry leaders stated that the building 
industry was not involved in important planning 
decisions.

The general public was not involved in decision-
making related to planning and the built envi-
ronment prior to the earthquake or was involved 
only at the end. The reasons given for the lack of 
community involvement included a lack of civic 
gathering spaces in which to hold meetings. In 
addition, one community leader told interviewers 
that no one is willing to make sacrifices for social 
or civic services.

3  RECONSTRUCTION PRIORITIES, 
DECISION-MAKING AND DECISION-
MAKERS

The initial government response to the earthquake 
was viewed as essential, timely, and helpful. How-
ever, satisfaction with the national government 
response decreased in the months following the 
earthquake. Several leaders described the Civil 
Protection Agency’s active work in April and May 
(the two months immediately following the earth-
quake), but lamented that there was a lack of a 
longer term government plan for reconstruction 
and rebuilding. They worked “without thinking of 
the future,” according to one community leader.

Leaders in Onna expressed pride that their vil-
lage had made important decisions about recon-
struction locally, with a high level of community 
involvement. The degree of community engage-
ment in recovery and reconstruction has been more 
varied in the larger communities of L’Aquila and 
Poggio Picenze. Community leaders in L’Aquila 
commented that all reconstruction decisions 
affecting L’Aquila had been made by the national 
government, leaving citizens no opportunity to 
provide input. Professionals from the building 
industry “are not considered at all.” The general 
opinion was that the meetings that were held were 
not very useful because “everyone wants to operate 
separately” and because meetings did not focus on 

the most important issues related to establishing 
priorities and planning for reconstruction.

4  AWARENESS OF SEISMIC RISK 
AND RISK MANAGEMENT

Many residents apparently did not know that the 
L’Aquila region was seismically active until just 
a few months before the April 2009 earthquake, 
when frequent smaller earthquakes began. This 
lack of awareness was attributed to poor commu-
nication by the government of past earthquakes 
and seismicity in the region. After the earthquake, 
residents were described as being very fearful of 
another earthquake and very aware of seismic risk. 
“People scream,” even when there are just small 
earthquake shocks, on leader noted. “L’Aquila is 
like a ballerina,” another said, and continued shak-
ing is a frequent reminder of seismic safety.

The leaders interviewed cited changes to building 
codes, the use of innovative building technologies 
in new buildings, such as base isolation, and efforts 
to strengthen existing buildings as evidence of pos-
itive steps toward reducing seismic risk. Despite 
these positive signs and community demands for 
seismically safe structures, leaders expressed signif-
icant doubts about whether these concerns would 
have tangible effects on the rebuilding. Several 
said they saw little evidence that rebuilding would 
reflect increased consciousness about seismic risk. 
Real estate development and financial concerns 
were expected to be prioritized at the expense of 
construction quality. In addition, there is a lack 
of expertise in L’Aquila regarding building with 
timber because it much different from the region’s 
traditional building methods.

5 NEXT STEPS

This paper documents one part of a larger study 
on recovery and reconstruction in L’Aquila. In 
addition to those leaders whose responses are 
described here, we also interviewed four national 
leaders of the reconstruction. These responses 
will be analyzed to understand how decisions were 
made at a national level and differences between 
locals and national perceptions of priorities and 
progress. Some follow-up interviews with local 
industry, community and government leaders were 
conducted in April 2010.
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changing overall utility. The rate of exchange 
between income and life expectancy is referred to 
as willingness to pay (WTP). Engineering deci-
sions have usually an effect upon safety levels and 
income at the same time, typically with opposed 
signs. A decision is judged acceptable, if  the overall 
lifetime utility remains equal or rises. This is visual-
ized by Figure 1, where the function represents the 
case dL = 0. Decisions that are placed precisely on 
the limit function are neutral with respect to life-
time utility and as such acceptable. Decisions that 
are located above the limit function are not only 
acceptable, but in fact recommendable.

3 THE FUNCTION OF REGULATIONS

The preferences of society as a whole (represented 
by the average citizen) and each of its stakehold-
ers (individual citizens, enterprises or entire indus-
tries) are often different. The divergence from the 
societal preference function is presumably most 
pronounced for enterprises, while it can also be 
distinct for citizens with an economic situation far 
above or below the average.

Regulations are one of the options that soci-
ety can choose in order to reduce or remove the 
gap between societal preferences and stakeholder 
preferences.

The effect of regulations is different for indi-
viduals and for enterprises. Individual citizens have 
their own utility functions, depending on their 

1 INTRODUCTION

The preferences of society with respect to safety 
often differ from those of its stakeholders—
individuals, enterprises or entire industries. These 
differences can have objective as well as perceived 
causes. Society has two options for ensuring 
the implementation of its preferences. One is to 
make them part of binding regulations. The other 
option consists in manipulating the preferences of 
the stakeholders by means of positive or negative 
incentives. Incentives are typically used, when-
ever binding regulations are unwanted or even 
impossible.

Risk to human life is the most serious safety 
issue from a societal point of view, which is why 
it serves as a basis for all the considerations in this 
paper.

2 UTILITY-BASED DECISION MAKING

Cost-benefit analyses are the standard decision-
making tool for many decisions. However, the deci-
sions based on these tools are much dependent on 
the decision makers and their preferences. There 
is a tendency to reduce the value of human life 
to the amount of lost income in case of a fatality. 
Measuring the utility of one’s future years of life is 
the most rational and consistent available decision-
making tool for those cases.

For health-policy and engineering decisions, 
a common way of formulating lifetime utility is 
L = L(l,g), where l is life expectancy and g is the 
average disposable income. A recent formulation 
of L, which takes both the health-policy orien-
tated and engineering approaches into account 
(Pandey & Nathwani, 2004), is

L = gqld (1)

ld denotes the average remaining life expectancy of 
all currently living members of society. The index d 
stands for ‘discounting’.

If  utility is made up of life expectancy ld and dis-
posable income g, it implies that life expectancy can 
be exchanged with income at a certain rate without 

Figure 1. Societal willingness-to-pay function.
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personal circumstances and risk perception. When 
an authority releases a safety-relevant regulation, 
e.g. by prescribing that every citizen has to invest in 
some specific safety equipment (in vehicles, houses 
or like), it essentially forces citizens to apply a cer-
tain utility function. Lacking risk awareness can 
necessitate regulative measures in order to avoid 
socio-economic damage. Figure 2 illustrates how 
regulations force individuals to adopt the utility 
function that is implied in the regulation.

The decisions of enterprises are not guided by 
willingness-to-pay considerations but are more 
likely to be governed by cost-benefit considerations. 
In the absence of regulations, most enterprises will 
choose the optimal safety level p*, i.e. the level that 
leads to the maximum net expected benefit Z(  p*). 
This can lead to decisions that do not respect the 
safety of employees, users and other citizens to a 
sufficient degree.

Safety regulations force enterprises to adopt 
the safety preferences of the surrounding society. 
From the cost-benefit perspective of the enterprise, 
this means that they are generally forced to respect 
a minimum safety level plim. If  plim ≤ p*, the regula-
tion does not have any effect on the decision of the 
enterprise. In the opposite case plim > p* the enter-
prise is forced to invest more into safety than it oth-
erwise would have done or to abandon the project.

The minimum safety level plim can be defined in 
different ways. One is to prescribe a fixed maxi-
mum allowable fatality rate. Another is to use the 
precedents principle. Finally, it is possible to apply 
WTP considerations.

4 THE FUNCTION OF INCENTIVES

Similar to regulations, incentives are a means 
by which society can prompt stakeholders to act 
(more) in accordance with the societal safety 
preference. Incentives do not use legal force to 
the same degree as regulations. Instead, they 

manipulate the stakeholder’s utility or cost-benefit 
function, typically by artificially reducing the 
cost of safety measures. This is done for instance 
by giving financial subsidies to safety-increasing 
meas ures, by levying taxes on poor safety solutions 
or by prescribing high compensation payments in 
case of accidents.

Again, it is necessary to distinguish between 
individuals and enterprises. If  individuals receive 
public financial incentives for making risk-reducing 
decisions in their daily life, this changes the pitch 
of their WTP function. This effect looks the same 
way as in Figure 2. However, incentives do not 
force the individual to behave according to other 
people’s (i.e. society’s) preferences. Instead, they 
change the preferences of the individual. Incen-
tives to individuals are in principle a redistribution 
of income that is ideally aiming at creating a posi-
tive net benefit for society.

Enterprises tend to base their decisions on cost-
benefit criteria. Incentives add an incentive to the 
expected revenues. This makes the optimum safety 
level p* move further up relative to the situation 
without incentives. As with individuals, incen-
tives do not force an enterprise to follow society’s 
preferences, but manipulate the decision criterion 
instead.

Incentives are generally understood as some-
thing positive, i.e. a financial appreciation of a 
societal beneficial decision. All financial penalties 
fall into this category.

5 EXAMPLES

The first example concerns the Fehmarnbelt Fixed 
Link, which is currently under planning and will 
connect Denmark and Germany in 2020. Here, 
The governing principle for risk evaluation is 
a combination of precedents and ALARP (As 
Low As Reasonably Practicable). The ALARP 
principle is implemented making use of WTP 
considerations.

The second example deals with radon-exposed 
homes in Sweden. As an incentive, local authori-
ties offer a 50 percent cost refund for risk-reducing 
investments within certain total cost limits.

REFERENCE

Pandey, M. & Nathwani, J. 2004. Life quality index for 
the estimation of societal willingness-to-pay for safety. 
Structural Safety 26(2): 181–199.

Figure 2. The effect of regulations upon the willingness-
to-pay of an individual.
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improved happiness and contentment, and thus a 
betterment of society. Since such feelings are per-
sonal, it is necessary to establish some sort of soci-
etal norm, but this is no different from the tradeoff 
of priorities across particular populations that are 
determined by voting on issues such as tax increases 
for schools and increased police protection.

Optimal decisions based on utility maximization 
dictate a risk-neutral approach. It is well known, 
however, that societies often prefer a risk-averse 
approach (and even upon occasion a risk-seeking 
approach) to public infrastructure decisions. Some-
times this may be a manifestation of the fact that 
risk perception rather than calculated mathemati-
cal risk is a very real consideration in the minds of 
elected or appointed decision makers. It may also 
reflect the political reality that re-election to office 
is more dependent on the minimax principle than 
one of optimality. That is, one increases his or her 
likelihood of re-election by minimizing the number 
and scale of events with widely observable negative 
outcomes.

One political solution to the quandary between 
true risk and perceived risk is presentation of 
choices in terms of options pricing. As a base price 
one uses the cost of making the (true) risk-neutral 
maximum utility decision. Then the utility risk 
premium can be computed for various risk-averse 
decisions (defined as the expected cost difference 
between the optimal risk-neutral approach and the 
risk-averse approach that has a reduced perceived 
risk). The risk premium thus serves the role of 
an options cost, reflecting the investment society 
must make in order to “purchase” the option with 
a lower perceived risk value.

In addition to the risk perception issue, this 
paper addresses the distortion on engineering 
risk decisions by governmental regulations, and 
the alternative goals of optimality between purely 
engineering solutions and political decisions. Sev-
eral examples of correct decisions that have led the 
politically-elected decision maker into trouble are 
presented. These are followed by some alternatives 
that offer ways to address some of these issues.

One of these was used in ancient Greece, and 
is termed deliberative democracy. In this approach 

Engineering risk professionals are well aware of 
the importance of a long-term view to address 
low probability, high consequence natural haz-
ards. This means considering economic lifetimes 
of several hundred years, incorporating reasonable 
discounting policies, including intergenerational 
aspects, and selecting actions that maximize return 
on some logical basis such as expected utility. Engi-
neering risk professionals are also not generally 
elected to office. Political leaders, however, have 
a two- to six-year time horizon, issues of intra-
generational equity rather than intergenerational, 
and a constituency that doesn’t want to hear about 
probabilities and uncertainties. They also know 
that reelection is related to the absence of perceived 
mistakes and the prevalence of tangible outcomes. 
Enter the world of the perfect storm between opti-
mal policy and optimum politics.

The risk (mathematical or true risk) associated 
with a natural hazard is typically defined as the 
product of the likelihood of occurrence of the haz-
ard (for some defined reference period) and a quan-
titative measure of the consequences given there is 
an occurrence. The perception of risk, however, 
also incorporates sociological and psychological 
attitudes and fears. Some of these are amenable to 
education, such as when people do not understand 
the accurate probabilities of occurrence, whereas 
other are buried within the psyche of the mind. 
The question for engineering risk decision mak-
ing is how to handle the difference between math-
ematical risk and “accurate” perceived risk, and to 
do this in a way that reflects some societal norm 
across the affected population.

Some have argued persuasively that engineering 
risk managers should use only mathematical risk. 
This is the one quantity that can be utilized in an 
optimal utility sense to minimize the expected con-
sequences to society. And the duty of engineers is 
to guide society’s investments in an optimal man-
ner (such as the least number of lives lost, maxi-
mum return on investment, highest quality of life, 
greatest sustainability, etc.).

Equally persuasive arguments can be made that 
feelings such as fear and dread are valid reactions, 
and that actions decreasing those emotions lead to 
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a representative subset of society is selected (by 
democratic procedures) and agrees to become 
highly informed regarding the issues, including 
from discussions and presentations. This group then 
votes on behalf  of the entire population. Another 
approach is that of options pricing, whereby risk 
associated with real capital is quantified through 
a market exchange, and one can purchase options 
that transfer the risk of outcomes from the origi-
nal segment associated with the infrastructure to a 
secondary investment market.

Several recent events and attitudes have indi-
cated that there are many positive factors that 
will bring improved alignment between political 
realities and hazards planning. The most impor-
tant change is that engineering risk professionals 
are assuming a new leadership responsibility in 
bringing these issues to the attention of  leaders, 
and the public at large. Another positive develop-
ment is that the terrorist bombings in the United 
States in 2001 led people to recognize that there is 
structural risk in the built environment, and that 
it is not reasonable to devote a sufficient amount 
of  society’s resources to make this risk vanish-
ingly small. A third positive sign comes from the 
increasing acceptance of  life cycle costing, rather 
than simply initial investment. As newly effective 
ways to convey and contrast life cycle costs are 
developed, it will become easier to incorporate 
investment savings due to design consideration for 
low probability, high consequence natural hazard 
events.

Many infrastructure disasters can be classified 
as black swans, occurring essentially completely 
without precedence. In other words, predicting 
them from past history would have been a use-
less exercise. Therefore, these “anomalies” are not 
really anomalous from a practical viewpoint, just 
from the limited insight afforded by our restricted 
models. Since these unknowns cannot be designed 
against explicitly, and would be very difficult for 
political decision makers to effectively communi-
cate to the public in any case. Instead, one can 
concentrate on the potential consequences of 
these extreme events, and how robustness and 
resilience can be built into a community, even 
without knowing in detail the likelihood of  the 
events.

The practical usefulness of such an approach 
arises from the fact that it is often quite inexpensive 
to build in such robustness, even if  some of the 
characteristics of the event are not quantified 
in detail. This is the concept introduced here of 
building ponds for black swans. Accommodating 
future demands, even when those demands are not 
completely described.

One of the hardest things to do in engineering 
risk analysis is to decide when existing infrastruc-
ture should be abandoned or removed. This may 
be the best course because development was not 
done in a sustainable manner, or that the conse-
quences of some disaster dictate it (due either to 
greater than expected losses or the occurrence of 
a black swan).

The purpose of this paper is not to answer all 
the questions, nor to provide a definitive set of 
guiding principles for political leaders and public 
decision-makers. Rather it is to bring to the fore-
front of engineering risk decision theory and man-
agement an awareness of the very important real 
factors and rationalities that are ever present in the 
performance of their duties by such leaders.

Issues such as the incompatibilities of lifetimes, 
misunderstanding of probabilities and return peri-
ods, reality of risk perception and personal biases, 
role of government regulations, political motiva-
tion and distortion of policies are real and must 
be faced. On the other hand, engineering risk pro-
fessionals who incorporate these issues into their 
approach stand a much better chance of being 
effective (even if  they don’t accept that some of 
these realities should be present). Tools and con-
cepts such as options pricing for real capital invest-
ment, and deliberative democracy offer powerful 
methods to educate the public. Almost a decade 
ago this author introduced the concept of an infra-
structure report card that would include not just 
the value of current infrastructure, but the future 
expected costs for maintenance, operation and 
probabilistically-estimated failures. Such a report 
card would be made available on election cycles, 
so that the public would be able to reward those 
political decision makers who invested for low 
probability, high consequence future hazards; in 
other words, those politicians who built ponds for 
black swans.
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the operator (Bonnet et al., 2009). These factors 
could lead, for a given inspection, under or overes-
timations of the measured parameter. If  the 
parameter is underestimated and the owner could 
decide “do nothing” when repair is required. 
On the contrary, an overestimation generates a 
“wrong decision” where the early repair generates 
overcharges (Rouhan and Schoefs, 2003). On the 
whole, the stochastic nature of material properties 
and deterioration processes as well as the factors 
that reduce the quality of the inspections that can 
be used to quantify them, transform the manage-
ment of deteriorating systems in a major challenge 
for owners and operators.

Within this context, the main objective of this 
work is to study influence of the noise of meas-
urements on the reliability assessment. This paper 
focuses only on the inspection of stationary sto-
chastic fields. Its description is outlined in sec-
tion 2. Section 3 introduces the Karhunen-Loève 
decomposition for modeling the spatial variability 
and introduces the modeling of imperfect inspec-
tions. Section 4 describes the problem of measure-
ment quality in the case of inspection of random 
fields and when only the objective of inspection 
is to determine a marginal probability distribu-
tion for reliability computation. Section 5 presents 
an illustrative example where we illustrate the 
effect of imperfect inspections on the reliability 
assessment.

2  MODELLING A STOCHASTIC FIELD 
WITH NON PERFECT INSPECTION

In terms of stochastic modeling, several approaches 
can be used to represent a stochastic field X(x, θ): 
Karhunen-Loève expansion, approximation by 
Fourier series, and approximation EOLE (Li and 
Der Kiureghian, 1993). In this paper, we used a 
Karhunen-Loève expansion to represent the sto-
chastic field of resistance of a structure R(x, θ). 
This expansion represents a random field as a 

1 INTRODUCTION

In the general context of  structural reliability of 
existing structures, the question of  random vari-
able updating has been widely addressed during 
the two last decades. Random variable updating is 
very useful when data from inspections or moni-
toring are collected for condition assessment and 
reliability updating (Straub et al., 2003; Schoefs 
et al., 2010a). Basically, the Bayes theorem and 
its derivative tools (Bayesian Networks) offer the 
theoretical context to deal with this issue. The 
so called Risk Based Inspection (RBI) general-
izes these approaches in the case of  non-perfect 
inspections by linking inspection and decisions 
(Faber, 2002; Sorensen et al., 2002; Schoefs et al., 
2010b).

RBI methods are powerful once (i) there is no 
stochastic field involved into the problem, or (ii) the 
location of the most critical defect, from a reliabil-
ity point of view, is known. In those cases, it can be 
assumed that the spatial distribution of defects in 
the neighboring zone does not affect the reliability 
assessment. Nevertheless, it has been showed that 
reality is more complex and that spatial random-
ness should be considered in several problems. For 
instance, in condition assessment, Schoefs (2009) 
has found that inspections should also account for 
stochastic fields of measured parameters.

The stochastic field could take several forms 
more or less complicated. The most simple is the 
stationary stochastic field that can be used, for 
instance, to model chloride distribution or other 
concrete properties (Bazant, 1991; 2000a; 2000b). 
A more sophisticated stochastic field is the piece-
wise stationary process that can integrate, for exam-
ple, the variability of concreting materials by steps 
or the corrosion of structures located in contigu-
ous envi-ronments with different characteristics.

During inspection, there are many factors that 
influence the quality of measurements—e.g, envi-
ronmental conditions, error in the protocol, error 
due to material variability, and error induced by 
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combination of orthogonal functions on a bounded 
interval [–a, a]:

R f xR R i i
i
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=
∑

1

 (1)

where, μR is the mean of the field R, σR is the stand-
ard deviation of the field R, n is number of terms 
in the expansion, ξi is a set of centered Gaussian 
random variables and λi and fi are, respectively, the 
eigenvalues and eigenfunctions of the covariance 
function CHH(x1, x2). It is possible to analytically 
determine the eigenvalues λi and eigenfunctions 
fi for some covariance functions (Ghanem and 
Spanos, 2003). For example, it can be determined if  
we assume that the field is second order stationary 
and we use an exponential covariance function: 

C
x

b
bHHC ( )x x x =exp(

Δ
x − <1 2x 0);  (2)

where b is the correlation length and Δx ∈ [–a, a].
As stated in Schoefs et al. (2010a) a non-biased 

inspection can be modeled with a centered noise η 
around the exact value. In this paper, it is assumed 
that the noise is normally distributed N(0,ση) with-
out loss of generality.

This work considers that inspections will be used 
to determine the marginal probability distribution 
of a variable of interest that has the properties of 
a random field. If  inspections are carried out on 
the same structural element, the distance between 
two consecutive measurements, Lc, should ensure 
independency between two results. In that case, 
we could build a statistically independent sample 
from equidistant inspections on a random field. 
This sample will be used to determine the marginal 
probability distribution.

3  PROBABILISTIC MODELLING 
AND RELIABILITY ASSESSMENT 
FROM INSPECTION

Assuming that the loading S is deterministic and 
that RI is normally distributed, the probability of 
failure, Pf, is obtained as:

P P
S

fP R

R

IR

IR
= P =

−⎛

⎝
⎜
⎛⎛

⎝⎝

⎞

⎠
⎟
⎞⎞

⎠⎠
( )R SR Φ

μ
σ

 (3)

where μRI and σRI are, respectively, the mean and 
the standard deviation determined taking into 
account the considerations described in previous 
section. Equation (3) is also used to compute the 

probability of failure Pf obtained with “perfect” 
inspection (without noise) that will be used 
here to study the influence of the noise of the 
measurement.

In the following results, we will compare the 
probability of failure computed from measure-
ments with noise, Pf,I, with the probability of 
failure computed without noise, Pf, in terms of 
a confidence interval [c, d ]. The lower and upper 
limits of this interval are defined according to the 
following conditions in the case without noise:

P(Pf < c) = 5% ; P(Pf < d) = 95% (4)

Figure 1 shows the zone corresponding to this 
confidence interval for the case without noise (grey 
zone) that is used to determine the limits of the 
interval. Once these limits are defined, it is possible 
to determine the probability that Pf,I (determined 
from noised inspections) belongs to the interval 
[c, d ], i.e., P(c < Pf,I < d) (Figure 1) as:

P(c < Pf,I < d) = P(Pf,I < d ) – P(Pf,I < c) (5)

The hatched zone in Figure 1 presents the prob-
ability P(c < Pf,I < d). The standard deviation of 
RI is higher than σR because of the noise. There-
fore, the area of Pf,I between the interval [c, d ] is 
lower than the area computed without noise. The 
effect of noise on the assessment of the probabil-
ity P(c < Pf,I < d) will be more discussed in next 
section.

Discussion: From an application illustrated in 
the paper, it shown that the estimate of the quality 
of condition assessment i.e. P(Pf,I∈[c,d]) decreases 
strongly and regularly for a σn > 5.

It leads to conclude that for a given structure 
of the underlying stochastic field, an inspections 

Figure 1. Determination of the limits of the confidence 
interval from the distribution of Pf.
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quality can be required based on a acceptance 
criteria: P(Pf,I∈[c,d])>p.
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The economic performance of each of the 
maintenance strategies can be compared using 
the average LCC data presented in Table 3. The 
average LCC of repair is influenced by the cost of 
repair, the number of repair actions required over 
the service life and the time at which they occur. 

The paper reviews a probabilistic reliability 
analysis which is used to predict the likelihood 
and extent of corrosion-induced damage to RC 
structures. Corrosion damage is deemed to occur 
when corrosion-induced crack widths of 1 mm 
are evident on the RC surface. The spatial time-
dependent reliability model considers concrete 
properties, concrete cover and the surface chloride 
concentrations as spatially variable random fields. 
This allows for the calculation of the probability 
that a given extent of corrosion damage will occur 
for any time period. Three repair techniques will be 
considered: (i) patch repair, (ii) preventative repair, 
and (iii) complete rehabilitative overlay. Incorpo-
rated into each of the above maintenance strategies 
are two repair efficiency factors which take into 
account varying time to corrosion initiation and 
corrosion rate of the repair material. Maintenance 
strategies and repair efficiencies are incorporated 
in a Monte-Carlo event-based simulation analysis. 
Results are presented for a RC bridge deck subject 
to a marine environment. The life-cycle cost analy-
sis considers repair and user delay costs which are 
both functions of extent (area) of damage.

See Table 1 for the ten maintenance strategies.
Repair and user delay costs for a typical RC 

bridge deck are given in Table 2.
The RC bridge deck considered is a 250 mm 

thick cast-insitu slab. The deck span is a simply 
supported single span of 20 metres and the width 
of the deck is 20 metres, resulting in a total RC 
deck area of 400 m2. The deck slab is reinforced 
longitudinally and transversely with 16 mm rein-
forcing bars and ‘fair’ durability design specifica-
tions are assumed (cover = 50 mm, F’c = 40 MPa). 
The chloride environment is assumed to be ‘high 
marine’ and only the top surface of the bridge 
deck is modelled as it is assumed that the soffit 
of the RC deck is protected by the bridge girders 
and permanent formwork and will therefore not 
be subject to chloride induced corrosion as it is 
protected from wind borne chlorides. A discount 
rate of 5% is used to account for all future costs. 
Inspection interval is one year.

Table 1. Summary of maintenance strategy parameters.

Mainte-
nance 
strategy Xrepair

Mainte-
nance 
technique

Repair 
method

Repair 
efficiency

ΔTi 
(years)

γiorr 
(%)

M1_0 2% M1 Patch 0 0
M2_0 2% M2 Patch 0 0
M3_0 12% M3 Patch 0 0
M1_CST 2% M1 Patch + CST 15 0
M2_CST 2% M2 Patch + CST 15 0
M3_CST 12% M3 Patch + CST 15 0
M1_CI 2% M1 Patch + CI 7 −50
M2_CI 2% M2 Patch + CI 7 −50
M3_CI 12% M3 Patch + CI 7 −50
M3_CP 12% M3 Patch + CP 0 −100

CST—Concrete surface treatment, CI—Corrosion inhib-
itor, CP—Cathodic protection.

Table 2. Summary of repair and user delay costs.

Mainte-
nance
 strategy

Mainte-
nance 
technique

Repair 
method

Costs

Repair User delay

M1_0 M1 Patch $440/m2 $61,000
M2_0 M2 Patch $440/m2 $122,000
M3_0 M3 Patch $440/m2 $1.9 million
M1_CST M1 Patch + CST $461/m2 $61,000
M2_CST M2 Patch + CST $461/m2 $122,000
M3_CST M3 Patch + CST $461/m2 $1.9 million
M1_CI M1 Patch + CI $458/m2 $61,000
M2_CI M2 Patch + CI $458/m2 $122,000
M3_CI M3 Patch + CI $458/m2 $1.9 million
M3_CP M3 Patch + CP $740/m2 $1.9 million
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Table 3. Summary of LCC.

Maint. 
Strategy

Average number 
of maint. 
actions (m)

Average area 
repaired (Arepair)

Average LCC 
of repair costs

Average LCC 
of user delay 
costs

Average total 
LCC

M1_0 5.3 8.5 m2 $ 784 $ 14,913 $ 15,697 (0.72)
M2_0 2.8 54.5 m2 $ 2,552 $ 18,889 $ 21,441 (0.65)
M3_0 0.4 400 m2 $ 730 $ 12,522 $ 13,252 (1.57)
M1_CST 5.0 8.5 m2 $ 802 $ 14,460 $ 15,262 (0.71)
M2_CST 2.6 51 m2 $ 2,524 $ 18,110 $ 20,634 (0.63)
M3_CST 0.4 400 m2 $ 788 $ 12,522 $ 13,310 (1.57)
M1_CI 4.8 8.5 m2 $ 763 $ 13,955 $ 14,718 (0.7)
M2_CI 2.4 52 m2 $ 2,460 $ 17,764 $ 20,224 (0.62)
M3_CI 0.4 400 m2 $ 773 $ 12,522 $ 13,296 (1.57)
M3_CP 0.4 400 m2 $ 1,194 $ 12,522 $ 13,716 (1.57)

Notes: 1. Numbers in brackets are COVs. 2. The LCC’s calculated in this study are in 2009 Australian 
dollars based on information and estimates from a number of sources.

Obviously repairs that occur later in the service 
life have a reduced influence on the average LCC 
due to the effect of the 5% discount rate. In terms 
of LCC of repair only, the maintenance strategies 
using maintenance techniques M1 and M3 are 
more economical than those using maintenance 
technique M2. Clearly, for economic optimisa-
tion there must be a balance between the length 
of delay in maintenance actions and the extent of 
damage repaired at that time (i.e. in terms of LCC 
of repairs, a longer delay in the timing of main-
tenance will more readily offset a larger repair 
area).

The influence of repair durability can also be 
seen in Table 3. For maintenance strategies using 
maintenance technique M1 (maintenance strate-
gies M1_0, M1_CST and M1_CI) the use of no 
repair durability improvement, a concrete surface 
treatment and a corrosion inhibitor have life-cycle 
costs for repair of $784, $802 and $763 respec-
tively. For the case using the corrosion inhibitor, 
the effect of delayed maintenance (fewer aver-
age occurrences) offsets the cost of application 
and it has a lower LCC than for the case of no 
repair durability improvement. For the case of 
the concrete surface treatment, however, the cost 
of application outweighs the benefit of reduced 
maintenance actions and it has a higher LCC than 
for the case of no repair durability improvement. 
The influence of repair durability specifications is 
greater when maintenance technique M2 is used as 
a larger area of the RC surface is repaired. Mainte-
nance strategies using maintenance technique M3 
(maintenance strategies M3_0, M3_CST, M3_CI 
and M3_CP) do not benefit from repair durability 
improvements with the case of no repair durability 
improvements having the lowest LCC of repair. 

This is because for strategies using maintenance 
technique M3, the probability of second repairs 
over a 120 year design life is 0.0 meaning that no 
benefit is achieved by the application of either a 
concrete surface treatment or a corrosion inhibi-
tor. Table 3 shows that user delay costs dominate 
LCC. Clearly these results are sensitive to the dis-
count rate, the cost of repair and the time and cost 
of user delay.

A measure of variability can be expressed by 
5th and the 95th percentile values which can assist 
decision makers by providing the limits within 
which 90% of all outcomes will fall, see Figure 1. 
It can be seen that although maintenance strategy 
M3_0 has the lowest mean LCC, the variability is 
high and thus higher likelihood of incurring costs 
significantly higher than the mean. This informa-
tion on the variability of performance and life-
cycle costs clearly gives decision makers a more 
thorough basis for selecting maintenance strategies 
and may in fact alter the optimal solution from that 

Figure 1. 90th confidence intervals for LCC.
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based on mean data alone if  the decision maker is 
risk averse or risk prone. For example, a risk averse 
decision maker may be more concerned about the 
likelihood of large costs than mean values. This 
is particularly apt for individual assets. However, 
for a portfolio of many assets, the decision maker 

should be risk neutral (use expected values) as 
this will provide the most cost-effective outcome 
across many assets. In other words, a risk neutral 
approach leads to decisions where the most benefit 
is achieved.
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the defects detected by the IT. The intersection 
between the two sets SD = AD ∩ OD constitutes 
the defects which actually exist in the pipe wall and 
are successfully detected.

A false call (FC = OD \ SD) is referred to the 
anomaly where a non-existing or fictitious defect is 
wrongly identified and reported as a defect. On the 
other side, an actual existing defect that is ignored 
and not reported by the IT, is referred to as a non-
detected defect (ND = AD \ SD). To describe to 
which set a defect belongs, two so-called detecta-
bility indicator D and true call indicator variable T 
are introduced. They take the values as shown in 
Table 1. An exact assignment of each defect to one 
of the three sub-groups in Figure 1 is not possible, 
thus, D and T are binary random variables follow-
ing a Bernoulli distribution parameterized with the 
probability of detection (POD) and the probability 
of a true call (POTC), respectively.

Focusing only on the defect depth as the defect 
size, POD(x) measures how likely it is to detect 
a defect having an actual depth x. But, it also 
depends on an uncertain and tool-specific detec-
tion threshold XDT, which takes the other factors 
than x into account affecting the defect detection.
ITs detect only defects having larger depths x than 
XDT. The lower the detection threshold, the higher 
are the chances, expressed through POD(x), that 
the defect with depth x will be detected.

In-line inspections (ILIs) are periodically per-
formed in pipeline systems to obtain information 
about the state of metal loss due to internal and 
external deterioration processes. The standard 
non-destructive measurement procedures, how-
ever, do not reveal directly the actual state of the 
system as measurement errors cause differences 
between the actual metal loss prevailing in the sys-
tem and the reported metal loss by the inspection 
tool (IT). Defect related factors, IT-specific fac-
tors and environmental uncertainties such as the 
actual defect size and geometry, the IT design and 
signal processessing, scanned material surface, and 
neighboring defects affect the results of ILI. All 
these factors express in four types of measurement 
uncertainties:

• The IT does not detect all existing defects. Some 
defects areignored by the IT and it reports an 
intact pipe wall at that location.

• If  the IT reports a defect having certain dimen-
sions but the pipe wall is intact and the defect 
does not exist, this fictitious defect is referred to 
as a false call.

• ITs have a lower defect size threshold so thatob-
served defects below that tool-specific threshold 
are reported as non-existing.

• If  the IT detects a true defect, the actual defect 
size is subject to considerable sizing errors. The 
reported defect size differs from the actual defect 
size.

ILI data must be pre-processed to estimate the 
actual defect size using a probabilistic approach 
that accounts for all the uncertainties involved in 
the ILI process. As most available methods focus 
on some of the measurement uncertainties, the 
paper has the objective to present a comprehensive 
hierarchical Bayes model (HBM) that accounts for 
all four types of ILI measurement uncertainties.

Figure 1 provides a graphical representation of 
the populations of actual and observed defects 
where a cross represents schematically a defect. The 
first set AD consists of the actual existing defects 
in the pipeline, while the second set OD indicates 

actual defects (AD) observed defects (OD)

actual defects 
which are not de-

tected (ND)

actual defects 
which are success-
fully detected (SD)

fictitious defects 
which are detected 
=false calls (FC)

Figure 1. Set representation of actual defects (AD), 
defects observed by the inspection tool (OD) and their 
differentiation into successfully detected defects (SD), 
not detected defects (ND) and false calls (FC).
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A similar approach is applied to the probability 
of a true call POTC(xR). It describes the probability 
that a defect having an observed defect depth xR 
belongs to the set of successfully defects. POTC(xR) 
also depends on an uncertain IT-specific credible 
defect depth XC. Again, XC functions as a marginal 
value similar to the detection threshold XDT.

The third type of ILI uncertainty is related to 
lower bound of the IT operating range. IT ven-
dors provide lower operating thresholds in form 
of a minimum reportability threshold xRT where 
both actual defects and noise effects with observed 
depth less than xRT are reported as zero.

The fourth type of ILI uncertainty concerns 
about the sizing errors on top of the actual defect 
properties. If  a defect is successfully detected and 
its depth remains above xRT, then the reported 
defect depth differs to the actual defect depth due 
to sizing errors. A traditional approach applied 
in ILI data analysis for sizing errors adds to the 
actual unknown defect depth a random variable 
representing the sizing error.

The developed HBM combines the four individ-
ual approaches for ILI data uncertaintyfor a single 
inspection and consists of the following compo-
nents (starting from the top level):

• Each defect has an unknown actual defect 
depth X.

• The second top level includes the random sizing 
error conditional on its known variance.

• POD(X ) and the defect indicator variable D 
indicate whether the defect is observable (D = 1) 
for the IT or not (D = 0) and provide the corre-
sponding defect depth.

• The reportability threshold xRT checks if  the 
defect belongs to a pure noise effect and deter-
mines the reported defect depth xR by the IT.

• The lowest level addresses the false call poten-
tial. The defect depth distribution of the actual 
defects consist of those defects having a true call 
indicator T = 1 only.

The complexity of the HBM prohibits closed 
form solutions. Instead Markov Chain Monte 
Carlo (MCMC) simulation techniques must be 
utilized to obtain the posterior pdfsof the defect 

depth of each individual defect and the population 
of successfully detected defects.

In a second analysis, a non-hierarchical Bayes 
approach estimates the posterior defect depth 
distribution of the population of non-detected 
defects conditional on the defect depth distribu-
tion of the successfully detected defects. Figure 2 
shows the corresponding posterior results for an 
example provided in the paper.

The proposed methodology is then extended to 
adjust for two additional effects of results obtained 
from multiple inspections. First, typical pipeline 
deterioration increases monotonicallyover time 
in all defect locations. To take this condition into 
account, the inspections can not be analyzed inde-
pendently. Each HBM for an inspectionis linked 
together by a common stochastic deterioration 
model describing the increase of actual deteriora-
tion from one inspection to another for all defects. 
Second, the sizing errors at a specific defect loca-
tion become correlated between all inspections due 
to the effects of neighbouring defects and algorith-
mic signal processing. Instead of using independ-
ent sizing errors, a random field represents the 
correlated sizing uncertainties for a defect and all 
its inspections.

The introduced two-step Bayesian approach for 
ILI data has several advantages. It accounts for all 
four types of ILI uncertainties within one compre-
hensive hierarchical approach to estimate effectively 
the defect size of the individual defects and the 
population of successfully detected defects. It also 
determines the defect size of the non-detected 
defects which play an important role in the reliabil-
ity analysis and integrity assessment of pipeline 
systems. POD, POTC and reportability threshold 
indicate high potential of ITs to identify correctly 
large defects which play a major role in reliability 
analysis and decision making. Small defects which 
suffer the most under ILI uncertainties, have larger 
probability to be ignored and, thus, be reported as 
zero by ITs.

Table 1. Detectability and true call indicators for 
non-detected, successfully detected and false call defects.

Set of defects
Detectability 
indicator

True call 
indicator

Non-detected 
defects ND

D = 0 T = 1

Successfully detected 
defects SD

D = 1 T = 1

False calls FC D = 1 T = 0
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Figure 2. Posterior distribution of the actual defect 
depth for (1) the successfully detected defect population 
obtained from the HBM, (2) the non-detected defect 
population and (3) all actual defects.
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distributed detection indicator variable D takes 
values either D = 1 or D = 0, respectively.

In order to achieve a stated POD, the actual defect 
depth x must exceed a detection threshold XM, or, in 
other words, defects with depths below that uncer-
tain marginal value XM are not detectable. A com-
mon approach assumes POD(x) = 1−exp(−x/μM) 
where the mean detection threshold E[XM] = μM 
controls the POD. The random variable XM summa-
rizes defect related, environmental-specific and IT 
dependent uncertainties (e.g. defect geometry, effect 
of neighbouring defects, scanned surface condi-
tion, IT vibration damping) affecting the successful 
detection of defects. Although these uncertain-
ties vary spatially along the pipeline, the detection 
threshold does not consider their spatial effects and, 
thus, oversimplifies the POD approach.

To overcome this problem, a point-referenced 
spatial HBM is developed assuming a defect-
specific detection threshold that takes the spatial 
uncertaintieson the defect detection into account.
In order to estimate and calibrate such spatial POD 
curves for an IT, a large set of actual machined 
defects needs to be considered. An independ-
ent measurement procedure first catalogues the 
various defects and their geometrical properties 
for verification. In the actual test phase, the IT 
moves in so-called pull-through tests (PTTs) sev-
eral times through the pipeline and observes the 
defects.The results of a PTT reveal the set of suc-
cessfully detected defects (SD) in Figure 1 and the 

Pipeline systems are subject to spatially and 
temporally varying corrosion processes affecting 
negatively their long-term reliability and integ-
rity. In-Line Inspections (ILIs) are periodically 
performed to reveal the current state of corrosion 
using an Inspection Tool (IT) that moves through 
the pipeline and measures the loss of wall thickness 
along the pipe. However, the inspection procedure 
involves measurement uncertainties which express 
in different forms.For informed pipeline integ-
rity assessment and decision making, the analy-
sis of the inspection results must consider these 
measurement uncertainties. The paper focuses 
on one part of these uncertainties, the detection 
and non-detection of actual existing defects, and 
howits inherent spatial variability can be properly 
addressed in a Hierarchical Bayes Model (HBM).

Defects can be classified in two major groups as 
shown in Figure 1 (a cross represents schematically 
a defect)as a basis for the probabilistic analysis of 
defect detection uncertainties.

The first set AD consists of the actual exist-
ing but unknown defectsin the pipeline, while the 
second set OD represents the defects detected 
by the IT. The intersection between the two sets 
SD = AD ∩ OD indicates the defects which actu-
ally exist in the pipe wall and are successfully 
detected.A false call (FC = OD \ SD) arises when a 
non-existing or fictitious defect is wrongly identi-
fied and reported as a defect. On the other side, 
an actual existing defect that is completely ignored 
and not reported by the IT, is referred to as a non-
detected defect (ND = AD\SD).

As we only focus on the non-detection problem 
in this paper, the set of actual defects AD and the 
corresponding subsets ND and SD are of interest.

Performing an ILI, an existing defect belongs to 
either the ND or the SD set in Figure 1 but the 
inspection result can not be estimated in advance 
due to uncertainties. IT-specific probability of 
detection (POD) curves describe usually as a func-
tion of the actual defect depth x, the reliability of 
an IT to detect successfully existing defects. The 
POD increases with x and varies from 0 for very 
small defects to (almost) 1 for very large defects. 
To indicate whether a defect belongs to set of 
successfully detected defects or not, a Bernoulli 

actual defects (AD) observed defects (OD)

actual defects 
which are not de-

tected (ND)

actual defects 
which are success-
fully detected (SD)

fictitious defects 
which are reported 
= false calls (FC)

Figure 1. Representation of actual defects (AD), 
defects observed by the inspection tool (OD) and their 
differentiation into successfully detected defects (SD), 
not detected defects (ND) and false calls (FC).
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corresponding distinction between detected (SD) 
and non-detected (ND) defects as the basis for the 
POD calibration.

The introduced HBM consists of three levels. 
The bottom level contains the defect indicator var-
iables for each defect and their (standard) PODs 
having now a defect-specific detection threshold. 
This detection threshold is conditional on the 
second level representing the spatial uncertainties 
on the defect detection with the following three 
components:

• Actual defect geometry properties other than 
depth, such as defect length, width,or volume 
of metal loss which may explain directly, using 
a regression model, the spatial variability on the 
defect level.

• A spatial random field accounts for the effects 
of environmental-specific uncertainties.

• A defect-specific random effect considers extra 
variability with respect to the detection thresh-
old that is not covered by the regression model 
and the spatial random field.

The top level of the HBM contains a small 
set of governing model parameters, the so-called 
hyper-parameters, and their prior distributions 
to complete the Bayesian model specification. All 
model parameters in the HBM are updated in a 
Bayesian fashion, posterior = likelihood × prior, 
conditional on the fixed parameters and the 
observed information obtained from the PTTs. 
After updating the entire HBM by means of 
Markov chain Monte Carlo simulation techniques, 
our interest lies in: (1) The posterior distributions 
of the hyper-parameters as they provide useful 
information about the explanatory variables, the 
systematic and the random errors in the analysis. 
(2) Obtaining the posterior detection thresholds of 
the tested inspection tool. (3) Drawing new (cali-
brated) posterior POD curves as a function of the 
defect depth x for given defect length and width. 
These POD curves are going to be applied as soon 
as the IT performs actual pipeline scans and the 
corresponding inspection results have to be proc-
essed in an integrity assessment of the inspected 
pipeline.

The approach is illustrated on a series of PTTs 
for a magnetic-flux-leakage IT for pipeline ILI. The 
following three models are considered. (1) A non-
hierarchical model M1 usually applied in ILI. 
(2) A HBM (HBM1) with defect-specific detec-
tion thresholds based on the actual defect length 
and width. The longitudinal defect locationis 
completely ignored. (3) The full HBM (HBM2) 
with defect-specific detection thresholds including 
fixed, random and spatial effects.

Figure 2 demonstrates the spatial variation of 
the posterior POD for a new defect with fixed 

geometry. The defect detection clearly varies along 
the pipeline. Figure 3 shows the full posterior POD 
curves for a new defect at two different longitudi-
nal locations z using the two hierarchical models. 
The regional differences become clearly noticeable 
using HBM2, while HBM1 provides results aver-
aged out over the longitudinal axis.

The introduced HBM approach has several 
advantages for pipeline ILI. (1) It allows the esti-
mation of more sophisticated POD curves for ITs 
and an improved understanding of the factors 
affecting the spatially varying defect detection. 
(2) Accounting for defect and location-specific 
effects, the posterior POD curves show less uncer-
tainty than more generalized approaches. (3) IT 
usershave the opportunity to calibrate their own 
POD curves based on PTTs and may compare it 
with information provided by vendors. (4) Future 
analyses of inspected pipeline systems rely on these 
results leading to more precise long-term reliability 
and integrity assessments.
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Figure 2. Spatial variation of the posterior POD for a 
defect (L = W = 1 wt) having defect depth X = 0.20 wt 
using M1, HBM1 and HBM2. Full lines show the pos-
terior median and dashed lines indicate the 25% and 
75%-quantiles.
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where the first term is the burst pressure capacity, 
R0 is outer pipe radius; XM is model uncertainty 
random variable; σu is ultimate tensile strength; 
ν is rate of growth of defect depth; and τ is time 
elapsed since pipeline commissioning.

Table 1 summarizes statistical distributions of 
the mechanical damage and corrosion random 
variables.

2.3 Distributed pipeline system

The limit state functions for mechanical damage 
(Eq. 1) and corrosion (Eq. 2) allow one to evaluate 
failure probabilities that are conditional to a sin-
gle mechanical hit incident or to a single corrosion 
defect, respectively.

The actual reliability of a distributed pipeline 
also depends on the frequency of hits (per 
km ⋅ year), which has to be estimated from his-
torical data, taking into account installation and 

1 INTRODUCTION

International databases (EGIG 2008, CONCAWE 
2009, UKOPA 2009) show that mechanical dam-
age due to third party interference and corrosion 
are two of the three most significant causes of fail-
ure (spills) in oil and gas pipelines. Risk manage-
ment for such pipelines requires proper models to 
assess the influence of environmental and operat-
ing conditions on the likelihoods of failure. This 
paper assembles state-of-the-art failure models 
and uncertainty models for the reliability analysis 
of buried pipelines due to corrosion growth and 
mechanical damage.

2  UNCERTAINTY MODELS AND LIMIT 
STATE FUNCTIONS

2.1 Mechanical damage

Mechanical damage due to third party interference 
can cause pipe-wall dents and gouging. A general 
approach to this problem is to conservatively treat 
the gouge as a crack-like defect and to consider the 
dent as a stress-modifier (Francis et al. 2005).

Failure of the dented and gouged pipeline 
is modeled using the R6 elastic-plastic fracture 
mechanics model:
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where KI is stress intensity factor; KIC is fracture 
toughness; σf is far field stress at fracture; and σy is 
yield strength.

Stress modifiers due to denting are given in 
Francis et al. (2005) and stress intensity factors for 
tension and bending are obtained from Rooke & 
Cartwright (1976) and Cheng & Finnie (1988).

2.2 Corrosion

For corrosion defects the limit state function sug-
gested by DNV-RP-F101 (2004) is used:

Table 1. Mechanical damage and corrosion random 
variables.

Variable Distribution Parameter 1* Parameter 2*

p Gumbel μ = 1.05 MAOP CoV = 3%
t Normal μ = tn CoV = 3%
σy Lognormal μ = 1.08 SMYS CoV = 4%
KIC Weibull μ = 100 MPa ⋅ m1/2 CoV = 5%
L Weibull β = 0.84 u1 = 183.6 mm
a Weibull β = 0.63 u1 = 0.73 mm
F Weibull β = 2.12 u1 = 55 kN
σu Normal μ = 1.09 SMTS CoV = 3%
l Normal μ = 25 mm σ = 19.5 mm
ν Lognormal μ = 0.15 mm/yr CoV = 50%
XM Normal μ = 1.05 CoV = 0.10

*μ = mean value; CoV = coefficient of variation; 
β = shape parameter; u1 = scale parameter; tn = nominal 
wall thickness.
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location conditions for the pipeline (depth of cover, 
nature of environment, use of warning and protec-
tion systems, and surveillance interval). Changes in 
these factors are likely to affect the frequency of 
hits and, therefore, the pipeline failure frequency.

On the same way, reliability of a distributed 
pipeline depends on the number of corrosion 
defects (or rate of defects per km ⋅ year) which is 
site-dependent and has to be estimated from in-
line inspections.

The time-dependent failure probabilities (or 
rates per km) are evaluated as (Melchers 1999):

Pf fP ξ ξf d
τ

( )
⎛

⎝

⎞
ξ

⎠
⎟
⎞⎞

⎠⎠
∫∫1
0

(PfPPPP
⎛⎛⎛

∫ defect  (3)

where Pf (τ) is a probability of failure accumu-
lated over time for a reference pipeline length, 
η is a frequency of hits or of corrosion defects 
per km ⋅ year and Pf (ξ | defect) is the conditional 
probability of failure given a single hit or corrosion 
defect. For corrosion, this conditional probability 
is time-dependent, whereas for mechanical damage 
it is constant.

3 NUMERICAL EXAMPLE

A grade X42 steel pipeline is considered, with the 
following main features: nominal outside diam-
eter: 406.4 mm; nominal wall thickness: 6.4 mm; 
MAOP: 6.5 MPa; SMTS: 414 MPa and SMYS: 
290 MPa.

Reliability analyses were performed, in order to 
calculate probabilities of failure conditional to a 
single mechanical damage incident. A first-order 
approximation (FORM) yielded Pf1 ≈ 0.134, and 
revealed that denting force (F) and crack (gouge) 
depth (a) are the random variables with most con-
tribution to failure probability. Due to strong cur-
vature of the limit state function, the first-order 
result is not accurate, and (crude) Monte Carlo 
simulation was performed, yielding Pf1 ≈ 0.1.

The probability of failure given a single corro-
sion defect was evaluated, as a function of time. 
This was initially performed by FORM, but some 
instability (and high curvature) of the limit state 
functions was observed. Figure 1 illustrates this 
instability in terms of the most probable point 
(MPP) trajectories to failure for τ = 11 and τ = 13 
years. The MPP path to failure for τ = 11 years 
starts at a very low “realization” of the model error 
random variable, and requires little defect growth 
until failure. On the other hand, for τ = 13 years 
the MPP path to failure starts near the mean burst 
pressure (XM ≈ 1), but the defect grows very fast 
due to a large “realization” of the corrosion rate ν.

Statistics obtained by UKOPA (2009) were 
assumed for the frequency of hits and for the mean 
number of corrosion defects.

Figure 2 compares the evolution in time of the 
(time-integrated) failure rates (per km) for mechan-
ical damage and corrosion. The rate of failure due 
to mechanical damage only increases due to inte-
gration over time, since the rate over time is con-
stant. On the other hand, the rate of failure due 
to corrosion increases much sharply, as conditional 
failure probabilities also increase in time due to the 
growth of corrosion defects. The trend illustrated 
in Figure 2 does not include the effects of line 
inspection and repair, which should be included in 
a future extension of the present study.

4 FINAL REMARKS

This is an ongoing research project. In this first 
approach to the problem, little attention was dedi-
cated to the actual modeling of the distributed 
pipeline system, nor to the effects of line inspec-
tion and repair. These issues will be addressed in a 
continuation of the present study.

Figure 1. Burst pressure trajectories as a function of 
time: mean path to failure and most probable (MPP) 
paths to failure for τ = 11 and 13 years.

Figure 2. Failure rates (per km) for a pipeline subjected 
to mechanical damage and corrosion, as functions of 
time.
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ABSTRACT: Risk Based Inspection (RBI) 
methodology for planning inspections have been 
used within the oil and gas industry for over the 
last several years. Using RBI methodology, inspec-
tion efforts are focused on the items with high risk 
which is the combination of the consequence of 
failure and the probability of failure. Some items 
are inspected partially with the aim to make a state-
ment about the condition of the entire component. 
This strategy is of course costs saving but also risky 
as some defects may escape detection. (Terpstra 
2009) describes some issues within the application 
of sampling inspection and also points out that a 
significant part of the oil and gas plants are actu-
ally inspected partially using the so called sampling 
inspection with Non-Destructive Testing (NDT).

An important issue in planning inspections is 
the effectiveness of a given inspection plan. In our 
case we are interested in the effectiveness of sam-
pling inspection. To study and to understand the 
performance of sampling inspection we propose to 
investigate some relevant probabilities associated 
with the components failure and the performance 
of inspection. The first one is often defined by the 
probability of exceedance or more precisely the 
probability that at least one ‘defect’ exceeds cor-
rosion allowance before a given time (for instance 
the next planned inspection time). The probabil-
ity associated with the inspection performance is 
defined by the detection probability which is the 
probability of detecting at least one ‘defect’ that 
is detectable by a NDT technique used for inspec-
tion and that it is within the inspected part of the 
component. The last presented probability is the 
probability of exceedance and no detection, that 
is the probability that at least one defect exceeds 
corrosion allowance before next planned inspec-
tion and no detection of any defect in the inspected 
part of the component using a NDT technique 
occurs. By NDT technique we mean that the 
inspection technique is restricted to detect only 
defect with sufficient depths which is modeled by a 
detection threshold or the so called Probability of 
detection PoD curve.

The component is assumed to suffer from local 
defects that initiate in time at a particular location 
on the component’s surface and then grow follow-
ing a monotonic process that represents a local wall 
penetration process (material loss). This deteriora-
tion process, also presented in (Kuniewski, van der 
Weide & van Noortwijk 2009), resembles pitting 
corrosion process. It is implicitly assumed to affect 
either interior or exterior of the component and is 
build on mainly of two elements. One is the defects 
initiation process and the other one is the growth 
process of each defect. These two are combined 
into one process that at each particular time t mod-
els the total number of defects that have initiated up 
to time t and the depths of all these defects. Defects 
initiation in time and space and consequently the 
total number of defects up to time t is modeled by 
a Poisson process. After defects initiate, they grow 
according to some monotonic (non decreasing) 
stochastic process. This stochastic process takes 
into account uncertainty in the evolution of the 
defects depths. Each defect growths according to 
an independent copy of the assumed stochastic 
process. That is, no interaction of growth depth 
between different initiation points in space occurs. 
In this article we consider the growth process to be 
a gamma stochastic process. Each defect receives 
an independent trajectory of the gamma process.
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Frangopol 1998; Val and Melchers 1997) is the 
neglect of the Spatial Variability (SV) of the dete-
rioration parameters.

SV work which has been carried out has mainly 
focused on the prediction of the visual condition 
of the corroded structure over time (e.g. Li et al., 
2004; Vu and Stewart 2005). However, due to the 
common parameters (material, environmental 
properties, etc.) positive correlations are expected 
between the times of damage initiation of the 
visual condition of the structure and the rate 
of degradation of structural safety. Therefore, 
in the provision of a comprehensive structure 
management methodology, it would be appropriate 
that the lifetime visual condition and safety were 
both predicted within the same framework using 
where possible the same material deterioration 
models and parameters. The main objective of 
this paper is to investigate the possibility of such 
integration and to highlight the importance of 
including SV in this modelling.

2 DETERIORATION MODELLING

The methodology for modelling deterioration of 
concrete structures employed in this paper is illus-
trated schematically in Figure 1. This is an extended 
version of Tutti’s Standard model (Tutti, 1982).

ABSTRACT: Reinforced concrete (RC) struc-
tures deteriorate considerably in chloride con-
taminated environments. Two main distinguished 
sources of chlorides are de-icing salts in cold coun-
tries and airborne slats in marine environments. 
Prediction of present and future deterioration 
states of these structures is important if  proper 
planning for inspection and maintenance is to be 
made. The major aspect of such studies focuses on 
the diffusion process of chloride ions through the 
concrete cover and the prediction of time to cor-
rosion initiation. To a lesser degree, focus is placed 
on prediction of the surface condition of the struc-
ture. A major shortcoming in the work carried out 
to date has been the neglect to model the spatial 
variability of the deterioration parameters, i.e. 
material and geometrical properties were treated 
as being homogeneous across the structure. This 
paper demonstrates the importance of considera-
tion of spatial variability of concrete deterioration 
both at the serviceability and ultimate limit states.

1 INTRODUCTION

The number of deteriorating bridges due to 
chloride-induced corrosion increases annually as 
does the cost of inspection, maintenance, repair 
and where necessary replacement (Frangopol 
et al., 2001; Stewart and Rosowsky 1998). To opti-
mise and manage budget spend; bridge owners/
managers need to rely more on rational decision 
making methods rather than on subjective engineer-
ing judgment. In recognition of this, suggestions 
have been made that future Bridge Management 
Systems (BMS) will have to depend on probabilis-
tic and reliability-based methods (Frangopol et al., 
2001). Reliability-Based BMS (RBBMS) permits 
the inclusion of uncertainty of all parameters and 
models associated with the deterioration process. 
RBBMS will also have the advantage of using the 
reliability index ‘β’ as a safety indicator, which 
provides clearer and better defined safety perform-
ance criteria. A major shortcoming in the work 
performed to date in this regard, (e.g. Enright and Figure 1. Concrete structure service life model.
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Once initiated, two types of corrosion, general 
and pitting, are considered in the propagation 
phase.

3 SPATIAL VARIABILITY MODELLING

Early probabilistic analysis of RC deterioration 
typically modelled the material and geometrical 
uncertainty using a single random variable for the 
whole structure or component without consider-
ing SV. This assumes that material and geometrical 
properties are considered to be homogenous within 
a structure or a component. However, in reality, 
such properties vary in space. To account for this 
field variation, the surface of the structure can be 
discretised into number of small square elements 
following the SV approach described by Haldar 
and Mahadevan (2000); Vu and Stewart (2005).

4 STRUCTURAL RELIABILITY ANALYSIS

Three different (time-variant) LS’s are consid-
ered in this paper; one, at the Serviceability Limit 
State—SLS, concerning the structure surface area 
condition (e.g. Ax) and the other two at the Ulti-
mate Limit State—ULS, concerning the safety of 
the structure (i.e. flexure & shear capacities).

5 EXAMPLE

A hypothetical RC bridge, taken from Enright 
and Frangopol (1998), is considered in this paper 
to demonstrate the influence of considering/ 
neglecting spatial variability on predicting optimal 
maintenance intervention strategies. Table 1 lists 
values of the parameter d for two key deteriorat-
ing variables, namely the Surface Chloride Content 
(Cs) and the Diffusion Coefficient (Dapp).

5.1 Predicted safety profile

For both failure modes, flexure and shear, and 
for each of the two forms of corrosion, general 
and pitting, the annual reliability indices corre-
sponding to the beam annual failure probabilities 

are indicated in Figure 2 for two cases; (a) where 
spatial variability was not considered (b) where 
spatial variability was considered.

5.2 Time to maintenance action

Figure 3 indicates the computed time to first repair 
based upon SLS criteria.

6 CONCLUSION

A comprehensive spatial/temporal model for condi-
tion and safety deterioration prediction of corrod-
ing RC structures is developed in the paper using 
existing chloride-induced corrosion deterioration 
models. The model incorporates material, loading, 
geometrical and environmental uncertainties to 
identify the deterioration parameters most influ-
encing the maintenance decision making process. 
Spatial variability, which has been neglected in 
many reliability based studies, has been shown to 
be of great importance when predicting the life-
time condition and safety profiles. The importance 
of considering both the SLS and ULS in a unified 
framework to identify optimal whole life mainte-
nance strategies is presented.

Table 1. Scale of fluctuation (θ) and the corresponding 
correlation length (d).

Variable θ (m) d (m) Reference

Cs 2.7 1.5 Kenshel, (2009)

Dapp, fc’, 
wc, icorr(1)

1.9 1.1 Kenshel, (2009)

Other RF 
variables

3.5 2.0 Li et al. (2004) & 
Vu and Stewart 
(2005)

Figure 2. Influence of general (G) and pitting corrosion 
on safety profile for No SV and SV.

Figure 3. Time to first repair/maintenance based on 
SLS criteria.
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As demonstrated in (Straub 2011), this domain 
is defined through the following limit state 
function:

h pehh ) (p cL )xp) (p cLp  (2)

The constant c can be freely selected as long as it 
is ensured that 0 ≤ cL(x) ≤ 1.

As opposed to previous formulations of con-
ditonal probability in structural reliability theory 
(e.g. Madsen 1987, Schall et al., 1988), the above 
formulation can be evaluated using any structural 
reliability method (SRM), including FORM/
SORM as well as sampling methods.

When considering spatial deterioration reliabil-
ity, the conditional probability Pr(F|Z) must be 
computed for different locations in space. There-
fore, a large number of evaluations of the integrals 
in Eq. (1) are potentially required. It is therefore 
important to employ a SRM that provides an opti-
mal trade-off  between computational robustness 
and efficiency. Robustness means that a method 
can be applied without problem specific adjust-
ments and efficiency means that only a limited 
number of evaluations of the limit state functions 
are required.

As shown in (Straub 2011), FORM/SORM 
techniques are not generally suitable due to the fact 
that the limit state surfaces he = 0, which describe 
the information, can be highly non-linear. For the 
considered application to spatial corrosion reli-
ability, the use of a simple importance sampling 
(IS) scheme is suggested, providing a good trade-
off  between robustness and efficiency. The IS 
estimator for the conditional probability Pr(F|Z) 
in Eq. (1) is
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where in the samples xi and pi are simulated from 
a distribution with sampling density ψ (X, p). 
As shown in the paper, Eq. (3) reduces to

ABSTRACT: Corrosion is a common phe-
nomenon in engineering structures; examples 
include corrosion of  the reinforcement in RC 
structures, corrosion of  steel plates in ship hulls or 
localized corrosion in pipelines. These corrosion 
mechanisms are generally subject to random 
spatial variability, due to random changes in 
influencing factors over space. When assessing 
the effect of  inspections and measurements on 
the reliability of  such structures, it is essential to 
account for this spatial variability: Due to correla-
tion among influencing factors at separate points, 
the measurement results obtained at one location 
contain information on the corrosion process at 
other locations. In this paper, a novel algorithm 
for reliability updating developed in (Straub 2011) 
is adopted to the spatial reliability analysis of  RC 
corrosion conditional on measurements. The algo-
rithm is computationally efficient and robust, thus 
facilitating the applications to reliability updating 
of  large-scale structural systems subject to corro-
sion. The method is applied to an example con-
crete slab subject to chloride induced corrosion of 
the reinforcement, for which spatial measurements 
of  concrete cover depth and chloride profiles are 
available.

Any information Z (e.g. measurements, obser-
ved performances) can be described by a likeli-
hood function L(x), whose arguments X are the 
outcomes of the basic random variables describing 
the reliability problem (here: the random variables 
of the corrosion model). In Straub (2011) it has 
been shown that the conditional probability of the 
failure event F given the observed Z can be com-
puted by solving the following structural reliability 
problem:
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where ΩF = {g(x) ≤ 0} is the failure domain in 
the outcome space of X. ΩZe = {he(x, p) ≤ 0}  is a 
domain describing the information in the outcome 
space of X and an additional auxiliary variable P, 
which has the standard uniform distribution. 
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where the sampling (proposal) distribution ψ1(X) is 
only on X. Here, the prior PDF of X is selected as 
its sampling density, i.e., ψ1(Xi) = fX(xi), but more 
refined choices can be made (e.g. Straub 2010).

The algorithm is applied to the example of a 
reinforced concrete (RC) surface that is subject 
to corrosion of the reinforcement caused by chlo-
ride ingress. The method presented in the previous 
section is applied to compute the spatial prob-
ability of corrosion conditional on measurements 
of concrete cover depth and chloride penetra-
tion. The cover depth measurements are made on 
the entire surface using a continuous device (see 
Gehlen and Greve-Dierfeld 2010). Information on 
chloride penetration is obtained from cores taken 
at discrete locations of the surface. The considered 
surface area has size 10 m × 20 m; For the purpose 
of the analysis, the surface is discretized in 800 ele-
ments of size 0.5 m × 0.5 m. Results obtained with 
the algorithm are shown in Figure 1.

CONCLUSIONS

The application presented in this paper demon-
strates the potential of  the method proposed in 
Straub (2011) for Bayesian updating of  spatial 
probabilistic models of  deterioration with infor-
mation that is obtained at discrete points in space. 
In the presented application, this information is 
the measured chloride content at discrete points 
in the concrete surface. Additionally, when direct 
measurements of  individual model parameters 
are available, the method can be combined with 
classical methods for Bayesian updating of  ran-
dom variables. In the presented example, such 
measurements were available on concrete cover 
depths.

The new updating method proceeds by trans-
forming equality information into equivalent ine-
quality information. In this way, Bayesian updating 
of the probabilistic model and the reliability esti-
mate with any information can be performed using 
simple simulation techniques, such as importance 
sampling. These techniques have the advantage of 
being robust, which is of particular relevance in 
the context of spatially distributed systems, where 
a large number of conditional probabilities must 
be computed.

As the amount of information increases, the 
efficiency of the presented simulation techniques 
decreases, due to a decrease of Pr(Ze), the prob-
ability of the equivalent inequality observation. 
This limitation becomes relevant when measure-
ments, which are not directly on an input variable, 
are made continuously in space; an example being 
large-scale half-cell potential measurements. Fur-
ther investigations are ongoing on how the effi-
ciency of methods for Bayesian updating can be 
improved for such applications.
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Figure 1. Probability of corrosion initiation at different 
times conditional on concrete cover depth measurements 
on the surface and on chloride measurements at locations 
(a) to (e).
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MS_334 — Spatial probabilistic modeling 
of deterioration and inspection (3)
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the problem through a spatial perspective, which, 
self-evidently, greatly increases the required 
amount of computational effort. In this paper, all 
the aforementioned limitations have been resolved 
and a complete framework for solving the sto-
chastic inverse problem of the extent of chloride 
induced corrosion deterioration of large structures 
is presented.

The model used for the direct simulation of the 
extent of damage has been described in more detail 
in Papakonstantinou & Shinozuka (2010). It can 
simulate all three stages of reinforced concrete cor-
rosion, i.e. corrosion initiation, crack initiation 
and propagation. Nonetheless, just for clarity pur-
poses, the extent of damage that refers to portion 
of the structure exceeding a certain crack width is 
not considered in this paper. Therefore, the crack 
propagation stage is not described.

Considering the spatial variation of the dete-
rioration process, certain variables involved in 
the problem have been represented by uni-variate, 
two-dimensional, homogeneous, stochastic fields, 
simulated by the spectral representation method 
(Shinozuka & Deodatis 1996). In order to imple-
ment the probabilistic corrosion modeling, and 
determine some of the parameters involved in the 
problem, results from a field investigation on a port 
structure are used (Papakonstantinou & Shinozuka 
2010) and the dimensions of the wharf deck slab 
under study in this paper are 24 m by 15.2 m.

Based on the output variables that have been 
considered in the paper, i.e. corroded and cracked 
extent of damage, a sensitivity analysis is performed 
using Sobol’ indices. Sensitivity analysis results 
showed that the “full”, spatial model used could be 
simplified in this case, without overlooking impor-
tant information concealed in the input variables. 
Therefore, the time-consuming partial differential 
equation solver, used in the “full” model has been 
replaced by an adaptive Simpson’s rule resulting 
in a drastic reduction of computational time. 
However, in an inverse analysis context, where 
many calls to the model are usually required, the 
computational time is still prohibitive.

In Papakonstantinou et al. (2009) it has been 
numerically showed that the extent of damage, in 

ABSTRACT: A spatial, stochastic, chloride 
induced corrosion model of reinforced concrete 
structures is briefly analyzed in this work. Modeling 
the spatial variability of model parameters gives 
one the ability, not only to quantify the probability 
of degradation, but the extent of damage as well. 
The model aspires to predict structures’ extent of 
damage for their whole service life period. An effi-
cient way of predicting reliable results, throughout 
the years, is by utilizing inspection information to 
update the model. This stochastic inverse problem, 
concerning the spatial extent of damage, presents 
many challenges however, in realistic applica-
tions, mainly due to computational intractabil-
ity. To overcome this obstacle, a series of steps 
are taken in this work consisting of sensitivity 
analysis, quadrature techniques and the unscented 
transformation. The specific updating procedure 
allows the solution of the problem in reasonable 
computational time, even for large structures and 
sophisticated numerical models.

Given that deterioration processes are highly 
variable in space, it is of great importance to be 
simulated in a stochastic field context rather than 
a “point-in-space” probabilistic model. Accurately 
predicting the extent of damage for the whole service 
life period of a structure without inspection informa-
tion is a fictional belief, to say at least. The impor-
tance of inspection information has been, indeed, 
widely identified by researchers and various inspec-
tion methods and techniques are available nowadays 
for corrosion induced damage monitoring.

Updating the parameters of a probabilistic 
computational model based on output information 
is a stochastic inverse problem with appearances 
in every engineering field. Standard, optimization-
based as well as Bayesian methods can be utilized 
in solving it, with every method having positive 
and negative aspects of course. As far as corrosion 
deterioration problems are concerned, a very lim-
ited number of researchers has dealt by now with 
model updating issues. In majority these researches 
only update the output of the model, based on 
Bayesian principles, do not provide a systematic, 
algorithmic way to find the hidden, unobserved, 
input parameters of the model or do not address 
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the mean, is equal to the point-in-space probability 
of failure. The same conclusion can be seen in 
Sudret (2008), together with analytical expressions 
for calculating the variance of the extent of damage 
without discretizing the input random fields. Using 
a 5 point Lobatto quadrature rule and performing 
a few, carefully chosen, point-in-space analyses, the 
mean and variance of the extent of damage has been 
accurately computed without the need of an expen-
sive, spatial solver. Results can be seen in Figure 1.

Regardless of the computational demands of 
the direct solver, using computationally low-cost 
inverse methods is still of paramount importance 
in a stochastic optimization context. Definition of 
stochastic optimization can have plenty interpreta-
tions. In this work randomness is present as meas-
urement and process noise, as well as Monte Carlo 
simulations in the search procedure.

A very efficient, computationally inexpensive, 
Bayesian based method to solve the problem is 
available due to the unscented transform (Julier & 
Uhlmann 2004). The unscented transformation 
(UT) has been used, almost exclusively, in the 
literature in state estimation and identification 
of dynamic systems, by means of the Unscented 
Kalman Filter (UKF). However, its use can go 
beyond the vast amount of applications in this 
limited field, and it is surprising to the authors 
that no other works outside the aforementioned 
field could be found. In its broader essence, the 
UT is a method to propagate mean and covariance 
information through nonlinear transformations, 
without utilizing Jacobian matrices. Relying on the 
essence of the UT, an UKF has been used in this 
work to solve the inverse problem, in an out of the 
ordinary, modified framework, since the problem 
has not been casted in this case as a state estimation 
problem of a dynamic system. The UT resembles 

quadrature based techniques; although it can be 
easily proven that it is much more than that.

To demonstrate the efficiency of the algorithm 
a numerical application has been performed. Sup-
posing inspection information is available about the 
extent of corroded area at 55 and 95 years, the effect 
of the updating process can be seen in Figure 2. For 
the inspection information it is assumed that the 
extent of damage is given by the mean. The stand-
ard deviation resembles the uncertainty of the 
measurement. This is a very pragmatic approach 
since in reality only these two values are usually 
available. Just for crude comparison purposes, 
the presented inverse procedure terminated after 
approximately 30 minutes, for the first updating 
in 55 years, while a generic genetic algorithm pro-
gram used, with a population of 20 chromosomes 
and the same termination criteria, required, in the 
mean, around 5.5 hours; a noteworthy difference.
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deviation of cracked area percentage (black: stochastic 
field results).
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climate and seawater conditions are used to obtain 
estimates of the correlation structure of the sur-
face. Only one set of results is described in some 
detail.

Estimates of the variability of the corroded sur-
face of a plate can be obtained by estimating the 
variance of the amount of corrosion over a rela-
tively small area and comparing each with similar 
variance estimates at other locations or for other 
plates or coupons. A more thorough analysis 
attempts to obtain the (auto-)correlation structure 
or, equivalently, its relative frequency distribution, 
through spectral analysis to produce a power spec-
trum from which the correlation structure can be 
estimated (de Silva 2000). The basic concepts for 
two-dimensional surfaces are summarized in the 
paper. Another possibility is to estimate the auto-
correlation function for the corroded surface using 
repeated analysis of the corrosion depths for two 
(randomly chosen) points separated by a constant 
distance.

To obtain realistic data for the analysis, ten com-
mercial mild steel plates each 1.2 m × 0.6 m × 3 mm 
thick were exposed in coastal seawater. One plate 
from two sets of 5 was recovered at 6, 12, 18, 24 and 
30 months exposure. The plates were washed with 
a high-pressure water jet to remove marine growth 
and loose rusts. Typically this revealed a relatively 
regularly undulating metal surface (Figure 1).

The plates were guillotined into twelve equal 
300 × 200 mm plate pieces and the surfaces scanned 
on a 2 mm grid. The digitized scan results were 
processed. Figure 2 shows a typical result with 
expanded vertical scale (z-axis).

1 INTRODUCTION

For the management of large steel infrastructure 
exposed to marine environments, such as ships 
hulls and floating offshore platforms, the corro-
sion of the steel forming the main structure is of 
interest particularly for the assessment of struc-
tural safety but also for continued containment 
capability. Broad agreement exist between the lead-
ing international Classification Societies about the 
maximum average diminution that is acceptable. 
Typically plates are over-designed by at least 10% 
to provide a ‘corrosion allowance’.

An immediate question for owners and manag-
ers is the time expected to elapse before the cor-
rosion allowance is likely to be used up and what 
factors and influences are involved.

Ship classification Societies have very extensive 
records of plate thickness measurements. There is 
doubt whether such data is useful for development 
of predictive corrosion loss models. One reason is 
that the environment to which a vessel has been 
subjected is seldom recorded or known and this 
may have a profound effect on corrosion losses. 
This variability has been ignored in a number of 
analyses. To assess the reliability of an individual 
ship ‘with-in plate’ corrosion losses are required.

Recent efforts to produce predictive models for 
the amount of corrosion or the depth of pitting 
to be expected in actual seawaters has focused on 
using, and obtaining, information derived from 
mass loss or maximum pit depth measurements 
on steel coupons of limited size exposed for real-
istic periods to natural seawaters. An important 
question is whether the corrosion losses and pit 
depths observed on small-scale coupons are suffi-
cient to represent the corrosion characteristics for 
larger steel surfaces such as occur in actual steel 
structures.

Previous analyses of the correlation structure of 
the surfaces of corroded plates have used a Fast 
Fourier Transform (FFT) approach but only small 
plates were considered.

In the present investigation the results obtained 
from the corrosion of mild steel plates 1.2 m × 0.6 m 
in size, exposed for up to 2.5 years in immersion, 
tidal and splash zone conditions in temperate 

Figure 1. Close-up of corroded surface showing high 
degree of regularity of topography.
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To obtain comparable power spectra, the 
data was in each case normalized to zero means. 
Figure 3 shows an example. It is clear that the fre-
quencies along the two horizontal axes f1 and f2 are 
highly localized around 0.1 cycles/mm, with only 
minor amplitudes elsewhere. This highly restricted 
frequency content means that each exposure con-
dition produced corroded surfaces that show a 
high degree of uniformity or regularity. Indeed, 
this is suggested already by visual examination of 
Figure 1. Moreover, the power spectra show that 
this high degree of regularity of the corroded sur-
face is concentrated in the lower frequencies. The 
spectra show very little high frequency content in 
the topography of the corroded surfaces.

Similar results were found for all component 
plates exposed to the three exposure environ-
ments. In turn this means that there is negligible 
or at worst very little effect of surface area in the 
characteristic pattern of the corroded surface. This 
was found to be the case throughout the complete 
exposure period of 2.5 years. One practical out-
come for statistical analyses is that this means that 
for any exposure condition small areas or (rela-
tively) small samples can be taken as representa-
tive of the topography of the corroded surface and 
hence of its variability.

The above observations also allow an estimate to 
be made of the minimum size of coupon to obtain 
realistic results for the variability of a corroded 
surface. Moreover, it is sufficient, on the basis of 
the above observations, to represent the variability 
simply by the standard deviation or the coefficient 
of variation rather than the complete power spec-
trum or the auto-correlation function.

A matter of  considerable practical interest is the 
probability of  perforation of plates by corrosion 
pitting. In the conventional analyses, extreme value 
(EV) theory is employed, usually invoking the 
Gumbel distribution, although it has been shown 
recently that for longer term corrosion and pitting 
this may not be the most appropriate EV distri-
bution. Extrapolation from small areas and from 
shorter-term exposures requires assumptions about 
continuity of the corrosion process and about the 
dependence structure. For situations where there 
is a non-trivial degree of dependence between 
observations, including perhaps some clustering, 
asymptotic independence can often be assumed 
to permit the use of  one of the extreme value dis-
tributions. However, the possibility of  asymptotic 
independence becomes increasingly less plausible 
as the data shows a higher degree of dependence. 
It would appear that the present results fall in this 
category. This suggests that conventional extreme 
value theory and in particular extrapolation from 
data and from interpretation of the data should be 
applied with great care.

The following conclusions may be drawn:

1. The surfaces of corroded steel plates are highly 
regular in topography for exposure in the one 
zone.

2. The results of the experiments show that this 
characteristic continues to be valid for expo-
sures up to 2.5 years.

3. Relatively small corrosion coupons can be 
employed to capture the essential characteristics 
of the form of the corroded surfaces.

4. The minimum size of coupon to represent the 
character of the corroded surface was estimated 
to be in the range 15 mm to 150 mm square.

Figure 2. Wire frame map of the surface geometry of 
part of plate A, exposed in the splash zone for 6 months. 
The vertical axis is exaggerated. It reads 0, 2, 4 and 6 mm. 
The horizontal axes are 0, 50, 100, 150, 200 etc. mm. Note 
the fixing hole at top centre.

Figure 3. Power spectrum for sample plate piece A1 
(side 1) exposed in the splash zone. The axis of the spec-
trum height, perpendicular to both frequency axes, has 
units of mm4/cycle2.
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a polymer matrix, resulting in isotropic in-plane 
properties. These panels had been exposed to 
varying ambient conditions, protected only by a 
fire retardant gel coat for self-cleaning. The sec-
ond set (SET 2) comprises pristine factory made 
pultruded composite plates. These are structural 
grade GFRP products supplied in a standard size 
of 1.22 m × 2.44 m, made principally with unidi-
rectional glass fibre bundles in one direction, thus 
exhibiting orthotropic properties.

The aged and weathered panels were expected 
to be indicative of the upper bound of spatial vari-
ability for FRP material systems, whereas the pris-
tine pultruded composite plates were likely to be 
at the other end of the spectrum. Approximately 
350 coupons were obtained in a pattern suitable 
for characterising the spatial variability of longi-
tudinal tensile and compressive properties, as well 
as plate thickness. Spatial variability can be visual-
ised in different ways. For example, for the SET 2 
plates, considering the longitudinal tensile modu-
lus (E11) value at reference locations 2 and 56, i.e., 
approximately at the start and end of the panel, the 
relative variation with respect to other locations is 
shown in Figure 1.

Experimental results were used to estimate the 
parameters of random fields, which are assumed 
to be spatially statistically homogeneous so that 
the primary and higher-order moments are inde-
pendent of coupon location. The second-order 
information associated with the spatial variation of 
the considered variables is represented by covari-
ance and appropriate correlation functions that are 
obtained by suitable normalisations. In all cases, the 
separation distance between coupons was treated 
as the index variable in random field modelling. 
The auto and cross-correlations among these vari-
ables were evaluated for various forms of correla-
tion functions and typical results were discussed.

For a discrete set of n data points in the vec-
tor x, the auto-correlation function is given by

ABSTRACT: The geometric and material 
properties of FRP composites exhibit an inher-
ent uncertainty due to their complex manufacture 
and assembly processes. A wide range of stochastic 
analysis methods has been developed to account 
for this uncertainty at different scales. Researchers 
have shown interest in modelling uncertainty start-
ing at a micro-scale (constituent level, fibre/matrix), 
meso-scale (ply level) or macro-scale (coupon/
component level). The choice of micro-/meso-/
macro- scale modelling depends on the objectives 
of the analysis, with each class having advantages 
and limitations. It is often desirable to fuse the dif-
ferent modelling levels in a multi-scale approach, 
either within a deterministic or, most importantly, 
within a stochastic framework.

It is recently being suggested that the advantages 
that stochastic analysis of composite structures 
may offer in terms of material efficiency and bet-
ter utilisation can be best captured if  uncertainty 
modelling accounts for spatial variation, prefer-
ably in conjunction with stochastic finite element 
analysis. However, the analytical and computa-
tional complexity arising from such modelling, and 
the scarcity of suitable experimental data, has so 
far limited the relevant investigations. These spa-
tial variability models, if  underpinned by experi-
mental results, also assist in validating macro-level 
properties based on spatial micro-mechanics, while 
accounting for mathematical consistency across 
different scales.

As part of a research programme considering 
these options, this paper describes the experimental 
approach, and the associated modelling techniques, 
adopted for probabilistic spatial characterisation 
of two different sets of GFRP panels. The first 
is a set (SET 1) of GFRP panels obtained from 
Mondial House, a London building constructed in 
1974 and demolished in 2006, with an average size 
of 1.5 m × 1.7 m. They were made from randomly 
placed chopped strand mat glass reinforcement in 
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where μx and σx are the mean and standard devia-
tion of variable x, γxx(.) is the auto-covariance func-
tion, and τj is the corresponding lag or separation 
distance between points. A wide range of functions 
satisfying the required mathematical conditions are 
available and could be explored with the available 
datasets. As a first attempt, functions belonging to 
the exponential class were chosen, partly because 
these have been referred to in previous studies 
based on theoretical models. Thus, the following 
functions were considered:

i. Exponential class
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ii. Extended exponential class
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where b is the spatial correlation length.
Cross correlations between the variables can 

be obtained by a similar definition but with the 
functional forms being scaled by a power series to 
take care of the asymmetric patterns.

A typical auto correlation plot for the tensile 
strength of CSM GFRP panels is shown in Figure 2. 
The exponential correlation function in Eq. (2a) is 
found to give the best fit to the test data, leading 
to a b value of 92.1 mm. The auto-correlation plot 

for the longitudinal tensile strength (XT) for SET 2 
panels is shown in Figure 3. Overall, both geomet-
ric and material properties were found to be well 
represented by autocorrelations from the expo-
nential family, which has, in fact, been surmised 
in previous theoretical (rather than experimentally 
based) studies. It is concluded that manufacturing 
and in-service conditions play a major role in 
determining random field parameters, with 
correlation lengths in appropriately selected func-
tions ranging from 20 to 100 mm. For any given 
FRP material, correlation lengths also vary depend-
ing on the property, which is pertinent to decisions 
made in SFEA. At present, further functional 
forms are explored, and correlation lengths for the 
remaining properties are being estimated.

Figure 2. Autocorrelation models of XT for SET 1 
panels.

Figure 3. Autocorrelation models of XT for SET 2 
panels.

Figure 1. Variation of E11 with reference to coupons 2 and 56.

Keywords: Uncertainty; Composite materials; Mechanical properties; Random fields; Spatial variability
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bridges. The approach can be performed without 
any additional assumptions for the post processing 
of the potential measurements.

2 EVALUATION OF SPATIAL 
VARIABILITY

Spatial variability of physical properties includes 
systematic spatial variation (variation of the mean 
value and standard deviation) and random spa-
tial variation. The random spatial variability of 
the physical property can captured via random 
fields as described, e.g. by Vanmarcke (1983) and 
Christakos (1992).

A first step in the evaluation of spatial variabil-
ity is often the division of the structure into zones 
of comparable material resistances and environ-
mental impact. The environmental impact depends 
on the exposure condition. The systematic spatial 
variation can be accounted for by this subdivi-
sion of the structure into zones. As a result of the 
systematic spatial variability, the probability of 
occurrence of a condition state will vary between 
different zones within the structure.

A second step is the subdivision of the zones into 
elements. The elements are represented by random 
variables. It is assumed that there is no spatial vari-
ation within a single element and so the individual 
elements behave statistically independent in terms 
of degradation.

To assess the size of these elements and their 
dependence structure, a study of the spatial cor-
relation of the potential field measurement is 
carried out. The correlation length is commonly 
used to define the length of the elements. It is 
assumed that the potential field measurements 
can be described by a homogeneous random field, 
which is characterized by a mean value, a standard 

1 INTRODUCTION

For a realistic and accurate description of 
corrosion progress, spatial variability of  corro-
sion processes must be accounted for particularly 
in the evaluation of  existing structures. Corrosion 
of  the reinforcement is one of  the major deterio-
ration mechanisms for reinforced concrete struc-
tures. The consequence of  corrosion can be local 
loss of  the reinforcement cross section in conjunc-
tion with sub-sequent cracking and spalling of 
concrete cover. This will impair the serviceability 
and eventually the load bearing capacity of  the 
structure.

A main problem in estimating the spatial cor-
relation structure of corrosion processes is the lack 
of data. In most studies, which focus on the spatial 
variability of concrete material properties, the val-
ues of the spatial correlation length and the associ-
ated discretisation scheme are based on practical 
considerations and experience. This paper presents 
an analysis of spatial variability of potential map-
ping results to support the modeling of spatially 
correlated concrete properties. Potential mapping 
is a widely used inspection method for detec-
tion of ongoing corrosion in reinforced concrete 
structures. With the aid of potential measurement 
results a structure can be divided into corroding 
and non-corroding areas. Therefore, the spatial 
variability of corroding areas can be described 
indirectly through the spatial variability of poten-
tial mapping, as demonstrated in this paper by the 
analysis of potential data obtained from bridge 
decks. Especially on structures with vast dimen-
sions, decisions about further repair actions can be 
made and surveyed economically.

The paper focuses on the evaluation and com-
parison of the spatial variability of potential meas-
urement results from several reinforced concrete 
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deviation and a covariance function. Spatial 
correlation can also be described by the semivari-
ance function γx and γy (Equation 1) as well as by 
the covariance function Cx and Cy, which are solely 
dependent on the vector of separation τ in x and 
y direction

γ τ
γ

x ( )τ ( ) ( )τ
( )τ ( ) ( )τ

x x) x x(τ
y yττ y y( ) y

=
=

C C( )x x
C C( )y y( )  (1)

3 EXAMPLES

The evaluation of the spatial variability of poten-
tial fields of reinforced concrete structures is rea-
sonable for structures with large dimension. For 
this reason potential measurements from six large 
bridges were analyzed.

The investigated bridges are between 35 and 
50 years old. All bridges are exposed to spray 
containing chlorides and are subjected to cycli-
cal wet and dry (exposure class XD3 according to 
EN 206). A high chloride impact and consequently 
chloride induced corrosion can be expected with 
time. Bridge 2a and bridge 2b refers to the same 
bridge, but two measurements made at different 
dates. The first measurement was in 2007 and 
the second in 2010. Segment 4a and segment 4b 
belong also to one bridge but the two different 
surfaces were measured with a time difference of 
three month.

The direction of traffic influences the distribu-
tion of the chloride and the humidity, in particular 
when it rains. Additional investigations are needed, 
e.g. the evaluation of the chloride and/or humidity 
distribution, to find the reason for the anisotropic 
behavior. 

Table 1 gives an overview about the bridge data 
and the determined correlation lengths. The cor-
relation lengths in the investigated bridges range 
from θx ≈ 4 m up to θx ≈ 10 m and show anisotropy 
of the correlation structure in two perpendicular 
directions. This anisotropy of the spatial correla-
tion structure can be attributed to the construction 
process as well as to the influences of the traffic. 
The direction of traffic influences the distribution 
of the chloride and the humidity, in particular 
when it rains. Additional investigations are needed, 
e.g. the evaluation of the chloride and/or humidity 
distribution, to find the reason for the anisotropic 
behaviour.

Herein θx and θy are the correlation lengths in 
x and y direction. The correlation lengths of the 
bridges show comparable results. Bridge B4 and 
B2 have been measured twice. The segments B4a 
and B4b are different surfaces of Bridge B4 and 

were measured with a time difference of three 
month. Both segments of bridge B4 have a more or 
less similar value of the correlation length. It can 
be assumed that surfaces with the same material 
resistance, the same environmental condition and 
the same history will exhibit similar correlation 
lengths of the measured potential field. The bridge 
B2 was measured twice with a time difference of 
three years. Although the measured areas have 
different sizes, one can observe a dependence on 
time.

4 SUMMARY AND OUTLOOK

In this article, different case studies on the spatial 
variability of potential mapping of concrete bridges 
have been presented. The correlation lengths of 
the measured potential in the investigated bridges 
range from θparallel ≈ 4 m up to θparallel ≈ 10 m and 
from θperpendicular ≈ 0.4 m up to θperpendicular ≈ 6 m. The 
correlation structure is anisotrope.

Potential fields are influenced not only by corro-
sion processes but also by humidity and humidity 
differences in the concrete. The spatial evaluation 
of potential fields provides a first impression of 
the correlation structure of corrosion processes. 
But to obtain a complete understanding of the 
correlation structure it is necessary to account for 
the impact of humidity. If  the humidity is uniform 
over the structure, then a high correlation between 
the spatial behaviour of corrosion processes and 
potential fields is expected. Additional research is 
needed to describe the correlation between corrod-
ing areas and potential fields.

Future research is needed to evaluate the time 
dependency of spatial correlation of reinforced 
concrete structures and to describe the relation-
ship between corrosion processes, potentials field 

Table 1. Overview of bridge data and correlation length.

Bridge

Age
measured 
area

correlation 
length θx

θ
θ

x

y

[years] [m2] [m] [–]

B1 47 383  6  1
B2a 48 955  7 10
B2b 18 587 10 10
B3 42 2,360 10  5
B4a 39 818  4 10
B4b 39 570  6 10
B5 45 1,470  5  5
B6 39 500  7  8
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and humidity in concrete. Also different reinforced 
concrete structures like parking garages or tunnels 
should be evaluated spatially with the same 
approach.

The results from the spatial variability of poten-
tial mapping provide important information about 
the actual condition state and the future perform-
ance of the concrete structure. The knowledge of 
the spatial distribution of corrosion damages sup-
port the calculation of the cost-consequences asso-
ciated with further inspection and repair.
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parameter. The Bayesian hierarchical models were 
implemented in WinBUGS in order to obtain 
the parameter estimates of the models by poste-
rior inference using Markov chain Monte Carlo 
(MCMC) methods. The Gelman-Rubin statistic R 
(Rhat) was employed to certify that convergence 
was attained for the MCMC methods. A compara-
tive performance between the different models that 
were fitted to the same samples of data was also 
made in terms of the deviance information crite-
rion (DIC) values.

A ranking criterion was afterwards used for 
identifying the “detected” high risk locations, out 
of the posterior expected number of accidents 
obtained. The choice of a global critical value 
depended on the data under analysis and, for the 
purpose of the simulation employed, was chosen 
to be the 50% quantile of the list of posterior 
expected number of accidents.

Several scenarios were analyzed, including the 
type and distribution of hyper-priors, the sizes of 
the available accident data samples and the number 
of years of measured data.

The employment of various hyper-prior distri-
butions had the purpose of investigating which 
type and distribution of hyper-prior (for the disper-
sion parameter) was better at detecting the “true” 
hotspots using a particular ranking criterion. The 
hyper-prior distributions involved in the study 
included the Gamma, Uniform and Christiansen’s. 
The reason behind the choice of these distributions 
being their widely use on hierarchical Bayesian 
models fitted to accident data. Each of these distri-
butions had parameters that had pre-incorporated 
available information from previous studies regard-
ing Portuguese data; therefore, the hyper-priors 
were called informative. The Gamma distribution 
was also employed with parameters reflecting the 
absence of any kind of previous information (the 
non-informative or vague prior).

The performance of  the alternative hyper-prior 
specifications, as well as the number of  sites and 
number of  years of  measured data, were assessed 
according to the model’s capacity to detect the 

ABSTRACT: Reducing road accident casualty 
frequency is an endeavor of extreme importance 
in Portugal due to this country’s high rate of road 
fatalities. This reduction can be achieved in several 
ways, amongst which are engineering, enforce-
ment, education and encouragement. Of these, 
road engineering improvements have been found 
to be highly cost-effective ways of improving road 
safety when they are targeted at sites where the risk 
of accident occurrence is unusually high relative to 
similar locations, due to the specific characteristics 
of those sites.

In order to apply engineering remedial interven-
tions there is the need to identify those high risk road 
sites (also denoted by “hotspots”, “blackspots” or 
“high risk locations”). For this identification to be 
efficient, it is convenient to develop accident pre-
diction models in order to have a realistic estimate 
of the expected accident frequency as a function of 
traffic volume and roadway geometric characteris-
tics over a road segment. Obtaining such estimates 
is also a critical component for transport engineers 
in the consideration of safety in other activities 
such as road planning and design.

In this study we illustrate an approach to obtain 
both accident prediction models and reliable high 
risk accident locations on the Portuguese motorway 
network employing methodology that has never 
been applied before to Portuguese accident data. It 
consists on a simulation methodology that consid-
ers two complete sets of bidirectional motorway sec-
tions with known safety status recorded over three 
and five years. The model parameters and prob-
ability distribution of mean accident frequency at 
each site (of the two bidirectional sets) are inferred 
from the data and used to establish the “true” high 
risk locations (hotspots) and to generate further 
accident data with known sample size (namely, 50, 
100 and 400). The generated data is then used for 
identifying “new” or “detected” high risk locations 
after model fitting. The candidate models for fit-
ting are hierarchical Bayesian regression models 
differing according to the types and distributions 
of the hyper-priors of the so-called dispersion 
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“true” high risk locations. This capacity was 
evaluated by the following measures: FDR (false 
discovery rate), the proportion of Type I errors 
among the “detected” hotspots; FNR (false nega-
tive rate), the proportion of Type II errors among 
the “detected” non-hotspots; SENS, the sensitiv-
ity or proportion of sites that have been correctly 
detected as hotspots and that can also be inter-
preted as the model’s capacity to detect a “true” 
hotspot in the group under analysis; SPEC, the 
specificity, representing the proportion of non-
hotspots that have been correctly classified as 
“non-hotspots”; Risk, the proportion of the total 
number of  errors (Type I and Type II) and the 
number of  sites under analysis; PMD, the Pois-
son mean differences test with the aim of differ-
entiating various false identifications; Percentage 
Deviation Value, adapted in the present study to 
quantify the effects of  changing the hyper-prior 
specifications when a given criteria to detect dan-
gerous accident locations is used; the Spearman 
correlation coefficient, employed to measure the 
degree of  association between the “true” and the 
“simulated” ranked lists of  accident frequencies. 
A comparison in terms of the accuracy of  the 
estimation of the coefficient parameters (made 

between the “true” model and the model fitted 
to the simulated data) was also performed. To 
make sure that statistically reliable estimates were 
obtained, each scenario was replicated 25 times 
and the results were presented by the mean values 
of  these 25 simulations.

The study showed that when developing hier-
archical Bayesian prediction models with the aim 
of using some of its outcomes for hotspot detec-
tion in Portuguese motorways, it is best to employ 
informative hyper-priors, namely Gamma and 
Christiansen’s, when small samples are consid-
ered (with sizes between 50 and 100). The use of 
informative hyper-priors when the available sam-
ples are greater (around size 400) is also preferable 
in particular obtaining more reliable estimates of 
the so-called dispersion parameter rather than 
being more accurate at detecting high accident high 
risk locations; as it was observed that for greater 
sample sizes (i.e. 400) no relevant differences were 
found amongst the hyper-prior types and distribu-
tions employed. The overall results showed that 
more accurate outcomes were obtained when more 
years (five, in the present study) of aggregated data 
were analyzed as in comparison with three years 
of data.
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commonly used in Portugal. The value 1860 (which 
designates the grade) is termed nominal tensile 
strength, expressed in MPa (prEN 10138-1, 2009) 
and can be interpreted as the quantile 0.05 of the 
probability distribution of the tensile strength 
fp, known generally by characteristic value and 
denoted usually by fpk.

This paper analyzes the variability of the most 
important mechanical properties of the prestress-
ing strands and compare it with the corresponding 
recommendations of the Probabilistic Model Code 
(JCSS, 2001).

2 STATISTICAL ANALYSIS

This section presents a statistical analysis of the 
0.1% proof stress. In the full paper, all the above 
mentioned parameters are studied, including a 
Bayesian analysis concerning the characteristic 
tensile strength.

The 0.1% proof stress fp0.1 is a parameter of great 
importance for the structural safety and, to some 
extent, more decisive than the tensile strength fp. 
In fact, the tensile strength is only achieved for 
large strains, hardly reached even for ultimate limit 
states. Figure 1 shows the histogram of the 0.1% 
proof stress and its temporal variation (131 tests), 
which does not reveal any trend during the period 
observed (2001 to 2009).

The 0.1% proof stress has greater variability 
(σfp0.1 = 51 MPa) than the tensile strength 
(σfp = 35 MPa). In fact, the 0.1% proof stress is 
more sensitive than tensile strength, because it 
depends on the measured modulus of elasticity 
and even the curvature of the stress-strain diagram 
where yielding starts. This finding raises a comment 
on the model fp0.1 = 0.85fp proposed by PMC (JCSS, 
2001). In fact, according to this model, the standard 
deviation of the 0.1% proof stress is smaller than 
that of the tensile strength, contrarily to the results 

1 INTRODUCTION

This study deals with the statistical analysis of 
three groups of samples of strands with nominal 
diameters of 13.0, 15.2 and 15.7 mm, which cor-
respond to the nominal cross sectional areas of 
100, 140 and 150 mm2, respectively. All strands 
have nominal tensile strength of 1860 MPa and are 
all composed by 7 wires. These have been the most 
commonly used in Portugal.

The samples refer to tensile tests performed 
between 2001 and 2009 in Laboratório Nacional 
de Engenharia Civil (LNEC), Portugal. During this 
period, over 500 tensile tests were carried out for 
the 3 families of strands mentioned above. How-
ever, several of these tests refer to strands produced 
from the same heat. As it is well known, the varia-
bility within a single heat is lower than the variabil-
ity between different heats. Thus, for the purpose 
of statistical analysis, only one test from each heat 
was chosen (at random), which reduced the sample 
to 131 tests.

For each of the 3 families of strands, the fol-
lowing mechanical properties were studied: tensile 
strength (fp), 0.1% proof stress (fp0.1), total elonga-
tion at maximum force (εu) and modulus of elastic-
ity (Ep). However, it was found that the difference 
in the mean of those properties between families 
was of the same order of magnitude of its stand-
ard deviations, which allowed us to consider the 
3 families as belonging to the same population. 
The 3 families were thus merged into a single 
population.

The strands tested came from manufacturers 
of different countries, including Portugal, Spain, 
Thailand and Italy. However, as it will be seen, the 
variability of the studied mechanical properties is 
relatively small, not justifying a separated analysis 
by manufacturer.

As said above, the studied strands are all of 
the Y1860 grade, which has been clearly the most 
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obtained. In the full paper, a model for obtaining 
fp0.1 from fp based on regression analysis will be pro-
posed, which allows overcoming this issue.

3 CONCLUSIONS

The present study made it possible to appreciate 
the low variability of the mechanical properties of 
prestressing strands, which, of course, benefits the 
safety of structures. The highest variability was 
obtained for the elongation at the maximum force, 
which revealed a coefficient of variation of about 
0.06. For the remaining properties, the coefficient 
of variation obtained was lower than 0.03.

The Bayesian analysis showed that the estimate 
of the characteristic tensile strength can be con-
sidered accurate. Since the standard deviations for 
other mechanical properties are also small, this 
conclusion can be also applied to those properties. 
In addition, it is believed that the sample at hand 
has a reasonable representativeness, so that it can 
be proposed probabilistic models for the main 
mechanical properties of prestressing strands. 
Table 1 summarizes the models proposed.

The proposed models were based on the results 
obtained for strands of the Y1860 grade, where 
the value 1860 refers to the characteristic ten-
sile strength fpk. However, taking into account the 
quality control typical for this kind of product, we 
believe the same model can be applied to strands 
of other grades.

It was demonstrated that the correlation between 
the 0.1% proof stress and tensile strength is strong. 
In fact, these parameters cannot be considered 
independent from each other. On the other hand, 
the correlation between tensile strength and total 
elongation at maximum force can be neglected.

Finally, as a last comment, it should be empha-
sized that the proposed models were the result of 
tests performed between 2001 and 2009. During 
this period the mechanical properties studied 
did not show any trend. However, for purposes 
of assessment of existing structures, the mod-
els should be verified, especially if  the steel have 
been produced in a period outside the period 
analyzed.
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Figure 1. The 0.1% proof stress fp0.1. (a) Histogram. 
(b) Values of fp0.1 by year. Each dot corresponds to a ten-
sile test.

Table 1. Proposed probabilistic models for prestressing 
strands of the Yfpk grade (fpk = characteristic tensile 
strength).

Variable Unit Mean Std. dev. V Distrib.

fp MPa fpk + 1.645 × 35 35 – Normal
fp0.1 MPa 0.89 μfp * 50 – Normal
εu – 5% 0.4% – Normal
Ep GPa 195 5 – Normal
Ap any Nominal 

value
– 0.01 Normal

* When it is necessary to model simultaneously fp0.1 and 
fp, the full paper provides a model based on regression 
analysis.
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3  FORMULATION OF REPAIR STRATEGY 
AND ITS OPIMIZATION

We basically suppose the following rapair strategy;

• The inspection-repair program stars at 
time s[year] and terminates at time T [year] 
(0 ≤ s ≤ T).

• When the damage degree is known to be x by an 
inspection at time t, we execute a repair of the 
damage so that the damage degree is reduced 
from x to x − a(t), where a(t) is a control variable 
in our optimization procedure. A cost required for 
such a repair as well as an inspection is given as

R x t e R C x
a
x

rs
RC m( ,s , (a )) ( )t ,Re rs ⎛

⎝
⎛⎛
⎝⎝

⎞
⎠⎟
⎞⎞
⎠⎠

−
IRRR  (3)

in which RI is an inspection cost, CR is a re pair 
cost parameter and r is a riskless interest ratio that 
is introduced based upon the discounted cash flow 
method.

• The control a(t), i.e., amount of repair is 
supposed to be generally a stochastic process 
taking on a value in (x) = {a;0 ≤ a ≤ max{x – 
1,0}} provided that the detected damage degree 
is x at time t. Here we only discuss the so-
called Markov control, i.e., a(t) is expressed as 
a(t) = α (t, X(t)) by the use of a deterministic 
function α (s,x).

• The tunnel concrete liner is supposed to fail 
when the damage degree exceeds a prespecified 
critical level denoted by xc. A cost incurred by 
a failure of the tunnel lining provided that the 
failure takes place at time t after the damage 
degree grows to x (> xc), is given as

ϕ( , ) ,x, x
x

rs
F

c

 (4)

wher CF represents a failure cost parameter.
• The inspection-repair program is here assumed 

to terminate when the tunnel lining fails before 
the terminal time T.

1 PURPOSE OF THIS STUDY

In this paper, we focus on modeling uncertainties 
of structural performance and failures under envi-
ronmental loadings, we propose a new probabilistic 
model for describing variation of damage accu-
mulation in concrete tunnel linings. The proposed 
model is based upon a stochastic differential equa-
tion driven by a Poisson white noise, whose solu-
tion process represents a damage accumulation. 
Next, we discuss an optimal repair strategy for road 
tunnels by applying the stochastic control theory.

2  PROBABILISTIC MODEL FOR DAMAGE 
ACCUMULATION

Letting X(t) be a quantified damage degree in 
an objective concrete tunnel lining at time t, we 
assume that its temporally random variation is 
described by the following stochastic differential 
equation of Itô type;

dX(t) = μX(t)dt + X(t−)dC (t), (1)

where C (t) is a compound Poisson process defined as

C YkYY
k

N

( )t ,
( )t

=
=

∑
1

 (2)

in which N(t) is a Poisson process with an intensity 
λ¸ and {Yk}k = 1,2, … is a family of i.i.d. (identically 
and independently distributed) positive random 
variables, whose probability distribution function 
F(y) = P(Yk ≤ y) is known.

The first term of Eq. (1) represents continuous 
growth of the damage degree according to the effect 
of rainfalls, salt or other usual effects. On the other 
hand, the second term represents large-scale growth 
of the damage caused by unusual effects such as 
large-scale earthquakes, serious frost damage etc. 
In this study we call the former growth small scale 
growth and the later large scale growth.
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Let Ja(s, x) be an expected total cost up to the ter-
minal time t = T under the condition that X(s) = x, 
with a control a = {a(u); s ≤ u ≤ T}. Based upon our 
repair strategy, we can formulate it as follows:

 Ja(s, x) = Es,x {Ka(s, x)}, (5)

{ }

{ }

min
( , ) ( , ( ), ( )) ( )

( , ( ))1 ,}}

{{
a amin
( ) ( Rs

a a a

K (a ( x)) u, u a), )) u(

Xϕ

( (u u

+
∫s∫

{{, (X
 (6)

where Xa(t) is a damage growth process under the 
control a, τ a(s,x) is a failure time defined as τ a 
= inf{t; Xa(t) > xc}, 1{⋅} is an indicator function and 
Es,x is an operator to take expectation under the 
condition that X(s) = x. That is, the first term rep-
resents total repair cost and the second term repre-
sents a failure cost respectively in (s,T). The optimal 
control, i.e., optimal repair strategy a* is defined as

inf ( , ) ( , ) ( , ).
( )

*

a (
a a( )s(( J)) x, s(

∈
( )aJ x,

D
 (7)

It should be noted that the optimal value func-
tion V (s, x) satisfies a terminal condition lims→T 
V (s, x) = 0.

4 HJB EQUATION

By applying the stochastic control theory, we can 
derive the Hamilton-Jacobi-Bellman (HJB) equa-
tion, which gives a necessary and sufficient condi-
tion for the optimality, as follows:
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The solution of the HJB equation α* (s,x) gives an 
optimal control a*(t) as a*(t) = α*(t,X(t)) and V (s,x) 
gives a corresponding optimal value function.

5 NUMERICAL EXAMPLES

Figures 1 and 2 show the numerically solved 
solution of the HJB equation α*(s,x) and V (s,x) 
for several values of s, where parameters are set 
as μ0 = 0.03 [year−1], λ = 0.5 [year−1], q1 = 0.05, 
T = 50 [year], xc = 15, RI = 1, CR = 10, m = 2, 
r = 0.014, CF = 3000 and λR = 0.1 [year −1].

We can see that the optimal amount of repair 
almost linearly increases when the detected damage 
degree exceeds a certain threshold value for each s 
and that the effect of time s is gradually weakened 
as s becomes small. Especially, if  the rest time T − s 
is greater than 30 [years] and the detected damage 
is large, the optimal amount of repair is almost 
independent of time s.

Figure 3 shows the optimal repair α*(20,x) for 
several values of the inspection intensity parameter 
λR, in which the dashed line shows the maximum 
amount of repair in our setting.
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Figure 1. Optimal repair α* (s,x) for several values of s.
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Figure 2. Optimal value function V (s,x) for several val-
ues of s.
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Figure 3. Effects of λR on the optimal repair α*(20,x).
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Centre for Infrastructure Performance and Reliability, The University of Newcastle, Australia

effective concrete cover in such a short time should 
not be attributed to a failure of the concrete cover 
to provide a sufficient barrier to the diffusion of 
aggressive ions (such as chlorides) into the concrete 
and towards the reinforcement bars, or its ability 
to retain the alkalis that are protective against rein-
forcement corrosion. These are two quite different 
failure mechanisms. In statistical terms there are 
two different populations from which samples (i.e. 
failure cases) may be drawn.

A recent review of many cases of failures of RC 
structures reported in the literature showed that it 
is likely that where the concrete aggregates had the 
ability to provide a buffer of alkalis that did not 
cause damage to the aggregate themselves, the time 
to initiation of reinforcement corrosion appeared 
to be considerable greater than for concretes with-
out such aggregates. Limestones and dolomites 
appeared to have this property. However, in some 
cases structures with these aggregates were found 
to have very short initiation times ti. The influence 
of alkali aggregate reactivity was found also for the 
time to active corrosion tac (Melchers 2010).

The present paper is concerned with attempt-
ing to discern which data for ti and tac should be 
attributed to alkali aggregate reactivity and which 
to conventional corrosion initiation and progres-
sion with sound concrete cover.

To do the analysis more than 30 data sets, rang-
ing from just one structure to others comprising 
more than 300 complete structures were consid-
ered for (i) the chloride content immediately adja-
cent to the reinforcement, (ii) the time to corrosion 
initiation, such as indicated by minor rust staining 
and minor cracking and (iii) the time to active cor-
rosion as judged by the onset of severe cracking, 
severe spalling and concrete cover delamination.

Many other aspects conventionally considered 
to be important in estimates of durability of rein-
forced concrete structures under marine or similar 
conditions were not considered owing to the lack of 
sufficient data and considered simply add to ‘noise’ 
in the conclusions. They were found not to be cru-
cial in the outcomes. What was considered, however, 
was the type of aggregates used in the concretes.

1 INTRODUCTION

In the study of the factors that influence the 
long-term durability of Reinforced Concrete (RC) 
structures it has become increasingly apparent 
that laboratory studies, even those extending over 
many years, are unable to provide sufficiently con-
vincing evidence. Mostly these studies are useful 
to show the effect of a potential influencing factor 
given a hypothesis about its likely effect. Already 
over many years it has been found that corrosion 
of reinforcement is not necessarily related closely 
to the rate at which chlorides diffuse into the con-
crete. For example, completely uncorroded rein-
forcement has been found even in the presence of 
very high chloride levels (Melchers & Li 2009a). 
For example, completely uncorroded reinforce-
ment has been found even in the presence of very 
high chloride levels (Melchers & Li 2009b). This 
does not accord with the conventional wisdom.

The timing of corrosion initiation depends the 
rate at which the buffering capacity of the concrete 
matrix against pH drop (i.e. its alkalinity) deterio-
rates. Conventionally the buffering capacity of con-
crete has been considered in terms of the alkalinity 
provided by the cement in the process of setting 
the concrete. This has been equated with the con-
centration of alkalis present, that is with the con-
centration of hydroxide ions [OH−] and this in turn 
is related directly to pH. The commonly quoted 
criterion for corrosion initiation under chloride 
conditions, namely [Cl−]/[OH−], stems from this 
approach (e.g. Gjorv 2009).

Alkalis always are introduced into the con-
crete by the cement reaction. They also may arise 
from the addition to the concrete of various 
admixtures (such as retarders, water reducers, pore 
blockers, etc.). Significant quantities of aggressive 
alkalis may be released from the aggregates them-
selves, particularly the volcanic aggregates, such 
as basalts and these alkalis can cause the break-up 
of the aggregates and hence the concrete. Esti-
mates of time before there are visible signs that 
there is an alkali-aggregate problem range from 
9 months to several years. Importantly, the loss of 
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Analysis showed that ti and tac are only 
moderately influenced by chloride concentration. 
Thus, for the purposes of the statistical analysis 
the effect of chloride concentration was ignored so 
that the data could be grouped together, for each 
of ti and for tac each considered as individual popu-
lations. Of interest is the probability of first occur-
rence of ti and of tac. This is a matter for extreme 
value analysis.

Figure 1 shows a Weibull plot with data for both 
the normal concretes and the ‘alkali-buffered’ con-
cretes. The data are not linear as would be expected 
if  all data in each set were from the same popula-
tion. Both data sets consist of 3 distinct groups, 
suggesting three different (sub-) populations. 
A generally similar plot arises for tac.

The trend lines for the lower values of ti in 
Figures 1 may be interpreted as showing the influ-
ence of Alkali-Aggregate Reactivity (AAR) and 
Alkali-Silicate Reactivity (ASR).

This interpretation allows data that can be iden-
tified as influenced by AAR and ASR to be dis-
regarded in analyses for reinforcement corrosion 
initiation, permitting a better estimate of the influ-
ence of chloride induced corrosion on ti and also 
on tac, once corrosion has initiated.

As expected from eliminating early ti and tac 
values, the trend curves show longer corrosion 
initiation times and longer times to active corro-
sion for both normal and alkali buffered concretes. 
In contrast the conventional EV approach would 
discard all data except those forming the trend for 
the lower values of ti in Figure 1. However, this is 
not appropriate since there is ‘a priori’ knowledge 
that (i) the population for ti is not homogeneous, 
(ii) there are three potential failure modes and the 
two of these, with low values of ti, are not of pri-
mary interest. Considering only the lower values 

of ti would not be appropriate since these most 
likely represent failures resulting from AAR.

Only part of the trends are likely to be the result 
of chloride related reinforcement corrosion within 
a sound concrete structure. It follows that all 
data are relevant. Each trend in the data explains 
some part of the observed structural and material 
response—not just the data in the extreme region 
(i.e. the left tails for the minima). Generally similar 
comments apply to tac.

The use of cumulative distribution functions 
herein, including the extreme value distributions, 
is an artifice to discern the possibility of the data 
being non-homogeneous and, if  possible, to assign 
meaning to the component distributions. No par-
ticular meaning should be attached to the prob-
abilities associated with these plots. They are not 
necessarily related to the frequency of occurrence 
of AAR, ASR or chloride induced reinforcement 
corrosion in the general community of reinforced 
concrete structures.

The present analysis shows how to use probabil-
ity theory to discriminate data corresponding to 
different failure modes for reinforcement corrosion 
in concrete. In particular it permitted the times to 
structural failure resulting directly from AAR and 
ASR and consequent reinforcement corrosion to 
be separated from the data for the failure mode of 
most interest, that is, the time to failure as governed 
by chloride and oxygen diffusion through concrete 
cover not damaged by alkali-aggregate reactivity.
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Figure 1. Weibull plot showing sharp change in trends 
in data for time to initiation.
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Development of state-based Markovian transition probabilities 
for bridge condition estimation

T.M. Reale & A.J. O’Connor
Trinity College Dublin, Ireland

2  APPROACHES TO THE DERIVATION OF 
TRANSITION PROBABILITY MATRICES

Transition probability matrices are often popu-
lated by one of two methods—either that of expert 
judgement or percentage prediction. In this paper 
however, combinatorial optimisation is used to 
minimise various objective functions in order to 
derive the infrastructure transition probabilities.

3  DIFFERENT OPTIMISATION 
ALGORITHMS INVESTIGATED

By large, combinatorial optimisation is a complex 
and computationally intensive problem, generally 
requiring the exploration of large, multidimen-
sional search spaces in order to obtain an answer. 
Many different methods exist to solve such prob-
lems but since the main purpose of this paper 
was to investigate whether or not Cross Entropy 
could be used as a viable alternative to traditional 
optimisation solvers in the context of estimating 
transition probability matrices for infrastructure 
deterioration, two Matlab solvers were chosen for 
comparative purposes. These were Fmincon and 
Global Search.

In order to test the various objective/performance 
functions and compare and contrast the efficiency 
of the different solvers, a normally distributed ran-
dom database was generated. This database com-
prised of an assigned annual condition rating to 
2000 bridges over a 25 year period.

4  DIFFERENT OBJECTIVE/
PERFORMANCE FUNCTIONS FOR 
COMPUTING TRANSITION MATRICES

To assess the various algorithms mentioned above 
and thereby investigate the applicability of cross-
entropy as a suitable optimisation solver in, two 
different objective functions were utilised:

1 INTRODUCTION

The derivation of transition probabilities has 
traditionally been derived using one of two pri-
mary methods—expert judgement or percentage 
prediction. The latter relies on observations made 
from historical data, but the former is purely sub-
jective and varies from inspector to inspector. 
To this end, in this paper, two other methods of 
obtaining appropriate transition matrices based 
on the original data are outlined. The first uses 
the regression curve of the observed data in its 
performance function and the second uses the 
distribution of condition rating data in its objective 
function. Different optimisation solvers are uti-
lised to obtain these matrices and in particular the 
use of Cross-Entropy as an optimisation method 
for use in infrastructure management and bridge 
management systems specifically is investigated.

Markovian transition probabilities have been 
used extensively in the field of infrastructure 
management to provide forecasts of facility con-
dition and thus enable the relevant authorities to 
optimize maintenance and repair decisions over 
time.

Following a few basic assumptions, such as 
the structure is only allowed deteriorate at most 
one condition state per time period and ignoring 
the effects of maintenance and repair, a transition 
probability matrix for use in a Markovian process 
looks as depicted in Figure 1.
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Figure 1. Example of transition matrix whereby the 
element is only allowed to deteriorate one state at a time 
and where maintenance and repair are not considered.
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This is based on minimising the difference 
between a polynomial 4th order regression curve 
S(t) and the expected value of condition state as 
predicted by a Markov process.

The second performance function to be exam-
ined then is based on a minimisation of the 
expected condition rating at time t as computed 
by a Markov process versus the actual probability 
distribution of condition rating as defined in the 
database. This is represented as follows:

 (2)

where P(t) = the probability distribution of con-
dition rating as defined in the database and 
P'(t) = The probability distribution of condition 
rating as computed by the Markov process.

5 RESULTS

Both objective functions were computed at year 
number 15 and year number 25 in order to assess 
whether or not either method became more appro-
priate as structures aged and underwent further 
deterioration.

Histograms of condition rating spread were 
developed at both years 15 and 25 respectively 

under both objective functions and using all three 
solvers.—See Figures 2 for an example.

However, as can be seen, while the three algo-
rithms themselves all give relatively the same answer, 
this answer or expected condition rating spread is 
significantly different to the actual condition rat-
ing spread—irrespective of the objective function 
or algorithm in question.

Table 1 gives the transition probabilities obtained 
under the first objective function using the three 
different solvers. As shown above in Figures 2, it 
can be seen that the three solvers give approxi-
mately the same solutions and results but that 
again as shown and discussed above, the objective 
functions are not sufficiently minimised.

6 CONCLUSION

The purpose of this paper was to investigate if  
Cross Entropy could be used as a viable alternative 
to traditional optimisation solvers in the context 
of estimating suitable transition probabilities for 
infrastructure deterioration. Although as previ-
ously stated, the probabilities obtained are not as 
yet sufficiently exact, judging from the similarity in 
the shape of the histograms and in the transition 
probabilities obtained with the different optimisa-
tion solvers, regardless of the objective function 
under consideration, the algorithm appears to be 
at least as suitable as others in use at the present 
time.

Figure 2. Condition rating spread at year 15 under 
objective function 1.

Table 1. Transition probabilities as determined by 
objective function 1.

Transition probabilities Obj. func.

FM 0.9254 0.899 0.820 0.701 0.515 3.5701
GS 0.9256 0.899 0.819 0.702 0.527 3.5698
CE 0.9282 0.898 0.810 0.692 0.478 3.5684
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A model for the failure probability of components of electrical 
substations under seismic load

M. Raschke
Laboratory for Safety Analysis, ETH, Zurich, Switzerland

It should be distinguished between a real 
correlation of the failure of substation elements 
with a determined failure probability and the 
apparent correlation, caused by a random failure 
probability. Beside this the influence of a measure-
ment error of x to the randomness of P should 
be considered in the estimation when it is possi-
ble. This measurement error could be neglected in 
risk analysis wherein the local shaking intensity is 
determined and not estimated.

The possibilities of the statistical inference like 
the goodness-of-fit test and the model selection 
should be applied whenever possible in the esti-
mation of failure functions. Former researches 
have ignored this field of inference. The lack of an 
appropriate test has to be stated.

The estimations for the circuit breaker CB9 
and the transformer TR1 lead to different results 
(s.Fig.1). The relation V(E) of  the beta-binomial 
model does not follow a clear tendency. Further-
more the randomness of P does not need to be 
relevant according to the estimation of circuit 
breaker CB9. The estimated exponent seems to be 
too small what could be caused by the uncontrolled 
censoring. The functions of model A are compared 
with other published functions (based on empiri-
cal data) of Oikawa et al. (2001), Shinozuka et al. 
(2004) and Straub et al. (2008, Tab. 4) in Fig. 2. The 
new function for the transformer is similar to the 
function of Straub et al. (2008) because the data 
base is similar. But the new function for the circuit 
breaker differs much from the function of Straub 
(2008) although the data base is similar. The failure 
function for the circuit breaker of Shinozuka et al. 
(2004) does not seem to be realistic compared with 
the other functions although it is based on data 
of the Northridge earthquake (1994, California) 
and the data base used here contains data of the 
earthquake too. The large differences between the 
functions indicate a poor quality of data. The new 
functions are not recommended for a risk analysis 
because they seem to be biased strongly. The uncon-
trolled censoring causes probably a large part of 
the bias. The randomness of P could have influ-
enced the estimation also negatively. The quality of 

ABSTRACT: Power grids are very complex sys-
tems and disruptions of their elements can affect 
all human activities in a large region. Disruptions 
of this kind can be caused by earthquakes. The fail-
ure probability of the substations’ components of 
a power grid has to be modelled for the estimation 
of the earthquake risk of the whole power grid. 
A model for the relation of local earthquake inten-
sity to the failure probability of substation elements 
is presented in this paper. The relation between local 
earthquake intensity and failure probability is not 
functional but stochastic. The failure probability is 
also a random variable in this approach. Only the 
expectation of the failure probability is determined 
by a functional relation to the local earthquake 
intensity in the model. A special regression method 
is used for the estimation of model parameters. 
It includes a kind of conditional likelihood estima-
tion. Empirical data are often censored because, in 
many cases, it is neglected that “no observation” is 
in fact an observation. The influence of this uncon-
scious censoring on the parameter estimation 
is shown. Methods concerning the reduction of 
the influence of the censoring are presented. The 
results of the regression analysis are presented and 
compared with already published functions.

Following research results are described: That 
the CDF of the Weibull distribution is more 
appropriate for the modelling of functional failure 
of substation elements is justified by the physical 
basic, the mechanical failure of parts of the ele-
ments. This is a classical problem of minima what 
leads to the Weibull distribution. Furthermore 
the hazard rate of the log normal and log logistic 
model is not plausible. That’s why the approach 
with the Weibull distribution should be applied for 
the failure functions.

The beta binomial distribution and the function 
V(E) of  P describe the randomness of P appro-
priate and flexible. But there exist more variants 
for V(E) than considered here. The approach 
of Straub et al. (2008) is complicate but can be 
replaced by the equivalent approach with the beta 
binomial model (biased transformation, Raschke 
2009).
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an estimation for a random P is not so high as for 
a determined probability.

Last but not least it should be noted in all fields 
of engineering that “no observation” is often an 
important observation. And a good data collection 
is the basic for a good model.

Details of the research can be found in the 
paper.

Figure 1. Estimation results: a) transformer TR1 (solid 
line—case D, broken line, case C), b) Circuit breaker CB9 
(solid line—model A, broken line, model B), black lines—
F(x), gray lines—confidence intervals 5–95% of F(x), 
black points—observations Tab. 1: Estimation results for 
the transformer TR1.

Figure 2. Comparison of failure functions: a) trans-
former, b) circuit breaker (black, solid—Straub et al., 2008, 
Tab. 4, black, broken—Oikawa et al., 2001, black, dotted—
Shinozuka et al., 2004, gray—new estimation, model A).
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A study of the stochastic properties of auto-correlation coefficients 
for microtremor data simultaneously observed at two sites

H. Morikawa
Tokyo Institute of Technology, Yokohama, Japan

K. Iiyama
Tokyo University of Science, Tokyo, Japan

M. Ohori
Japan Agency for Marine-Earth Science and Technology, Yokohama, Japan

To reduce this kind of difficulties relating to 
the observations, we will try to propose a simpler 
procedure to estimate the phase velocities based on 
the SPAC method (Aki 1957), that is, the proposed 
method requires simultaneous observation at only 
two sites.

2 METHOD

As a first step of our research, we discuss sto-
chastic properties of the spatial auto-correlation 
(SPAC) coefficients for microtremor data which 
are observed simultaneously at two sites. The SPAC 
method suggests analytically the possibility that 
we can estimate the phase velocities using the data 
observed simultaneously at only two sites instead 
of at more than four sites. In the discussion, we 
assume that the microtremors are stationary proc-
esses and their propagation direction is stochastic 
variable with uniform distribution.

The SPAC coefficients are obtained from the 
follows:

ρ ω
π

ω
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π

π
( ;ω )

[ ( , )θ ]
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SS ( )ω
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−∫−

1
2

0

00SS
 (1)

where S00(ω) and Srr(ω, θ) are power spectrum den 
sity function at center of the array and a site with 
azimuth θ on a circle, respectively, and S0r(ω, θ) is 
cross spectrum density function between these two 
sites. [⋅] denotes real part of complex value.

Equation 1 requires the azimuthal averaging, 
which is the integral with respect to θ. In a case 
where we carry out the simultaneous observation 
at only two sites, the azimuthal averaging cannot be 
calculated. Thus, we assume that the microtremors 
propagate from various directions instead of the 
azimuthal averaging. To represent this condition, 

ABSTRACT: We discussed stochastic properties 
of the spatial-correlation (SPAC) coefficients for 
microtremor data which are observed simultane-
ously at two sites. Usually, the SPAC method can 
provide the phase velocities using the data observed 
simultaneously on circular array with more than 
four sites. The method, however, suggests analyti-
cally the possibility that we can estimate the phase 
velocities using only the data observed simultane-
ously at two sites. To clarify the limitation of this 
idea, some mathematical analyses are performed 
and stochastic properties of SPAC coefficients are 
derived. Furthermore, some real data of micro-
tremors are applied to the above analytical results 
and the validity is discussed.

1 INTRODUCTION

The information about the ground structure is 
very important to estimate earthquake ground 
motions. The microtremor survey, is very useful 
for the purpose, because the microtremors can 
be observed anywhere and anytime. Generally 
speaking, to estimate the ground structure, we 
estimate phase velocities from the data of micro-
tremors. Since the phase velocities depend on the 
ground structures, we can obtain a model of the 
ground structure, which is shear wave velocities of 
horizontally layered medium through an inversion 
technique.

There are some techniques to estimate the phase 
velocities from microtremors: for example, fre-
quency wave number (F-K) method, and spacial 
autocorrelation (SPAC) method. To apply these 
methods, we have to observe microtremors simulta-
neously at more than four sites on a circular array. 
This means that many resources are required for 
the observation, such as personnel, instruments, 
any other costs.
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we consider that the propagating direction ϕ is 
a stochastic parameters and it distributes uni-
formly in [−π, π]. Under this assumption, we can 
obtain same representation as Equation 1 from the 
correlation between the microtremor data at two 
sites.

Furthermore, some statistical properties are 
derived analytically: probability density function 
(PDF), expectation, and variances for SPAC coef-
ficients. For example, the PDF of SPAC coeffi-
cients are obtained as shown in Figure 1. In this 
figure, ρ  is a SPAC coefficient, k wavenumber, and 
r distance between two sites.

3 APPLICATION TO REAL DATA

To discuss the availability of the analysis in the pre-
vious sections, real data of microtremors are used. 
Microtremor observation was carried out at a site, 
where the velocity structure is available.

We estimate the phase velocities using the pro-
posed technique as shown in Figure 2. In this 
figure, the solid line shows the dispersion curve 
obtained analytically from the velocity structure at 
the site. The estimated values agree with analyti-
cal line. This suggests that the proposed technique 
can be applied to the real data, though we do not 
have enough information about the condition of 
applicability.

To provide the information, statistics of SPAC 
co-efficients are discussed. For example, the his-
togram of SPAC coefficients are calculated. As 
shown in Figure 3, the statistics agree with the ana-
lytical results under some cases. On the other hand, 
we find some cases whose statistics does not agree 
with the analytical results but the phase velocities 
are reasonable. This means that the statistics is 
not the necessary and sufficient condition for our 
assumptions.

Furthermore, physical approaches are discussed 
for the assumption with respect to the micro-
tremors. Physical properties of Rayleigh wave are 
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Figure 2. Phase velocities for Rayleigh wave estimated 
from the microtremors and analytical dispersion curve 
obtained from the available velocity structure at the site.
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Figure 4. The propagating direction of microtrem-
ors. The plots in outer side of the chart denote more 
Rayleigh-wave-like waves.

introduced and the propagating directions are 
roughly estimated from the microtremor data. 
Figure 4 shows the propagating directions and 
the radii of the plots correspond to the similarity 
to Rayleigh wave. We can consider that plots at 

ICASP Book III.indb   724ICASP Book III.indb   724 6/22/2011   12:56:17 AM6/22/2011   12:56:17 AM



725

outer side of the chart are Rayleigh waves. From 
this figure, it is observed that Rayleigh waves are 
included and their propagating direction scattered 
in whole the range.

4 CONCLUSIONS

We derived the stochastic properties of the SPAC 
co-efficients analytically under some assumptions: 
(1) the vertical component of microtremors con-
sists of Rayleigh wave mainly, (2) they propagate 
evenly to various directions, (3) the propagat-
ing directions are stable during a short portion, 
and (4) they are plane wave. The analysis suggests 
that we can estimate phase velocities using the 
microtremor data observed simultaneously at only 
two sites.

From the analysis of the real data, we obtained 
appropriate phase velocities and discussed the 
conditions to obtain the appropriate results on the 
basis of statistical and analytical approaches. We 
confirmed a part of the adequacy of our assump-
tion and analysis, though some problems are still 
remaining. At least, however, we can conclude that 
the phase velocities can be estimated reasonably if  
Rayleigh wave propagates without directionality.
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broader range of uncertainties, not only those that 
affect the predicted flood probability, but also the 
probability of failure of flood defences and the 
consequences of flooding.

This study is motivated by the need to provide 
uncertainty estimates in the prediction of flood 
depths for use in flood risk analysis. In common 
with other approaches, a distinction is made 
between different sources of error, that is, between 
input, model structural error or inadequacy, and 
output measurement error. The objective is to be 
able to formulate the uncertainty estimates in such 
a way that they can be used within a risk analysis, 
where the risk is formed from an integral, over all 
forcing scenarios and the entire range of mod-
eling errors, of the product of the probability of 
flooding and the damage caused.

2 STEADY STATE FORMULATION

The emphasis in this study is placed on model 
inadequacy. The calibration formulation used is 
derived from that of Kennedy and O’Hagan (2001). 
Distinction is made between the contributions of 
model inadequacy and downstream measurement 
error to observed data by considering the covari-
ance associated with the values of the model inad-
equacy, describing it as a Gaussian process; that is, 
the values at the locations (in time or space) where 
data are measured are considered to jointly vary 
as a stochastic process with a multivariate Normal 
distribution. Further, in a hierarchical description, 
the mean of this Gaussian Process is itself  a regres-
sion on some suitable basis. Formally, the observed 
quantity y, given as a function of location x, is 
described as

y M( )x = ( )x ( )x +δ)) + (( ε  (1)

where M(x,θ) is the model output at location 
x, subject to parameter values θ, ε represents 
observation error, assumed to be Gaussian, with 

ABSTRACT: Analysis of uncertainties in 
hydraulic models of flooding processes is a per-
ennial area of investigation. Here our concern is 
with (i) combining prior knowledge about model 
parameter values with information from calibra-
tion exercises to generate well justified posterior 
distributions on model parameters, whilst (ii) at 
the same time also using observations to under-
stand the structural uncertainties that separate 
model predictions from hydraulic processes in real-
ity. Bayesian methods provide a statistically coher-
ent approach to dealing with both of these issues, 
but entail a number of technical issues, not least 
the need to do a large number of model runs in 
calibration exercises based upon Markov Chain 
Monte Carlo methods. We circumvent this latter 
difficulty by constructing a dynamical emulator 
of the flood indentation model in the form of a 
transfer function model with a non-linear state-
dependent transformation of the inputs. A similar 
approach is adopted for the observed data, so that 
the structural uncertainty is reflected in the dis-
crepancy between the non-linear state-dependent 
functions. The approach is shown to enhance the 
accuracy of models with known deficiencies at the 
same time as providing well justified uncertainty 
estimates.

1 INTRODUCTION

It is important to understand the uncertainty 
associated with any prediction of flood risk. How-
ever, methods for establishing this uncertainty 
depend on the end use for the flood prediction 
system. Real-time flood forecasting starts from a 
known river state, and can be updated in real time 
by assimilation of water level observations as they 
become available; the problem is one of extending 
the usable forecast to give an adequate lead time 
for protection measures to be taken. By contrast, 
flood risk analysis does not have to be performed 
in real time, but must take into account a much 
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variance σδ
2 , and δ(x) is the Gaussian process rep-

resenting model inadequacy, described as N(m(x), 
V(x, x′)), where m(x) is the mean discrepancy.

3  EXTENSION TO DYNAMIC MODEL 
CALIBRATION

We use a transfer function to represent the dynamic 
response of our flood model. The transfer func-
tion consists of an autoregressive moving average 
(ARMA) transfer function, applied to the output of 
a nonlinear transformation of the upstream stage 
measurement. Formally, assuming an ARMA(1,1) 
transfer function, this can be described as:

  (2)

 (3)

where xt and yt are upstream and downstream 
stage at time t, l is the lag between the upstream 
and downstream response, εt is observation noise, 
α is the autoregressive coefficient of the transfer 
function and z−1 is the backwards shift operator; 
z−1xt = xt−1.

4 CASE STUDY

The methodology has been demonstrated with 
respect to a 1-D model of a 22 km reach of the river 
Severn, UK, immediately upstream of Shrewsbury. 
The model has been run using measured hourly 
stage and flow data at Montford for 15th Jan–7th 
Mar 2002, with uniform channel Manning’s 
n (θ in the above) of 0.02, 0.03, 0.04 and 0.05. 
For each Hec-Ras run, the input and model out-
put stage time series were used in an optimization 
routine to estimate the transfer function emulator 
describe above.

Prior probability distributions for the vari-
ables were chosen as follows. The prior for 
Manning’s n was chosen as a Normal distribution, 

encompassing the range for which solutions were 
achievable with the hydraulic model. Priors for the 
various modeling error parameters were chosen as 
lognormal distributions, taking them to be as dif-
fuse as possible.

Calibrated prediction yields distributions for 
the nonlinear function and autoregressive coeffi-
cient for the observed data, and for Manning’s n. 
These distributions can then be used to provide 
calibrated predictions for downstream stage in 
the time domain for both calibration and valida-
tion input series (Figure 1). The calibrated output 
shows good agreement with the downstream data 
in both calibration and validation periods, and the 
prediction interval is reasonably small, while tak-
ing into account uncertainty in the parameter and 
the modeling process.

5 CONCLUSIONS

A workable method has been demonstrated for 
the estimation of uncertainty in modeled flood 
predictions, taking into account model structural 
uncertainty. The methodology is shown to be suit-
able, after calibration, to estimate downstream 
stage with associated uncertainty for upstream 
hydrographs that are different to those used in 
calibration, and thus, to be useable for flood risk 
management planning, where responses may be 
required from many simulated input hydrographs.

While the methodology demonstrated here is 
focused on model structural error, errors due to 
upstream data measurement and uncertain lateral 
inflows should be incorporated into the analysis, 
in order to fully incorporate all sources of uncer-
tainty. This is the subject of continued work.

REFERENCE

Kennedy, M.C. & O’Hagan, A. 2001. Bayesian calibra-
tion of computer models J. Roy. Stat. Soc. B63(3): 
425–464.

0 200 400 600 800 1000 1200

47
48

49
50

51
52

15th Jan - 17th Mar, 2002

time,h

D
ow

ns
tr

ea
m

 s
ta

ge
, m

A
O

D a)

0 200 400 600 800 1000 1200

47
48

49
50

51
52

25th Oct - 15th Dec, 2002

time,h

b)

lavretninoitciderp%09tuptuoledomatad

Figure 1. Calibrated prediction for stage at Welsh Bridge at Shrewsbury compared with model predictions and 
observed data: a) time period used in calibration, b) validation time period.
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In this study, an alternative statistical approach 
is proposed to model seismic losses of two build-
ing portfolios by focusing on the upper tail charac-
teristics. The approach is based on the generalized 
Pareto (GP) model to approximate seismic loss data 
that exceed some large threshold value for marginal 
distribution modeling, and employs the copula 
technique to combine two marginal probability 
distributions. The GP model for describing the 
upper tail of data has well-established statistical 
foundation (Coles 2001). Moreover, the copula 
technique effectively separates dependence mode-
ling from marginal distribution modeling (McNeil 
et al., 2005). The above method is suitable, if  our 
focus is primarily on large seismic losses due to 
rare events, and is especially useful for assessing 
earthquake risk exposure for insurers and rein-
surers. To demonstrate the method, two groups 
of existing wood-frame houses located in south-
western British Columbia are considered. An 
earthquake-engineering-based seismic loss model 
by Goda et al. (2011) is employed to generate seis-
mic loss samples for two groups of wood-frame 
houses; these seismic loss data are then used to 
develop a statistical model based on the GP model 
and copula function. The developed statistical 
models are applied to calculate several risk meas-
ures for a reinsurance portfolio, such as value-at-
risk and tail value-at-risk. The comparison of the 
estimated risk measures based on the earthquake-
engineering-based model with those based on the 
fitted statistical models indicate that the proposed 
statistical approach can achieve good accuracy in 
approximating large seismic loss data.
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ABSTRACT: A large earthquake affects multi-
ple structures simultaneously and causes cata-
strophic loss to urban cities. Vulnerability to 
extreme seismic events is a serious concern for 
many stakeholders. To assess potential impact of 
future destructive earthquakes accurately and to 
implement risk mitigation measures effectively, it 
is essential to have a tool for quantitative seismic 
loss estimation and decision-making. For instance, 
the HAZUS-Earthquake, developed by FEMA & 
NIBS (2003), is capable of assessing gross regional 
seismic loss to a number of buildings and infra-
structure due to a scenario earthquake, and serves 
as a critical risk management tool for both pre-
disaster planning and post-disaster relief activi-
ties. Nevertheless, there is an urgent research need 
to further develop more rigorous tools/methods 
that can be applied to complex risk management 
problems, such as insurance/reinsurance portfolio 
analysis subject to earthquake risks (Kleindorfer 
et al., 2005, Bazzurro & Park 2007).

A key aspect in modeling seismic loss of a port-
folio of buildings and infrastructure is the adequate 
consideration of uncertainty and dependence of 
physical seismic effects to structures. Goda & Hong 
(2008) demonstrated the importance of accounting 
for spatiotemporally correlated seismic excitations 
in seismic loss estimation. Recently, Bazzurro & 
Park (2007) investigated the effects of “portfolio 
relocation and aggregation” on the accuracy of 
seismic loss estimation for multiple properties, 
and found that such artificial manipulation, which 
is routinely done in insurance portfolio analysis, 
could bias the assessment. Aiming at avoiding such 
inaccuracy in portfolio aggregation, Goda & Ren 
(2010) investigated a copula-based approach to 
combine seismic losses from two building portfo-
lios probabilistically, by taking seismic loss depend-
ence of the portfolios into account, and showed 
that seismic losses from geographically close port-
folios can be nonlinearly correlated in the upper 
tail. A failure to account for this correlation might 
result in biased seismic loss evaluation.
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we shall present the case of tether tensions for a 
tension leg platform used for oil production off-
shore. It will be demonstrated that for these data 
the dependence structure is such that an assump-
tion of independent data would lead to inaccurate 
extreme value predictions.

2 THE ACER METHOD

Consider a stochastic process Z(t), which has 
been observed over a time interval, (0, T ) say. 
Assume that values X1, …, XN, which have been 
derived from the observed process, are allocated to 
the discrete times t1, …, tN in (0, T ). This could 
be simply the observed values of Z(t) at each 
tj, j = 1, …, N, or it could be average values or peak 
values over smaller time intervals centered at the 
tj’s. Our goal in this paper is to accurately deter-
mine the distribution function of the extreme value 
MN = max{Xj; j = 1, …, N}. Specifically, we want to 
estimate P(η) = Prob(MN ≤ η) accurately for large 
values of η.

The following cascade of approximations to the 
exact extreme value distribution can be derived 
(Naess and Gaidai 2009),

P P kjk
j k

N
( ) ( ) exp( ( )),PkPP( ) ( αkj(=)PkPP ( −∑  (1)

for N >> 1, and where

αkj(η) = Prob{Xj > η | Xj−1 ≤ η, …, Xj−k+1 ≤ η} (2)

denotes the exceedance probability conditional on 
k−1 previous non-exceedances, k = 1, 2, … .

For the empirical estimation of the requisite 
quantities in the Pk(η), it is expedient to introduce 
the concept of average conditional exceedance 
rates (ACER) as follows,

ε αk kεε αα jk
j k

N

N k
k( )ηηη ( )ηη , ,k ,=

+k
=∑1

1
1 2, …  (3)

1 INTRODUCTION

Recently a new method for estimation and pre-
diction of extreme values based on available time 
series of recorded or simulated data was proposed 
(Naess & Gaidai 2009). This method is based on 
the concept of average conditional exceedance 
rate (ACER), which enables the estimation of the 
empirical extreme value distribution inherent in 
the available time series assumed to represent a 
realization of a stochastic process. In particular, 
the emphasis is on the use of the ACER functions 
to reveal the effect of dependence in the data time 
series on the final predictions of extreme response. 
The ACER method, when correctly implemented, 
will provide an estimate of the exact extreme value 
distribution. This is achieved by constructing a 
cascade of conditioning approximations, which 
are referred to as the ACER functions. When this 
cascade of approximations have converged, we are 
left with an estimate of the exact distribution.

A disadvantage of going down the cascade of 
approximations is that the higher the order of the 
approximation, the less data are available for the 
estimation phase, potentially increasing the statis-
tical uncertainty of the corresponding estimates. 
In this paper it will be shown how the ACER 
function plot can be used to decide on the order 
of the approximation that is needed to get accu-
rate extreme response predictions. As an exam-
ple, among several others, it will be demonstrated 
that it is possible to assume that the time series of 
hourly maxima of wind speed consist of independ-
ent data for the purpose of prediction of 100 year 
wind speed levels despite the fact that such data are 
strongly dependent. It turns out that for these data 
the plot of the ACER functions reveals that the 
effect of dependence diminishes toward the tail suf-
ficiently rapidly to allow us to assume independent 
data for the purpose of extreme value prediction. 
This makes it possible to increase the amount of 
data available for analysis and thereby the accuracy 
of the predictions. However, as another example 
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With the ACER functions available, we now 
have a unique opportunity to reveal in a simple 
manner the importance of dependence in the time 
series on the extreme value statistics. As will be 
illustrated in the section on numerical results, this 
makes the ACER function plot a very useful tool 
in practical extreme value prediction.

3 PREDICTION

For most prediction problems it is necessary to go 
beyond the reach of the data available. Such data 
may cover only 10 to 20 years of operation, while 
the desired return period level may correspond to 
100 years. This necessitates some form of extrapo-
lation of the empirical extreme value distribution 
if  the prediction is to be based on the data. In sev-
eral papers (Naess and Gaidai 2009, Naess et al., 
2010, Naess and Haug 2010) we have argued that 
this can be done by assuming the following para-
metric class of functions for the ACER, provided 
the asymptotic extreme value distribution is of 
Gumbel type:

ε η ηk kεε k k
cq ak( )ηηη ( )ηηη { ( )η kηη bk },≈ qk η ≥ηck)kbkk }, 1 (4)

where ak, bk, ck, and qk are suitable constants, that 
in general will be dependent on k. Note that the 
values ck = 1 and qk = 1 correspond to the assumed 
asymptotic form. The values of the parameters 
q, a, b, c is obtained by an optimization procedure 
(Naess et al., 2010, Naess and Haug 2010).

4 NUMERICAL RESULTS

We shall illustrate the use of the ACER function 
plot as a diagnostic tool for extreme value predic-
tion by studying two particular cases. The first case 
is the prediction of extreme wind speeds based on 
7 years of recorded hourly maxima, which are 
strongly dependent data. The second example 
deals with the extreme tether tension for a tension 
leg platform (TLP) in heavy seas. The time series 
of the peak values of the tether tension will also 
constitute a time series of strongly dependent 
data. However, the ACER function plot will reveal 
that the importance of the statistical dependence 
for the prediction of extreme values will be quite 
different for the two cases. For the wind speed data, 
it is seen that the first ACER function can be used 
for prediction since the ACER functions seem to 
coalesce in the far tail, that is, the strong statistical 
dependence for the low wind speed levels is vanish-
ing for the very large levels. For the tether tension 
data this is not so. Even at the very high tension 

levels the statistical dependence is sufficiently 
strong to preclude confluence of the first ACER 
function with the other ACER functions. Hence, 
prediction of extreme tether tension should be 
based on higher order ACER functions.
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arise from the demolition in 2006 of a wharf made 
of reinforced concrete at the Lorient port in the 
west of France. Ten slabs (45 × 45 × 12 cm3) were 
fabricated during the repair of beams with the 
same materials and the same techniques.

2.2 Destructive testing techniques

Results of the destructive tests (DT) can be used as 
inputs or outputs of actual models of the predic-
tion of structures life-time in reinforced concretes. 
The DT measurement techniques used in this work 
are proven, standardised or during normalisation. 
These techniques concern the mechanical charac-
teristics and durability indicators and the determi-
nation of the chloride profiles (Perrin et al., 2010).

2.3 Non-destructive testing techniques

The NDT techniques are not commonly used for 
the diagnostics of structure performances. How-
ever, NDT methods are well correlated with dura-
bility indicators and provide valuable information 
for diagnosis on porosity, mechanical properties 
and water content of reinforced concrete struc-
tures. Furthermore, it is particularly interesting 
to combine non-destructive methods (Villain 
et al., 2009a). The used NDT techniques are: the 
impact-echo method (Gibson, 2005 and Villain 
et al., 2009b), the surface waves method (Chekroun 
et al., 2009 and Abraham et al., 2009), The multi-
offset radar method and the capacitive method 
(Dérobert et al., 2008).

3 RESULTS AND DISCUSSIONS

The sensitivity analysis of each method is called S 
and can be expressed as:

 (1)

1 INTRODUCTION

The MAREO project was developed with two 
objectives. The first one is to compare the effi-
ciency of repairing techniques on concrete struc-
tures in coastal regions within the global context 
of reassessment of repaired structures. The project 
therefore relies on global methodologies for risk 
analysis and assessment. The second one is to 
identify and quantify uncertainties and hazard 
sources in assessing the performance functions. 
The project research work was performed at several 
levels. Firstly, identify the performance indicators 
of structures. Secondly, investigate exhaustively 
the evaluation chains of these indicators and 
compare them in terms of risk analysis. Thirdly, 
outline experimental devices and protocols, in 
laboratory or on site with controlled conditions of 
measurement.

The paper focuses on the developments around 
the use of non-destructive testing (NDT) tech-
niques and destructive testing (DT). Beams placed 
in natural exposure and slabs specimens in accel-
erated conditions in laboratory are considered. 
For all the beams, the contaminated concrete 
was removed using high-velocity water jets. The 
selected repair techniques were wet shotcrete, dry 
shotcrete, formed concrete and manual repair. This 
paper focuses on the ability of the NDT techniques 
to evaluate the changes of properties related to the 
chloride ingress in concrete both on site and on 
specimens in laboratory. The interest of each tech-
nique and its sensitivity to several physical factors 
are highlighted. The need of the combination of 
different NDT techniques is illustrated.

2 EXPERIMENTAL PROCEDURE

2.1 Materials and specimens description

In this work four repaired beams of 200 × 34 cm2 
and 75 cm of height are considered. These beams 
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where: ΔM is the difference between two measured 
results of the same technique at two times (STi). 
STD designates the standard deviation. Assuming 
that this uncertainty follows a normal distribution 
in a range containing 97.74%, the probable scat-
ter due to the uncertainty of the technique is 6 
times the STD wide. Results of the computation 
of STi of the NDT are shown on Table 1. In this 
table, the weighted means, standard deviations and 
coefficients of variance were also computed and 
presented.

We can consider that only the STi values higher 
than or equal to 0.5 can be considered for the anal-
ysis. At this stage of the project, it is shown that 
only 13 from 45 cases (28.88%) and 2 from 5 meth-
ods correspond to this condition (see boldface val-
ues in Table 1). The majority of these values (10) 
were those of slabs. Note that the CoV varies in 
a wide range [2.09; 16.88] depending on the tech-
nique. The CoV is very low (less than 10%) for the 
impact-echo, surface waves and multi-offset radar 
methods. It is also very low for the case of beams 
(ME “middle electrodes” and GE “great elec-
trodes”) and slabs (GE) of the capacitive method. 
However, the CoV is vey high for SE (small elec-
trodes) and slabs of the ME.

4 CONCLUSION

In this paper, several repair techniques applied to 
the tidal zone were carried out and analysed. The 
study was performed by destructive testing tech-
niques (DT) and non-destructive ones (NDT). The 
DT methods were used to evaluate the mechanical 
characteristics: the compressive strength Rc, the 
static Young’s modulus Estat and the coefficient of 
Poisson ν, and the durability indicators: the global 
porosity accessible to water φ and the dry density 
of concretes ρdry. The NDT can evaluate: the first 
symmetrical Lamb mode frequency (fS1), the surface 

phase velocities (Vϕ(λ = 3 cm)) and the permittivity 
(εr'). In addition, an inversion algorithm was 
applied to the impact-echo method to obtain the 
dynamic Young’s moduli Edyn and the Poisson coef-
ficients ν. Experiments were curried out to repaired 
beams, placed in natural exposure, and fabricated 
slabs, placed in accelerated conditions. Four differ-
ent concretes of reparation were considered: wet 
shotcrete (I), dry shotcrete (II), formed concrete 
(III) and manual repair (IV). It was shown that the 
majority of NDT techniques have the ability to 
be sensitive to the change of properties related to 
the chloride ingress. Besides, the comparison of 
mechanical characteristics and durability indica-
tors between concretes having the same constitu-
ent (I and II) reveals that the dry shotcrete has 
the best mechanical and durability performances. 
The obtained results on slabs are better than those 
obtained for beams due to the natural conditions 
nature of the latter.

These aspects are further developed in the fol-
lowing section, where predictions from the prob-
abilistic corrosion model are used to carry out a 
time-dependent reliability analysis to evaluate the 
structural safety of corroded harbor structures.
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First, on the basis of  several previous works, 
this paper reviews the theoretical aspects coming 
from detection theory and probabilistic modeling 
of  inspections results. The objective is to pro-
vide inputs in the computation of  mathematical 
expectation of  RBI cost models. It is shown how 
these models highlight the role of  the probabil-
ity of  defect presence. Expert judgment or the 
knowledge of  ageing laws allows quantifying this 
probability (Rouhan & Schoefs, 2003). The paper 
introduces the polar coordinates of  NDT-BPP 
for characterizing ROC curves, which allows us 
to perform parametric studies and improve NDT 
techniques with various assumptions on costs. The 
application concerns corroded steel sheet-piles in 
harbours.

2  PROBABILISTIC MODELING 
OF INSPECTION BASED 
ON DETECTION THEORY

The most common concept which characterizes 
inspection tool performance is the probability of 
detection. Let ad be the minimal defect size, under 
which it is assumed that no detection is done. 
Parameter ad is called detection threshold. Thus, 
the Probability of Detection (PoD) is defined 
as Eq. 1:

ˆ( a )dPoD P= (P  (1)

where d̂ is the measured defect size.
Let’s assume that noise and the signal amplitude 

are independent random variables, then PoD and 
PFA have the following expressions:

ˆ ˆ( )
d

signal
a

PoD fs d
+∞

∂( )signalfs )∫∫  (2)

1 INTRODUCTION

Replacement of engineering structures results 
in high economic and environmental costs, thus 
increasing the interest in maintaining these 
structures with efficient management plans. 
Therefore, the challenge for the owners consists 
in guaranteeing the operation and safety of age-
ing structures, while ensuring reasonable costs and 
availability conditions. Harbor structures meet all 
these stakes.

Reassessment of existing structures generates 
a need for updated material properties. In a lot 
of cases, on-site inspections are necessary and in 
some cases visual inspections are not sufficient. 
Non Destructive Testing (NDT) tools are required 
for the inspection of coastal and marine structures 
where marine growth acts as a mask or where 
immersion gives poor conditions for inspection 
(visibility, …). In these fields, the cost of inspec-
tion can be prohibitive and an accurate description 
of the on-site performance of NDT tools must be 
provided. Inspection of existing structures by a 
NDT tool is not perfect and it has become a com-
mon practice to model their reliability in terms 
of probability of detection (PoD), probability of 
false alarms (PFA) and Receiver Operating Char-
acteristic (ROC) curves (Rouhan & Schoefs 2003, 
Straub & Faber 2003, Pakrashi et al., 2008). These 
quantities are generally the main inputs needed by 
owners of structures who are looking to achieve 
Inspection, Maintenance and Repair plans (IMR) 
through Risk Based Inspections methods (RBI). 
The assessment of PoD and PFA is even deduced 
from inter-calibration of NDT tools or from the 
modeling of the noise and the signal. Both due to 
their great economic interest and the cost (direct 
and indirect) of inspection, authors have selected 
steel harbor structures for the application (not 
detailed in this paper).
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PFA fFF noiseff
ad

∂fnoiseff
+∞

∫∫ ( ) η∂)  (3)

where fsignal and fnoise are respectively the probability 
density functions of ‘signal + noise’ (or measured 
defect) and ‘noise’.

Thus, PoD is a function of the detection thresh-
old, the defect size and the noise, while PFA 
depends on the detection threshold and noise 
only. Noise is due to the decision-chain “physical 
measurement-decision on defect measurement 
transfer of information”, the harsh environment 
of inspection and the complexity of testing pro-
cedure (link diver-inspector for underwater inspec-
tions for instance).

The ROC (Receiver Operating Characteristic) 
curve links the Probability of  Detection and the 
Probability of  False Alarm. For a given detec-
tion threshold, the couple (PFA, PoD) allows 
defining NDT performance. This couple can be 
considered as coordinates of  a point in R2 with 
axes representing PFA and PoD. Let us consider 
that ad takes values in the range [−∞; + ∞], these 
points belong to a curve called Receiver Operat-
ing Characteristic (ROC) which is a parametric 
curve with parameter ad and defined by equations 
(2) and (3).

3 THE α−δ METHOD

A simple geometric characterization of ROC 
curves is the distance δ between the curve and 
the Best Performance Point (BPP) of coordinates 
(PFA = 0, PoD = 1). By definition, the greater the 
distance is, the worse the performance. The cor-
responding point on the ROC curve is called the 
performance point of the NDT tool (NDT-BPP). 
However as the configuration of ROC curves for 
the same distance are varied due to the ‘noise’ and 
‘signal + noise’ pdf, we extant this measure of per-
formance by using the polar coordinates of the 
NDT-BPP. The αδ-method lies on this characte-
rization. The NDT-BPP polar coordinates are then 
defined by:

• the radius δNDT is the performance index 
(NDT-PI) (distance between the best perform-
ance point and the ROC curve) (Schoefs & 
Clément 2004, Schoefs et al., 2007);

• the angle αNDT between axis (PFA = 0) and the 
line (BPP, NDT-BPP).

The first objective of  the αδ-method was to 
perform parametric studies lying on these two 
parameters to analyze the effect of  the shape of 
ROC curves on the decision process relating to 

inspection, maintenance and repair. To achieve 
this goal, the influence of  the performance of 
ROC curves, represented by δNDT and αNDT, was 
appreciated through the costs and (Schoefs et al., 
2010). It was shown that these parameters were 
sufficient to describe the effect of  the ROC curve 
on the costs.

4 α−δ METHOD

Figure 1 presents mappings of extra cost of no 
detection according to the position of NDT-BPP 
in polar (δNDT, αNDT) coordinates, for γ = 0.9 and 
following cost assumptions: Failure 1, Repair 0.1, 
Inspection 0.01. For this large probability of defect 
presence (γ = 0.9), extra costs of no detection for 
increase when αNDT decreases and δNDT increases. 
Note that when considering extra costs of detec-
tion, they are maximum in the zone defined by 
values of δNDT higher than 0.3 and αNDT higher 
than 50°. Outside this area, extra cost of detection 
increases mainly with δNDT.

Maximum extra costs of  detection are located 
in zone with high values of  δNDT and αNDT. It is 
also interesting to note that for values of  δNDT 
lower than 0.1, the influence of  αNDT is negligible. 
In addition, extra costs of  no detection for γ = 0.1 
are maximum for values of  δNDT superior than 
0.1 and for values of  αNDT minor than 30°. When 
αNDT is higher than 30°, extra costs of  no detec-
tion increase mainly with δNDT. Let us consider 
NDT-BPP A in the following (α = 30°, δ = 0.5) for 
γ = 0.9.

Then if  the cost of inspection is negligible in 
comparison to cost of repair several strategies of 
improvement (reduction of risk) can be compared 
in terms of “displacement” of the original position 
A of the NDT-BPP on the mapping (see positions 
of A’, A”, and A”’ on Figure 1).

Figure 1. Mapping of extra cost of no detection E nd( )C  
in polar plane for γ = 0.9.
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h(z) is the pinching function

h z e qz( )z . [ sz[ sz ggn( )x( )x ]= − −−[z )x1 0.1 0 1
2

2
2

ζ1
ζ2

22
u  (5)

in which

ζ ε ζ ε
1ζζ )εε ( )ε1= ζ (1sζ p

 (6)
ζ ε δ ε λ ζ εψ2 1ζ εζ ψ ζζψ)εεε (ψ δ εεψ δ εψ λ ζλ ζζ ))ε= (ψψ

 (7)

If  ζs = 0, the model does not exhibit pinching.

3  PROBABILITY DENSITY EVOLUTION 
METHOD

The response of a MDOF system is governed by

M C f FX
..

X
.

+CX ( () ( , )ΘX ) (F  (8)

where Θ = (Θ1,Θ2,…,Θs) is an s-dimensional ran-
dom vector involved with known joint probability 
density function pΘ(θ).

In a general sense, if  there are a set of physi-
cal quantities Z = (Z1Z2, … ,Zm) associated with 
the system in Equation (8), then Z can usually be 
determined by its connection with the state vector, 
for instance by

Z
.

G= ( (h ), ( , ))X X(h , ), ( ,),Θ ) Θ(H, ), (H),H  (9)

The generalized probability density evolution 
equations is given by

1

( , )
( , ) 0

)
j

jj

p ( , ,( , ,
Z t( ,j z

θ(p ( ,

=

∂ ∂( )pp ( θ ) m
)t,Z (j+

∂ ∂1
( , )j

jt 1
( )j

j
∑

p () m ppZ Θ )tZ (
(

)tZ (+ ∑
p) pp

( )
p

Z t(
)( , , p∂p)( , , p),

∑
p, .), pp  (10)

The instantaneous PDF of the response and its 
evolution, where the randomness in such structural 
parameters as physical and/or geometric param-
eters as well as the randomness in excitation is 
involved, is available by the probability density 
method exactly and efficiently.

1 INTRODUCTION

The parameters of  structure, such as the material 
properties, geometrical parameters and the 
boundary conditions, are usually not exactly avail-
able. As a result, in some occasions variance of 
the parameters may lead to considerable random 
fluctuation in the responses (Li, 1996). There-
fore, dynamic response analysis considering ran-
domness of  the parameters is of  paramount 
importance. The dynamical characteristics of  a 
single-degree-of-freedom (SDOF) linear and non-
linear system are investigated and fluctuation of 
the displacement response caused by randomness 
of  the natural circular frequency is studied by 
the probability density evolution method in this 
paper.

2 NONLINEAR DYNAMICAL SYSTEM

The equation of motion of a non-linear SDOF 
system is given by

x x x z f t.. ( ) )t+ =x.2 +x. 2 2( )x (+ (ξωξ x αω ω))  (1)

The hysteretic force z is related to x though 
the following first-order nonlinear differential 
equation

z h
Ax v x zn n

( )z
(( . )− v(β γx n. +x z z.

η

1
 (2)

where υ, η varying with the energy dissipation, are 
the strength and stiffness degradation parameter, 
respectively. The function relationships between υ, 
η and ε are chosen as

v= 1+ δ εvv η δ+1= εη,   (3)

where

ε ( ) .z) x t.t
∫ d

0∫∫  (4)
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4  FLUCTUATION ANALYSIS 
OF STOCHASTIC STRUCTURES

4.1 SDOF dynamical system analysis

From the response spectrum of a linear dynamical 
system excited by El Centro accelerogram with the 
damping from 0.01 to 0.07, it is obviously that as 
the damping increases, the value of response spec-
trum decreases. Under some conditions, actual 
structure based on present design theory may be 
unsafe under dynamic load.

4.2 Fluctuation index based on variance

The response of the dynamical system described 
by Equation (8) is a stochastic process. The index 
of fluctuation is defined by the mean E[x(Θ,t)] and 
the variance D[x(Θ,t)] as:

F D x2FF
2 2

( )⎡⎣⎡⎡ ⎤⎦ ( )t⎡⎣ ⎤⎦⎤⎤E x)t ⎤⎤⎤ (⎡x)t ⎦⎤⎤ (⎣⎡⎡E x)t ⎤⎤ (  (11)

F D xmaFF x
max max

x( ),t⎡⎣⎡⎡ ⎤⎦ ( )t,⎡⎣ ⎤⎦⎤⎤E xxE)tt ⎤⎤⎤ (⎡  (12)

where ||⋅||2 means 2-norm and ||⋅||∞ means ∞-norm.

4.3 Fluctuation analysis of stochastic structures

Theure fluctuation of displacement response of 
the SDOF system excited by El Centro accelero-
gram with the random parameter ω is investigated. 
ω is a random variable distributed normally with 
the coefficient of variation δw. The parameters of 
BWBN model are shown in Table 1 and the damp-
ing ratio ξ is 0.05.

4.3.1 Fluctuation with ω
The fluctuations at different coefficients of varia-
tion (δw = 0.1, 0.2 and 0.3) are investigated when 
the mean of nature frequency ω are set to 3.0, 6.0, 
9.0 and 12.0 rad/s. Figure 1 shows the value of 
Fluctuation index Fmax increases as δω increases.

Displacement fluctuation of the non-linear 
dynamical system increases as the coefficient of 
variation increases and small variation of the 
natural circular frequency of the structure induces 
large fluctuation of the structural responses.

4.3.2  Fluctuation comparison between linear 
versus nonlinear system

The mean of nature frequency ω is 6.0 rad/s. Both 
the fluctuation index F2 and Fmax increase with 
increasing δω, almost linearly. Comparing the fluc-
tuation index between linear versus nonlinear sys-
tem with the coefficient of variation δω increasing, 
the fluctuation index of linear system are larger 
than that of nonlinear system. The fluctuations of 
both linear and nonlinear system is extreme large 
compared with the coefficient of variation δω.

5 CONCLUSION

With the increase of coefficient of variation, the 
displacement fluctuation of nonlinear dynamical 
systems will increase and the value of fluctuation 
index is much larger than that of coefficient of var-
iation. Due to the characteristics of dynamical sys-
tems and the fluctuation, an actual structure based 
on present design theory may be unsafe under 
dynamic load. More investigations are needed for 
fluctuation of general MDOF system. The concept 
of entropy evolution may also be an important 
index to be further studied.
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Table 1. Parameters of BWBN model.

α A β γ n δv δn

0.01 1 28 17 1 0.005 0.025
q p ψ δψ λ ζs

0 25 0.2 0.006 0.34 0.05
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Figure 1. Fluctuation index with respect to the natural 
circular frequency.
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3  NUMERICAL ALGORITHM 
FOR PROBABILITY DENSITY 
EVOLUTION METHOD

The numerical algorithms for probability evolution 
method could be explained as: The representative 
points in random-variate space with assigned prob-
ability are determined firstly. Then the physical 
equation Eq. (1) are numerically solved to provide 
the value of the velocity required in Eq. (2). After 
that, the probability density function of interest 
could be captured by finite difference method such 
as LW scheme or TVD scheme.

4 QUASI-SYMMETZRICAL POINT METHOD

There is some similarity between the selecting 
representative points for PDEM and the 
high-dimensional numerical integration. Therefore, 
investigation to high-dimensional numerical 
integration may be a significant reference to point 
selection for PDEM.

Several numerical strategies have been developed 
for the normally weighted high-dimensional inte-
gration. Victoir (2004) constructed two class cuba-
ture formulae by invariant theory and orthogonal 
arrays with 5th polynomial degree for some special 
regions, which can keep balance between positive 
weights and computational efficiency.

First solution
When the dimension d  is in the form of 

d  = 3k−2, the integration points and the weights 
are given as follows:

x0 ( ,( ... , ), (x =x , ... , , , ... , ), ... , 3 0, ... ,1 l l3, ... ,  (3)

where l is the permutation of ±1, k is the number 
of l 3  in x1, part of the points in x1 are selected 
for contribution to the integration. The sum of the 
weights read

a
d

a d
d0 1d

a2
2 2d1=

+
=  (4)

1 INTRODUCTION

In the past years, a family of probability density 
evolution method (PDEM) has been proved to be 
effective for stochastic response analysis of linear/
nonlinear structures. The PDEM has achieved very 
good results in linear/nonlinear dynamic response 
analysis and dynamic reliability assessment, and it 
is being extended to the field of structural stochas-
tic optimal control.

In the PDEM, the selection of representative 
points in random-variate space is of paramount 
importance for probability density evolution anal-
ysis. Though some strategies have been developed, 
the approach applicable to very high-dimensional 
problems is still to be studied. In the present paper, 
the adaption of quasi-symmetric point method 
(Q-SPM) is studied.

2  THE PROBABILITY DENSITY 
EVOLUTION METHOD FOR GENERAL 
STOCHASTIC SYSTEMS

Generally, the equation of motion of n-DOF struc-
ture can be rewritten as a stochastic state equation 
in 2n-dimension. Without loss of generality, let the 
stochastic state equation be

X
.

A( )X, ,  (1)

where Θ is the random vector contained in struc-
tural parameters and external excitations. The 
probability density function pΘ(θ) of the random 
vector is known.

The generalized density evolution equation 
(GDEE) (Li & Chen, 2009) could be derived from 
the principle of preservation of probability from 
random event description.

∂
∂

+
∂

∂
=

=
∑p∂

t
Z t

p∂
zjZ

jj

m
Z ΘtΘ + ∑Z Z∂p∂

t+ ∑Z
( t)t ( , ) ( , )t∂∑ p∂m ∂∑ p∂∂∑Z

p∂)tttθ θ

1
0  (2)

where Zj denotes physical quantities of interest.
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The second solution
The integral points read

x0 1( )0 , (x1x =x1x , ... , )ls  (5)

where

r d s d
d

2 2d s2
2

2
2

= + = +
−

,  (6)

l is also the permutation of ±1, x0 denotes the sym-
metric set with 2d points and x1 refers to the total 
or part of points in the other symmetric points. 
The sum of the weights read

a d a0 2 1

2

2
8= =

( )d 2+
/, ( )d 2−

( )d 2+
 (7)

The integral points are adopted to be the rep-
resentative points in high-dimensional random-
variate space, and the assigned probability could 
be constructed according to the characteristic of 
cubature formulae.

P a f k Nk kP aP =a f kka ,k , ... ,k 1 2,  (8)

let f (Xk) = 1, the integral value over the normally 
distributed random-variate space equals to 1, 
which means the sum of the probability is 1. Then 
the assigned probability reads

P a k Nk kP aP a kka , ,k , ,  (9)

Because the assigned probability must be posi-
tive, the counterpart in high-dimensional integra-
tion is that weights should be all positive. Eq. (9) 
means that the positive weights can be taken as the 
assigned probability directly. For more detailed 
discussion, refer to Xu et al. (2011).

5 NUMERICAL EXAMPLE

Seismic Response analysis of a 2-span 9-story 
shear frame structure is carried out. The lumped 
masses from top to bottom are 3.442, 3.278, 
3.056, 2.756, 2.739, 2.739, 2.739, 2.739 and 2.692 
( × 105 kg), respectively. The lateral inter-story stiff-
ness are 0.89, 0.96, 1.85, 1.92, 1.60, 1.60, 1.62, 1.63 
and 1.47 ( × 108 N/m) in turn. Rayleigh damping is 
adopted such that C = aM + bK, where C, M and 
K are the damping, mass and stiffness matrices, 
respectively, and a = 0.2643 s−1, b = 0.0071 s. The 
El-Centro acceleration records in the W-E direc-
tion are adopted as the ground motion. In the 
case nonlinearity involved in the restoring forces, 

the Bouc-Wen model (Wen, 1976) is adopted. The 
parameters in the hysteretic model are: α = 0.04, 
A = 1, n = 1, q = 0.25, p = 1000, dψ = 5, λ = 0.5, 
ψ = 0.05, β = 100, γ = 20, dv = 2000, dη = 2000 and 
ζ = 0.99, respectively.

The results evaluated through the probability 
density evolution method employing the Q-SPM 
are shown in Figures 1 and 2 where 552 repre-
sentative points are selected via Q-SPM. Perfect 
accordance between the PDEM via Q-SPM and 
the MCS is seen, demonstrating fair accuracy 
of the proposed strategy. As far as the efficiency of 
the proposed strategy is concerned, the expected 
purpose is achieved: the computational effort of 
the stochastic dynamical problem involving 20 ran-
dom parameters is just about1/20 of the MCS.

6 CONCLUDING REMARKS

The proposed strategy is indeed efficient and 
accurate not only in response analysis but 
also in dynamic reliability analysis of general 
MDOF nonlinear structures. The proposed 
strategy—quasi-symmetric point method is an 
effective method for PDEM in high-dimensional 
problems.
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Figure 1. The mean and variance of response.
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2 SENSITIVITY ANALYSIS

The sensitivity analysis approach is based on the 
novel ideas discussed initially in (Taflanidis 2009). 
Foundation of this methodology is the defini-
tion of an auxiliary probability density function 
that is proportional to the integrand of the risk 
integral

π( ,Z) ( ) (Z) ( ) (Z)( (= ∝h p( ,Z),Z) p
H

h p( ,Z),Z) p  (2)

where ∝ denotes proportionality. Comparison 
between π(θ,Ζ) and the prior probability model 
p(θ) p(Ζ) expresses the sensitivity of the perform-
ance measure to the various model parameters; 
bigger discrepancies between these distribution 
indicate greater importance in affecting the sys-
tem performance, since they ultimately correspond 
to higher values for h(θ,Ζ). This idea can imple-
mented to a specific group of parameters (or even 
to a single parameter), denoted y herein, by look-
ing at the marginal distribution π(y). Comparison 
between this distribution π(y) and the prior distri-
bution p(y) expresses the probabilistic sensitivity 
with respect to y. Uncertainty in all other model 
parameters and stochastic excitation is explic-
itly considered by appropriate integration of the 
joint probability distribution π(θ,Ζ) to calculate 
the marginal probability distribution π(y). Dif-
ferent grouping of the parameters, for defining y, 
will provide information for each group separately. 
In this process the stochastic sequence Ζ should 
be always considered as a separate group since it 
represents a fundamentally different type of uncer-
tainty in the hazard description.

A quantitative metric to characterize the sen-
sitivity based on the definition (2) is the relative 
information entropy, which is a measure of the 
difference between probability distributions π(y) 
and p(y)

D dπ( ) logy) log ydd( )pp( ) || ( )y ypp( ( )p(π ) /y(π∫  
(3)

1 INTRODUCTION

Evaluation of seismic hazard in structural engi-
neering requires (i) adoption of appropriate 
models for structural systems, for their perform-
ance quantification, and for the natural hazard 
itself, and (ii) characterization and propagation 
of the uncertainty in these models. Undoubtedly 
the most important component of this process is 
the description of the earthquake hazard since sig-
nificant variability is expected in future excitations. 
Moreover for a complete characterization of this 
hazard a model of the entire ground motion history 
is needed. This can be established using stochastic 
ground motion models (Boore 2003; Rezaeian and 
Der Kiureghian 2008), which are based on modu-
lating a stochastic sequence Z through functions 
that address spectral and temporal characteristics 
of the excitation and whose parameters can be 
correlated to earthquake and site characteristics by 
appropriate predictive relationships. Description 
of the uncertainty for the earthquake characteris-
tics and the predictive relationships leads then to a 
complete stochastic description of potential future 
ground-motion time-histories and ultimately to 
quantification of seismic risk. To formalize this 
idea, let p(Z) denote the probability model for the 
stochastic sequence Z, θ the augmented vector of 
all uncertain model parameters, p(θ) its respective 
probabilistic description, and h(θ,Ζ) the perform-
ance measure for the structural system which rep-
resents the utility-loss from a decision-theoretic 
point of view. Seismic risk is ultimately expressed 
by the stochastic integral

H h p p∫∫ ( , )p) ( ) (Z) Zd dp,Z)pp(
Θ∫∫  (1)

This paper discusses a probabilistic sensitivity 
analysis for this risk with particular emphasis on 
stochastic ground motion modeling. This analy-
sis aims to identify the uncertain model param-
eters that have higher importance to the overall 
seismic risk.
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Smaller, i.e. close to zero, values for D(π(y)||p(y)) 
indicate minor impact of the group of parameters y 
in influencing seismic risk. The relative importance 
of each parameter, or sets of them, may be then 
directly investigated by comparison of the relative 
information entropy value for each of them.

An analytical expression, though, is not read-
ily available for the marginal distribution π(y). 
An alternative stochastic-sampling approach is 
discussed next, based on generation of samples 
from the joint distribution π(θ,Z). Such samples 
may be obtained by any appropriate stochastic 
sampling algorithm. Projection of this sample set 
from π(θ,Ζ) to the y space, provides then samples 
for the marginal distribution π(y). Projection of 
the same set of samples to different subspaces (dif-
ferent definitions for the group y) provides infor-
mation for the marginal distributions for each of 
them separately. Thus this approach allows for 
efficient exploration of the sensitivity for various 
groups y using the same set of samples. For sca-
lar quantities, y = θi, the relative entropy (3) may 
be then efficiently calculated by establishing an 
analytically approximation for π(θi), based on the 
available samples, through Kernel density estima-
tion. A Gaussian Kernel density estimator may be 
used, for example, for this purpose.

Extension of this approach for calculation of 
the relative information entropy to vector vari-
ables is inefficient due to numerical problems 
associated with the Kerned density estimation and 
alternatives are currently under investigation. For 
the stochastic sequence Z the relative entropy is 
calculated in this study by direct evaluation of (3) 
through stochastic simulation, which simplifies in 
this case to

 (4)

where the following two quantities were 
introduced

1

1

ˆ ( / (
1

Z )
ˆ 1/( ) ( ,Z )szs

n
j s) i j,Z

i
n

s sz i1
) ( ji j1

h (Z ) 1/j )

H h) szs
=

θ(
1

/1/1/

(
1

(hszss

1
= 1/( )1/( ))

∑∑
∑ 1i 1111∑ ∑nsns

1
sns

1

θ
θ

θ

 (5)

and Zj∼p(Z), θi∼p(θ). Note that the samples used 
for evaluation of (4) can be used as candidate sam-
ples for the stochastic sampling algorithm used to 
generate samples from π(θ,Z). Since the sample sets 
are identical, no additional evaluations of the aug-
mented model response are needed for estimation 
(4) compared to the evaluations already performed 
for the stochastic sampling process.

This methodology ultimately leads to an 
efficient approach for identifying the importance 
of each of the model parameters and of the sto-
chastic sequence Z in affecting seismic risk. Fur-
thermore direct comparison of samples from the 
distributions π(θi) and p(θi) can provide additional 
insight about what specific values for each param-
eter contribute more to the risk.

3 ILLUSTRATIVE EXAMPLE

The framework is illustrated in a simple exam-
ple involving the response of a single degree of 
freedom (SDOF) system with damping 3% and 
variable period Ts, and a source-based stochastic 
ground motion model. Five different risk quan-
tifications are considered, three of them refer to 
the ground motion history itself, (i) average Peak 
Ground Acceleration (PGA), (ii) average Peak 
Ground Velocity (PGV), and (iii) probability that 
PGA will exceed a threshold βα (RA), and the last 
two to the response of the SDOF, are the (iv) aver-
age maximum displacement (xm) and (v) the prob-
ability that the maximum displacement will exceed 
a threshold β (R). Thresholds βα and β are selected 
so that the corresponding probability of failure 
is 1% for each case. Sample results are shown in 
Figure 1 below.

From all different cases investigated, the seis-
mic hazard characteristics, i.e., the magnitude 
and epicentral distance, are identified as the most 
important parameters influencing seismic risk. 
Dependence of the sensitivity analysis results on 
the chosen probability models for characteriz-
ing the ground motion uncertainties and on the 
response selection for quantifying risk is also illus-
trated. The natural period, Ts, of  the SDOF also 
has an important impact on the sensitivity analy-
sis results. Overall the results presented in this 
study provide useful insight in understanding the 
dependence of seismic risk on the ground motion 
modeling.
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Figure 1. Sample results of the study. Different curves 
correspond to PGA(…), PGV(-), xm(---), R(-.-.), RA (.o.). 
Here M corresponds to the moment magnitude and r to 
epicentral distance of seismic events.
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compare simulated ground motion time histories 
to natural ones contained in a given database. We 
construct both Gaussian and non Gaussian time 
histories in order to demonstrate the superiority of 
the non Gaussian model. Ground motion param-
eters considered here are PGA, CAV, Arias inten-
sity and strong motion duration. We furthermore 
analyse response spectra of natural and artificial 
accelerograms. It is shown that the natural vari-
ability of ground motion parameters is much bet-
ter matched by the proposed non Gaussain model 
than by standard Gaussian simulation. Moreover, 
the actual fractiles of ground response spectra 
(evaluated here from an existing data base) are 
well reproduced. In order to keep computation 
times handy, time-domain responses and fragility 
curves were computed only for a linear structure. 
In future applications, we will evaluate the per-
formance of the proposed method for nonlinear 
response computations.
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motions, but the number of available recorded 
ground motions is limited and may not be suffi-
cient for characterizing a particular analysis con-
dition. In order to obtain enough numbers of the 
ground motions, ground motion scaling and spec-
tral matching are widely used to adjust recorded 
ground motions and make them more representa-
tive of particular analysis conditions, however, the 
results from these operations could have the char-
acteristics different from those of the actual record-
ings (Luco and Bazzurro 2007, Bazzuro and Luco 
2006). Therefore the artificial ground motions that 
are consistent with both the physical condition and 
the characteristics of the actual ground motion 
recordings are needed.

The model proposed here is based on Thráinsson 
and Kiremidjian (2002) and we extend their model 
using wavelet packet transform (WPT) in order 
to approximate the EPSD since the WPT has the 
advantages of being able to control amplitudes 
in the time and frequency domain with constant 
resolution and of allowing reconstruction of the 
original time series from the wavelet packets.

The proposed model has the following advan-
tages: a) the temporal and the spectral non-
stationarity can be controlled by adjusting the 
parameters describing amplitudes of wavelet pack-
ets, b) the model is empirically calibrated and pro-
duces motions that are consistent in their important 
characteristics with recorded ground motions and 
ground motion prediction models, and c) the pro-
cedure is extremely computationally inexpensive 
(1000 simulations can be produced per hour on a 
standard desktop PC), so obtaining large numbers 
of ground motions is efficient.

2  GROUND MOTION SIMULATION 
USING OUR STOCHASTIC MODEL

Our stochastic ground motion model employs a 
linear combination of two independent groups of 
wavelet packets (a major and minor group) because 
the wavelet packet transform is compressive.

To determine the wavelet packets in both groups, 
13 parameters are required in this model: one each 

ABSTRACT: For performance-based design, 
non-linear dynamic structural analysis for vari-
ous types of input ground motions is required. 
Stochastic (simulated) ground motions are some-
times useful as input motions, because unlike 
recorded motions they are not limited in number 
and because their properties can be varied sys-
tematically to understand the impact of ground 
motion properties on structural response. Here a 
stochastic ground motion model with time and fre-
quency nonstationarity is developed using wavelet 
packets. Wavelet transform is a tool for analyzing 
time-series data with time and frequency nonsta-
tionarity, as well as simulating such data. Wavelet 
packet transform is an operation that decomposes 
time-series data into wavelet packets in the time 
and frequency domain, and its inverse transform 
reconstructs a time-series from wavelet packets. The 
characteristics of a nonstationary ground motion 
therefore can be modeled intuitively by specifying 
the amplitudes of wavelet packets at each time and 
frequency. In the proposed model, 13 parameters 
are sufficient to completely describe the time and 
frequency characteristics of a ground motion. These 
parameters can be computed from a specific target 
ground motion recording or by regression analysis 
based on a large database of recordings. The simu-
lated ground motions produced by the proposed 
model reasonably match the target ground motion 
recordings in several respects including the spectral 
acceleration, inelastic response spectra, significant 
duration, significant bandwidth, and time and fre-
quency nonstationarity. In addition, the median 
and logarithmic standard deviation of the spec-
tral acceleration of the simulated ground motions 
match those of the published empirical ground 
motion prediction. These results suggest that the 
synthetic ground motions generated by our model 
can be used for the non-linear dynamic structural 
analysis as the input ground motions.

1 INTRODUCTION

Nonlinear dynamic structural analysis generally 
requires the use of large numbers of input ground 
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of temporal centroid and variance, spectral cen-
troid and variance, and correlation between time 
and frequency for both groups median of ampli-
tude for major group, total energy, and the stand-
ard deviation of residuals from time and frequency 
modulating function.

Figure 1 shows a recorded ground motion at 
far distances, and our simulation. For the tar-
get recordings, in the far field, PGA is smaller, 
duration is larger, correlation of wavelet packets 
between time and frequency is larger, and band-
width is smaller than those in the near field. The 
simulations obtained from our model reflect these 
characteristics, which are observed empirically and 
expected theoretically.

3  COMPARISON WITH GROUND 
MOTION PREDICTION MODELS

To connect the 13 parameters to a particular 
earthquake scenario, two-stage regression analy-
sis (Joyner and Boore 1993) is employed with 
moment magnitude (MW), hypocentral distance 
(HHYP), rupture distance (HRUP), and average 
shear wave velocity within 30 m depth (VS30) as 
predictors.

The following parameters are computed by 
our model with predicted parameters from the 
regression analysis and by appropriate ground 
motion prediction models (GMPM): Sa and ine-
lastic Sd, duration (t95–5), mean period (Tm, Rathje 
et al., 2004), Arias intensity (Ia, Arias 1970), and 
the prediction errors of Sa (ε, Baker and Cornell 

2005) for MW = 7, vertical strike-slip fault, and 
VS30 = 270 m/s with various range of distances.

All of these parameters from our simulations 
reasonably match those from GMPM predic-
tions except Sa in long period. This discrepancy 
occurs in part because the wavelet packets at low 
frequencies have low frequency resolution, and so 
the fluctuation of the amplitude and frequency of 
wavelet packets at long periods cause large varia-
tions in Sa.

4 CONCLUSIONS

A stochastic model for simulating earthquake 
ground motions with time and frequency non-
stationarity using wavelet packets has been 
developed. This model can simulate the target 
ground motion recordings having PGA, t95–5, 
Tm, significant bandwidth, Ia, Sa, and the inelas-
tic Sd values that are comparable to those same 
properties observed in recorded ground motions. 
Furthermore, this model can simulate a ground 
motion with a specified MW, HHYP, HRUP, and 
VS30. Additionally, ε are seen to be normally dis-
tributed and have correlation that is consistent 
with observations in recorded ground motions. 
These results suggest that the synthetic ground 
motions generated by our model can be used for 
the non-linear dynamic structural analysis as the 
input ground motions. Current work is study-
ing whether these simulations do in fact pro-
duce appropriate levels of  response in nonlinear 
structural models.

Source code and documentation are available at 
stanford.edu/∼bakerjw/gm_simulation.html.
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recording (RRUP = 123 km, VS30 = 339 m/s) (a), (c) time 
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Simulation of non-stationary differential support motions 
accounting for varying soil conditions

Katerina Konakli & Armen Der Kiureghian
Department of Civil and Environmental Engineering, University of California, Berkeley, CA, USA

Variations in local soil profiles can significantly 
contribute to the spatial variability of ground 
motions and, therefore, influence the response of 
multiply supported structures. By incorporating 
the site-response effect, the present paper provides 
an important extension of the previously devel-
oped method of conditional simulation.

When the Fourier coefficients at the first station 
are obtained for a recorded ground motion, we 
obtain sets of spatially varying ground motions that 
inherit the characteristics of that motion. However, 
the variance of the simulated motions increases 
with increasing distance from the initial station, 
which is an undesirable characteristic in statistical 
analyses of earthquake response. This problem is 
overcome if  we condition the simulated array of 
motions on the power spectral densities of the seg-
mented target accelerogram rather than its specific 
realization. Vanmarcke & Fenton (1991) used this 
approach to simulate accelerograms, but did not 
examine the physical compliance of the simulated 
motions in terms of displacement time-histories 
and response spectra.

In this paper, we simulate arrays of ground 
motions under spatially varying soil conditions 
using two approaches. In the first approach, we 
condition the simulated array on the power spectral 
density of a given accelerogram (unconditioned 
simulations). In the second, the array of motions 
is conditioned on an observed realization (condi-
tioned simulations). The unconditioned simula-
tion method involves sampling from a zero-mean 
joint Gaussian distribution, the covariance matrix 
of which is determined in terms of the auto-power 
spectral densities of the segmented observed record, 
the assumed variability of the local soil profile and 
a prescribed coherency function. The conditioned 
simulation method involves sampling from a con-
ditional joint Gaussian distribution, specification 
of which additionally involves the Fourier coeffi-
cients of the observed realization. This approach 
is statistically equivalent with the iterative process 
used by Kameda & Morikawa (1992) and Liao & 
Zerva (2006) but is computationally superior. The 
non-stationary extension of the above methods, 
based on the concept of segmentation, is described 

Earthquake design of extended structures, such as 
bridges, requires accounting for the spatial vari-
ability of the ground motion. Non-linear response 
history analysis of such structures requires as 
input sets of consistent closely-spaced earthquake 
motions, recordings of which are rare. The char-
acterization of spatially varying ground motions 
is based on the notion of the coherency function, 
which models the ground motion variability in 
the frequency domain. The coherency function 
is defined for stationary time-series, which is an 
unrealistic assumption for earthquake motions. 
However, typical ground motions that do not 
contain a directivity pulse can be segmented in 
nearly stationary parts which can be propagated 
in time and space, consistently with an assumed 
coherency model, using the method of conditional 
simulation.

Based on the theory of Gaussian distributions, 
Kameda & Morikawa (1992) derived expres-
sions for the conditional means and variances/
covariances of the Fourier coefficients used for the 
representation of a ground motion random field. 
These expressions are employed in an interpolat-
ing process that simulates arrays of time-series 
conditioned on one or more deterministic time 
functions. Vanmarcke & Fenton (1991) used the 
equivalent method of Kriging for the conditioned 
simulation of ground accelerations after an arbi-
trary division of the original record into small seg-
ments to achieve a more accurate representation 
of the non-stationarity of the field. Liao & Zerva 
(2006) used the interpolating process introduced by 
Kameda & Morikawa (1992) in conjunction with 
the concept of segmentation to simulate an array 
of non-stationary ground motions consistent with 
target recorded or synthetic accelerograms. Their 
study provides a more thorough investigation of 
the problem by incorporating the necessary post-
processing to obtain physically compliant motions, 
and by additionally examining the velocities and 
displacements of the simulated motions, as well as 
the corresponding response spectra and coherency 
characteristics. However, as in the previous works, 
their study is limited to the case of uniform soil 
conditions.
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and details of the implementation are discussed. 
Criteria for the segmentation are introduced and 
applied for the division of an observed accelero-
gram in nearly stationary segments. The same 
accelerogram is used in an example application 
in which we simulate conditioned and uncondi-
tioned support motions for an existing bridge in 
California, accounting for the effects of inco-
herence, wave-passage and site-response, for an 
assumed variation of the local soil profile. The 
assumed coherency function incorporates the inco-
herence and spatially varying site-response effects, 
whereas the wave-passage is applied as a determin-
istic time-shift. Example simulations are shown to 
verify the physical compliance of the motions. The 
simulation methods are validated by the excellent 
agreement of estimated coherency characteristics 
from an ensemble of realizations with the target 
theoretical model. Response spectra at all support 
motions are also investigated and the variabil-
ity with distance from the point of the observed 
motion is compared for the two approaches.

We note that the segmentation and post-
processing involved in the non-stationary extension 
of the conditioned simulation method alters the 

low-frequency content, and thus the displacement 
waveform of the original record. A method of pre-
serving the original low-frequency content has been 
introduced by Liao & Zerva (2006) and is further 
developed by Konakli & Der Kiureghian (2011).
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Stochastic simulation of near-fault ground motions for specified 
earthquake and site characteristics

Mayssa Dabaghi, Sanaz Rezaeian & Armen Der Kiureghian
University of California, Berkeley, CA, USA

motion having a forward directivity pulse. One 
can repeatedly generate sets of model parameters 
and use them to generate an ensemble of synthetic 
near-fault ground motions. The resulting synthetic 
motions have the same statistical characteristics as 
the motions in the database, including the record-
to-record variability for the given set of earthquake 
and site characteristics.

To illustrate the proposed procedure, we simu-
late samples of fault-normal ground motion com-
ponents with forward directivity pulses for the 
earthquake and site characteristics of the NGA 
record number 459, which is recorded at the Gilroy 
Array #6 station during the 1984 Morgan Hill 
earthquake. The solid black in Figure 1 shows 
the extracted directivity pulse of this record. 
The solid black line in Figure 2 shows one of the 
simulated pulses. Figure 3 shows the recorded 
ground acceleration time history (bottom), the 
derivative of the velocity pulse extracted from 
it (top), and the corresponding residual motion 
(middle). Figure 4 shows the same components for 
the simulated motion. The acceleration, velocity 
and displacement time histories of the synthetic 
motion are plotted in Figure 5. These recorded 
and simulated motions should be regarded as ran-
dom realizations of the fault-normal component 
of the ground motion resulting for an earthquake 
and site with the characteristics of the recorded 

A procedure for stochastically simulating an 
ensemble of near-fault strong ground motion time 
histories for a specified set of earthquake and site 
characteristics (earthquake magnitude, location 
of the site relative to the fault, shear wave veloc-
ity, etc.) is presented. Use of simulated motions is 
of particular interest in performance-based earth-
quake engineering due to scarcity of near-fault 
recordings. The simulated motions can be used in 
addition to or in place of recorded motions.

We first develop a parameterized stochastic 
model of near-fault ground motion in the fault-
normal direction, including the forward directivity 
pulse, and fit the model to a database of near-fault 
ground motions. The stochastic model consists of 
two sub-models, one for the directivity pulse and 
one for the residual motion, i.e., the total motion 
minus the directivity pulse. An existing wavelet-
based method by Baker (2007) is used to character-
ize the directivity pulse and extract it from the total 
motion for recorded accelerograms. A modified ver-
sion of the idealized pulse model by Mavroeidis and 
Papageorgiou (2003), which ensures zero displace-
ment at the end of the pulse, is employed and fitted 
to the extracted pulses (see Figure 1 for a sample 
fit), thereby generating a sample of data for the five 
parameters of the model. For the residual, the non-
stationary filtered white noise model by Rezaeian 
and Der Kiureghian (2008, 2010) is employed and 
its six parameters are identified by fitting to the 
database of residual motions. Regression analysis 
is performed to construct predictive equations for 
the 5 + 6 = 11 model parameters, while accounting 
for correlations between the parameters and non-
normal behaviors of the underlying distributions. 
Using these predictive equations and correlation 
coefficients, for a given set of earthquake and site 
characteristics, we generate a sample set of model 
parameters. These are used to generate a syn-
thetic pulse and a corresponding residual motion. 
The residual motion is high-pass filtered to make 
sure that it also has zero velocity and displacement 
at the end of the motion. Adding the derivative 
of the simulated velocity pulse to the high-passed 
residual, we obtain a synthetic near-fault ground 

Figure 1. Extracted and fitted velocity pulses and corre-
sponding displacement waveforms for NGA record 459.
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earthquake. The full paper shows two additional 
simulations, demonstrating the natural variability 
of near-fault ground motions for a given set of 
earthquake and site characteristics.

Finally, Baker’s algorithm is applied to the 
synthetic ground motion to check if  it detects 
the presence of a forward directivity pulse. The 
motion is indeed identified as pulse-like with the 
extracted velocity pulse having a period of 1.93 s. 
The extracted pulse is shown in Figure 2 as a red 
dashed lines.

The procedure described in this paper is for 
simulating near-fault ground motions that contain 
a velocity pulse. Not all near-fault ground motions 
at a given site contain velocity pulses, even those 
that are located in the forward directivity region. 
A refinement to account for this effect is cur-
rently under development. Moreover, we have 
not accounted for the variable number of records 
used from the same earthquake. This can be done 
by using random effects regression and is also a 
work in progress. Until then, the results reported 
in this paper should be regarded as preliminary in 
nature.
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Figure 2. Simulation; simulated velocity pulse and pulse 
extracted from total synthetic ground motion.

Figure 3. Recorded motion: derivative of extracted 
pulse (top), residual motion (middle) and total accelera-
tion record (bottom).

Figure 4. Simulated motion 1: derivative of simulated 
pulse (top), simulated residual motion (middle) and total 
simulated acceleration record (bottom).

Figure 5. Simulated motion 1: acceleration, velocity 
and displacement time histories.
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1 INTRODUCTION

Conformity control is often used in order to verify 
whether the delivered product, i.e. concrete, com-
plies with the specifications. Due to this quality 
control, certain batches of concrete are accepted 
and some are rejected, resulting in a filtering effect 
with respect to the concrete strength distribution. 
As a consequence, conformity control increases the 
achieved safety level in comparison to production 
without conformity verification. Further, also the 
dependency of the reliability index with respect to 
parameter uncertainties reduces due to the quality 
verification, resulting in an increase of the predic-
tive reliability index.

2  THE FILTER EFFECT OF CONFORMITY 
CONTROL

Using a numerical algorithm (see Caspeele & 
Taerwe 2009b), the ratios μo/μi (average outgoing 
strength after conformity control to the average 
incoming strength) and σo/σi (standard deviation of 
the outgoing strength distribution to the standard 
deviation of the incoming strength distribution) 
can be calculated in function of the fraction defec-
tives θi (from the incoming strength distribution). 
The filter effect of 3 conformity criteria is given in 
Figure 1 in case of auto correlated test results.

Due to this filter effect, conformity control 
also influences the reliability index, as illustrated 
in Figure 2 in case of an example axially loaded 
concrete column under compression. These results 
illustrate that the filtering effect of conformity con-
trol with respect to the reliability index increases 
with an increasing fraction defectives. However, it is 
even more important to notice that due to conform-
ity control a more or less homogeneous reliability 
index is obtained, i.e. the dependency of the reliabil-
ity index with respect to the parameter uncertain-
ties of concrete strength distributions decreases.

Figure 1. Filter effect corresponding to criteria 
x f f sckff cffi x k15 151 29 1x fcffi x k 48+fckff fcff k. i2 i9 .ii  and EN 206-1 
for continuous production control (auto correlated 
observations).

Figure 2. Reliability index for the example concrete 
column before and after conformity control according 
to criteria x f f sckff cffi k15 151 29 1x fcffi x k 48+fckff fcff k. i2 i9 .ii  
and the EN 206-1 conformity criteria (auto correlated 
observations).
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3  VARIANCE REDUCING CAPACITY 
OF CONFORMITY CONTROL

Based on Taylor approximations and making use 
of the Simplified Level II method (König & Hosser 
1982), the ratio of the outgoing predictive reliabil-
ity index (corresponding to accepted concrete lots) 
to the incoming predictive reliability index (corre-
sponding to incoming lots) can be approximated 
by the following formula:
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This equation enables to quantify the increase 
of the reliability index of concrete structures, based 
on the filter effect with respect to the strength distri-
bution, which on its turn can be calculated based on 
the numerical algorithm as described in (Caspeele 
2010) in case prior information is available.

4  EVALUATION OF THE VARIANCE 
REDUCING CAPACITY 
OF CONFORMITY CONTROL 
ACCORDING TO EN 206-1

As an example, this approach is used to quantify 
the variance reducing capacity of the EN 206-1 
conformity criteria in case of different concrete 
classes.

The results of  the filter effect of  the conform-
ity criteria mentioned in EN 206-1 (2000) on the 
mean and standard deviation of  the unknown reli-
ability index and the effect on the predictive reli-
ability are given in Table 1 for different concrete 
classes.

5 CONCLUSIONS

− The filtering effect of conformity control on con-
crete strength distributions consists of an increase 
in mean concrete strength and decrease in standard 
deviation of the predictive strength distribution.

− An example of an axially loaded concrete col-
umn was used in order to illustrate the filter 
effect in function of absolute values of the relia-
bility index. This example enabled to notice that 
due to conformity control a more or less homo-
geneous reliability index is obtained in function 
of the incoming fraction defectives. Thus, con-
formity control reduces the dependency of the 
reliability index with respect to the parameter 
uncertainties of concrete strength distributions.

− The filter effect with respect to the concrete strength 
distribution was translated into a variance reducing 
effect on the unknown structural reliability index, 
using an approximate quantification approach 
based on the Simplified Level II method.

− The variance reducing effect of the EN 206-1 
conformity criteria was analyzed based on the 
suggested method, taking into account prior 
strength distributions from literature.
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Table 1. Filter effect of conformity control according 
to EN 206-1 for different concrete classes.

Characteristics Concrete grade

C15 C25 C35 C45

μμ,i [MPa] 28.93 37.46 46.32 52.84
σμ,i [MPa] 4.60 5.10 4.50 3.65
μσ,i [MPa] 5.02 5.45 5.01 4.42
σσ,i [MPa] 1.53 1.58 1.53 1.40

μμ,o [MPa] 29.96 38.97 47.58 54.28
σμ,o [MPa] 3.49 3.55 3.23 2.39
μσ,o [MPa] 4.79 5.13 4.69 4.00
σσ,o [MPa] 1.37 1.41 1.32 1.11

μB,o/μB,i [-] 1.105 1.140 1.127 1.175

σB,o/σB,i [-] 0.950 0.953 0.967 0.975

βo/βi [-] 1.137 1.171 1.151 1.195
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Corrosion effects onto the safety of steel sheet pile walls 
in marine environment

P. Osório, C. Odenbreit & M. Greger
University of Luxembourg, Luxembourg

Ton Vrouwenvelder
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ABSTRACT: Corrosion of steel sheet piles in a 
marine environment is a highly complex phenom-
enon that is dependent on many different param-
eters, which mainly are: a) endogenous parameters, 
that define the properties of the steel material, like 
for example, chemical composition and microstruc-
ture, b) exogenous parameters, which are defined 
by the properties of the marine environment, like 
for example the ionic content of the water and c) a 
dynamic parameter, which is the effect of time on 
the thickness loss (Houyoux, C. 2004).

The model of corrosion given in the EN 1993, 
Part 5—Piling, defines zones of different aggres-
siveness, and suggests values that depend on the 
temporal horizon of the structure. Although of 
easy and practical application, the model is made 
to be applied to any structure in marine environ-
ment, independently of the specific conditions that 
may be present in each case.

In this paper, a new multi-factorial model of 
corrosion in marine environment, that takes into 
consideration the water properties, the steel class, 
the age of the structure, the existence of currents, 
berth and tide, is applied in a probabilistic way to 
determine the effect of corrosion in the safety of 
steel sheet piles.

Two different structural systems were defined, 
with different retaining heights and the posi-
tion of the anchor, having necessarily different 
cross-section profiles. The structures were designed 
according to the specifications of the Eurocodes 
and the verification to corrosion was made accord-
ing to EN 1993-5.

The multi-factorial model was applied for two 
different scenarios—one having low water currents 
and the other having high currents. Figure 1 shows 
the difference between the corrosion loss distribu-
tion for both cases and compares it with the model 
of EN 1993-5.

The performance of reliability analyses had 
the objective of determining the level of safety 
associated to the structures, after the effect of 

Figure 1. Distribution of corrosion loss for structures 1 
and 2 in scenario 1 and 2 in comparison with the Euroc-
ode model.

corrosion, and compare it to the level of safety of 
the non-corroded state.
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The reliability analyses were performed using a 
probabilistic program called Prob2B, developed at 
TNO, Netherlands, coupled with the program that 
performs the structural analysis, MSheet, and with 
Microsoft Excel, that is used to apply the corrosion 
model into the structure. All the reliability analy-
ses were performed with the First Order Reliability 
Method (FORM).

The values of the stochastic properties of the 
geotechnical parameters were withdrawn from the 
literature (JCSS 2001 and Rackwitz 2000). It was 
considered that there was homogeneity in the 
properties of the soil, and therefore the soil vari-
ability was not taken in consideration. Some of the 
soil properties are strongly correlated, like the soil 
unit weight and the internal friction angle (Fenton 
et al., 2005). It is also known that soils with higher 
compaction show higher stiffness (Smoltczyk, U. 
2002), i.e., there is also a correlation between the 
soil unit weight and the stiffness. For this study, a 
factor or ρ = 0,5 was defined by for the correlation 
between the unit weight and the friction angle, as 
suggested by (Rackwitz 2000), as well as between 
the unit weight and the sub-grade reaction modu-
lus. All the soil properties are considered to have 
a lognormal distribution, as recommended in the 
literature (JCSS 2001 and Rackwitz 2000).

In order to assess the effect that the corrosion 
model of EN 1993-5 has in the level of safety and 
compare it with the new multi-factorial model, a 
third scenario was added, where that corrosion 
model was introduced.

The results of all the reliability analyses are sum-
marized in Figure 2.

If  for the other situations there is no significant 
reduction of level of safety, for the case of the 

Figure 2. Reliability indices obtained for the different 
scenarios.

scenario 1 (low currents), system 1 has a reliability 
index β = 2.1, which is considerably smaller than 
the limit of β = 3.8 for structural safety. The model 
of corrosion given in EN 1993-5 is, therefore, of 
simple and practical application, but it must be 
applied by structural engineers with caution and 
with knowledge that it has limitations, as shown 
in this paper.
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of failure elements that failed is c1, c2, …, cn, the 
robustness index is expressed as

IrI local

global
= Ρ

Ρ
 (1)

where Ρ Ρlocal = gΡ c1
≤⎡⎣⎡⎡ ⎤⎦⎤⎤0  = probability of failure 

of the first failure element in the reference path, 
and Ρ Ρglobal (c c )= gΡ ∩ ≤(c c )g

⎡
⎣⎢
⎡⎡
⎣⎣

⎤
⎦⎥
⎤⎤
⎦⎦=i

n

ci i(c1 1 1ci, ...,c 0  = probability 

of occurrence of the failure mechanism, where 
g = g) cgc )i i((c 1i, ,, ...,c 1  for i = 1. Obviously, Ir is greater 

than or equal to 1.
Numerical examples are considered to illustrate 

the impact of structural design on the robustness 
index. The variation of the robustness index with 
the cross-sectional area of the structural members 
(IPE and IPN cross-sections are considered), for a 
portal frame subjected to combined loads (a hori-
zontal load acting on the top of the left column 
and a vertical load acting on the mid-section of the 
horizontal beam), is shown in Figure 1. It clearly 
appears that the larger the cross-sectional area is, 
the greater the robustness.

When a loading coefficient is applied to those 
loads (α1 for the horizontal load and α2 for the 
vertical load), the variation of Ir with α1 and α2 is 
shown in Figure 2. It appears that α2 is the factor 
with the largest impact on Ir.

The impact of structural redundancy on robust-
ness index is shown in Table 1. These results show 
that, for this type of loading conditions, right 
bracing B3 produce a higher robustness index than 
the left one B2. It can be seen in Table 1 that the 
more there are bracings the longer the reference 
path is, and the larger the robustness index Ir is. 
These results lead to conclude that, V-shaped brac-
ing can efficiently increase the robustness of frame 
structures.

Robustness of structural systems with respect to 
accidental loads (e.g., bomb blast, impact and 
human errors) has gained recently the attention 
of researchers and stakeholders, following several 
structural failure events in recent decades. Quan-
tifying robustness of structural systems under 
uncertainty is a crucial issue. EN 1991-1-7 (2006) 
considers identified and unidentified accidental 
actions and defines robustness as “the ability of a 
structure to withstand events like fire, explosions, 
impact or the consequences of human error, with-
out being damaged to an extent disproportionate 
to the original cause.”

Under uncertainty in spoiling phenomena and 
structural analyses, a probabilistic approach is 
justified. This paper presents a reliability-based 
framework for assessing robustness of structural 
systems. In this approach, robustness quantifies 
the impact of relatively small damage on major 
structural consequences, by identifying the failure 
mechanism with the largest probability of occur-
rence (the “reference” structural system failure 
mechanism). Since identifying all failure paths 
may be computationally tricky for structures 
with a high degree of redundancy, stochastically 
dominant failure paths are identified by using the 
branch-and-bound method (Okada et al., 1984a, b, 
Thoft-Christensen & Murotsu 1986).

Considering the most probable failure path 
(reference path) qc, with performance functions 

g , ...,g, ...,g
nc ,g cn1 2c,g

1 1
, ,g

n 2 1n
,(c1 ( ),c , c1 2 1, ...,cn
 where n = length of qc, 

and g
ncn ( )c ,c , ...,cn1 2,c 1

 is the performance function asso-
ciated with structural element cn knowing that ele-
ments c1, c2, …, cn−1 have already failed, respectively. 
A measure of structural robustness is proposed by 
comparing the probability of failure of the first 
failure element c1 in the failure path with the prob-
ability of occurrence of the failure mechanism. 
Knowing that all complete failure mechanisms 
are parallel systems, and that the sequential order 
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3 6 6 9

3.095 150.75 3174.9 →∞

4-7-2 7-5-8-9-1 2-1-4-7-
10-8 

4| 3.19×10−2

7| 2.98×10−2

2| 1.03×10−2

7| 1.53×10−2

5|      1×10−3

8|      9×10−4

9|      2×10−4

1|      1×10−4

2| 2.98×10−7

1| 2.40×10−8

4| 1.59×10−9

7| 7.98×10−10

10| 3.95×10−10

8| 9.38×10−11

→0

–

Table 1. Variation of degree of indeterminacy (h) and 
redundancy with robustness index (Ir).

To evaluate the efficiency of the proposed 
robustness indicator, a number of numerical sim-
ulations have been carried out with frame struc-
tures. The results demonstrate that redundancy is 
a key factor for progressive failure and robustness. 
Frangopol & Curley (1987) have shown that struc-
tural redundancy depends on many factors, such 
as structural topology, materials properties, mem-
ber size, applied loads, etc. The results obtained in 
this analysis confirm the dependence of structural 
robustness to these parameters. Even though redun-
dancy is not the only key factor for robustness, it is 
a crucial one when designing against propagation 
of failure throughout the overall system.

The approach proposed in this paper aims at 
quantifying the structural robustness of a sys-
tem by means of reliability theory. The proposed 
robustness index quantifies the impact of a local 
damage on major structural damage. As dispropor-
tionate failure, progressive collapse, and structural 
robustness are tied, failure mechanisms analysis 
of a structure can help assessing efficiently the 
robustness of a structure by considering the sto-
chastically most dominant failure path. The pro-
posed examples show that robustness is affected by 
static indeterminacy as well as redundancy, loads, 
material properties and the cross sectional char-
acteristics of the structural members as shown by 
Frangopol & Curley (1987).
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with respect to each input variable. The second step 
lies in building the Bayesian network (Lauritzen 
1988). In the present study, this step has been 
realized by means of Monte Carlo Simulations 
(Metropolis 1949). Although this approach is not 
optimal from a computational point of view, it is 
simple and robust. The third step lies in updating 
the statistical parameters related to the input vari-
ables by including the observations in the Bayesian 
network. The updating process is based on the use 
of the well known Bayes’ theorem. Based on the 
knowledge of the updated material parameters, 
the corresponding structural response can be com-
puted again. This fourth and last step is carried out 
by a reliability analysis, what allows computing 
the cumulative probability function related to the 
structural response in a straightforward way.

3  CASE STUDY: A PRESTRESSED 
REINFORCED CONCRETE BEAM

The VIPP (Viaducs travees Indépendantes Poutres 
préfabriquées en béton Précontraint par post-tension) 
are simple span viaducts made of precast concrete 
girders prestressed by post-tension. This type of 
construction was largely developed between the 
years 1955 to 1970, thanks to its girders launching 
system which allowed the crossing of non classical 
obstacles with reasonable height. This technique 
is no longer used, largely completed by other con-
struction techniques making it possible to carry 
out more economic and safer redundant struc-
tures with respect to failure. The enthusiasm which 
reigned at the construction time of the first VIPP 
generation resulted in many design and execution 
mistakes. The French ministry of Energy, Ecology, 
Sustainable Development and Sea decided to carry 
out an extensive experimental campaign to estimate 
the residual carrying capacity of such structures. 
Therefore, prestressed beam was experimentally 
studied. Its cross section is depicted in Figure 1. 
In order to capture the mean structural behaviour 

1 AIM AND SCOPE

Reinforced concrete structure are becoming old 
and therefore, the constitutive materials change 
with respect to the time. It is important and neces-
sary to evaluate their performance level to check 
if  design code requirements are fulfilled (service 
ability, structural safety). Therefore, the material 
parameters (Young’s modulus, tensile strength, 
compressive strength, ...) related to the constitu-
tive materials can be estimated. In this paper, the 
authors present a methodology aiming to update a 
given structural model by using the available exper-
imental information at the structural scale (dis-
placement, rotations, ...). The proposed approach 
is based on the used of (i) the reliability theory 
and (ii) of Bayesian networks. This tool has been 
considered because (i) it allows updating a large 
number of variable and (ii) it allows updating not 
only the structural response of a model but also the 
input variables, what would not have been possible 
if  basic Bayesian approach had been used. Thanks 
to the proposed approach, destructive tests can 
be avoided since the structural measurements can 
be used to update the mechanical parameters of a 
model. The updated parameters can be seen as the 
true material parameters of the structure.

2 PROPOSED UPDATING METHODOLOGY

The proposed approach can seen as a four-step 
sequence. The first step lies in identifying the most 
interesting variables. Two criteria are proposed 
herein to identify the most important variables. 
First, engineering considerations can be used. 
Such considerations can be invoked to carry out a 
first sorting, leading to decrease the total number 
of the input variable included in the analysis. Sec-
ond, the reliability theory (Melchers 1999) can be 
advantageously used. This efficient framework 
allows providing quantitative indicators related to 
the sensitivity if  the structural response of a model 
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of the prestressed girder, a mechanical model has 
been developed based on linear elastic software 
classically used by civil engineers. The beam is sup-
posed to be a simply supported beam subjected 
to a concentrated load, applied at mid-span. The 
calculation principle is to increase the applied load 
in order to obtain a tensile stress at the bottom 
part of the beam. As soon as the cracked cross-
sections are identified, the modelling lies in modi-
fying the inertia of cracked components. Based on 
the structural reliability theory (Der Kiuregihan 
2005), a probabilistic model has been developed in 
order to take into account parameters uncertain-
ties. The most preponderant variables have been 

identified by means of a sensitivity analysis. This 
probabilistic analysis allows quantifying not the 
mean structural response but also the 90% confi-
dence interval. The results are exposed in Figure 2. 
It can be noticed that the numerical confidence 
interval are wider than the experimental ones. 
Therefore, the uncertainty level has been chosen 
too high and does not seem to be representative of 
the experience. This point has motivated by the use 
of an updating analysis to obtain better standard 
deviation related to input variables. Monte Carlo 
Simulations have been carried out to build the cor-
responding Bayesian network. The experimental 
information was included in the network in terms 
of load/midspan displacement. The final results 
are given in Figure 3. As expected, the numeri-
cal confidence interval has been reduced on the 
basis of available experimental information. This 
enables to conclude that the proposed updating 
methodology can handle problems where standard 
deviations (and not only mean values) have to be 
updated.

4 CONCLUDING REMARKS

This paper is devoted to present a coupling 
reliability/Bayesian approach aiming to estimate 
the true material parameters of an existing rein-
forced concrete structure. It is based on the use of 
(i) the reliability theory and (ii) the Bayesian net-
works theory. The main steps have been presented 
and a structural case has been exposed in order to 
illustrate their capability to handle practical engi-
neering problems. Especially, it has been shown 
that the proposed approach could be used in order 
to update a probabilistic model that has been 
initially designed in a too pessimistic way. These 
results seem to be satisfactory and promising for 
further developments. The authors are convinced 
that this approach could be used by civil engineers 
to avoid carrying out insite destructive tests since 
structural information is used to estimate the true 
material characteristics.
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Figure 1. Girder cross section.
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�f fy yf ff f k  (1)
�f

y
y

fcff
s

c
cc ckff= 1 1. α

 (2)

where fyk is the characteristic yield strength of 
the reinforcement steel, and fck is the characteris-
tic design concrete compressive strengths, αcc is a 
coefficient taking into account long term effects 
and the way the load is applied and γs = 1.15 and 
γc = 1.5 are the partial factors for steel and con-
crete. By inserting the material strengths, �fyff , and, 
�fcff , and nominal geometrical parameters, anom, 

into the nonlinear analysis, the ultimate load 
qud { }f f ay cff ff nom

� �, fff  can be calculated. The design 
resistance is obtained by division of the obtained 
ultimate load by the safety factor, γo', and using 
the associated resistance.

An alternative safety format for nonlinear 
analysis was proposed by Schlune et al. (2011) 
and led to improved agreement with the tar-
get reliability when tested on beams in bending. 
According to this safety format, mean in-situ 
material strengths, fym,is = fym and fcm,is, and nomi-
nal geometrical parameters, anom, are to be used in 
the nonlinear analysis to calculate the resistance 
Rm = R{ fym, fcm,is, anom}. The design resistance is 
obtained by division by a resistance safety factor, 
γR, to yield

R
R R

dR mR

R R
= =

{ }f f aymff cmff is nom

γ γR R

fff
. (3)

Under the assumption of a log-normal distrib-
uted resistance, the resistance safety factor can be 
calculated as

γR = exp (αRβVR) (4)

where, αR = 0.8 is the weight factor of the resistance 
side according to the semi-probabilistic approach, β 
is the target reliability i.e. 3.8 according to EN 1990 
CEN (2002), and VR is the coefficient of variation 

ABSTRACT: For the design of concrete 
structures a consistent safety format that leads to 
good agreement with the target reliability level is 
needed. This article describes how the safety for-
mat for nonlinear analysis according to EN 1992-2, 
CEN (2005), and the safety format according to 
Schlune et al. (2011) were tested on short columns 
and beams subjected to shear. At first, the safety 
formats were used to calculate design resistances 
for example structures. Then, Monte-Carlo simu-
lations were used to calculate the probability that 
the resistances are below the design resistances. 
The safety format according to EN 1992-2 led 
to a reliability level that was far below the target 
reliability when it was used in combination with 
the shear model, with a high model uncertainty. 
Design according to the safety format by Schlune 
et al. (2011) led to better agreement with the target 
reliability.

1 INTRODUCTION

Nonlinear finite element analysis (FEA) is increas-
ingly being used to design and assess reinforced 
concrete structures. In contrast to linear elastic 
FEA, nonlinear FEA account for the nonlinear 
material behavior of concrete structures which 
allows for a more realistic simulation of the struc-
tural response. The employed material laws auto-
matically guarantee equilibrium in all parts of the 
structures. This allows computing the maximum 
resistance directly as a result of the nonlinear anal-
ysis without time consuming, manual component 
checks. This article describes how the safety format 
according to EN 1992-2, CEN (2005), and Schlune 
et al. (2011), both intended for nonlinear FEA, 
were tested on short columns loaded in compres-
sion and beams loaded in shear.

The safety format according to EN 1992-2 is 
based on the semi-probabilistic approach with a 
target reliability for the design resistance for a ref-
erence period of 50 years of βR = αRβ = 3.04, CEN 
(2002). The material strengths that are to be used 
in the nonlinear analysis are
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of the resistance. The coefficient of variation of 
the resistance can be calculated as

V V V VR GV VV V M FV VV+VGVV 2 2V+ 2  (5)

where VG, VM and VF are the coefficient of varia-
tion used to account for the geometrical-, model-, 
and material uncertainty, respectively.

Schlune et al. (2011) recommended to use 
VG = 5% for structures that are insensitive to geo-
metrical imperfections.

The model uncertainty is dependent on the 
modeling approach and the failure mode and 
can vary significantly between different types of 
analysis. Hence, it was suggested to chose a prob-
lem specific value to account for the model uncer-
tainty, which depends on the modeling approach, 
the failure mode and the complexity of  the struc-
ture. Based on a review of round robin analysis 
and modeling competitions typical values for 
the model uncertainty of  nonlinear models were 
found to be in the range of  VM = 5 – 30%, Schlune 
et al. (2011).

To estimate the material uncertainty Schlune 
et al. (2011) suggested using a sensitivity study 
which required two additional nonlinear analysis—
one with reduced concrete compressive strength 
and one with reduced steel strength.

2  TESTING OF THE SAFETY FORMAT 
ON EXPLICIT LIMIT STATE FUNCTIONS

The safety formats were tested on explicit limit 
state functions which correspond to the sectional 
resistance of short columns loaded in compression 
and beam section subjected to shear forces accord-
ing to EN 1992-1-1, CEN (2004). First the design 
resistance using the safety format according EN 
1992-2 and Schlune et al. (2011) were calculated. 
Then Monte-Carlo simulations were used to calcu-
late the probability P(R < Rd) and the correspond-
ing reliability indexes.

2.1 Short column

The safety formats were tested on 72 different 
column sections, covering nine reinforced ratios 
(ρ = 0.2 – 3%), four concrete compressive strength 
classes (C20, C40, C60 and C80) and two column 
widths (200 and 500 mm). The safety format accord-
ing to EN 1992-2 led to a mean reliability index 
of βEN = 2 51.  with a coefficient of variation of 
Vβ,EN = 5.2%. The application of the safety format 
according to Schlune et al. (2011) led to a better 
agreement with the target reliability index of βR = 3.04 

and led to a mean reliability index of  
with a coefficient of variation of Vβ,new = 4.9%.

2.2 Shear

To test the safety formats on beams loaded in shear 
96 beam configurations were analyzed, covering 
twelve shear reinforced ratios (ρ = 0.1 – 1.2%), four 
concrete compressive strength classes (C20-C80) 
and two effective depths (d = 300 and 500 mm). 
The safety format according to EN 1992-2 led 
to a mean reliability index of βEN = 1 07.  with a 
coefficient of variation of Vβ,EN = 25.0%. This was 
far below the target reliability index of βR = 3.04. 
The safety format according to Schlune et al. 
yielded a mean reliability index of βnew = 3 04.  with 
a coefficient of variation of Vβ,new = 1.9%.

3 CONCLUSIONS

When the safety format according to EN 1992-2 
was applied on structural models with a high model 
uncertainty, it led to a reliability level that was far 
below the target reliability.

The safety format according to Schlune et al. 
(2011) led to much better agreement with the with 
the target reliability.
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reduction factor k is used in ISO 12494 (2001) and 
also in EN 1993-3-1 (2006) to decrease wind pres-
sure assuming a reduced probability for simultane-
ous 50 year actions combined with heavy icing.

The different definition of ice regions and classes 
may require the development of different national 
icing maps for practical applications as it has been 
decided in the Czech Republic (see Table 3).

The probabilistic methods of the theory of 
structural reliability are applied for the reliability 
analysis of a steel member designed according to 
above introduced CEN and CENELEC prescrip-
tive documents. The probabilistic reliability analy-
sis is based on the design condition given as

θR R(X) > θE E(X) (1)

where R(X) denotes random resistance and E(X) 
random action effects for the vector of random 
variables. The probability of failure Pf determined 
from the reliability analysis describes likelihood that 
the condition (1) is not met. Instead of the failure 
probability Pf, the reliability index β = Φ−1(1 − Pf) 
is considered in the following analyses where Φ is 
a standardised normal distribution function. The 
probabilistic models of basic variables are given in 
the full paper. The probabilistic model for atmos-
pheric ice load is based here on Wichura (2009) 
where the maximum loads in Germany having 
caused serious structural damage were analyzed. 
The densities of ice accretions at overhead lines 
were estimated to 3 ± 0,5 kN/m3 and the diameter 
of ice accretion 0,15 ± 0,03 m. Time dependent and 
time independent load components are recognized 
as indicated by Holicky (2009).

It is assumed that the icing I is a leading vari-
able action and the wind W is an accompanying 
variable action. The target reliability level βt = 3,8 

ABSTRACT: The paper is focused on the 
reliability assessment of specific structures as masts 
of electric power lines, guided towers and various 
members of high-rise structures which may be sig-
nificantly sensitive to atmospheric icing. Presently 
for the design the CEN standards EN 1993-3-1 
(2006), EN 1993-3-2 (2006), CENELEC standard 
EN 50341 (2001) and also international standard 
ISO 12494 (2001) may be applied. A considerable 
difference between the rules for design of masts, 
towers and other specific structures provided in the 
above introduced standards currently exists includ-
ing terminology and definitions, rules for load com-
binations, reliability differentiation of structures, 
target reliability levels and definition of the charac-
teristic value of climatic action. It should be noted 
that the models of wind actions recommended in 
EN 50351-1 (2001) are currently based on the pre-
liminary ENV Eurocode for wind actions only.

Overview of the partial factors for permanent 
actions, wind and icing provided in EN 50351-1 
(2001) and EN 1993-3-1 (2006) for individual reli-
ability classes is given in Table 1.

Reduction factors ψ0 for accompanying values 
of wind and icing are given in Table 2. The last two 
rows of the table indicate the national decision cur-
rently accepted in the National Annexes (NA) of 
implemented standards in the Czech Republic. The 

Table 1. Partial factors for actions.

Action

EN 50351-1 EN 1993-3-1

RC1 RC2 RC3 RC1 RC2 RC3

Permanent 1 1 1 1 1,1 1,2
Wind 1 1,2 1,4 1,2 1,4 1,6
Icing 1 1,25 1,5 1,2 1,4 1,6

Table 2. Reduction factor ψ0 in different standards.

Action EN 50351-1 EN 1993-3-1 ISO 12494

Wind 0,4 0,5 k 0,6 k
Icing 0,35 0,5 0,3
Wind in NA 0,5 to 0,25 0,5 k 0,5 k
Icing in NA in project 0 0,5 k

Table 3. Comparison of ice regions in EN 50341-3 
(2003) and ice classes in ISO 12494 (2001).

Region N0 N1 N2 N3 N5 N8

Weight [N/m] 6 12 23,9 35,9 60 95,7
Class IR1 IR2 IR3 IR4 IR5 IR6
Weight [N/m] 10 16 27 35 49 65
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for common type of structures as recommended in 
EN 1990 (2002) is indicated in Figures 1 and 2 by 
the horizontal dashed line.

In design of a simple steel member the partial 
factors γ for actions and combination factors ψ0 
are accepted following the recommendation of rel-
evant prescriptive documents.

Figure 1 indicates significantly low values of the 
reliability index β as a function of the load ratio 
χ between characteristic variable to total loads 
assuming the design of a steel member according to 
EN 1993-3-1 (2006), alternative load combinations 
(6.10) and (6.10a,b) given in EN 1990 (2002) and a 
set of partial factors for actions recommended for 
the reliability class RC2 (γG = 1,1, γI = γW = 1,4).

Figure 2 shows the reliability index β versus the 
load ratio χ for a steel member assuming the design 
according to EN 1993-3-1 (2006), EN 50541 (2001), 

nationally implemented ISO 12494 (2001) and also 
EN 1990 (2002), considering here exp. (6.10).

The reliability of steel members, designed 
according to EN 1993-3-1 (2006) and EN 50341 
(2001) seems to be significantly lower than the 
target reliability level recommended in EN 1990 
(2002). No recommendations for the target reli-
ability level of steel masts, towers and other similar 
structures are provided in EN 1993-3-1 (2006) and 
EN 50341 (2001).

The models for actions and their combinations 
introduced in CEN and CENELEC standards 
should be further calibrated and harmonized. The 
target reliability levels for three reliability classes 
should be analysed and optimised. For the assess-
ment of the target reliability index not only the 
safety of people should be considered but also 
potential economical loses due to the failure should 
be taken into account.

For specification of models of icing further 
research and data collection is needed.
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Figure 1. Variation of the reliability index β with the 
load ratio χ, the load combination based on alternative 
expressions (6.10) and (6.10a,b) and on a set of partial 
factors given in EN 1993-3-1 (2006) and EN 1990 (2002) 
for the reliability class RC2.
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Figure 2. Reliability index β versus the load ratio χ con-
sidering reliability elements for structural class RC2 in 
EN 50541 (2001), EN 1993-3-1 (2006), EN 1990 (2002) 
and nationally implemented ISO 12494 (2010).
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Probabilistic durability assessment of power-producing facilities
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0,6 to 0,7, Val et al. (1998). It may be considered 
here for non-uniform corrosion

A = 0,06 mm a B = 0,7 (3)

based on the results of inspection of the actual 
state.

It is assumed that the steel cover plate of quick-
closing valves (old about 50 years) is gradually 
deteriorating due to non-uniform corrosion with 
average one-side decrease up to 1 mm and about 
30% probability of simultaneous weakening at 
opposite side of the cover plate. Therefore, the 
model of corrosion introduced in expression (2) 
considering parameters in expression (3) leads 
after 50 years to the actual average depth of cor-
rosion of 1,3 mm.

The ultimate limit state is expressed as the dif-
ference ΔM(t) of the time-dependent resistance 
moment and the bending momen due to the water 
pressure

ΔM(t) = ξRb (d – 1,33dcorr(t))2fy/4 – δqL2/12 (4)

The theoretical models of all variables are listed 
in Table 1.

Some of the basic variables entering expression 
(4) are assumed to be deterministic values denoted 
DET (steel cover plate of span L, width b, param-
eter of corrosion B and dynamic enhancement 

ABSTRACT: The paper is focused on the 
probabilistic durability assessment of existing 
structural components of power-producing facili-
ties and their remaining working life in selected 
hydroelectric power plant of the Czech Republic.

For estimation of the residual working life tres of  
a structural component, the following expression 
is applied

Pf(tres) = P{R(tres) − E(tres) < 0} ≈ Pf,t (1)

when it may be decided about repair or replacing 
of the component (see Figure 1).

The general requirements for the assessment 
of structural serviceability were applied for the 
reliability analysis of many years safely running 
quick-closing steel valves in a power-plant. The 
inspection revealed deterioration of the compo-
nents including their steel cover plates (pitting cor-
rosion with pits up to 2 mm).

It is assumed that the time-dependent depth of 
corrosion dcorr(t) in the steel cover plate of quick-
closing valves may be estimated on the basis of the 
relationship

dcorr (t) = A t B (2)

where A and B are the parameters of analytical 
model, which are considered for parameter A in 
ranges from 0,03 to 0,13 and for parameter B from 

probability density R(t)

probability density E(t)

time t
Pf(t) Pf(t)

resistance after repair

Pf,t

mean R(t)

mean E(t)

R(t)
E(t)

Pf (t)

0 tpr

tres 

Figure 1. Probabilistic assessment of remaining work-
ing life.

Table 1. Probabilistic models of basic variables.

Basic variable Symbol Distr.
Mean
μ

C.V.
V

Yield strength [MPa] fy LN 280 0,08
Plate span [m] L DET 0,75 –

Plate thickness [m] d N 0,018 0,03

Plate width [m] b DET 1 –

Parameter A [mm] A N 0,06 0,10
Parameter B B DET 0,7 –
Water pressure [kN/m2] q N 157,6 0,1
Dynamic factor δ DET 1,3 –
Resistance uncertainty ξR DET 0,85 –
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factor δ ) while the others are considered as random 
variables having normal (N) or lognormal (LN) 
distributions.

The reliability of the steel cover plate decreases 
in time due to the corrosion leading to reduction 
of its thickness dcorr(t). The value of the target reli-
ability index β(80) = βt = 3,7 for considered 80 year 
working life of the cover plate is specified on the 
basis of required reliability index for a reference 
period of one year β(1) = 4,7 given as

Φ(β(80)) = (Φ(β(1))80 = (Φ(4,7))80 = Φ(3,7) (5)

The probabilistic reliability assessment of the 
steel cover plate is based on own software tool 
developed in software Mathcad.

Initial reliability of the cover plate non-affected 
by corrosion (reliability index β = 5,2 correspond-
ing to failure probability PF = 9,4 × 10–8) satisfies 
the target reliability level for considered reference 
period of 80 years (βt = 3,7). For one-side corrosion 
of 1 mm and cover plate 53 years old (current 
state), the reliability index decreases to β = 4 (failure 
probability PF = 3,6 × 10–5), see Figure 2.

It appears that the working life of the cover plate 
may be estimated to approximately 70 years when 
the reliability index β(t) decreases to 3,7. Thus, the 
residual working life of a cover plate is considered 
to be about 20 years.

In case that a more effective protection level 
of cover-plate is provided (currently planned) 
then lower rate of corrosion may be considered 
(e.g. parameter B = 0,6 only, case 1 in Figure 3). 
New estimation of the residual working life is 
illustrated in Figure 3 leading to extended residual 
working life from 70 to 90 years.

The probabilistic assessment of existing struc-
tures make it possible to estimate remaining work-
ing life of the quick-closing valves and to plan 
their regular maintenance and required economic 
resources. The assessment of the quick-closing 
valves has shown that its residual life-time is about 
additional 20 years provided that regular main-
tenance will be made. Protective layers should be 
renovated and regularly inspected. When the reli-
ability index would decrease below the target reli-
ability index 3,7 (estimated to 20 years), a new 
reliability assessment of cover plates should be 
made on the basis of updated material characteris-
tic and corrosion models.
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Uncertainty effects on dynamic response evaluations of wind 
energy offshore platform
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seismic forces, the dynamic response evaluation is 
carried out with the time domain analysis. The ide-
alized offshore platform with soil-pile foundation 
system as shown in Figure 1 has the base isolation 
system. The height of the offshore platform is 60 m, 
and the wind energy production tower has 30 m 
height. The depth of water is 50 m. The offshore 
platform is made of steel, and is equipped with the 
large diameter member near the sea surface, which 
can be helpful to perform effective reduction of the 
reaction force to the sea bed.

Figure 2 shows the reliability index of the off-
shore platform with the deterioration effects. The 
abscissa denotes the aging year and each line cor-
responds to the reliability index for the typical 
member.

1 INTRODUCTION

The great challenge is placed on the development 
of energy without the greenhouse gas emission in 
these days. The reduction of greenhouse gas emis-
sion is great interesting challenge to development 
of industry. It is appear that the wind energy 
platform is one of the effective methods on the 
development of the clean energy. The offshore 
platform has great possibilities because it is essen-
tial to implement the development of the offshore 
wind energy production.

In the present study, the dynamic response is car-
ried out with the substructure method to an idealized 
model of the offshore wind energy platform with 
pile soil foundation, and it is examined about the 
dynamic response evaluation of the offshore wind 
energy platform subjected to wave force and seismic 
force with uncertainty. For uncertain parameters 
on the wave and seismic force, the Monte Carlo 
Simulation (MCS) method is applied to carry out the 
maximum response characteristics of the offshore 
wind energy platform, which can be evaluated with 
the second moment approach. Applying the simula-
tion results, it is suggested that uncertainty effects 
of the dynamic response evaluations including the 
aging effect could be evaluated with the reliability 
index for the offshore wind energy platform. For the 
offshore platform subjected to seismic forces, the 
reduction effects on the seismic response are exam-
ined with the base isolation system equipped under 
the deck of the structure. It is suggested that the 
uncertainty effects on the wave and seismic forces 
play important roles on the reliable estimation of 
the dynamic response of the offshore platform and 
the aging effects could be essential for the reliable 
estimation. Moreover, it is shown that the effective 
reduction of the seismic response could be carried 
out with the base isolation for the offshore platform 
with wind energy generation tower.

2 SUMMARY OF RESULTS

For the idealized two-dimensional offshore plat-
form with wind energy tower subjected to wave and 
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Figure 1. A idealized offshore platform with wind 
power generation system.
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The limit state function is the bending stress 
that the strength of the yield bending stress has 
240 MPa and the coefficient of variation is 10%. 
The reliability index gradually declines for increase 
of aging. The difference on the reliability index to 
these nodal points is closely related with the stress 
response induced by the structural properties. The 
reliability index on the random sea wave situation 
is considerably influenced by the deterioration due 
to the aging. It is suggested that the deterioration 
of the strength as well as the random property of 
wave forces plays important roles on the reliability 
estimation for the dynamic forces.

Figure 3 shows the reliability index for the dete-
rioration effect due to the aging. The limit state 
function is the bending stress at the nodal point 3, 
which is caused to most severe responses on the 
seismic force. The seismic motion is Taka-ns with 
the maximum input acceleration 300 gal. The 
abscissa denotes the reduction ratio of strength of 
the member due to the aging effect. Comparisons 
are made for the situation of both the fixed foun-
dation and the soil-structure interaction. It is 
assumed that the mean value of the yield bending 
stress is 240 Mpa and its coefficient of variation 
20%. It is noted that the considerable decline of 
reliability index is brought about for the aging, and 
it plays important roles on the response evalua-
tion. Especially, for the reduction factor over about 
60%, taking into account the results that the reli-
ability index becomes relatively small value for the 
aging situation, it is necessary for the safety of the 
structure to enhance the strength of the structure 
against the seismic force.

Figure 4 shows the time history of  displace-
ment responses due to severe seismic force of 
which the maximum acceleration is adjusted 
to 800 gal. Comparisons are made for the 
responses with the base isolation and without the 

base isolation at the nodal point 5 and 25. The 
displacement response at the nodal point 5 under 
the deck is effectively reduced by the base isola-
tion. It is expected for the base isolation to play 
important roles on the response reduction against 
the seismic force.

3 CONCLUSIONS

The dynamic response evaluation of the offshore 
platforms with wind energy generation tower is 
examined. In the present study, it is suggested that 
the uncertainty effects on the wave and seismic 
forces play important roles on the reliable estima-
tion of the dynamic response, and the aging effects 
could be essential for the reliable estimation of the 
offshore platform. Moreover, it is shown that the 
effective reduction of the seismic response could 
be carried out with the base isolation for the off-
shore platform with wind power generation tower.
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Seismic risk assessment of building-elevator systems based 
on simulated ground motion considering long period components 
and phase characteristics
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T. Kita
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To address the problem of elevator rope sway in a 
high-rise building, a method to evaluate the seis-
mic damage risk of a building-elevator system is 
proposed using a model of group delay time of 
ground motion. The response of the system is 
evaluated by the response spectrum method for a 
non-classically damped system.

A building site is assumed at Sinjuku, Tokyo in 
Japan and possible earthquake source zones are 
considered in the Chuetsu District, Niigata Pre-
fecture, the northwest of Chiba Prefecture, Miyagi 
Offshore region and Tonankai region.

For 50, 100, 150, 200 and 250-meter-high build-
ings, models of building-elevator systems are 
constructed. In this study, only suspension rope is 
considered for simplicity. The suspension rope is 
modeled by finite elements.

The response is modeled by the lognormal dis-
tribution, and the damage probabilities of the 
elevator rope is obtained considering the seismic 
event occurrence, the probability distribution of 
the earthquake magnitude and probability of 
elevator rope damage due to synthesized seismic 
ground motions.

The method to synthesize seismic ground 
motion using observed records is proposed. The 
Fourier amplitude spectrum is evaluated based on 
a method proposed by Zama (2000). With respect 
to phase characteristics, the following regression 
curve of group delay time, Tgr, is proposed:

T
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where A0 is an initial amplitude and A is a constant 
for normalization, which can be 1. Parameters, 
ag and cg are regression coefficients and fb 
predominant frequency of the surface layer.

Figure 1 shows accelerograms and group delay 
times of an observed record (K-NET Shinjuku NS 
component of the 2004 Niigataken Chuetsu earth-
quake) and the wave synthesized by the proposed 
method. In both waves, long period components 
predominate after short period component. Dura-
tion of long period components of the synthesized 
wave is as long as that of the observed record.

The length of the suspension rope of a coun-
terweight can be obtained by the building height 
minus the length of rope of a car, approximately. 
Figure 2 shows the damage probability of rope 
of both a car and a counterweight in 50 years 
for the five building models, in which all sources 
are considered. The models and the model names 
correspond to the height of the building, e.g. 
Model H50 stands for the height of the building 
is 50 m.
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Figure 2. Probability of the rope damage in 50 years 
considering ropes of both a car and a counterweigh. The 
damage threshold of the rope is 0.2 m.

Figure 1. Comparison of group delay times and accel-
erograms between an observed record (K-NET Shinjuku 
NS component of the 2004 Niigataken Chuetsu earth-
quake) and a wave synthesized by the proposed method.

building at low order of the modes, the response 
of a building-elevator system grows large. Thus, to 
reduce the probability of rope damage, it is impor-
tant to avoid resonance of the rope.

It is clarified that damage risk of a 
building-elevator system can be evaluated and safer 
car position can be sought based on the proposed 
method. It is recommended to move and park an 
elevator car at lower risk positions when few peo-
ple use the elevator such as in nighttime.
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For each building model, the probability of rope 
damage changes significantly depending on the 
car position. When elevator rope resonates, i.e. the 
natural period of rope is close to the predominant 
period of an input wave or the natural period of a 
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time-dependent corrosion model presented in this 
paper is based on the temporal evolution of the 
probability distribution parameters defining steel 
loss of thickness in each exposure zone.

Predictions resulting from the corrosion model 
are then used to perform a time-function reliability 
calculation for corroded harbor structures. A cou-
pled approach between a FORM-algorithm and 
deterministic finite element model (Cast3M) is used 
to assess the β index. An analysis of the effect of the 
basic variables with time concludes the paper.

2  MODELLING OF STOCHASTIC 
CORROSION FIELDS IN STEEL 
HARBOUR STRUCTURES BASED 
ON FEEDBACK FROM FRENCH PORTS

The proposed corrosion model takes into account 
the spatio-temporal aspects of corrosion on steel 
sheet piles seawalls or cofferdams. It is based, after 
data cleansing, on a statistical analysis of over 
35000 measurements taken from several French 
ports (Boéro et al., 2009c).

The model is based on the general hypothesis 
that corrosion can be considered to be a decoupled 
phenomenon on the R2 plane of a structure; that is, 
in the length direction x and along the depth z.

The spatial aspect of corrosion in the x-direction 
is represented by the deterministic tendency 
T(x, zj, t) which evolves in time t and depends on 
the exposure zone zj (tidal zone, immersion zone, 
etc.). Corrosion may be considered as being uni-
form in the z-direction within a given exposure 
zone zj (tidal zone, immersion zone, etc.). The cor-
rosion distribution c(zj, t, θ) is therefore assumed 
to be independent of x, dependent on the time t 
and discretized along the depth z by exposure 
zone zj. Thus the predictive corrosion model takes 
the following form (1):

c(x, zj, t, θ ) = T(x, zj, t) + c(zj, t, θ) (1)

1 INTRODUCTION

This article summarizes research carried out in the 
framework of the GEROM (risk management of 
marine and river harbor structures) project with 
the Scientific Interest Group MRGenCi (www.
mrgenci.org). The main objective of the project 
is to develop a risk management methodology to 
assist owners in establishing decision-making pro-
cedures through maintenance master plans. The 
project is split into two phases: the initial phase 
consists of a study into maintenance management 
practices for harbor infrastructure and a prelimi-
nary risk analysis to identify vulnerable structures 
(ageing and stakes); the second phase then consists 
in quantifying the risks associated with the vulner-
able structures identified in the initial phase.

The initial phase has been described in several 
papers (Boéro et al., 2009a, b). The present article 
is concerned only with the second phase, specifi-
cally the reliability analysis of steel sheet-pile sea-
walls undergoing uniform corrosion.

For this purpose, a stochastic (spatial-temporal) 
model of steel corrosion is proposed, based on a 
statistical analysis of data collected from several 
French ports in multiple zones that have been 
exposed to marine environment for varying lengths 
of time. At the preliminary stage, an in-depth 
understanding of the following issues is necessary:

− interpretation of the experimental data and 
physico-chemical phenomena which allow spa-
tial corrosion to be treated essentially as a one-
dimensional problem, according to the depth of 
the structures under consideration (Boéro et al., 
2009c). An analysis of corrosion mechanisms 
shows that the process can be modeled by 
5 independent random variables corresponding 
to 5 different exposure zones, each one based on 
a different random context;

− probabilistic modeling for taking into account the 
variability of the phenomena. Having taken the 
preceding points into consideration, the stochastic 
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where c(x, zj , t,θ): loss of thickness as a function 
of the x-coordinate and the time t, for the exposure 
zone zj (mm); T(x, zj, t): deterministic tendency 
with respect to a constant mean corrosion level 
throughout the x-direction; c(zj, t, θ): random var-
iable representing the loss of thickness with time t 
for the exposure zone zj (mm).

The Gamma probability distribution is used 
to characterize the variability of the corrosion 
c(zj, t, θ), since it is the theoretical probability law 
that can be best fitted, in terms of maximum likeli-
hood, to the empirical distribution of steel loss of 
thickness. The Gamma distribution is characterized 
by a shape parameter α  and a scale parameter β 
which depends on the mean and standard deviation 
of steel loss of thickness and which evolves, accord-
ing to the present model and in the absence of other 
information on the stochastic structure, in a spatio-
temporal manner. Steel thickness loss distributions 
obtained from the corrosion model for a 25 year 
exposure period in the marine environment are 
shown in Figure 1 (zS = Splash; zT = Tidal; zL = Low 
seawater level; zI = Immersion; zM = Mud).

The paper presents the complete model, includ-
ing the piece-wise stationary stochastic field with 
depth.

3  TIME-DEPENDENT STRUCTURAL 
RELIABILITY OF A CORRODED 
STEEL SHEET PILES SEAWALL

Based on the previous corrosion model, a time 
dependent reliability analysis is carried out on a 
sheet-pile wall (Figure 2). For simplicity and in view 
to simplify the analysis of results we consider in 
this paper that U piles are uniformly corroded with 
the “out-pans” kinetics. Moreover, if  the corrosion 
has been shown to be stationary, the identification 
correlation length along x is still a challenge 
(Boéro 2010): we assume here that the correlation 
is negligible after 20 meters and that the wall can 
be modeled with a 2D model (Figure 2). Thus we 
consider the stability of a sheet pile 2 meter wide, 
the distance between tie-rods. Finally, the tie-rods 

are protected (galvanization) and are considered 
not to be affected by corrosion.

Let us focus only on sensitivity factors. Figure 3 
reports the values of these factors obtained when 
computing the reliability index in the most criti-
cal section at time t = 0, 10, 25 and 50 years. The 
results are very interesting. At the beginning of the 
lifetime, dominant random variables are angle of 
internal friction, loading service (operating excess 
load) and steel yield stress with a pro-eminent role 
of the first (55%). After 10 years, the role of the 
corrosion in zone ZI is already pro-eminent (more 
than 70) and angle of internal friction follows. This 
role of corrosion decreases with time and is the 
same than the role of angle of internal friction after 
50 years (almost 40%). Note that of course this 
trend depends on the position of the steel section 
under consideration. If we focus on the section near 
the tie-rod (see figure 9), the role of corrosion ran-
dom variable, here in area ZT increases with time.
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from the corrosion model for the different zones over a 
time period t = 25 years.

Figure 2. Geometrical and mechanical characteristics 
of the quay.
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inverse reliability analysis plays a key role in the 
process of decomposing. Details are given in the 
following sections.

The original MS is an integrated system giving 
that many feedback and feed-forward activities 
among subsystems. In order to lesson the bur-
den of the feedback and feed-forward computa-
tion, auxiliary design variables and compatibility 
constraints are introduced in the distributed sys-
tem approach. The auxiliary design variables are 
“copies” of the computed linking variables from 
upper-level to lower-level or vice versa (Kroo et al., 
1994). Inconsistency exists among these sharing 
variables and responses among each distributed 
systems in the middle of optimization process. The 
measure of such inconsistency is called discrepancy 
functions and the compatibility constraints are 
used to ensure convergence is achieved. Once MS 
is decomposed into several subsystems in MDO, 
the goal of upper-levels is to minimize the system 
overall objective function, while the lower-levels 
(i.e., subsystems) attempt to minimize discrepancy 
functions that are the inconsistency (i.e., deviations 
between targets and responses) among the original 
variables (i.e., linking variables) and the auxiliary 
variables.

Note that unlike the typical MDO approach 
described above, in our proposed concurrent 
RBDO approach, the objective of the upper level 
is to minimize the discrepancy of the linking varia-
bles obtained from each analysis in the lower level. 
The lower level has two sub-analyses such as the 
deterministic optimization and the inverse reliabil-
ity analysis. Through the proposed approach, the 
optimization and reliability analysis need not to be 
conducted sequentially. Instead, these two analyses 
can be executed simultaneously to accelerate the 
analysis procedure and therefore, the computa-
tional cost is reduced.

Several important topics, which play critical roles 
in our proposed evaluation process of RBDO, are 
introduced in the following manner. Existing multi-
disciplinary optimization approaches are reviewed 
first; followed by the introduction of the difference 
between Deterministic Optimization (DO) and 
RBDO. The major idea of the proposed approach 
is then described and the general formulation of the 

This paper presents a new approach to evaluate the 
Reliability-Based Design Optimization (RBDO) 
via a concurrent calculation process. RBDO con-
siders variability in design variables/parameters, 
searching an optimum point with higher robust-
ness and lower probability of failure. A traditional 
way for RBDO is a nested double-loop approach 
where the outer loop conducts optimization and 
the inner loop deals with probabilistic analysis. The 
computational cost for this double-loop procedure 
is prohibitive for most practical problems. Many 
algorithms have been developed to overcome this 
issue (Myers and Montgomery 2002; Qu and 
Haftka 2002; Du and Chen 2003; Youn and Choi 
2004, Liao and Ha 2008).

In development/search of a concurrent approach, 
one of the major concerns is the computational 
efficiency. As introduced, RBDO analysis is a 
nested double-loop calculation, in which the reli-
ability analysis and deterministic optimization are 
coupled. For a concurrent approach, techniques 
used to decouple these two analyses are similar to 
those utilized in a Multidisciplinary System (MS), 
which composes two or more coupled subsystems. 
Thus, analyses of MS are briefly reviewed to help 
the built of a concurrent algorithm of RBDO.

Multidisciplinary analysis or system level analy-
sis is the process of searching a feasible design in 
a MS. Finding an optimal feasible design for a MS 
is then called Multidisciplinary Design Optimiza-
tion (MDO). Although many approaches have 
been proposed to solve MDO problem, they may 
be categorized into two major groups: including 
the system level analysis or not. It is obvious that 
system analysis may take most of computational 
time in MDO problem. Therefore, many proposed 
approaches attempt to decompose the MS into 
several subsystems (e.g., distributed systems) to 
save the computational time. In this regard, the 
distributed system approaches are utilized in our 
proposed RBDO approach to avoid the system 
level analysis, which is a series of coupled analy-
ses (e.g., the nested double-loop approach). One of 
the keys to utilize MDO on RBDO problem is the 
two major operations in RBDO (i.e., the reliability 
analysis and optimization) must be decomposed. 
The Most Probable Point (MPP) obtained from 

ICASP Book III.indb   787ICASP Book III.indb   787 6/22/2011   12:56:54 AM6/22/2011   12:56:54 AM



788

proposed method is given. In the end, numerical 
examples are provided, demonstrating the con-
cepts of the proposed method. RBDO of a canti-
lever beam is first used to examine the accuracy of 
the proposed approach by comparing the results 
of the double-loop RBDO approach. Details of 

RBDO solved by bi-level optimization technique 
are revealed through other numerical example.

Keywords: optimization, reliability analysis, con-
current process
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Efficient method for the probability assessment of ellipsoidal 
limit state surface

S.D. Koduru
University of California, Berkeley, CA, USA

cumulative response measures, in the presence of 
stochastic dynamic loading, are recently studied 
(Koduru 2008).

The results indicate that the limit-state surface 
has a closed shape (Figure 1), and may not be easily 
amenable to traditional reliability methods, such as 
the first order reliability method (FORM) and the 
hyper-parabola approximation of the second order 
reliability method (SORM). The presence of large 
number of random variables due to the stochastic 
load model prevents the response surface methods 
from being computationally efficient. Previously, 
probability bounds are proposed to estimate the 
probability content inside the closed limit-state 
surface. In this paper, an improved method for the 
estimation of the probability content is proposed.

2 BINNING METHOD

The proposed method involves an approxima-
tion of the limit state surface as a hyper-ellipsoid 
(Figure 2). The traditional methods to estimate the 
probability content of an ellipsoid require a com-
plete second order derivative (Hessian matrix) of 
the limit state function. The computational effort 
to assess the derivative is considerable in a high-
dimensional problem with significant number of 

1 INTRODUCTION

Performance-based earthquake engineering (PBEE) 
requires simulation of the structural response 
under extreme loading conditions, and involves 
detailed numerical modeling of the structure. In 
order to measure the structural performance, the 
quantities of interest are damage, monetary loss, 
and down-time, which include nonlinear structural 
response under a dynamic loading event. Hence, 
the structural reliability methods that address the 
nonlinear dynamic problems have been a major 
research focus in the recent years. For addressing 
such problems, the peak response measures, such 
as peak deformations, are often considered as the 
performance measures that enter the limit state 
function. Conversely, cumulative response meas-
ures may provide an improved measure of struc-
tural performance for the structures subjected to 
long duration, large magnitude earthquakes.

Cumulative response measures include the 
effects of the total number as well as the ampli-
tude of load cycles on the structural behavior 
over the duration of a dynamic loading. Thus, the 
characteristics of the limit state surface with the 
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Nmm) of the SDOF with random pulses in the loading 
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the random variables. Furthermore, the perform-
ance assessments in PBEE are performed on large 
finite element models of the structure with nonlin-
ear time history analysis. Thus, the computational 
cost increases with the number of evaluations of 
the limit state function.

In the present study, the probability content of 
the hyper-ellipsoid is estimated by modifying the 
numerical method known as “binning method” in 
(Somerville 2001). The modified numerical method 
in the present study employs only the maximum 
(rmax) and the minimum (r*) semi-axis lengths of 
the hyper-ellipsoid. Instead of the intermediate 
semi-axis lengths and the full Hessian matrix, the 
distance of the limit-state surface from the origin is 
estimated along each of the random variable axis. 
This significantly reduces the computational effort 
in the evaluation of limit state function gradient 
that is employed for the search of limit state sur-
face. Furthermore, in a high-dimensional random 
space, the minimum semi-axis length of the hyper-
ellipsoid is approximated by the minimum radius 
of the ellipsoid along the random variable axes. 
This approximation is proposed due to the nature 
of chi-square distribution. At large number of 
degree of freedom, the contribution of probability 
content from the smaller radii is practically negligi-
ble as shown in Figure 3.

Hence, this approximation further reduces 
the computational cost and makes the proposed 
method especially advantageous to the high-
dimensional problems with stochastic ground 
motion models. However, for high probability val-
ues, the hyper-ellipsoid approximation of the limit 
state surface may no longer be valid and a cylindri-
cal-ellipsoid may become valid. In such cases, the 
proposed method results in an underestimation of 
the probability content. 

3 EXAMPLE

The numerical examples are presented with a sin-
gle degree of freedom (SDOF) model with hys-
teretic energy as the performance measure and 
two-storey two bay reinforced concrete frame with 
the monetary loss as the performance measure. The 
results from the proposed method are compared to 
those from the mean-centered Monte Carlo sam-
pling method. The results (Table 1) for the SDOF 
show that the proposed method provides accurate 
probability estimates for the hyper-ellipsoid in a 
high-dimensional space with considerable compu-
tational efficiency.

4 CONCLUSION

An efficient method for the probability estima-
tion is proposed for the reliability problems with 
cumulative performance measures and stochastic 
dynamic loading modeled by Gaussian white noise. 
The proposed method takes advantage of the high-
dimensional random space, and the closed point-
symmetric shape of the limit state surface for the 
cumulative performance measures, in order to 
reduce computational cost by several orders of 
magnitude. However, the efficiency of the pro-
posed method is reduced at high probability values 
and for the cylindrical-ellipsoid shape of the limit 
state surface.
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Table 1. Probability content of the ellipsoid for SDOF 
with 500 random variables.

Method Value g(x) Evaluations

Monte Carlo Simulation 0.7416 50000
Hyper-sphere approximation 1.0000  8010
Proposed method mean 0.7322  3000
Upper bound 0.8179 –
Lower bound 0.6575 –
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ABSTRACT: Bridges should have a minimum 
safety level at all times during their design lives. 
One of the major concerns for bridges is the dete-
rioration in their performance during their serv-
ice life. Work has been undertaken to predict the 
performance of as-built bridges when subjected 
to earthquakes. However, for a design based on 
long-term seismic performance it is imperative to 
be able to predict the deterioration in the reliability 
due to cumulative seismic damage.

The current seismic design practices focus pri-
marily on the ability of as-built bridges to with-
stand the design earthquake. Major contributions 
have been made by researchers to quantify struc-
tural degradation due to cumulative seismic dam-
age. However, the increase in vulnerability of 
bridges due to structural degradation has not been 
investigated.

This paper develops a probabilistic model for 
the deformation capacity of reinforced concrete 
(RC) bridge columns subject to cumulative seismic 
damage. The proposed model accounts for the deg-
radation in the ultimate curvature capacity asso-
ciated to low-cycle fatigue. The proposed model 
is then used to assess the fragilities of RC bridge 
columns for given deformation demand. The nov-
elty of this research lies in the development of the 

probabilistic models for curvature capacity, and its 
implementation in a degradation-dependent defor-
mation capacity, which is used to assess the fragil-
ity of three example columns subject to seismic 
degradation. The proposed probabilistic models 
can be used to assess the effects of structural deg-
radation on the safety of bridges.

The probabilistic model is calibrated based on 
data generated from pushover and cyclic load 
analysis using finite element method (FEM). The 
FEM model accounts for the cracking and pinch-
ing of RC sections to properly simulate the deg-
radation process. Presently, laboratory data on the 
capacity of damaged columns is unavailable and 
thus the model must be recalibrated when the data 
is available.

It is found that the cumulative seismic damage 
can significantly affect the vulnerability of bridge 
columns. Thus the proposed probabilistic model is 
useful for a seismic design that properly accounts 
for long-term safety and reliability. It is found that 
the deformation capacity of RC columns deterio-
rates due to low-cycle fatigue when damage exceeds 
a specific transition value. As a result, the fragili-
ties of RC columns for given deformation demand 
increases once the value of damage exceeds the 
threshold value.
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maximum live load effects expected on New York 
bridges.

The safety evaluation of existing New York 
bridges can be executed using a LRFR equation 
that takes the form:

R F
R D

L
c s n DC DW WDD

L nL
. .F =

( )D DC C+DCDφ φc φRs nRR
γ

DCD+  (1)

where R.F. is the rating factor, Rn is the nomi-
nal resistance, DC1 is the dead load effect of 
pre-fabricated components, DC2 is the dead load 
effect of cast-in-place components and attach-
ments, DW is the nominal dead load effect for the 
wearing surface, Ln is the live load effect of the 
nominal load used to calculate the Rating Factor 
including dynamic allowance and load distribution 
factor, φ. is the resistance factor, φ.c is the condition 
factor, φs is the system factor, and γ are the load 
factors. A Rating Factor R.F. ≥1.0 indicates that 
the trucks whose live load effects can be modeled 
by Ln can safely cross the bridge.

1 LEGAL TRUCK RATING

A new set of NYS Legal Trucks along with appro-
priate live load factors are proposed for perform-
ing Operating Level Ratings of existing bridges. 
Figure 1 provides the proposed NYS Legal Trucks 
while Table 1 lists the proposed NYS Live Load 
factors for Legal Truck Load Operating Rating.

2 PERMIT TRUCK RATING

Permit load factors are calibrated for divisible loads 
and non-divisible loads for single crossings as well 

The American Association of Highway and 
Transportation Officials (AASHTO) has recently 
adopted the Load and Resistance Factor Rat-
ing (LRFR) Specifications which were calibrated 
to provide uniform reliability levels represented 
by a target reliability index β = 3.5 for Inventory 
Ratings and β = 2.5 for Operating Ratings. The 
calibration process was based on a generic data-
base that was considered to be representative of 
truck weight and traffic spectra at typical U.S. 
bridge sites. Recognizing the limitations of this 
generic data set, the LRFR specifications pro-
vide sufficient flexibility and allow state agencies 
to adjust the LRFR load factors based on their 
individual conditions and site-specific or state-
specific information. The goal would be to develop 
an LRFR process that is compatible with current 
state procedures while considering their particular 
loading conditions.

Recent observations made on truck weight data 
collected from Weigh-In-Motion stations (WIM) 
at representative NY State sites have shown that 
truck weights in New York can be significantly 
heavier than assumed during the calibration of 
the AASHTO LRFR specification. Therefore a 
recalibration of LRFR provisions was considered 
necessary.

This paper develops a Load and Resistance Fac-
tor Rating (NYS-LRFR) methodology for New 
York bridges. The methodology is applicable for 
the rating of existing bridges, the posting of under-
strength bridges, and checking Permit trucks. The 
proposed LRFR methodology is calibrated to pro-
vide uniform reliability index values for all applica-
tions. The reliability calibration of live load factors 
is based on live load models developed using Truck 
Weigh-In-Motion (WIM) data collected from 
several representative New York sites. The live 
load models provide statistical projections of the 
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as unlimited crossings of bridges. The calibration 
of the permit load factors was based on the analy-
sis of multiple presence probabilities and on the 
uncertainties associated with estimating the load 
effects of the permit trucks and those of the ran-
dom trucks that may cross simultaneously with the 
permit. Accordingly, lower permit load factors are 
recommended than those in the AASHTO LRFR. 
The permit load factors are listed in Table 2.

3 LOAD POSTING

An equation is proposed for determining Posting 
weight limits for bridges with low Rating Factors 
as a function of the effective span length. The post-
ing equation was calibrated so that posted bridges 

will meet the same target reliability βtarget = 2.0 used 
for the Legal Load Ratings and the Permit weight 
checks. The posting weight calibration however 
was based on several assumptions regarding the 
probability of having overweight trucks cross 
posted bridges. It is proposed that two different 
posting weights should be provided one for single 
unit trucks and the other for semi-trailer trucks. 
The proposed equation is given as:

Posting Load W RF= +W RF ( )L − ( )RF−⎡⎣⎡⎡ ⎤⎦⎤⎤0 00375.
 
(2)

where W = Weight of Rating Vehicle (54 kips for 
Single Trucks, or 72 kips for semi-trailers)

RF = Legal Load Rating Factor for the govern-
ing NYS-Legal Truck

L = Effective span length in feet.

Table 2. NYSDOT permit load factors, γL.

Permit type Frequency Loading condition Distribution factor
ADTT 
(one direction)

Permit 
load 
factor, γL

Annual Divisible 
Load

Unlimited trips Multi-lane bridges 
Mix with traffic

Multi-lane ADTT ≥ 5000 1.20
ADTT = 1000 1.15
ADTT ≤ 100 1.10

Annual Divisible 
load

Unlimited trips Single lane bridges Single Lane DF after 
dividing out MP = 1.2

ADTT ≥ 5000 1.20

ADTT = 1000 1.15

ADTT ≤ 100 1.10

Non-Divisible 
loads

Unlimited trips Multi-lane bridges 
Mix with traffic

Multi-lane All ADTT 1.10

Non-Divisible 
loads

Unlimited trips Single lane bridges Single Lane DF after 
dividing out MP = 1.2

All ADTT 1.10

Special Hauling 
and Superloads

Single Crossing Multi-lane bridges 
Mix with traffic

Single Lane DF after 
dividing out MP = 1.2

All ADTT 1.10

Special Hauling 
and Superloads

Single Crossing Single lane bridges Single Lane DF after 
dividing out MP = 1.2

All ADTT 1.10

Table 1. NYSDOT live-load factors, γL for Legal Loads.

Traffic volume 
(one direction)

Load factor for 
multi-lane bridges 
(use LRFD load 
distribution factor 
for multi-lanes)

Load factor 
for single-lane 
bridges (use 
LRFD load 
distribution 
factor for 
a single lane 
without 
removing the 
multiple 
presence factor)

ADTT ≥ 5000 1.95 2.65
ADTT = 1000 1.85 2.50
ADTT ≤ 100 1.65 2.20

a) SU4 Legal Load (27 tons)

4.0'4.0'10.0'

12 kips 8 kips 17 kips 17 kips

18.0'

b) Type 3S2 Legal Load (36 tons)

41.0'

10 kips 15.5 kips 15.5 kips 15.5 kips 15.5 kips

11.0' 4.0' 22.0' 4.0'

Figure 1. Proposed New York State Legal Trucks for 
bridge rating.
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conditions of use. The target failure probability 
not to be exceeded in normal conditions is given by 
7, 23 ⋅ 10–5 for the building life of ∼55 years. Hence 
the objective for the fire situation should be

pf,55 (probability of failure)

 ≤ pt,55 (target failure probability) = 7, 23 ⋅ 10−5

pf,55 = pfi,55 (probability of severe fire)

 · pf fi (failure probability in case of fire)

This allows to create a connection between 
the reliability index βfi, related to the probability 
of  structural failure in case of  fire pffi, and the 
probability pfi,55 of  getting a fully fire engulfed 
compartment during the life time of  the build-
ing, which depends on the compartment size, 
the type of  occupancy and the active fire safety 
measures.

1 INTRODUCTION

This contribution describes the present state of the 
art in fire engineering developments according to 
EN1991-1-2 (DAV 20.11.2002). Essential theoreti-
cal relations in the field of the probability of get-
ting a severe fire, when regarding the positive effect 
of active fire safety, are laid down and discussed, 
as well as the consequence on structural failure 
probability is investigated.

2 ACTIVE FIRE SAFETY

Furthermore in the following described buildings, 
instead of paying for protection materials in order 
to fulfil ISO fire requirements of 90 minutes and 
more, this money was used for the installation of 
active fire safety measures. Active fire safety pro-
duces real safety for people, f.i. by adequate par-
titioning, by safe escape routes, by proper smoke 
venting or by conveniently designed & maintained 
sprinkler systems. But at the same time active fire 
safety contributes in helping the structure resist 
realistic heating conditions, as the potential sever-
ity of a fire and its probability of occurrence are 
cut down.

A first step consists in accepting the global struc-
tural analysis in the fire situation, in considering 
the accidental combination rule for actions during 
fire exposure and in designing according to natu-
ral fire conditions. A second step consists finally 
in considering Performance Based Requirements 
i.e. the fire safety of occupants and firemen, the 
protection of property and environment, a realis-
tic required fire resistance period, and a realistic 
structural fire design including active fire safety.

The main objective is given by the acceptable 
safety level, which may be defined by compari-
son to the different existing risks in life including 
the structural collapse of a building in normal 
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It has to be mentioned, that negative values of the 
reliability index βfi correspond to quite low values 
for the probability pfi,55 of getting a severe fire, which 
is the case when active fire safety measures exist.

Reliability calculations have shown that the 
weighing factor for the main action at room tem-
perature is strongly reduced in case of fire and 
may therefore be considered as a secondary action, 
whereas the fire load becomes the main action. 
This leads to a global factor γqf, giving the design 
fire load

qf,d = γqf ⋅ q f,k [MJ/m2].

Finally a connection may be established between 
the reliability index βfi, related to the probability of 
structural failure in case of fire pffi, and the global 
factor γqf affecting the characteristic value q f,k of  
the fire load according to equation

γ
γ

qf
sd

=
{ }βqf qf fi

{ }qfVq1 qfVq− ( )6 ( ,0 57721655 + −

That equation is illustrated by the following 
graph

Under these conditions the following amazing 
result could be obtained, which consists in finally 
having conceived and realized a tower building, 
75 m high, with steel columns and steel beams kept 
visible and unprotected. It is for the first time that 
such an innovative step has been undertaken, not 
forgetting that the active fire safety implemented 
brings even people’s safety to the highest possible 
level.

• The design results indicate that, under natural 
heating, no failure nor any critical deformation 
will occur. This is due to the fact that struc-
tures are in fact best protected by the active fire 
safety measures, as the potential severity of  a 
fire and its probability of  occurrence are cut 
down.

• All static calculations in the fire situation have 
been done through a two dimensional analysis, 
which is completely sufficient in connection to 
every day design. Indeed the aim according to 
EN1991-1-2 is clearly to show that, under nat-
ural heating and by considering the active fire 
safety measures as proposed in the global fire 
safety concept, no failure occurs and deforma-
tions are limited to acceptable levels.

• It is the author’s opinion, that fire is to be con-
sidered as a load like wind or earthquake, which 
will lead to a robust structural design of build-
ings. Indeed the global behaviour of the struc-
ture has to be activated in the fire situation, as 
was underlined for the first time by the author 
in 1988. Of course this also highlights the fact 
that, in a two dimensional analysis, floor beams 
may move into catenary action, pulling columns 
back inwards etc. This means that a redistribu-
tion of internal load actions takes place in the 
fire situation and that a.o. connections may be 
submitted to much higher load effects than in 
normal conditions of use.

The previously described procedure was 
announced through various publications of the 
author since 1992 and was clearly developed during 
the years 1994 to 2000 by an European Research 
Group comprising various competent Research 
Institutes from eleven European countries, also 
under the leadership of the same author.

3  ARCHITECTURE AND PRACTICAL 
DESIGN

Following conclusions may be drawn on the basis 
of the design performed, in the fire situation, for 
the described structures. For all of them the real 
fire, function among others of the ventilation con-
ditions and the fire load, was considered. Further-
more the effect of active fire safety measures on 
the design fire load was also taken into account.
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Seismic fragility of RC bridges using the data obtained 
from nondestructive testing

Q. Huang, P. Gardoni & S. Hurlebaus
Texas A&M University, College Station, TX, USA

ABSTRACT: Seismic fragility reflects the 
ability of a structure to withstand future seismic 
demands. It is defined as the conditional probabil-
ity that a structural demand quantity attains or 
exceeds a specified capacity level of the bridge for 
given the characteristics of an earthquake. In order 
to obtain an accurate assessment of the fragility 
of a bridge, it is critical to incorporate informa-
tion about the current structural properties, which 
reflects the possible aging and deterioration. This 
paper describes a probabilistic framework to iden-
tify the actual conditions of reinforced concrete 
(RC) bridges in the field using nondestructive test-
ing (NDT) and to develop the corresponding fra-
gility estimates for the bridge.

In this study, a probabilistic capacity model for 
RC bridge column is built considering the possibil-
ity of non-uniform flexural stiffness over the col-
umn height to account for the possible effects of 
non-uniform deterioration. A probabilistic seismic 
demand model is developed to fully consider the 
prevailing uncertainties associated with the struc-
tural demands on RC bridges due to seismic exci-
tations. Such uncertainties include uncertainties in 
the ground motions and the structural properties, 
model error, and statistical uncertainties in the 
model parameters.

The proposed probabilistic framework combines 
global and local NDT methods to identify the in 
situ structural properties of RC bridges. A combi-
nation of these two NDT methods takes advantage 
of the complementary strengths of both. Global 

NDT uses the modal data of an existing bridge to 
assess its global/equivalent structural properties 
and to detect potential damage locations. Modal 
data can be easily extracted from the time-history 
dynamic response of the bridge that can be 
obtained from a vibration test, making the global 
NDT of practical value. Measurement and mod-
eling errors are considered in the application of 
the global NDT and the analysis of the NDT data. 
Local NDT uses local measurements to identify the 
local characteristics of the structure. Particularly, 
this paper uses the SonReb technique (a combina-
tion of ultrasonic pulse velocity test and rebound 
hammer test) to estimate the concrete compressive 
strength. The quantities assessed by SonReb are 
expressed in probabilistic manner to account for 
the material variability, measurement error, and 
environmental influence.

As an illustration, the proposed probabilistic 
framework is used to assess the fragility of an 
example RC bridge with one single-column bent. 
The result of the illustration shows that the pro-
posed framework can successfully provide the up-
to-date structural properties and more accurate 
fragility estimates than by using assumed/typical 
values for the bridge properties. The result of this 
research will help bridge owner optimize the allo-
cation of resources for maintenance, repair, and/or 
rehabilitation of bridge systems, therefore increase 
the safety of national transportation networks. 
The proposed framework can be extended to other 
civil engineering systems as well.
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Use of BWIM data for bridge assessment

M. Petschacher
PEC ZT-GmbH, Feldkirchen/Carinthia, Austria

ABSTRACT: The object of this paper will 
describe the way from Bridge-Weigh-In-Motion 
(BWIM)-data to the assessment of bridge structures 
under consideration of the real traffic. It is obvious 
that the load assumptions are of importance. The 
evaluation of existing bridges regarding remaining 
life is an important issue. The bridge stock shows 
an increasing ageing combined with a deteriora-
tion of the state on the one hand and an increase 
of the traffic load on the other hand. Simple recal-
culations can lead to sub-optimal results, which 
lead to cost-intensive claims like reconstruction of 
a bridge. Using BWIM-data as calculation basis 
proofed as a probate approach in practice, see 
(Petschacher 2010, Grundy & Boully 2004). Load 
models for the recalculation and evaluation of 
existing objects basing on BWIM-measurements 
will be shown, where the construction site traf-
fic guidance, short 4—0, is regarded. The reason 
for choosing 4—0 is that this traffic guidance will 
be occurring more often in the future and lead to 
higher loads as a strong increase of the heavy traf-
fic would.

BWIM is a special form of weigh in motion, 
where a bridge is used to collect data like speed 
or load of vehicles. Sensors that record data are 
installed under the bridge and connected to a elec-
tronic device. Results of measurements are traffic 
and load statistics as well as the influence of the 

VC Symbol pVC

113 0 . 312

40 0 . 131

61 0 . 107

74 0 . 078

62 0 . 077

Table 1. Some frequent vehicle classes.

Bridge under view.

traffic on the pavement expressed as equivalent 
single axle loads (ESAL).

Generally stochastic problems are solved by use 
of analytical methods, where amongst others the 
forecast of extreme load effects needs to be solved 
(Vrouwenvelder & Waarts 1993). After an appro-
priate solution for this question was found, a sim-
ple form of the stochastic description of the loads 
was chosen.

Z ∼ (q1 (f1 Lane1) + q2 (f2 Lane2))N (1)

The mixed distribution describes the amount 
of empty, partial and fully loaded trucks of a 
class. The form of the distribution and the partial 
chances pi are found with the EM algorithm or the 
Gibbs-simulation method (VaP 2010).

With given vehicle class and gross weight the 
mean of an axle load is defined by:

μi(Qi|W) = βI + αiW (2)

The simulation basis is formed by the load step 
method (LSM) in which an action takes place n times 
and the statistical analysis is the basis for further 
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extrapolations. The result of this is an arbitrary 
point in time distribution of structural responses. 
Employing the extreme value theory leads to the 
necessary distributions for further analyses.

The following steps depend on the particular 
structural situation and will be demonstrated on a 
typical Austrian highway bridge, where corrosion 
problems have been detected, (JCSS 2001).

BWIM-measurements were carried out which 
resulted in an amount of data used to establish a 
stochastic axle load model. On that a simulation 
of realistic traffic has been carried out. In the next 
step an extreme value distribution of loading at 
the critical section, namely the field joint could be 
defined. The assessment of the bridge was carried 
out with probabilistic methods of this field joint.

It is obvious in reevaluation of bridge 
structures that traffic loading assumptions are 

of high importance. Therefore BWIM is strongly 
recommended to be done in that circumstance. 
The results of such an investigation should be 
used further in a fully probabilistic analysis where 
extreme value theory takes place. Additionally, 
deterioration processes have to be taken into 
account in order to get the time variant behavior 
of the structure.

The approach described here tries to give a path 
through an analysis where BWIM stands at the 
beginning providing valuable data. The following 
data analysis process fills an axle load and traf-
fic flow model used in simulation or a simplified 
approach based on GVW. The outcome from the 
static analysis process is an arbitrarily Point-In-
Time distribution of the structural response. This 
information can be transformed to the considered 
time horizon and traffic class at the bridge of 
interest. Finally, the engineering part employs 
probabilistic methods to come up with a decision 
basis for the client.
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Figure 1. A fault tree applied on a bridge.

Figure 2. Corrosion shortcoming.
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Figure 3. Number of overload vehicles in one direction.
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rendering a joint time-frequency response analysis 
possible. Early attempts towards determining the 
response of a linear system in terms of its wavelet 
representation when the excitation admits a wave-
let expansion include the works by Basu and Gupta 
(1998), and by Tratskas and Spanos (2003). It is 
noted that the aforementioned literature deals with 
the wavelet representation of realizations of ran-
dom processes or, in other words, with representing 
deterministic functions. In fact, as it is pointed out 
in Priestley (1996), unless a rigorous mathematical 
model exists for representing non-stationary ran-
dom processes via wavelets, questions are raised 
concerning any kind of wavelet-based analysis.

In this paper, a harmonic wavelet-based statis-
tical linearization method, initially developed in 
Spanos and Kougioumtzoglou (2010), is modi-
fied and extended to determine the response EPS 
of a Bouc-Wen hysteretic oscillator subject to 
evolutionary excitation. The method is applicable 
not only for separable but non-separable in time 
and frequency excitation EPS as well. Specifi-
cally, employing the generalized harmonic wave-
let properties and relying on a locally stationary 
wavelet-based representation of non-stationary 
random processes (Nason et al., 2000), wavelet 
scale (frequency)- and wavelet translation level 
(time)- dependent equivalent stiffness and damp-
ing elements are derived. This novel concept is next 
incorporated in the resulting system of equations 
of motion which is solved in an iterative manner to 
determine the response EPS. The accuracy of the 
method is demonstrated by pertinent Monte Carlo 
simulation data.
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ABSTRACT: Random excitations such as seis-
mic motions, winds or ocean waves inherently 
possess the attribute of evolution in time. For 
instance, earthquake ground motions are almost 
invariably non-stationary with time-varying inten-
sity and frequency content due to the dispersion 
of seismic waves. Thus, the mathematical theory 
of non-stationary random processes and the 
related concept of the Evolutionary Power Spec-
trum (EPS) are perhaps indispensable to model 
realistically these phenomena (e.g. Priestley, 1965; 
Dahlhaus, 1997; Nason et al., 2000).

Further, structures can become nonlinear and 
inelastic with restoring forces depending on the 
time history of the response under severe dynamic 
excitation. This memory-dependent relation-
ship between force and deformation is generally 
described in the literature by the term hysteresis. 
A mathematical description of various existing 
models of hysteresis can be found in Macki et al. 
(1993). Therefore, several research attempts have 
focused on determining response statistics of hys-
teretic oscillators under evolutionary excitation 
(e.g. Kougioumtzoglou and Spanos, 2009).

The introduction of the versatile Bouc-Wen 
hysteretic model (Bouc, 1967; Wen, 1976) was fol-
lowed by its successful application to numerous 
structural dynamics related fields. For instance, the 
model has been used for base-isolation studies and 
for the response analysis of soil deposits. One of 
the reasons for the popularity of the model, besides 
its versatility in efficiently capturing a wide range 
of hysteretic behaviors, is the option of explicitly 
computing equivalent linear elements. A detailed 
presentation of the applications and the extensions 
of the Bouc-Wen model can be found in review 
papers and books, such as the ones by Ikhouane 
and Rodellar (2007) and by Ismail et al. (2009).

Focusing next on the response analysis of struc-
tures under evolutionary excitation it can be argued 
that a wavelet-based formulation is capable of 
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where fci = compressive strength of concrete at 
initial prestress, fsp = splitting tensile strength 
of concrete, Pi = prestressing force before time-
dependent losses, Aci = cross-sectional area of 
a girder, Ixi = moment of inertia of the section, 
epi = eccentricity of tendon, yti and ybi = distance 
from neutral axis to top fiber and bottom fiber of 
a girder, respectively, MDC = moment due to self  
weight of structural component.

When girder is subjected to live load, the limit 
state functions at service load stage are given as in 
Eqs. (3) and (4), respectively.
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where fck = specified design strength of concrete, 
MDW = moment due to dead load of wearing sur-
faces, MLL = moment due to live load and impact 
load (if  any), meanwhile, remaining component 
are calculated at the service load stage.

3 TYPICAL PSC BRIDGE GIRDERS

This paper considers five typical I-shape girder 
with span length of 20, 25, 30, 35 and 40 m and 
four typical box type girder with span length of 40, 

1 INTRODUCTION

The objective of this paper is to perform the 
reliability analysis of stresses in prestressed concrete 
girder subject to service live load. To establish sta-
tistical characteristics of concrete tension strength, 
splitting tension tests and bending tension tests are 
performed for various specified strength of concrete. 
The live loads characteristics are established from 
various field data. Other statistical characteristics are 
collected from related studies and references. Reli-
ability analysis is performed on typical prestressed 
concrete I-shaped girder and box type girder using 
first-order reliability method. Results are compared 
with reliability level of ultimate limit states and tar-
get reliability indices from various codes.

Reliability indices for ULS of prestressed 
concrete girders are also calculated to compare 
with those for SLS. Since the first reliability-
based design code are under development now 
in Korea, reliability indices for current live load 
and proposed live load model are calculated and 
compared. Reliability indices are calculated from 
actual sections designed by Korean Bridge Design 
Code. Sensitivity on the reliability index of random 
variables is examined through parametric study.

2 LIMIT STATE FUNCTIONS

The limit state functions for SLS for the compres-
sion and tension stress are formulated based on 
design and working principle of prestressed con-
crete girder. These functions have been used to cal-
culate the reliability index at the initial stage and 
service load stage.

At the initial stage, the limit state functions at 
the top and bottom fiber are given as in Eqs. (1) 
and (2), respectively.
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50, 60 and 100 m. These girders have been widely 
used for PSC bridges in Korea and were designed 
based on Korean Bridge Design Code (KBDC).

4 ANALYSIS OF TEST DATA

Statistical parameters for concrete properties are 
determined through analysis of test data obtained 
from experiments at the laboratory combined with 
data from previous domestic researches. Statistical 
parameters includes mean value μ, standard devia-
tion σ, coefficient of variation COV and bias fac-
tor λ for compressive strength and splitting tensile 
strength of concrete cylinder. The values of bias 
factor and coefficient of variation for compressive 
strength of concrete are also compared to those of 
Nowak and Szersen (CPA R&D-2849, 2008) in this 
paper.

5  STATISTICAL PROPERTIES OF 
RANDOM VARIABLES

It is assumed that all the variables in limit state 
functions are independent. Statistical parameters 
of concrete are taken from analyzing of test data in 
the previous section and other variables are referred 
from the other sources as shown in table below.

6 CALCULATION RESULTS

In this paper, First Order Reliability Method 
(FORM) is applied to calculate the reliability index. 
An iteration procedure developed by Rackwitz and 
Fiessler (1978) is programmed and performed by 
Matlab program.

Generally the reliability indices for current load 
model show a little higher values than those for 
proposed live load. The reliability indices for ULS 
show consistent values, but the reliability indices 
for SLS show more variable values. Comparison 
between target and calculated reliability indices 
for SLS shows that the reliability indices for longer 
span are less than target value.

7 CONCLUSION

This paper deals with the reliability analysis of 
stresses in prestressed concrete girder subject to 
the initial and service load stage. Reliability analy-
sis is performed on typical prestressed concrete 
I-shape girder and box girder for SLS and ULS. 
Comparisons of reliability index have been done 
between SLS and ULS together with target reli-
ability level from international standards. Results 
pointed out that all reliability indices are higher 
than target values, except tension stresses of long 
span girder at service load stage. As span becomes 
longer, the reliability index for tension stress of 
girder bottom fiber becomes smaller and less than 
target values suggested by ISO2394 or JCSS(2000). 
Also reliability indices for serviceability limit states 
show more variability than for ultimate limit states. 
More detailed research and calibration for stresses 
in PSC girder and adequate target reliability level 
for serviceability limit states are required.

Table 1. Statistical description of random variables.

Variable λ COV Distribution Reference

fci (MPa) 1.02 0.180 Normal Al-Harthy
fck (MPa) 1.22 0.15 Normal This study
Pe(kN) 1.03 0.015 Normal N & S*
Ac (m2) 1.04 0.070 Normal N & S*
Ix (m4) 1.04 0.070 Normal N & S*
ep (m) 1.00 0.065 Normal Mirza (1996)
yt (m) 1.04 0.070 Normal N & S*
yb (m) 1.04 0.070 Normal N & S*
MDC 1.05 0.100 Normal NCHRP (1999)
MDW 1.00 0.250 Normal NCHRP (1999)
MLL 1.05 0.200 Normal KBRC (2008)

* Nowak & Szersen (CPA R&D-2849, 2008).

Figure 1. Comparison between SLS and ULS of PSC 
I-shape girder.

Figure 2. Comparison with target reliability level of 
international standard for SLS of PSC box type girder.
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Fragility analysis for sensor fault detection of smart structures

Yeesock Kim
Department of Civil and Environmental Engineering, Worcester Polytechnic Institute, MA, USA

Jong-Wha Bai
Department of Civil Engineering, California Baptist University, Riverside, CA, USA

ABSTRACT: This paper investigates the impact 
of sensor fault/failures within smart control sys-
tems under a variety of earthquake signals using 
seismic fragility curves. Seismic fragility analysis 
can be used as a tool for evaluating the perform-
ance and vulnerability of smart structures under 
earthquake events. It would play an important 
role in estimating seismic losses and in the deci-
sion making process based on control perform-
ance during seismic events. The seismic fragility 
curves are developed using a closed form equa-
tion. Seismic demand model is constructed with a 
Bayesian updating approach while seismic capac-
ity of smart structures is estimated based on the 
approximate structural performance of semi-ac-
tive control structures. Peak ground acceleration 
(PGA) of ground motion is used as a measure of 
earthquake intensity. To demonstrate the proposed 

methodology, a three-story building employing 
a highly nonlinear hysteretic magnetorheologi-
cal (MR) damper is analyzed to estimate seismic 
fragility of smart control system. Then the devel-
oped fragility curves for the smart structure are 
compared with those for the control system with 
faulty sensing information while the responses of 
the uncontrolled structure are used as a baseline. 
It is shown from the simulations that the proposed 
methodology is effective in quantifying the impact 
of sensor fault/failures within smart structures.

Keywords: Smart structures; sensor fault detection; 
semi-active control; seismic fragility analysis; fra-
gility curves; magnetorheological (MR) dampers; 
Bayesian updating; structural control

ICASP Book III.indb   806ICASP Book III.indb   806 6/22/2011   12:57:03 AM6/22/2011   12:57:03 AM



MS_315 — The treatment of uncertainties 
in large-scale stochastic systems (1)

ICASP Book III.indb   807ICASP Book III.indb   807 6/22/2011   12:57:03 AM6/22/2011   12:57:03 AM



This page intentionally left blankThis page intentionally left blank



809

Applications of Statistics and Probability in Civil Engineering – Faber, Köhler & Nishijima (eds)
© 2011 Taylor & Francis Group, London, ISBN 978-0-415-66986-3

Stochastic responses of Navier-Stokes equations computed 
with dynamically orthogonal field equations

T.P. Sapsis & P.F.J. Lermusiaux
Massachusetts Institute of Technology, Cambridge, MA, USA

observations lead to the natural conjecture that 
statistical modeling or statistical averaging over 
appropriate spatial and temporal scales maybe more 
efficient for the description of these phenomena.

In this work, we use a new methodology for 
the representation and evolution of the complete 
probabilistic response of infinite-dimensional, 
random, dynamical systems. More specifically, in 
Sapsis & Lermusiaux (2009) and Sapsis (2010) an 
exact, closed set of evolution equations for general 
nonlinear continuous stochastic fields described by 
a Stochastic Partial Differential Equation (SPDE) 
was derived. By hypothetizing a decomposition 
of the solution field into a mean and stochastic 
dynamical component that are both time and space 
dependent, a system of field equations consisting 
of a Partial Differential Equation (PDE) for the 
mean field, a family of PDEs for the orthonormal 
basis that describe the stochastic subspace where 
the stochasticity ‘lives’ as well as a system of Sto-
chastic Differential Equations that defines how the 
stochasticity evolves in the time varying stochas-
tic subspace was derived. These new Dynamically 
Orthogonal (DO) evolution equations are derived 
directly from the original SPDE, using nothing 
more than a dynamically orthogonal condition 
on the representation of the solution. This condi-
tion is the ‘key’ to overcome the redundancy issues 
of the full representation used while it does not 
restrict its generic features.

Therefore, without assuming any a priori rep-
resentation neither for the stochastic coefficients, 
nor for the spatial structure of the solution; all 
this information is obtained directly by the sys-
tem equations, boundary and initial conditions. 
If  additional restrictions are assumed on the form 
of the representation, it was shown that both the 
Proper-Orthogonal-Decomposition (POD) equa-
tions and the generalized Polynomial-Chaos (PC) 
equations are recovered.

For the efficient treatment of the strongly tran-
sient character on the systems described above, 
adaptive criteria for the variation of the sto-
chastic dimensionality that characterizes the sys-
tem response were derived in Sapsis (2010) and 

Dynamical systems play a central role in applica-
tions of mathematics to natural and engineering 
sciences. However, dynamical systems governing 
real processes always contain some elements char-
acterized by uncertainty or stochasticity. Uncer-
tainties may arise in the system parameters, the 
boundary and initial conditions, and also in the 
‘external forcing’ processes. Also, many problems 
are treated through the stochastic framework due 
to the incomplete or partial understanding of the 
governing physical laws. In all of the above cases 
the existence of random perturbations, combined 
with the complex dynamical mechanisms of the 
system itself  can often lead to a rapid growth of 
the uncertainty in the dynamics and state of the 
system. Such rapid growth can distribute the 
uncertainties to a broadband spectrum of scales 
both in space and time, making the system state 
particularly complex.

In the past decades an increasing number of 
problems in continuum theory have been treated 
using stochastic dynamical theories. Such prob-
lems are mainly described by stochastic partial 
differential equations (SPDEs) and they arise in a 
number of areas including fluid mechanics, elastic-
ity, and wave theory, describing phenomena such 
as turbulence, random vibrations, flow through 
porous media, and wave propagation through ran-
dom media. This is but a partial listing of applica-
tions and it is clear that almost any phenomenon 
described by a field equation has an important 
subclass of problems that may profitably be treated 
from a stochastic point of view.

Probably the most characteristic representative 
from this family of problems are turbulent flows. 
In turbulence the spatial and temporal dependence 
of the instantaneous values of the fluid dynam-
ics fields have a very complex nature. Moreover, 
if  turbulent flow is setup repeatedly under the 
same conditions, the exact values of these fields 
will be different each time. However, even though 
the details of the flow maybe different over vari-
ous runs, it has been observed that their statisti-
cal properties remain similar, or at least coherent 
over certain finite-time and space scales. These 
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Sapsis & Lermusiaux (2010). Those criteria follow 
directly from the dynamical equations describing 
the system.

Here we use this computational framework 
to compute the complex responses of stochastic 
Navier-Stokes equations initiated with a very small 
stochastic perturbation. In low Reynolds number 
regimes this stochastic perturbation decays expo-
nentially. However, for larger Re numbers inter-
nal instabilities cause rapid growth of these small 
perturbations leading to strongly non-Gaussian 
responses (Figure 1). We present the response of 
the lid-driven cavity flow for a Reynolds number 
Re = 10000. The system is initiated with a very 
small stochastic perturbation having 4–5 orders of 
magnitude smaller energy (or variance) from the 
energy of the mean flow.

Using the DO framework we are able to charac-
terize completely the statistics of these stochastic 
responses and also prove that those will live in a 
finite dimensional space. More specifically, since 
the basis of the stochastic subspace is evolving 
according to the system SPDE, fewer modes are 
needed to capture most of the stochastic energy 
relative to the classic POD method that fixes the 

Figure 1. Strongly non-Gaussian responses for the lid-driven cavity flow with Re = 10000.

form of the basis a priori, especially for the case of 
transient responses. On the other hand, since the 
stochasticity inside the dynamically varying sto-
chastic subspace is described by a reduced-order, 
exact set of SDEs, we avoid the large computa-
tional cost of PC methods to capture non-Gaussian 
behavior. Therefore, by allowing the stochastic 
subspace to change we obtain a better understand-
ing of the physics of the problem over different 
dynamical regimes without having the well known 
cost or divergence issues resulted from irrelevant 
representations of spatial (in POD method) or sto-
chastic structure (in PC method).
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Seismic reliability of frame structures with non-Gaussian system 
properties

G. Stefanou & M. Fragiadakis
Institute of Structural Analysis & Seismic Research, National Technical University of Athens, Greece

ABSTRACT: Over the last few years, the efficient 
prediction of the stochastic dynamic response 
and reliability of structures with uncertain sys-
tem properties has been the subject of extensive 
research. The majority of existing methods are 
usually limited to linear elastic analysis consider-
ing only monotonic loading. In the framework of 
the stochastic finite element method (e.g. Stefanou 
2009), a novel approach has been recently intro-
duced by the authors for the analysis of realistic 
structures subjected to transient seismic actions 
(Stefanou & Fragiadakis 2009). This approach 
is used here to assess the nonlinear stochastic 
response and reliability of a steel moment-resisting 
frame combining Monte Carlo simulation (MCS) 
and translation process theory (Grigoriu 1998). 
The frame is modeled with a mixed fiber-based, 
beam-column element, whose kinematics is based 
on the natural mode method. The adopted formu-
lation leads to the reduction of the computational 
cost required for the calculation of the element 
stiffness matrix, while increased accuracy com-
pared to traditional displacement-based elements 
is achieved (Papachristidis et al., 2010). The uncer-
tain parameters of the problem are the stiffness 
and strength, both described by homogeneous log-
normal translation stochastic fields that vary along 
the element (Figure 1). The frame is subjected to 
natural seismic records corresponding to three lev-
els of increasing seismic intensity.

The response variability (mean, coefficient of 
variation (COV) and skewness) of the frame is 
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Figure 1. Sample functions of lognormal stochastic 
fields of the Young modulus of the beams for different 
values of the correlation length parameter.

computed using MCS. Probabilities of the demand, 
expressed in terms of the maximum interstorey 
drift θmax exceeding a given threshold, are calcu-
lated. Moreover, the effect of correlation struc-
ture of the stochastic fields that describe the two 
uncertain parameters on the response variability 
is investigated using two spectral density functions 
with spectral power concentrated at zero frequency 
and also shifted away from it. The issue of stochas-
tic field discretization (related to the finite element 
mesh) is also examined. Finally, useful conclusions 
are provided regarding the influence of the correla-
tion length of the stochastic fields on the response 
variability and reliability. In contrast to the static 
case where the response variability shows always 
the same trend, starting from small values for small 
correlation lengths up to large values for large cor-
relation lengths, the COV of θmax is found to vary 
significantly not only with the correlation length 
but also in many different ways among the records 
of the same intensity level. The reliability of the 
frame is substantially reduced for large correlation 
lengths.
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Pile settlement analysis on spatially random soil
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ABSTRACT: The topic of foundation settlement 
is of particular interest to practicing engineers as 
excessive settlements often lead to problems of 
structural integrity or serviceability. Soil properties 
present an inherent random spatial variation even 
within homogeneous layers. Stochastic models are 
thus needed for an accurate description of soil 
variability and for the development of new per-
spectives concerning the risk and reliability of soil-
foundation systems. With the spectacular increase 
of computing power and the advances in simula-
tion methods, it is now possible to investigate real-
istic geotechnical problems in the framework of 
the stochastic finite element (SFE) method (e.g. 
Stefanou 2009).

In this paper, a 2D pile settlement problem is 
treated considering uncertainty with respect to 
the stiffness of  the soil. The response variability is 
computed using Monte Carlo simulation (MCS) 
and translation process theory (Grigoriu 1995). 
The pile is modeled with beam elements while 
the soil is modeled with four-node quadrilateral 
plane strain elements. The spatial variability of 
the elastic modulus of the soil is described by a 
homogeneous non-Gaussian stochastic field with 
assumed statistical characteristics. The settlement 
variability is computed using MCS. Statistical con-
vergence is achieved within a reasonable number 
of simulations, as shown in Figure 1. Parametric 
investigations are carried out examining the effect 
of  probability distribution, coefficient of  variation 
(COV) and correlation length b of  the stochastic 
field on the response variability. The settlement 
COV starts from small values for small correla-
tion lengths (wide-banded stochastic field) and 
tends to large values for large correlation lengths 
(random variable case). Substantial magnifica-
tion of uncertainty is observed in the case of  large 
input COV (>50%) as shown in Figure 1b. Finally, 
spectral-distribution-free upper bounds of the 
settlement variability are obtained using a SFE 
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Figure 1. (a) Mean value and, (b) COV of pile set-
tlement for lognormal stochastic field (σf = 0.8, 
b1 = b2 = 1,000 m).

approach based on variability response functions 
(Wall & Deodatis 1994) and compared with the 
results of  MCS.
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A response surface method for nonlinear stochastic 
dynamic analysis

U. Alibrandi
Department of Civil Engineering, University of Messina, Italy

ABSTRACT: The aim of the stochastic dynamic 
analysis is the evaluation of the response of 
dynamic systems subjected to stochastic input. If  
the stochastic excitation follows a Gaussian distri-
bution and the dynamic system is nonlinear, then 
the response follows a non-Gaussian distribution, 
and its determination is a very complicated task to 
be accomplished. To this aim, promising results are 
given from the application to the nonlinear stochas-
tic dynamic analysis of the tools of structural reli-
ability analysis (Der Kiureghian 2000). At first, the 
stochastic input is discretized into a large number 
of standard normal random variables. Define the 
tail probability as the probability that the response 
of the dynamic system is greater than a chosen 
treshold x at fixed time instant t. In this way, for 
given x and t the dynamic problem is reduced to a 
time-invariant structural reliability problem, where 
FORM can be applied.

However, in high-dimensional spaces, as the one 
here analyzed, the evaluation of the design point 
requires a great computational effort. Indeed, 
it is obtained as a solution of a constrained 
optimization problem (Liu & Der Kiureghian 
1991); usually gradient-based procedures are 
adopted, which require repeated numerical evalua-
tions of the response gradient, and then of several 
nonlinear dynamic computations. To reduce the 
computational cost an alternative strategy is given 
from the Response Surface Methodology (RSM), 
which builds a surrogate model of the target limit 
state function, defined in a simple and explicit 
mathematical form (Bucher & Burgound 1990). 
Once the Response Surface (RS) is built, it is pos-
sible to substitute the RS with the target LSF, and 

then it is no longer necessary to run demanding 
dynamic computations.

In this paper, at first, a novel response surface 
based on the High Dimensional Model Repre-
sentation (HDMR) (Li et al., 2001) is adopted 
to build a preliminary simple model of  the 
dynamic system. Then, a variant of  Model Cor-
rection Factor Method for nonlinear stochastic 
dynamic analysis (Alibrandi & Der Kiureghian 
2010) is used to determine a close approxima-
tion of  the design point with a relatively reduced 
number of  dynamic computations. The presented 
approach is finally applied to a simple hysteretic 
oscillator.
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Estimating seismic performance uncertainty using IDA with 
progressive accelerogram-wise latin hypercube sampling

D. Vamvatsikos
School of Civil Engineering, National Technical University, Athens, Greece

incrementally by starting with a small sample that 
is doubled successively until adequate accuracy has 
been achieved. This is perhaps the only way that 
one can reuse the results of a previous LHS design, 
since doubling the size allows a simple way to insert 
new observations within the existing ones while 
maintaining all the properties and advantages of 
LHS. Thus, by comparing the convergence of the 
sample properties in successive generations of the 
LHS design the development of a rational stop-
ping rule becomes possible. This essentially offers 
an intuitive way to determine a reasonable sample 
size, minimizing the waste of runs over repeated 
tries or the tendency to overestimate the size to 
“get it right” in one step.

Furthermore, by taking advantage of the fact that 
the IDA is itself  a sampling process at equiproba-
ble points (or records) we propose that LHS is per-
formed simultaneously on the structural properties 
and on the ground motion records. Instead of 
maintaining the same properties for a given model 
realization over an entire record suite, sampling is 
performed on a record-by-record basis, efficiently 
expanding the number of observations without 
increasing the number of nonlinear dynamic anal-
yses, a concept that has also been proposed in a 
different context by Schotanus & Franchin (2004). 
An example of such a sampling design appears in 
Table 1, where each row is one model observation 
that also corresponds to a single ground motion 

The accurate estimation of the seismic demand 
and capacity of structures stands at the core of 
performance-based earthquake engineering. While 
guidelines have emerged (SAC/FEMA 2000) that 
recognize the need for assessing epistemic uncer-
tainties by explicitly including them in estimating 
seismic performance, this role is usually left to ad 
hoc safety factors, or, at best, standardized disper-
sion values that often serve as placeholders. Still, 
seismic performance is heavily influenced by both 
aleatory randomness, e.g., due to natural ground 
motion record variability, and epistemic uncer-
tainty, owing to modeling assumptions, omissions 
or errors. While the first can be easily estimated 
by analyzing a given structure under multiple 
ground motion records, for example via incremen-
tal dynamic analysis (IDA, Vamvatsikos & Cornell 
2002), estimating the uncertainty effects remains a 
little-explored issue.

Recently, several researchers (Liel et al., 2009, 
Dolsek 2009, Vamvatsikos & Fragiadakis 2010) 
have proposed applying IDA combined with 
Monte Carlo simulation to quantify the uncer-
tainty effects for structural models with non-
deterministic parameters. Therein, each model 
realization out of a predetermined sample size 
is subjected to a full IDA under multiple ground 
motion records. However, applying this method 
is severely restricted due to two important issues. 
First of all, it is not possible to determine a priori 
the required number of samples that one should 
use to perform the simulation. As the LHS design 
size cannot be changed at will, if  such a need arises 
it is not possible to arbitrarily reduce or increase 
it. Second, there is a large overhead in the number 
of analyses per sample, as a full IDA with multi-
ple ground motion records needs to be performed 
for each case. This essentially prohibits its use for 
large systems with more than a handful of random 
variables.

To mitigate these issues, we propose using 
the same fundamental blocks of IDA and LHS 
but essentially redefine the way that they are 
implemented by incorporating two important 
changes. First, latin hypercube sampling is applied 

Table 1. The format of the iLHS sample for N parameters 
and M records.

No. X1 X2 … XN XN+1
1 XN+2

2

1 x1,1 x1,2 … x1,N ang1 Rec1

2 x2,1 x2,2 … x2,N ang2 Rec2

… … … … … … …
M xM,1 xM,2 … xM,N angM RecM

M + 1 xM+1,1 xM+1,2 … xM+1,N angM+1 Rec1

M + 2 xM+2,1 xM+2,2 … xM+2,N angM+2 Rec2

… … … … … … …

1 incident angle.
2 record index.
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record on which IDA is performed. As a further 
bonus, the incident angle of the record may also 
be varied to allow for including its effect as well. 
In the customary application of such a procedure, 
each row of the table would be subject to IDA for 
the entire record suite, multiplying the number of 
dynamic analyses by a factor of 20–60.

The end result is iLHS, a general algorithm that 
efficiently upgrades the original to be applicable to 
large models with hundreds of random variables 
and without any need of pre-determining sample 
sizes in any way. On the other hand, iLHS is not 
without some minor disadvantages that can be eas-
ily remedied. Perhaps the most important is that 
due to the small size of the first generation samples, 
one cannot use some standard algorithms (Iman & 
Conover 1982) for imposing the desired correla-
tion structure on the sample. Instead, genetic or 
evolutionary algorithms need to be employed, such 
as the one by Charmpis & Panteli (2004). These 
are more time-consuming but they offer the abil-
ity to fine-tune the correlation structure. Another 
issue is that we cannot use some “accelerated-IDA” 
techniques, e.g., priority lists (Azarbakht & Dolsek 
2007), or SPO2IDA (Fragiadakis & Vamvatsikos 
2010). Finally, we cannot distinguish the model 
uncertainty effects from the record-to-record vari-
ability unless additional analyses are performed for 
the mean-parameter model.

To showcase iLHS we use a steel moment-
resisting frame building whose plastic hinges have 
uncertain parameters. Having a total of 270 ran-
dom variables, the incremental iLHS algorithm is 
applied with a starting size of 10 and reaches a 
fairly stable distribution of IDA results after only 
4–5 generations, at 160 or 320 samples, respectively. 
In comparison to a typical analysis considering only 
the mean-parameter model, the dispersion is found 
to be similar (Figure 2) but the mean response itself  
has a prominent bias, which, due to the details of 
the correlation imposed, appears to be a conserva-
tive one (Figure 1). All in all, the method proposed 

is shown to be amenable to parallelization and 
automated application while it allows excellent 
scalability and extends the original methodology to 
be easily applicable to realistic large-scale applica-
tions with hundreds of random variables.
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The use of homotopy WHEP algorithm for solving stochastic 
differential equations

M.A. El-Tawil
Cairo University, Faculty of Engineering, Engineering Mathematics Department, Giza, Egypt

ABSTRACT: The Wiener-Hermite expansion 
and perturbation technique (WHEP) showed a 
great efficiency in introducing the average and 
covariance solution for perturbative stochastic dif-
ferential equations This technique has been greatly 
extended by the use of homotopy perturbation 
to yield what is called Homotopy WHEP. In this 
technique the homotopy technique replaces the 
ordinary perturbation technique which enables the 
application of the technique on non-perturbative 
problems. This means that an efficient algorithm 
can introduce an average and covariance solution 
for almost general stochastic differential equations. 
The solution proposed by the algorithm is suffi-
cient for many applicants, e.g. engineers, to better 
handle a random system described by a stochastic 
differential equation when having an average solu-
tion and a variance as a measure of an error in the 
average solution. Better design is obtained when 
having this knowledge. In this paper, the algorithm 
is particularly applied on some nonlinear stochas-
tic differential equations.
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In order to compute the first order and total 
sensitivity indeces using sampling methods a 
matrix combination approach following Saltelli 
et al. (2008) is very common in sensitivity analysis. 
In this procedure two independent sampling matri-
ces A and B are generated according to the joint 
probability density function of the input param-
eters and recombinated.

3 REGRESSION BASED METHODS

In order to decrease the numerical effort of a 
probabilistic analysis often surrogate models are 
used to approximate the model output instead of 
evaluating the real sophisticated model. For this 
purpose the model output is replaced mainly by a 
continuous function, which can be evaluated quite 
fast compared to a real model call. A very common 
method is polynomial regression, where the model 
response is generally approximated by a polyno-
mial basis function of linear or quadratic order 
with or without linear coupling terms. The model 
output yj for a given sample xj of  the input param-
eters X is estimated as  where  is 
a vector containing the estimated regression coeffi-
cients which are obtained by the least squares solu-
tion (Myers & Montgomery 2002)

  (3)

where P is a matrix containing the basis polynomi-
als of the support point samples.

In order to verify the approximation model the 
coefficient of determination R2 has been intro-
duced (Myers & Montgomery 2002). In order to 
penalise overfitting the adjusted coefficient of 
determination RadjR2  can be applied. More general 
is the estimation of the surrogate model prediction 
using cross validation. There the set of support 
points is mapped to q subsets. Then the surro-
gate model is built up by removing subset i from 
the support points and approximating the subset 
model output using the remaining point set. The 
predictive coefficient of determination RcrosR s

2  can 
finally be formulated as the squared linear corre-
lation coefficient between the approximated and 
true model outputs. In Figure 1 the convergence 
of the different coefficients is shown for a linear 

1 INTRODUCTION

In the assessment of computational engineering 
models sensitivity analysis has played an increas-
ing role during the last two decades. For probabi-
listic models variance based sensitivity methods 
are very common. In this paper classical variance 
based methods are improved by using approxima-
tion techniques. With global and local polynomial 
regression methods the efficiency of the sensitiv-
ity analysis can be significantly increased which 
enables the application for complex engineering 
problems. For this purpose the assessment of the 
approximation quality is required. Several quality 
measures are investigated.

2  VARIANCE BASED SENSITIVITY 
ANALYSES

Assuming a model with a scalar output 
Y = f (X1, X2, …, Xm) as a function of a given set of m 
random input parameters Xi the first order sensitivity 
measure was introduced by Sobol’ (1993) as

S
V Y

ViSS X iVV ii=
( (E iE | )XiX )

( )Y
,

EEEE
 (1)

where V(Y) is the unconditional variance of the 
model output and V YX iVV ii

( (E iE | )XiXX )EEEE  is named the 
variance of conditional expectation with X∼i denoting 
the matrix of all factors but Xi. V YX iVV ii

( (E iE | )XiXX )EEEE  
measures the first order effect of Xi on the model 
output.

Since complex engineering models contain 
not only a first order (decoupled) influence of 
the input variables but also coupled, which are 
called higher order, effects on the model output, 
total sensitivity indeces have been introduced by 
Homma & Saltelli (1996)

S
V Y

VTi
X iVV i iY

= −1 Xi ( (E iXEE | )i )
( )Y

,  (2)

where V Yi i iX~VV ~Yi( (EEXEE iE | X ) measures the first order 
effect of X∼i on the model output which does not 
contain any effect corresponding to Xi.
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approximation of a two-dimensional quadratic 
model ( . )X X X+X5..1 2 1XX 2

1 2X XX  with stand-
ard normally distributed input variables. The fig-
ure indicates, that RadjR2  and RcrosR s

2  converge to a 
coefficient of 0.93, whereby only RcrosR s

2  gives an 
accurate prediction estimate which increases with 
an increasing number of support points.

Generally R2 is interpreted as the fraction of 
the variance of the true model represented by the 
approximation model. This can be used to estimate 
total sensitivity indeces based on the regression 
model (Bucher 2009) S R RTSSR

iiTT −RX XR RRRR2 2R ~  where RXRR2  is 
obtained using the complete parameter set to build 
up the regression model and R iX~RR2  originates from 
a regression model with the reduced parameter 
set X∼i. In Figure 2 the computed total sensitiv-
ity indeces are given depending on the number of 
support points for the coupled nonlinear model. 
The figure indicates that the usage of the RadjR2  con-
verges faster then using RcrosR s

2 . Another approach 
for regression based sensitivity analysis is to apply 
the matrix method according to Saltelli et al. (2008) 
directly on the regression model using the complete 
parameter set X and scale the obtained first order 
or total indeces with the corresponding predictive 
coefficient of determination RcrosR s

2 . In figure 2 the 
estimated total sensitivity indeces are shown addi-
tionally which converge significantly faster then 
the other estimates.

In order to represent a complex coherence 
between model input and output local regression 
methods can be used instead of global polynomial 
regression. In this study Moving Least Squares 
(Lancaster & Salkauskas 1981) is applied, where 
a position depending radial weighting function is 
used to obtain a local character of the regression. 
The approximation function reads

 (4)

where the diagonal matrix W(x) contains the 
weighting function values corresponding to each 

support point. The MLS approximation converges 
always to the exact model function for continuous 
models if  the weighting function radius is chosen 
appropriately. In the figures 1 and 2 the predictive 
coefficient of determination and the estimated sen-
sitivity indeces are given additionally for the simple 
nonlinear model which are obtained by using only 
a linear MLS basis.

4 CONCLUSIONS

In the present paper classical methods for sensitiv-
ity analysis have been improved by global and local 
polynomial approximation techniques. It could be 
shown, that the proposed method is much more 
efficient as the evaluation of the original model. 
Based on a multisubset cross validation the accu-
racy of the approximation could be derived. From 
the investigated methods the combination of the 
matrix approach with the approximation mod-
els gave the most accurate estimates for a certain 
number of available model evaluations. With the 
proposed extension variance based sensitivity 
measures can be estimated even for complex mod-
els with moderate computational effort.
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ABSTRACT: The theory of non-Gaussian 
translation processes imposes certain conditions on 
the compatibility between the cross-spectral den-
sity matrix (CSDM) and the marginal probability 
density functions (PDFs) of the non-Gaussian 
vector process (Grigoriu 1995, Gioffre et al., 
2000). When these two quantities are compatible, 
it is straightforward to estimate the CSDM of the 
underlying Gaussian vector process according 
to translation process theory (the CSDM of the 
underlying Gaussian vector process is necessary 
for simulation purposes). However, when the non-
Gaussian CSDM and the PDFs are incompatible, 
the problem is considerably more challenging. For 
the incompatible case, a number of techniques have 
been proposed with differing levels of success.

In this paper, a new methodology is devel-
oped which has the following objective. Given a 
pair of incompatible m × m CSDM SN

T ( )ω  and 
non-Gaussian CDFs F j mXFF

jX ( ) ,j , ,=j 1 2, , find 
a compatible CSDM SN(ω) which resembles, as 
closely as possible, the prescribed incompatible 
CSDM (compatibility/incompatibility is defined 
here with respect to translation process theory). 
Also produced through this procedure is the corre-
sponding compatible underlying Gaussian CSDM 
SG(ω) which may be used for simulation pur-
poses. The proposed technique utilizes an iterative 
scheme which is devised to automatically ensure, 
at each iteration, that all four compatibility con-
ditions imposed by translation process theory are 
satisfied.

The proposed methodology follows the follow-
ing general outline:

1. Guess the initial Gaussian CSDM and com-
pute its corresponding non-Gaussian CSDM 
through translation mapping;

2. Decompose both the Gaussian CSDM and 
the non-Gaussian CSDM using Cholesky’s 
Method;

3. Sequentially upgrade the terms of the Gaussian 
CSDM;

Start

Initialize Gaussian CSDM
SG (ω)

Via translation process theory,
compute non-Gaussian CSDM

SN (ω)

Cholesky Decomposition of CSDMs
S T

N (ω), S( i )
G (ω), S( i )

N (ω)

Sequentially upgrade the
Gaussian CSDM terms

Iterations
finished?

Shuffle sequence of compo-
nents of the vector process

End

No

Yes

Figure 1. Flow-chart of proposed methodology.

4. Shuffle the sequence of components of the 
vector process;

5. Iterate back to step 2.

These general steps are shown schematically in 
Figure 1.

The proposed iterative technique uses a sequen-
tial upgrading of the Cholesky decomposed form 
of the underlying Gaussian CSDM to ensure its 
compatibility at every iteration. The Cholesky 
decomposed form of each CSDM term HGjH kjj

( )i ( )))  
at iteration (i + 1) is upgraded by multiplying 
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the Cholesky decomposed term HGjH kjj
( )i ( )ω  at the 

previous iteration (i) by the ratio of the target non-
Gaussian Cholesky decomposed term HNjH kjj

( )T ( )ω  
to the non-Gaussian Cholesky decomposed 
term HNjH kjj

( )i ( )ω  at the previous iteration (i) raised 
to a power β. At each iteration, the upgrading 
begins with the top-left term of the CSDM and 
progresses row-wise (from left to right within each 
row) through the matrix. This sequential upgrad-
ing is necessary in order to account for previ-
ously upgraded terms within the current iteration. 
Finally, the sequence of components within the 
vector process should be shuffled to allow all terms 
to converge with a similar level of accuracy. The 
upgrading scheme is repeated until sufficient con-
vergence is achieved.

This iterative scheme converges rapidly and 
with high computational efficiency. A numerical 
example is provided demonstrating the capabilities 
of the methodology involving a tri-variate non-
Gaussian vector process with prescribed CSDM 
and non-Gaussian CDFs which are incompatible 
according to translation process theory.

REFERENCES

Gioffre, M., Gusella, V. and Grigoriu, M. (2000). Simula-
tion of non-Gaussian Field Applied to Wind Pressure 
Fluctuations. Probabilistic Engineering Mechanics 15, 
339–345.

Grigoriu, M. (1995). Applied non-Gaussian Processes. 
New Jersey: Prentice Hall.

ICASP Book III.indb   823ICASP Book III.indb   823 6/22/2011   12:57:15 AM6/22/2011   12:57:15 AM



824

Applications of Statistics and Probability in Civil Engineering – Faber, Köhler & Nishijima (eds)
© 2011 Taylor & Francis Group, London, ISBN 978-0-415-66986-3

Computational reliability analysis of Soil-Foundation-Structure 
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engineering. In addition, FE response sensitivities 
are invaluable for gaining insight into the effects 
and relative importance of system and loading 
parameters on system response.

Several methodologies are available for response 
sensitivity computation. Among them, the DDM 
is a general, efficient and accurate method (Kleiber 
et al., 1997). In the DDM, the consistent FE 
response sensitivities are computed at each time 
step, after convergence is achieved for the response 
computation. This requires the exact differentiation 
of the FE algorithm for the response calculation 
with respect to each sensitivity parameter. In this 
paper, recent DDM advancements are presented, 
including the DDM-based response sensitivity 
algorithm for force-based and three-field mixed 
formulation elements, and the extension of the 
DDM to geotechnical and SFSI systems.

3  FINITE ELEMENT RELIABILITY 
ANALYSIS

In general, a structural reliability problem consists 
of computing the probability of failure Pf of  a 
given structure, which is defined as the probabil-
ity of exceeding a specified limit state (or damage 
state) when the loading(s) and/or structural prop-
erties and/or parameters in the limit state functions 
(LSFs) are uncertain quantities and modeled as 
random variables. This paper focuses on compo-
nent reliability problems, which are described by 
a single LSF. The LSF g is chosen such that g ≤ 0 
defines the failure domain. Thus, the failure prob-
ability corresponds to the probability content of 
the failure domain. In time-variant reliability prob-
lems, the objective is computing the time-variant 
failure probability, Pf (T), defined as the probabil-
ity of occurrence of at least one outcrossing of 
the LSF during the time interval [0, T]. The time 

1 INTRODUCTION

A challenging task for structural engineers is to 
provide a structure with the capability of achiev-
ing a target performance over its design life-time. 
In order to fulfill this task successfully, all perti-
nent sources of aleatory and epistemic uncertain-
ties must be rigorously accounted for during the 
design process. Thus, proper methods are required 
for propagating uncertainties from model parame-
ters to structural response quantities used in defin-
ing performance limit states. These methods need 
also to be integrated with methodologies already 
well-known to engineers, e.g., the finite element 
(FE) method.

This paper presents recent developments in 
FE response sensitivity and reliability analyses of 
structural and geotechnical systems. Necessary 
extensions of the direct differentiation method 
(DDM) are presented for accurate and efficient 
computation of FE response sensitivities of struc-
tural and/or soil-foundation-structure interaction 
(SFSI) systems. Taking advantage of the presented 
advances in FE response sensitivity analysis, 
existing time-invariant and time-variant reliabil-
ity methods are applied for reliability analysis of 
structural/geotechnical systems based on realistic 
models thereof. Importance sampling (IS) and 
orthogonal plane sampling (OPS) techniques are 
adopted and implemented into the considered FE 
software frameworks for accurate computation of 
failure probabilities.

2  FINITE ELEMENT RESPONSE 
SENSITIVITY ANALYSIS (FERSA)

FERSA represents an essential ingredient for 
gradient-based optimization methods required in 
various subfields of structural and geotechnical 
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integral of the mean down-crossing rate, νg(t), of 
level zero of g provides an upper bound of Pf (T).

Often, time-invariant reliability problems are 
solved in the standard normal space (SNS), after 
introducing a one-to-one mapping between the 
physical space of the random variables and the 
SNS (Ditlevsen and Madsen 1996). An optimum 
point at which to approximate the limit state sur-
face g = 0 is the “design point” (DP), which is 
defined as the most likely failure point in the SNS. 
Finding the DP is a crucial step of semi-analytical 
approximate methods, such as FORM and SORM. 
However, these methods may give inaccurate 
results when the LSF in the SNS is highly nonlin-
ear. Instead, advanced sampling techniques, such 
as importance sampling (IS) and orthogonal plane 
sampling (OPS) are adopted and further improved 
in this study.

4 APPLICATION EXAMPLE

A two-dimensional (2-D) SFSI system consisting 
of a reinforced concrete building founded on lay-
ered soil modeled with random/uncertain mate-
rial parameters is considered here as a benchmark 
(Figure 1). Both time-invariant and time-variant 
reliability analysis of the benchmark example are 
considered in this paper.

In the time-invariant reliability analysis exam-
ple, after static application of the gravity loads, 
the structure is subjected to a quasi-static pusho-
ver analysis. The material parameters and the 
applied horizontal loads are considered as random 
variables. The LSF is defined as g(θ) = Δlimit−Δ1, 
where Δ1 = first interstory drift and Δlimit = critical 
threshold. FORM, IS and OPS failure probabil-
ity estimates are compared to crude MCS results 
(using 10,000 simulations) in Table 1. The coef-
ficients of variation (c.o.v.) of the estimates of Pf 
obtained by MCS, IS, and OPS are also given in 
Table 1. It is observed that, for high thresholds, 

MCS becomes very inaccurate, while FORM, IS 
and OPS provide consistent results. The same 2-D 
SFSI example is used for time-variant reliability 
analysis. The stochastic excitation is modeled as 
a white noise. The material parameters are con-
sidered to be deterministic. The LSF is the same 
as for the time-invariant case with Δlimit = 3.6 cm. 
In Figure 2, the MCS estimates of the expected 
cumulative number of upcrossings, E[N], and the 
failure probability, Pf, are compared with the upper 
bound approximation of the Pf obtained by OPS 
and FORM. OPS results are much more accurate 
than FORM results, considering MCS results as 
reference solution.

5 CONCLUSIONS

This paper presents recent advances in FE response 
sensitivity and reliability analyses of structural 
and/or geotechnical systems. These advances are 
integrated into general-purpose software frame-
works for nonlinear FE response analysis. The 
objective is to extend analytical/numerical tools Figure 1. Benchmark SFSI system (unit: meter).

Table 1. Reliability analysis of the benchmark SFSI 
system: time-invariant reliability analysis results.

Δlimit (cm) 2.5 5.0 7.5

P
f (c.o.v.) FORM 8.94e-2 8.19e-4 1.59e-4

MCS 9.03e-2 5.0e-4 0
(0.032) (0.447)

IS 8.62e-2 8.27e-4 1.42e-4
(0.100) (0.100) (0.100)

OPS 8.85e-2 7.01e-4 1.05e-4

(0.100) (0.100) (0.100)

E
[N

],
  P

f

Time [s] 

Figure 2. Reliability analysis of the benchmark SFSI 
system: time-variant reliability analysis results.

ICASP Book III.indb   825ICASP Book III.indb   825 6/22/2011   12:57:15 AM6/22/2011   12:57:15 AM



826

familiar to structural/geotechnical engineers, such 
as nonlinear FE response analysis, in order to obtain 
probabilistic estimates of structural performance. 
Extensions of the DDM for accurate and efficient 
computation of system response sensitivities are 
shown. Time-invariant and time-variant reliabil-
ity analyses, based on classical reliability methods 
(FORM and SORM) and sampling techniques (IS 
and OPS) are presented and illustrated through 
a benchmark SFSI system. From the application 
examples shown, it is observed that the computa-
tional reliability methods used here provide, at a 

reasonable computational cost, reliability analysis 
results that are sufficiently accurate for engineering 
purposes.
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hypotheses, semantics and terminologies relating 
to uncertainty.

• Systematic deviations, sometimes called bias, or 
epistemic uncertainty, occur in the translation 
of data into different forms as for example when 
an engineer “errs on the safe side”, in other 
words converts a quantity he has determined 
by calculation or measurement into something 
he considers more appropriate. Modeling of 
data usually implies a similar deviation, through 
simplification, regulation (building codes are 
systematically biased toward a “safe side”). 
“Robust” assessment of data introduces a bias 
as well where, among several plausible methods 
of interpretation, one adopts the one bringing 
the more or most unfavorable results, based on 
the hypothesis that if  the worst case scenario is 
used for decisions, all other possible scenarios 
are secure. The acquisition of data may itself  be 
“infested” by epistemic or systematic deviations 
if  it is perceived through proxy-type methods. 
Systematic or epistemic deviation can often be 
quantified and the data adjusted if  so desired.

• Gross errors are of a different nature altogether 
as recognized by Gauss. A mathematical treat-
ment has not been found so far and academic 
research has been curiously abstaining from 
touching this subject. Two efforts, in the late 
1960’s and early 1980’ have produced some lit-
erature of little consequence. On a recent con-
ference on the treatment of uncertainty there 
were, among over 700 papers dealing with 
stochastic or “epistemic” type uncertainties, 
two (2) contributions on gross error. The real 
problem with this is that neither the stochastic 
nor the epistemic/systematic uncertainties are 
the real problem of the construction industry, 
but the gross errors are. Almost invariably they 
are the only or main reason of mishaps, acci-
dents and loss.

In this paper the attempt shall be made to 
review, eclectically, the elements and circumstances 
which make a building process error prone. At this 
time very little evidence that can be called scien-
tific has been found or analyzed to prove that this 
or that type of scenario favours the genesis and 

ABSTRACT: Construction industry is one of 
the foremost endeavours man has undertaken, in 
numerous respects: Economic turn-over, effect on 
the physical, chemical and perceptible environ-
ment, our lifestyle and well-being, mobility and so 
on. It is one of the prerequisites which has allowed 
the human population to expand from a few iso-
lated bands to numbers which are turning out to 
be difficult if  not impossible to manage, to feed, to 
keep peaceful, and to limit.

As in most human activities, the tendency is to 
produce results which maximally satisfy anticipa-
tion and hope in exchange for a minimal invest-
ment of time, money and energy. This brings with 
it the consequence that perfect quality can seldom 
be achieved, and it has been one of man’s major 
challenges to control that lack of perfection to an 
acceptable degree. This acceptance varies greatly 
with geographical, social, political and historical 
background, from the high quality expectations 
found in western and northern Europe, to the mis-
ery in other parts of the world, or in past ages. Per-
fection includes, among other aspects, the absence 
of faults, defects and mishaps, in other words, 
errors.

Evaluation and perception of perfection or its 
lack also varies with context. Thousands of fatal 
road accidents hardly raise an eyebrow and are 
accepted as a fact of life while the failure of an 
element of construction leading to a single fatality 
becomes newsworthy for days or weeks, occupying 
front pages, editorials and TV time, and waking up 
public authorities who launch themselves into a 
frenzy of investigation and new regulation.

Traditionally, and going back to the distinction 
Gauss made for the “errors” affecting measure-
ment, three classes are being held apart, each one 
having been the subject of research and efforts to 
reduce it in magnitude and frequency.

• Stochastic deviations having to do—when 
measuring reality—with the limits of precision 
of the measuring mechanism, including human 
perception. Stochastic deviations can be treated 
and assessed with mathematical methods as 
witnessed by the great quantity of papers that are 
currently published, using different approaches, 
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perpetuation of gross errors, beyond common 
sense. It is hoped that such evidence can eventually 
be assembled, based on real life scenarios.

Nevertheless this author believes it to be worth-
while to review the construction process and its 
circumstances as they relate to the genesis and per-
petuation of errors, and eventually, mishaps, acci-
dents and lack of quality. A methodology aimed at 
improving the situation must be based on the avail-
able knowledge, however incomplete and qualified 
it may be. Wherever in the process information 
is being created, translated, transferred, modeled 
and made into physical expression, it can be 
misconceived, misunderstood, mistaken, distorted 
or lost, amounting to erroneous information.

Among the features favoring error genesis and 
perpetuation, the following shall be examined 
without any claim to completeness. Also, many of 
the elements of a building scenario are correlated 
with each other which needs to be remembered 
when drawing conclusions and eventually, or so 
this author hopes, when data can be assembled and 
mathematical methods be found to treat it.

For the discussion of error proneness, six dif-
ferent groups of parameters may be distinguished, 
each one comprising several aspects, in a somewhat 
arbitrary array:

1 Management and organization
1.1 Coordination, trades and disciplines
1.2 Subdivision of responsibility
1.3 Communication
1.4 Modifications

1.5 Delays
1.6  Quality control, verification, checking 

and testing

2 Constraints and pressures
2.1 Economy
2.2 Time

3 Personnel
3.1 Competence, experience
3.2 Attitude
3.3 Change of personnel

4 Work culture
4.1 Trust, cooperation
4.2 Protectionist measures
4.3 Equitability, fairness

5 The product
5.1 Innovation, novelty
5.2 Complexity

6 Special problems
6.1 Computer glitches
6.2 Metric vs. imperial system
6.3 Allowable stress vs. limit states
6.4 Mixing of codes and standards
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planning for future growth (Burby, 1998). This 
can be attributed at least in part to the lack of 
effective public education on natural hazard risk. 
Much of the difficulty associated with public 
education can be related to the inability of indi-
viduals as a whole to extrapolate to un-experienced 
low-probability, high-consequence events. There 
are specific psychological barriers related to this 
issue that must be assessed and overcome in order 
to successfully educate the public toward risk 
mitigation. If  engineering professionals are to be 
effective with public education, they will need to 
understand the bases by which the public at large 
and elected officials in particular, make decisions 
with respect to risk management (Corotis, 2003).

If  it is desired to communicate risk as cred-
ible and relevant to the interested parties, it must 
address what these parties believe may be at risk 
in the particular situation, and it must incorporate 
their specialized knowledge. Often, the best way to 
do this is by the active involvement or represen-
tation of the parties affected (National Research 
Council, 1996). When the public is involved in deci-
sion making, they are more likely to understand the 
issue at hand, and develop a sense of accountabil-
ity for the issue. Without public involvement, peo-
ple may develop opposition to risk-related issues 
as a result of lacking education and responsibility 
for the issue.

A challenge that may arise in addressing what 
the affected parties believe may be at risk, isthe 
insensitivity to community heritage. By quantify-
ing risk in general probabilities, and even high-level 
costs, the very essence of what is important to a 
community may be neglected. Communities want 
to know how they will be affected. It is important to 
identify what a community values, and speak to 
those values when communicating risk. Focusing 
on assets specific to communities will elevate the 
understanding of risk to a direct and personal 
level, and create the ambiance of immediacy for 
the taking of action.

Beyond public education and involvement, 
however, are the basic pressures and incom-
patibilities between the motivating rational of 
elected decision makers and optimal policies for 

ABSTRACT: The cost of natural disasters con-
tinues to rise around the world, in part due to the 
direct and indirect effects of population growth, 
urbanization, and the pressures they place on land 
use. In 2005, the United States ranked third among 
countries most often hit by natural disasters and it 
led the world in the cost of these events (EM-DAT, 
2005). One of the primary factors contributing to 
the rise in US disaster losses is the steady increase 
in the population of high-hazard areas, such as the 
US hurricane-prone Gulf and Atlantic coasts, and 
the earthquake-prone west coast. Furthermore, the 
growth in these high-hazard areas is concentrated 
in urban areas.For example, while the US popula-
tion has been growing by an average of 12% each 
decade since 1950, 89% of the population growth 
has been in urban areas (Olshansky, 1999). Unfor-
tunately rapid urban growth can outpace prudent 
planning and the realistic assessment and man-
agement of hazards. This chasm between short-
term growth and long-term sustainability must 
be addressed in order to integrate the necessary 
hazard issues into current and future development 
plans. Many of the tools necessary to reverse this 
trend are known, but their implementation faces 
political and public roadblocks.

Increasing societal natural-disaster costs will 
increase demands for engineers to help reduce the 
vulnerability of the built environment to earth-
quakes and extreme weather. That is, after each 
major natural disaster, engineers will find it increas-
ingly important to make new and existing infra-
structure more disaster-resistant, so as to offset the 
increased quantity of what is out there to be dam-
aged. To reduce the vulnerability of infrastructure, 
especially existing infrastructure, will require that 
engineers bring more than technical capabilities to 
bear. Engineers also need to know which measures 
of risk are most meaningful or relevant to decision 
makers, and then be able to communicate those 
risks, and the costs and benefits of mitigation, in 
concise, credible, meaningful terms.

While California cities have recently incorporated 
seismic safety into development plans, there has 
been limited success in convincing communities 
to integrate natural hazards issues into their 
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long-term sustainability. The political system is 
based on lifetime cycles of approximately 4–8 
years, whereas the lifetime of infrastructure, and 
similarly, the return period of a low-probability, 
high-consequence natural-hazard events may be 
100 years of more. Therefore, the probability of a 
major disaster occurring during a specific elected 
official’s term in office is low. As a result, a politi-
cal leader may rightfully conclude that spending 
resources on definite decisions with immediate 
effects instead of investments in long-term sus-
tainability is the best way to satisfy his or her con-
stituents. While such justification may work for a 
particular decision maker, Tversky and Bar-Hillel 
(1983) note that consecutive short-term decision 
making may not result in what is best for the long-
term.

Finally, financial tools are often used as a 
method of allowing the public and their political 
leaders to understand the balance between risk 
and return. The public uses multiple standards to 
assess future benefits and risks, and these must be 
taken into account in order to establish a system 
that will be effective in involving the public in the 
political decision making process. There are several 
comparison methods used in comparing risk and 
rewards, including the cost-benefit method. A limi-
tation to the cost-benefit analysis is the increased 
sensitivity to discounting in rare events, such as 
natural hazards, where the timeframe of refer-
ence should be many decades. While discounting 
is largely based on economic theory, there are also 
many psychological issues which must be taken 
into consideration when developing an appropri-
ate discount rate (Corotis and Gransberg, 2005). 
Unlike pure economic discounting, which has a 
constant discount rate, the discount rate associ-
ated with social or psychological factors tends to 
decrease with time. It is inherent in humanity to 
want immediate benefits, and as a result, discount 
the value of those same benefits in the future, but 
not at a constant rate. The applications to time var-
ying discounting may be utilized in infrastructure 
decision making to significantly increase projected 
benefits for addressing natural hazard risk. Since 
a discount rate tells the amount of future benefits 
which will justify spending a dollar today, it can be 
seen why there is considerable debate regarding the 
appropriate discount rate to apply to a cost-benefit 
analysis conducted over longer lifetimes.

When presenting alternatives of financial-based 
methods for quantifying risk, challenges also arise 
regarding the time period associated with costs and 
benefits. A widely shared public rationale during 
the course of decision making is “what does it cost 
me now?” Solely focusing on the initial cost of 
risk mitigation does not align properly with the 

objective of long-term sustainability. As discussed 
earlier, this is often the case in the political arena, 
where politicians tend to be persuaded against 
long-term sustainability decisions due to the higher 
initial costs. When presenting financial-based 
methods it is beneficial to focus on the total cost of 
a hazard mitigation investment over the lifetime of 
infrastructure, and view it as investing money now 
so that it can pay off  in the long run.

Engineering risk analysis is currently developing 
from a purely mathematical field to one that incor-
porates the psychological rationale that drives the 
political decision maker, and more importantly the 
public. This paper presents current knowledge and 
analysis that focus on the issues of: (1) public risk 
perception, (2) public participation in hazard miti-
gation planning, (3) incorporation of community 
values, (4) incompatibility of political motivation 
and long-term planning, and (5) finances of risk 
and return. It is hoped that developing effective risk 
communication strategies based on an understand-
ing of the framework of these issues will promote 
optimal long-term sustainable policy with recogniz-
able benefits to society. A case study reviewing the 
work done by the San Francisco Community Action 
Plan for Seismic Safety (CAPSS) team is presented 
as an example that effectively implements methods 
presented in this paper. The approaches and con-
cepts presented in this paper are intended to provide 
an important next step for incorporating natural 
hazard risk into long-term development plans.
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defined, as well as two values of concrete compres-
sive strength, fck = 25 MPa and fck = 35 MPa.

Data for the adopted reinforcement correspond-
ing to fck = 25 MPa are also given in Table 1. The steel 
has characteristic yielding stress fyk = 500 MPa.

The deterministic design of NBR 6118 consid-
ers partial factors for resistance, γc = 1.40 for the 
concrete and γs = 1.15 for the steel and partial 
factors for actions γf = 1.40 for both permanent 
and variable loads.

Typical results for beams and slabs are shown 
in Figures 1–2 (Asmax, fck = 25 MPa), respectively, 
as a function of the parameter ξ (fraction of the 
live loads in the total loads). The value β = 3.8 is 
the reference parameter in the Eurocode EN1990 
(2001) for the Consequence Class CC2.

Obtained values of the coefficient β are prac-
tically independent of the value of the concrete 
resistance fck and of the amount of reinforcement.

Adequate values for the reliability coefficients 
are obtained only for the coefficient ξ ≤ 0.5, i.e., for 
live loads not superior to dead loads.

For comparison with the results obtained for 
slabs, the ones obtained for the beams of 15 × 50 
are also shown in the Figure 2.

Geometric deviations affect the slabs more 
negatively than they affect beams. The coeffi-
cients β are consistently smaller for slabs than for 
beams.

Another set of results is obtained for the slabs 
of 10 cm, applying an additional safety factor 

ABSTRACT: The Brazilian Standard for con-
crete design definesits safety criteria in a deter-
ministically, through partial safety factors. It is 
now a days recognized that a rational basis for the 
safety evaluation is only achieved through proba-
bilistic analyses. An alternative to the applica-
tion of these methods is the definition of safety 
factors that could assure to a structure designed 
deterministically, an adequate safety level when 
evaluated through reliability analyses. One of the 
issues for defining these safety factors is the influ-
ence of geometric deviations in slender members, 
such as slabs and columns. From the presented reli-
ability analyzes, it is shown that some changes in 
the Brazilian Standard are necessary for attaining 
acceptable levels of safety.

1 INTRODUCTION

A new revision of the Brazilian Standard NBR6118 
(2007) is under way. Some points, in which the 
Reliability Analysis can be applied, are presented 
in this paper.

One of the main issues for defining partial 
safety factors is the influence of geometric devia-
tions in slender members. These deviations include 
the variations in the thickness of the structural 
members and in the effective values of the concrete 
cover.

Slender elements are analyzed herein. The uncer-
tainties present in the design variables are taken into 
account, including the ones due to actions, resist-
ances, design processes and geometric deviations.

2 PERFORMED RELIABILITY ANALYSES

2.1 Reliability analyses for beams and slabs

The considered data for the analyzed slabs and 
beams are given in Table 1. Two extreme levels 
of reinforcement (minimum and minimum) are 

Table 1. Data for the analyzed elements, fck = 25 Mpa.

Elements
Width 
(cm)

Height 
(cm)

As min 
(cm2)

As max 
(cm2)

Beams  15  50 1.57  8.61
 20  75 2.36 18.84
 20 100 3.14 24.55

Slabs 100  10 1.56  7.85
100  15 2.5 16.40
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γn = 1.4. Using this factor, the obtained values of 
β increase for values of around 3.0, that are similar 
to the ones obtained for the slabs of 15 cm.

2.2 Reliability analyses for columns

The Brazilian Standard NBR 6118 defines an 
additional increase factor γn for forces acting in slen-
der columns (with thickness between 12 and 19 cm), 
as given below (h is the column thickness in cm):

γ nγ h= 1 95 0− 05. .95 0  (1)

The analyses are done for columns of 12 × 60, 
15 × 60 and 20 × 60 cm2, for concretes with 
fck = 25 MPa and fck = 35 MPa, and steel with 
fyk = 500 MPa.

Among the several situations analyzed by 
the authors, results of the following one are 
presented:

η μ
⋅ ⋅

N
b h⋅ f

M
b h⋅ f

dN

cdff
dM

cdff
1 00 0μ = =MdM 202 .  (2)

Nd and Md are the design values of the acting 
normal forces and bending moments; b and h are 
the columns widths and thicknesses.

Typical results for columns are shown in Figure 3. 
Adequate values for the reliability coefficients 

are obtained for the 20 × 60 column and for the 
15 × 60 column, in this case considering the addi-
tional factor γn = 1.2. For the 12 × 60 column, even 
considering the additional factor γn = 1.35, the 
obtained reliability coefficients are much lower 
than the required one.

3 CONCLUSIONS

Regarding the partial safety factors defined in 
NBR 6118, for actions of both permanent and 
variable character (γf = 1.40), it was shown that 
more adequate values for these safety factors have 
to be defined.

Regarding the slabs, the following is proposed:

a. increase the lower limit of thickness of canti-
lever slabs from the present value of 7 cm to 
10 cm;

b. consider the following additional safety factor 
γn for cantilever slabs with thickness between 
10 cm and 15 cm, where h is the slab thickness 
in cm:

γ nγ h= 2 20 0− 08. .20 0  (3)

Regarding columns, it is proposed to increase 
the minimum thickness of columns from the 
present value of 12 cm to 15 cm.

These conclusions have been already transmit-
ted by the authors to the Commission in charge of 
the future revision of NBR 6118.
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for example, when only bounds are known for 
parameters involved in the mechanical problem. 
In those cases, alternative, non-probabilistic meth-
ods provide a framework for quantification and 
processing. In this context, interval modeling is 
frequently adopted. Intervals do not imply any 
scheme for the occurrence of values between the 
interval bounds. In contrast to this, a probabi-
listic model is associated with a certain expected 
frequency of occurrence (from the statistical point 
of view) or with a subjectively specified likeli-
hood of occurrence (from the subjectivistic point 
of view) of realizations. That is, the information 
content of an interval is lower compared to a 
random variable, and the information is of a dif-
ferent nature. This difference has immediate con-
sequences for the propagation of uncertainty, and 
for the interpretation of the results for deriving 
engineering decisions. An application of interval 
analysis in geotechnical engineering is reported, 
for example, in (Degrauwe et al. 2010) to analyze 
the ground water flow under a dam. Fuzzy mod-
eling, as a generalized form of interval modeling, is 
discussed in (Hanss & Turrin 2010) and applied to 
investigate landslide failure.

In practical problems with various different 
parameters both random variables and inter-
val variables may occur simultaneously in the 
mechanical problem. This mixed problem can 
be solved with concepts of  imprecise prob-
abilities (Walley 1991). The results are then 
obtained in form of  bounds on probability; see 
(Ferson & Hajagos 2004) and (Beer 2009). In 
geotechnical engineering, random set approach 
has attracted particular attention. Recent appli-
cations on this basis are mainly focused on reli-
ability analysis including a consideration of 
sensitivities. Examples for investigated structures 
concern a sheet pile wall in (Oberguggenberger & 
Fellin 2008), a tunnel in (Nasekhian & Schweiger 
2010), as well as a slope in view of  stability in 
(Rubio et al. 2004).

In this paper common probabilistic methods for 
dealing with uncertainty in geotechnical engi-
neering are investigated and compared with an 
alternative approach based on interval analysis. 
The selected methods are examined in view of 
(i) an appropriate modeling of the information 
actually available in practical cases, (ii) the trans-
fer of the uncertainty to the computational results, 
and (iii) the interpretation of the results. A simple 
nonlinear settlement problem is used for the study 
and considered as known in a deterministic form. 
This describes the input-to-output transformation 
of the available information in all cases. Represent-
ative available information about the parameters 
of the settlement model is taken from literature, 
and typical practical specifications for the param-
eters are considered.

Practical problems in geotechnical engineering 
are frequently associated with severe uncertainty. 
In order to consider this uncertainty in a numerical 
analysis, a traditional probabilistic uncertainty 
model is usually employed. The required proba-
bilistic modeling, however, can be associated with 
difficulties due to the lack of information typical 
in geotechnical engineering. The data needed for 
utilization of mathematical statistics are frequently 
not available to a sufficient extent and quality. This 
problematic situation is investigated in (Phoon & 
Kulhawy 1999). The selection of a specific proba-
bilistic model then involves subjective decisions 
with several options. But for specific geotechnical 
problems, a meaningful application of probabilis-
tic methods can even be achieved based on scarce 
information. For example, the prediction of dis-
placements of piles based on small sets of test data 
is investigated in (Ching & Chen 2010). In (Fellin 
et al. 2010) the stability of a tunnel face structure 
is analyzed, and sensitivities are investigated on the 
basis of limited data from small-scale experiments.

If  the lack of information is more severe, it is 
questionable whether a probabilistic model can 
be specified for certain parameters. This applies, 
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In the present study, interval models imprecise 
probabilities are investigated and compared to 
probabilistic approaches in view of propagation 
of uncertainty and interpretation of the results. 
To keep the investigation transparent, a simple 
nonlinear settlement problem is considered as 
example. In the investigation it is revealed that 
interval modeling and fuzzy modeling provide cer-
tain advantages if  the available information is very 
limited. Covering the worst case of possible mod-
els for the input parameters, the results are quite 
conservative. The degree of conservatism is com-
parable with conclusions based on Chebyshev’s 
inequality, however, requiring even less informa-
tion. For cases in which probabilistic models can 
be specified for a part of the input parameters, 
imprecise probabilities show some advantageous 
features. This combination of probabilistic mod-
eling with interval/fuzzy modeling is adjustable to 
the specific situation and admits the consideration 
of only as much conservatism as is suggested by 
the degree of indeterminacy of the input informa-
tion. Feasibility of the analysis regarding numeri-
cal effort is demonstrated for all cases.
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Debris flow impact uncertainty modeling with Grey numbers

Dirk Proske
Institute of Mountain Risk Engineering, University of Natural Resources and Life Sciences, Vienna, Austria

ABSTRACT: In this paper an investigation about 
extreme debris flow impact pressures at debris flow 
breakers considering different types of uncertainty 
is presented. The paper is based on some earlier 
works using statistical and mixed methods for the 
estimation of probabilities of extreme debris flow 
impact pressures and debris flow volumes (e.g. 
Suda et al., 2009). In contrast to earlier work, this 
paper partially uses Grey system models according 
to Deng (1988) to describe uncertainty in the data 
available (see also Liu & Lin 2005). Such techniques 
have already been used for extreme surge water lev-
els on the Dutch coast by the author (Proske & van 
Gelder 2006).

First, Grey system models are introduced and 
applied to historical data sets of extreme debris 
flow levels. This so-called exponential Grey model 
is used to investigate systematical changes inside 
the data provided. In addition, this model is also 
used to estimate low probability values of extreme 
debris flow levels. Such achieved values can then be 
compared to an application of the exponential dis-
tribution. Some work has been carried out to iden-
tify the type of the distribution of extreme debris 
flow levels. Furthermore, we have in contrast to 
such works considered the logistic distribution. 
The logistic distribution based on the Verhulst dif-
ferential equation has been applied successfully to 
the estimation of low probability values recently. 
Therefore in the next step the Grey Verhulst model 
is used. The Verhulst differential equation forms 
the basis for the Grey Verhulst model as well as for 
the logistic distribution. This permits a compari-
son of the gained extreme values.

In the final step, the Grey debris flow variables 
are combined with the random variables of the 
resistance of debris flow breakers made of rein-
forced concrete. To compute the loading on the 
breakers caused by debris flows, certain debris 
flow impact pressure models have been discussed 
recently (Proske et al., 2008) and are used. However, 
it can be seen that further research is required for 
the combined application of Grey numbers and 
random numbers in a joined safety system for 
structures.
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Evaluation and implications of soil variability in tunneling

M. Huber, P.A. Vermeer & C. Moormann
Institute of Geotechnical Engineering, University of Stuttgart, Germany

1 INTRODUCTION

According to prognoses of the European Commis-
sion, the growth in traffic between member states 
is expected to double by 2020. To meet the chal-
lenges connected with the increased requirements 
for efficient traffic infrastructure the use of under-
ground space often constitutes an efficient and 
environmentally friendly solution. But there can be 
also one essential disadvantage in building tunnels 
because especially in urban environment large set-
tlements due to tunnelling can cause tremendous 
consequences.

2 CONTENT

This contribution investigates the consequences 
of soil variability in connection with tunnelling. 
The Random Finite Element Method (RFEM) is 
used to take soil variability into account. Within 
this method, random fields are used to simulate the 
spatial variability of the stiffness of soil. The influ-
ences of soil variability are evaluated within a case 

study on the surface settlements due to tunnelling. 
The influencing factors on the probability of dam-
age due to differential settlements are identified 
and compared to each other.

The results of this case study help to understand 
the influence of soil variability within this specific 
problem.

3 CONCLUSIONS

It is shown in this case study that the variability of 
stiffness has a bigger influence on the surface set-
tlements than the spatial variability. The width and 
the location of the building have also a very strong 
influence on the probability of damage. On top of 
these influencing factors is the anisotropy of the 
random field, which asks for more investigation. 
Therefore additional investigation will be carried 
out focusing on soil layering in order to simulate 
different soil types as homogeneous zones. In order 
to go one step further, experimental evaluation on 
the stochastic soil properties should be carried out 
in order to describe soil variability in a better way.
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Risks of analyses with lateral earth pressure load

P. Koudelka
Czech Academy of Sciences—Institute of Theoretical and Applied Mechanics

error of course has caused significant uncertainty 
and risk for design practice.

Applying a code derivation procedure of soil 
properties leads usually to another and very differ-
ent soil with very unfavourable properties, which 
should be considered and then active earth pres-
sure is too high and passive earth pressure is too 
low. A design based on these earth pressure values 
is very conservative and in particularly for retain-
ing walls, design property values often have to be 
chosen directly on the basis of experience. This fre-
quent necessity raises designer risk.

The presented comparative analysis of earth 
pressure according to the differently derived 
inputs is based on code (EC 7-1) Annex C and its 
graphs of coefficients K. The analysis should in 
a quantitative evaluation show differences between 
results of the average, design (EC 7-1) and residual 
input sets.

This analysis is based on a rather wide data-
base of identification and the shear strength data 
of soils. The database was created over long time 
taking out results of reliable tests by certified 
laboratories.

Regrettably the above mentioned uncertainty 
and risk about earth pressure is not unique and 
a number of risks flow from the incorrectness of 
the contemporary earth pressure theory. The paper 
especially targets lateral earth pressure (not tunnel-
ling) and risks are presented from the point of view 
of excavated and retaining structures.

2  DATABASE OF SOIL PHYSICAL 
PROPERTIES

The database has data of 258 soils in Bohemia 
to date and it is structured in accordance with 
standards of gravel, sandy and fine-grained 
soils. The gravels are not considered due to a 
low number of soils. The comparative analysis 
is based on sandy (S) and fine grained materials 
(F). Groups of the categories are numbered and 
indicate materials as follows. S2 = SP (12 sam-
ples), S3 = S-F (9 samples), S4 = SM (29 samples), 
S5 = SC (11 samples); F3 = MS (32 samples), 
F4 = CS (35 samples), F5 = ML-MI (21 samples), 

ABSTRACT: Earth pressure in general and lat-
eral earth pressure in particular doubtless can be 
considered as the load. However, it is not an ordi-
nary load like others (weight, wind, snow etc.) 
since earth pressure is a very special one. (This 
fact is caused by other physical matters, i.e., action 
(or also reaction) of an interacting soil/rock mass). 
More over, the consequential acting of the mass on 
the retaining structure is very complex and non-
linear. European standard rules (e.g. EC 7-1, ČSN 
73 0037—see Chapter 7 References in the paper) 
solve this problem on the basis of the Ultimate 
Limit State Design theory using material partial 
factors. Unluckily due to a linearity supposition 
of the theory base, this solution is not adequate 
and its reliability cannot be assumed. The paper 
presents the results of a comparative numerical 
analysis of earth pressure according to average 
values, i.e., EC 7-1 design values and residual val-
ues, applying a reliable database of Czech soils. 
Further, the paper uses the results of a number 
of physical experiments with lateral pressure of 
granular masses and also deals with the effects of 
an incorrectness of the theory for the geotechnical 
design and a calibration of EC 7-1 (EUROCODE 
7-1, Geotechnical design—Part 1: General rules). 
Some recommendations according to contempo-
rary research knowledge are suggested for design 
practice and the National Annex.

1 INTRODUCTION

EC 7-1 using the Ultimate Limit State Design 
theory considers several types partial factors and 
between them also material partial factors for the 
soil/rock mass. The interaction between a hand-
made analyzed structure and touching and act-
ing soil/rock mass is an extraordinarily complex 
geotechnical task of which the object is charac-
terized by very complicated non-linear behaviour. 
In mechanics in general, it is well-known that appli-
cation of coefficients and factors for non-linear 
tasks or tasks of the 2nd order and similar ones 
is incorrect. The application of any material fac-
tors for these cases appears to be a rejection of the 
principles of mechanics. This theoretical principal 

ICASP Book III.indb   842ICASP Book III.indb   842 6/22/2011   12:57:19 AM6/22/2011   12:57:19 AM



843

F6 = CL-CI (50 samples), F7 = MH-MV-ME 
(10 samples), F8 = CH-CV-CE (11 samples).

Except of international identification data, for 
the analysis was used data of unit weight and effec-
tive and residual shear strength. More detailed 
information about the database is included in a 
second paper “Shear strength variability of sandy 
and fine grained soils”.

3 RISK OF CODE DESIGN

For this task of soil mechanics as well the (EC 7-1) 
code’s statistical definition of mass characteristic 
values and the code definition of mass material 
design values using material partial factors is mat-
ter of ineffective designs. The risk follows due to 
exigency to apply the direct assessment of design 
input values. Detailed discussion of the problem is 
presented in the paper. The ineffective results of 
the code design are shown in a number of graphs 
comparing the code design results (index d ) with 
results of average input sets, i.e. averages includ-
ing top shear strength (index m) and averages 
including residual shear strength (index r). Here 
are shown two reduced graphs of pressure coeffi-
cients Κaφ and Κpφ sandy soils (active and passive 
pressure) and a respective couple figures on earth 
pressure (from many others in the paper and the 
complete analysis). Three calculated coefficients 
according to the kinds of input data (average effec-
tive shear strength, EC 7-1 design, average residual 
shear strength) for the given soil groups are mottled 
together to make it possible better comparison.

The graph in Fig. 1 and others show uniform 
relations between three analyzed input data sets 
of both active and passive coefficients Kaφ and 
Kpφ even for sandy soils. However, there should 
be noticed relative differences between the input 
results. The maximal relative differences accord-
ing to the EC 7-1 procedure come on results of 
the average shear strength sets of which ratios are 
shown in the Table 2 in the paper. The table also 

shows ratios between the results of the average 
residual shear strength.

The analysis of earth pressure has been carried 
out on a base of the active and passive pressure 
coefficients upper presented and according to the 
equation (C.1) and (C.2) of the Annex C, EC 7-1. 
Results of the analysis are summed in a number 
figures of which here are Figs. 2a,b.

Histories of active earth pressure of both sandy 
and fine-grained soils of all considered groups 
show that the minimal values correspond to the 
average values and top shear strength values. The 
maximal values are given by the EC 7-1 input set, 
the differences between them are high. Active pres-
sure of input set with the average residual values 
remains a bit lower between both extremes to the 
pressures of average values with top effective shear 
strength.

4 RISKS OF EARTH PRESSURE THEORY

Conventional earth pressure theory has several 
serious discrepancies of which have be mentioned 
problems of pressure at rest, mobilisation of the 
extreme pressure values, neglecting of residual 
shear strength, time pressure instability except 
others. Also risks of these problems should be 
involved in earth pressure solutions of the codes 
and standards.

5 CONCLUSION

The design values stipulated by EC 7-1 appear to 
be too conservative. The presented analysis prefers 
to consider the average values with residual shear 
strength and values pressure at rest on the average 
value base. The procedure should be modified 
according to the recent results of earth/lateral 
pressure research.
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Figure 1. Pressure coefficients of internal friction Kφ for 
sandy soils with input sets φef 'm, φef 'd, φef 'r: a—active Kaφ; 
b—passive Kpφ.
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Figure 2. Active pressure of sandy soils as per individual 
soil groups using different input sets: a—average values 
including top effective shear strength, b—design values 
according to EC 7-1 (Annexes A and C).
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Uncertainty correlation in structural performance assessment

James-A. Goulet & Ian F.C. Smith
Swiss Federal Institute of Technology (EPFL), Lausanne, Switzerland

is demonstrated through a case study. The second 
section presents a summary of the Model Filtering 
(MOFI) proposed by Goulet and Smith.

2 MODEL FILTERING (MOFI)

MOFI methodology is intended to help identify 
the behaviour of a system. The methodology is 
designed in a way that when uncertainties are ade-
quately evaluated and a right model is present in 
the initial model set, this model should be included 
in the candidate model set with a reliability ϕ.

Rather than finding plausible models, the 
approach aims to discard models for which predic-
tions are sufficiently different from measurements 
so that the right model is retained in the candidate 
model set. Candidate models are the models which 
are able to explain the measured behaviour while 
accounting for uncertainties. Each step of the 
methodology is detailed in the full paper.

3 UNCERTAINTY CORRELATION

Figure 1 shows two types of possible errors: inde-
pendent and correlated. Uncertainties such as those 
related to the resolution of measuring devices are 

ABSTRACT: Uncertainties as well as their 
correlations play a major role in inverse tasks such 
as structural identification. In this paper, the impor-
tance of uncertainty correlation is described and 
an approach is proposed for its evaluation based 
upon the Model Filtering (MOFI) algorithm. This 
methodology builds on a probabilistic framework 
to support model-based data interpretation. The 
methodology explicitly includes uncertainties 
coming from measurements, modelling and uncer-
tainties themselves. However, the methodology did 
not previously account for the uncertainty in the 
correlation input. Uncertainty correlations can be 
included in the system identification process using 
qualitative reasoning. It increases the applicabil-
ity of MOFI methodology to the identification of 
real structures through accounting for knowledge 
of uncertainty correlations. The new methodol-
ogy is applied to a beam example in order to show 
the influence of correlations on the identification 
results.

1 INTRODUCTION

An increasing number of  structures that are 
measured have led to important challenges related 
to data interpretation. Structural performance 
assessments and structural identification tasks are 
intrinsically dependent on uncertainties and on 
their correlations. The Model Filtering (MOFI) 
algorithm (Goulet and Smith 2010; 2011) builds 
on a probabilistic framework to support model-
based data interpretation. The methodology 
explicitly includes uncertainties originating from 
measurements, modelling and uncertainties them-
selves. However, the uncertainty in the correla-
tion input was not included. The evaluation of 
uncertainties related to uncertainty and correla-
tion is necessary because their estimation is often 
based on user judgment, which is also subject to 
uncertainties.

In this paper, the importance of uncertainty 
correlation is described and an approach is pro-
posed for its evaluation. The uncertainty on cor-
relations is included in a methodology based on 
qualitative reasoning. The approach applicability Figure 1. Error dependency in deterministic modelling.
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independent. Correlated errors correspond to cases 
where for different locations, errors are dependent. 
Errors related to results from deterministic finite 
element models are often correlated. Common 
model-updating techniques are applied to cases 
where errors are assumed to be independent with 
zero mean because they involve residual minimi-
zation (minimizing the difference between predic-
tion and measurement). This limitation underlines 
the need for a method such as MOFI, in order to 
account for systematic uncertainties.

As mentioned in Section 2 the MOFI methodol-
ogy overcomes limitations associated with residual 
minimization. In addition to accounting for uncer-
tainties, it can uses uncertainty correlations to 
define the threshold bounds that separate rejected 
and candidate models. Nevertheless, evaluating the 
correlation between uncertainties remains a cum-
bersome task since little information based on user 
judgment is available.

In this paper, a method based on qualitative 
reasoning is proposed to estimate correlation val-
ues in a stochastic process. Qualitative Reasoning 
(QR) has been introduced by Kleer et al. (1977) as 
a method to treat uncertainties when more detailed 
statistical analysis cannot be justified. It uses com-
mon sense reasoning to support complex decisions. 
QR is often used in the field of modelling, control 
and to support decision when limited information 
is available. Figure 2 show the qualitative reason-
ing scheme used for correlation definition. In this 
figure, the correlation value is presented on the 
horizontal axis. The vertical axis corresponds to 
the probability to have a given correlation value 
depending on its qualitative description. It is hard 
for users to provide exact correlation values. Indi-
cating whether the correlation between error types 
is low, moderate or high and whether the correla-
tion is positive or negative is easier than providing 
numerical values. In most structural applications, 
the correlation is positive. This means, for example, 
that if  at a given location the error is high, it should 
also be high at surrounding locations. Note that this 
proposal should not be confused with fuzzy logic 

since there is no causal link. Qualitative reasoning 
is used as a representation of our knowledge.

4 LIMITATIONS

The methodology presented in this paper extends 
the applicability of the approach to the identifi-
cation of full-scale structures where uncertainties 
are correlated. However, when little information 
on the level of correlation between uncertainties is 
available, the reliability of identification remains to 
be studied.

5 CONCLUSIONS

The challenge of defining uncertainty correlation 
can be addressed using qualitative reasoning when 
more detailed statistical analysis cannot be justi-
fied. The approach defines correlation values in a 
framework which accommodates imprecise knowl-
edge of exact values.

This approach is included in the Model Filtering 
algorithm which can now account for the uncer-
tainty of uncertainties and of correlations.
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Seismic response evaluations of ground pavement system 
with uncertainty
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Department of Ocean Civil Engineering, Kagoshima University, Kagoshima, Japan

ground pavement system as shown in Figure 1. 
The ground pavement system has horizontal 
width, 400 m and depth of  the ground about 
25 m. The pavement is settled on the surface layer 
between the points A and the point C as denoted 
in Figure 1. The seismic response evaluation on 
the pavement is carried out for the two cases of 
the ground conditions. The pavement is treated 
with as asphalt concrete of  which the dynamic 
properties such as the shear wave velocity and the 
strength of  the shear stress are strongly depended 
upon temperature.

Figure 2 shows the time history of seismic dis-
placements in the nonlinear situation to kobe-ns 
component at the ground condition c. Comparison 
is made for the maximum acceleration of seisimc 
motion of 2 m/s2 and 3 m/s2, respectively. For the 
maximum acceleration of seisimc motion 3 m/s2, it 
is understood that it leads to considerably increase 
of the displacement response and causes the drift 
displacement, which may be brought about some 
damages on the pavement system.

Figure 3 similary shows the cumulative prob-
ability distribution on maximum displacement 
response of point A for the ground c. Two symbols 
stand for cumulative probability distributions on 
the maximum displacement for the unecertainty on 

1 INTRODUCTION

The dynamic response evaluation of surface layer 
of ground plays important roles on seismic damage 
evaluations for pavement system. From the seismic 
design point of views on structures, a number of 
researches on the seismic response of the surface 
layer have been carried out to clarify the dynamic 
characteristics. It is well known that the seismic 
performance evaluation of the structure is closely 
depended upon the ground situation and seismic 
motion characteristics. The ground condition of 
the surface layer can be represented with various 
quantities such as the shear wave velocity, friction 
angle, and density of soil, etc. While these quanti-
ties have been estimated by observation data and 
various experiments, it is likely to involve various 
uncertainties that are supposed to have important 
effects on the seismic responses.

In the present study, the uncertainty effects on 
the seismic response evaluation of the ground pave-
ment system are examined with the Monte Carlo 
Simulation (MCS). The ground pavement system is 
represented with the finite element method of two-
dimensional plain strain situation. The nonlinear 
dynamic characteristic of the ground and pavement 
are represented with a flow rule model. The uncer-
tainty of the shear wave velocity of the ground is 
represented with a normal distribution. Otherwise, 
the uncertainty on the maximum acceleration of 
the seismic motion is possibly evaluated with a log 
normal distribution. Applying the MCS on the 
dynamic response estimation of the ground pave-
ment system, the damage evaluation can be carried 
out with the maximum response characteristics 
such as the maximum displacement, the maximum 
principal stress and shear strain. It is suggested that 
for the damage evaluation of the ground pavement 
system due to seismic forces, it is essential to clarify 
the effect of the uncertainty with respect to the 
maximum seismic response quantities.

2 SUMMARY OF RESULTS

In the present study, the seismic response evalu-
ation is carried out with the two-dimensional 
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Figure 1. Ground pavement system in two—dimensional 
model.
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the maximum acceleration of seismic motion and 
the shear wave velocity of the ground pavement 
system. The coefficient of variation is assumed to 
be 10% for each uncertainty. The unceratinty of 
the shear wave velocity of the ground pavement 
system is assumed to be a normal distribution. 
The abscissa denotes the ratio of the maximum 
displacement response to its mean value. It is 
noted that the distribution of the maximum dis-
placement have same tendency for the uncertainty 
on the shear wave velocity of ground and the 
maximum acceleration of seismic motion, but the 
extreme response due to the maximum accelera-
tion of seismic motion leads to broader response 
than that due to the shear wave velocity. The maxi-
mum response distributions become considerably 
different from the normal distribution due to the 
nonlinear situation.

Figure 4 shows the reliablity index on the 
uncertainty of the maximum acceleration of the 
seismic motion. The abscissa denotes the mean 
value of the maximum acceleration of input seis-
mic motion with the coeffcient of variation, 10%. 
Two lines denote the reliability index on the loca-
tion A and B indicated in Figure 1. The limit state 
function is evaluated with the shear strain and the 
allowable shear strain is assumed to be 0.03, which 
may be suitable to severe damage on the pave-
ment. The reliablity index is considerably related 
to location of the pavement and the intensity of 
seismic motions because complicated response 
charateristics on shear strain are brought about 
nonlinearity.

3 CONCLUSIONS

The effects of uncertainty on the seismic response 
are examined for the ground pavement system in 
the present study.

It is shown that the seismic response character-
istics play important roles on damage evaluations 
for ground pavement system. In order to clarify the 
maximum response characteristics on the seismic 
response, it is essential to examine the uncertainty 
effects due to the maximum acceleration of seis-
mic motion and shear wave velocity of the ground 
pavement system. Moreover, it is suggested that 
reliability evaluation plays important roles on the 
damage estimation with nonlinear situation of 
ground pavement system with some uncertainties 
to various seismic motions.
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Resolution and uncertainty analysis in Bayesian FE model 
updating applied to the damage assessment in a reinforced 
concrete beam

E. Simoen, E. Reynders, G. Lombaert & G. De Roeck
Structural Mechanics Division, Department of Civil Engineering, K.U. Leuven, Leuven, Belgium

stiffness parameters as well as the measurement 
and modeling error as random variables. A “prior” 
PDF reflects the prior knowledge about the param-
eters, i.e. the knowledge before any observations 
are made. Using Bayes’ theorem, this prior PDF is 
then transformed into a “posterior” PDF, account-
ing both for uncertainty in the prior information 
as well as for uncertainty in the experimental data 
and FE model predictions. This is done through 
the “likelihood function”, which reflects the con-
tribution of the experimental data and expresses 
how good a certain FE model is in explaining the 
observed data. This function can be calculated 
based on the probabilistic models for the measure-
ment and modeling error.

Resolution analysis Many posterior statistics 
can be calculated such as posterior mean values 
and Maximum A Posteriori (MAP) estimates. 
Additionally, standard deviations as well as cov-
ariance and correlation coefficient matrices may 
be computed to inspect basic resolution and cor-
relation of the estimated parameters. In this paper, 
an eigenvalue analysis is proposed to examine the 
directions in the parameter space which show the 
highest and lowest reduction from prior to poste-
rior variability.

3 APPLICATION: RC BEAM

The Bayesian method and the resolution analysis 
are applied for the vibration-based damage assess-
ment in a 6 m long Reinforced Concrete (RC) beam. 
The experimental data consist of eigenfrequencies 
and mode shapes of the first four bending modes 
of the beam, which were measured in laboratory 
conditions after a load of 25 kN was applied at two 
thirds of the length of the beam (further referred 
to as “load step 5”).

Identification methods allowed for the esti-
mation of the measurement error (Reynders 
et al., 2008); for the modeling error assumed values 
were adopted. These errors cause uncertainty on 
the measured data and the FE model predictions.

1 INTRODUCTION

FE model updating allows for a calibration of FE 
models based on observed data. Structural FE 
model updating often makes use of vibration data, 
i.e. time histories obtained from forced, ambient or 
hybrid vibration testing, as well as modal character-
istics identified from these vibration tests. In many 
cases, the updating process is applied for structural 
damage assessment, where damage is identified as 
a local reduction of structural stiffness.

The actual determination of FE model param-
eters based on experimental data involves solving 
an inverse problem, which is often formulated as 
a constrained optimization problem, where the 
objective is to minimize the discrepancy between 
measurements and predictions by calibrating some 
FE model stiffness parameters. In many cases, 
however, the inverse problem is ill-posed, mean-
ing that uniqueness, stability and even existence 
of the solution cannot be guaranteed. Therefore, 
the quantification of uncertainties due to measure-
ment and modeling error poses an important issue 
in FE model updating.

In this paper, a probabilistic method for Bayesian 
inference is applied to account for uncertainty in the 
FE model updating problem. A Bayesian inference 
scheme is used to update information about the FE 
model parameters based on observed data (Beck 
and Katafygiotis 1998). The results of the Bayesian 
scheme are investigated using a thorough resolution/
uncertainty analysis. Furthermore, the Bayesian FE 
model updating process and resolution analysis are 
applied to the vibration-based damage assessment 
of a reinforced concrete beam.

2 BAYESIAN INFERENCE

Bayesian FE model updating The Bayesian 
approach makes use of probability theory to rep-
resent uncertainty; the plausibility or degree of 
belief  attributed to the values of uncertain param-
eters is represented by modeling the FE model 
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Deterministic FE model updating A 2D 30 
beam-element FE model is constructed to repre-
sent the beam, with a constant Young’s modulus 
of 37.5 GPa. 10 updating parameters are defined 
corresponding to the stiffness of 10 substructures 
of the beam. A least squares cost function is con-
structed and the optimization problem is solved 
using a Trust-region Reflective algorithm. The 
updated bending stiffness distribution is shown in 
Figure 1. The damage induced by the static load at 
about 4 m is clearly reflected in a decrease of the 
bending stiffness by about 50% at this location.

Application of the Bayesian approach Wide log-
normal prior PDFs are appointed to the 10 stiff-
ness parameters, which are a priori assumed to be 
statistically independent. The likelihood function is 
computed based on the assumption of zero-mean 
Gaussian measurement and modeling error. The 
joint posterior PDF is sampled using a Markov 
Chain Monte Carlo method, the results are shown 
in Figure 2.

The Bayesian scheme succeeds in identifying and 
locating the damage at about 4 m. Figure 2 shows 
larger uncertainty bounds towards the outer ends 
of the beam and smaller uncertainty bounds in the 
damaged area. This is explained by the fact that 
the damage induces higher modal curvatures in 
the damaged zone; the experimental data are more 

sensitive to stiffness changes in these areas and 
provide more information.

Resolution analysis The correlation coefficient 
matrices are calculated, and the eigenvalue analysis 
allows for the calculation of a set of directions in 
the parameter space ranked according to decreas-
ing reduction of variance. In Figure 3a, the two 
best resolved directions in the parameter space are 
shown, and it is clear that they are very “global” 
vectors in the sense that they incorporate almost 
all parameters to some extent. The low eigenval-
ues corresponding to these vectors indicate that 
the variance in these directions is reduced substan-
tially in the Bayesian scheme. Figure 3b shows the 
least resolved directions, which show very localized 
behavior at the outer areas of the beam. The much 
higher corresponding eigenvalues indicate that at 
the free ends of the beam very little information 
can be obtained from the data.

4 CONCLUSIONS

In this paper, a probabilistic approach based on 
Bayesian inference is elaborated for uncertainty 
quantification in vibration-based FE model 
updating and a resolution analysis is proposed to 
examine the results of the Bayesian scheme in a 
comprehensive manner. The approach is applied 
to the vibration-based damage assessment of a 
reinforced concrete beam, where it was found that 
the method provides a comprehensive insight into 
the resulting uncertainties and their underlying 
causes.
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An extension of limit state functions by parameterized probability 
measures
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is the density of  a random variable YxYY  describing 
the uncertain output of  the limit state function 
given a deterministic value x. The parameter a 
is a vector of  parameters controlling the form of 
the density function faff

X  and the parameter b pro-
vides parameters for each value of  x for the shape 
of  fb xff YxYY

( )x .
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the density of a Gaussian distribution with mean 
values μ(x) = g(x) at each x and constant variance 
σ2 replacing the function values of an ordinary 
limit state function g depending on one variable x. 
The variable x is assumed to be Gaussian distrib-
uted too with parameters μ' and σ ' and density

A realisation of such a probability of failure

pf (a, b) = pf ((μ', σ'), (g, σ))

may look like Figure 1.
By means of the function pf (a, b) we have an 

interface for controlling the behavior of the prob-
ability distributions used for modelling the uncer-
tainty of the basic variables x and the uncertainty 
of the output of the limit state function. In a fur-
ther step the two parameters a and b are assumed 
to be uncertain too using intervals, sets or random 
sets which results in an upper probability pf

 of  
failure.

The plan of the full paper is as follows:
In Section 2 we develop the function pf (a, b). 

In Section 3 we show how to deal with uncer-
tain parameters a and b and in the last section 
we use a simple engineering example with one 
uncertain basic variable x to exemplify different 
cases and models of uncertainty of a and b and 

ABSTRACT: In reliability analysis the 
probability pf of  failure of a system is obtained by

p f x dxddf
X

x g
∫ ( )x

{ :x∈ ( ) }0≤gg( )x( )x

where x = (x1, …, xn) ∈ x are the basic variables of 
the system such as material properties and loads 
and where f X is a probability density function 
describing the uncertainty of the variables x. The 
function g is the limit state function of the system 
telling us for which x the system fails (g(x) ≤ 0) or 
not (g(x) > 0).

In the case of scarce information about the val-
ues of the basic variables x and the behavior of 
the system it may be neither sufficient to model the 
uncertainty of the variables x by a single probabil-
ity density fX nor to describe the system’s reliabil-
ity by a single deterministic limit state function g. 
To overcome such difficulties, fuzzy sets (Zadeh 
1965), random sets (Dempster 1968), credal sets 
(Levi 1980) or sets of parameterized probability 
measures (Fetz 2007) have been used to model the 
uncertainty of the variables x, cf. also (Fetz 2001, 
Fetz 2004, Fetz & Oberguggenberger 2004, Fetz & 
Tonon 2008). Uncertainties in the limit state func-
tion g have been modelled using additional random 
variables (Ditlevsen 1982), fuzzy sets, random sets 
(Hall & Lawry 2003) or fuzzy probabilities (Möller, 
Graf & Beer 2003).

Here in this paper we will extend the limit state 
function to have imprecise or uncertain output also 
in the case of precise deterministic input values x 
and define a function pf (a,b) resulting in probabili-
ties of failure depending on parameters a and b:

p b f y yf xyyf bff
Y

aff
X

x

( ,a (fb xff YxYY )d )x d .x( )xx∫∫
−∞

0

In the integral two parameterized probability 
density functions faff

X  and fb xff YxYY
( )x  appear. The 

probability density ffaffaff
X  is again needed to 

describe the uncertainty of  the basic variables 
x = (x1, …, xn) ∈ x. The probability density b xff YxYY

( )x  
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the computation of the upper probability pf
 of  

failure by means of pf (a, b).
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On the optimal scaling of the Modified Metropolis-Hastings algorithm
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Estimation of small failure probabilities is one of the 
most important and challenging problems in relia-
bility engineering. In cases of practical interest, the 
failure probability is given by a high-dimensional 
integral. Since multivariate integration suffers from 
the curse of dimensionality, the usual numerical 
methods are inapplicable. Over the past decade, the 
civil engineering research community has increas-
ingly realized the potential of advanced simulation 
methods for treating reliability problems. The Sub-
set Simulation method, introduced by Au & Beck 
(2001), is considered to be one of the most robust 
advanced simulation techniques for solving high-
dimensional nonlinear problems. The Modified 
Metropolis-Hastings (MMH) algorithm, a varia-
tion of the original Metropolis-Hastings algorithm 
(Metropolis et al., 1953, Hastings 1970), is used in 
Subset Simulation for sampling from conditional 
high-dimensional distributions. The efficiency and 
accuracy of Subset Simulation directly depends on 
the ergodic properties of the Markov chain gen-
erated by MMH, in other words, on how fast the 
chain explores the parameter space. The latter is 
determined by the choice of one-dimensional pro-
posal distributions, making this choice very impor-
tant. It was noticed in Au & Beck (2001) that the 
performance of MMH is not sensitive to the type 
of the proposal PDFs, however, it strongly depends 
on the variance of proposal PDFs. Nevertheless, in 
almost all real-life applications, the scaling of pro-
posal PDFs is still largely an art. The issue of opti-
mal scaling was realized in the original paper by 
Metropolis (Metropolis et al., 1953). Gelman et al., 
(1996) have been the first authors to publish theo-
retical results about the optimal scaling of the orig-
inal Metropolis-Hastings algorithm. They proved 

that for optimal sampling from a high-dimensional 
Gaussian distribution, the Metropolis-Hastings 
algorithm should be tuned to accept approximately 
25% of the proposed moves only. This came as an 
unexpected and counter-intuitive result. Since then 
a lot of papers has been published on the optimal 
scaling of the original Metropolis-Hastings algo-
rithm. In this paper, in the spirit of Gelman et al. 
(1996), we address the following question which is 
of high practical importance: what are the optimal 
one-dimensional Gaussian proposal PDFs for sim-
ulating a high-dimensional conditional Gaussian 
distribution using the MMH algorithm? We present 
a collection of observations on the optimal scaling 
of the Modified Metropolis-Hastings algorithm 
for different numerical examples, and develop 
an optimal scaling strategy for MMH when it is 
employed within Subset Simulation for estimating 
small failure probabilities.
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Non-specificity modeling of concrete cracking strength using 
possibility theory

Jung J. Kim, Mahmoud M. Reda Taha & Timothy J. Ross
Department of Civil Engineering, University of New Mexico, USA

distribution. Based on our test results, three 
intervals of the flexural tensile strength, the split-
ting tensile strength and the direct tensile strength 
were developed. Moreover, the three computational 
models of the concrete cracking strength proposed 
by design codes, the ACI 318M-08 (2008), the CEB-
FIP MC-90 (1993) and the CSA-CHBDC (2006), 
are computed as intervals based on the compressive 
strength confidence interval.

When each interval has its weight m, a possibil-
ity distribution for the consonant set of intervals 
can be generated using the relationship between 
π and m as

π ( )π ( )m) i
x HiH
∑  (1)

where Hi = a interval of a consonant set, m (Hi) = the 
corresponding weight based on supporting evi-
dence. To generate a consonant set of intervals from 
a completely disjoint set of intervals, an anchor 
interval needs to be defined first (Donald 2003) and 
a weighted anchor (Kim 2008) can be used for a 
practical alternative.

Deflections of RC beams are calculated using 
cracked plane frame (CPF) analysis. Full details 
of CPF analysis can be found elsewhere (Ghalli & 
Favre 2002).

3 CASE STUDY AND DISCUSSIONS

The third-point bending tests (Washa 1947) of a 
simple support RC beam with different concrete 
compressive strengths (the average of 29.5 MPa 
with the standard deviation of 1.6 MPa) was 
selected for the application of a possible concrete 
cracking strength interval to deflection calcula-
tion of RC beams. The average of the deflection 
is 40.3 mm and the corresponding 95% confidence 
interval is determined as [37.2, 43.5] mm.

Using the six concrete cracking strength inter-
vals for the case study, the possibility distribution 
was generated as shown in Figure 1. The possible 

1 INTRODUCTION

Inherent randomness of microstructure in concrete 
makes it difficult to determine concrete properties. 
Concrete cracking strength can be determined by 
various test methods including flexural strength 
test, splitting tensile strength test and direct ten-
sion test. Moreover, the computational models 
proposed by design codes have variations among 
themselves. Therefore, it can be stated that there 
exist a number of alternatives to represent concrete 
cracking strength due to the different cracking cri-
teria of concrete according to the stress regime on 
concrete cracking. As the flexural reinforced con-
crete (RC) members are subjected to combined 
tensile stresses due to bending and restrained 
concrete shrinkage respectively, it is difficult to 
select a single cracking criterion for practical RC 
serviceability calculations. This difficulty in choos-
ing from many alternatives of concrete cracking 
strength criteria can be modeled as an uncertainty 
known as “non-specificity” (Dubois et al., 1993, 
Ross 2010), an epistemic uncertainty.

In this study, confidence intervals are used 
to model non-specificity in concrete cracking 
strengths. The confidence intervals are extracted 
from three types of experimental tests and three 
different computational models to predict concrete 
cracking strength. Three types of tests, flexural, 
splitting and direct tension tests, are conducted. 
The concrete compressive strength test is also con-
ducted and the results are used to predict concrete 
cracking strengths through three different com-
putational models. A possible concrete cracking 
strength interval is determined from the intervals 
using possibility theory. A case study to predict the 
RC deflection interval using the possible concrete 
cracking strength interval is presented to show the 
effectiveness of the proposed approach.

2 METHODS

Six concrete cracking strength intervals were 
used to generate the corresponding possibility 
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concrete cracking strength interval at π of  
25%∼50% is determined from Figure 1 as

fcrff π = =25 50 1 74 3 4%~ % [ .1 . ]45 MPa (2)

The deflection interval of the RC beam accord-
ing to the concrete cracking strength interval in 
Eq. (2) was calculated using CPF analysis as

Δπ =ππ =25 50 37 1 48 7%~ % [ .37 . ]7 mm  (3)

When the calculated deflection interval is com-
pared with deflection observations of RC beams, 
the calculated deflection interval in Eq. (3) includes 
all deflection observations of RC beams.

The possibility distribution of the deflection can 
be generated as shown in Figure 2. Using dual mon-
otone measures, the certainty and the possibility, 
in possibility theory, uncertainty information in 
possibility distribution can be examined. For the 
95% confidence interval [37.2, 43.5] mm, “the 
actual deflection being in the interval [37.2, 43.5] 
mm is possibly 100% but certainly 0%” is evaluated. 
This means that there is no evidence for the actual 
deflection to be in the interval when non-specificity 
of the concrete cracking strength is considered.

4 CONCLUSIONS

It was shown through a case study that the pos-
sible concrete cracking strength interval can be 
used to quantify deflection intervals of RC beams. 
The deflection intervals are compared with the 
confidence interval of the deflection test results, 
which can be an interval by considering only ran-
dom uncertainty. The results show the necessity of 
epistemic uncertainty consideration to the deflec-
tion predictions of RC beams. Moreover, it is 
shown that the use of interval for the RC deflection 
could be appropriate for the epistemic uncertainty 
assignment to the deflection calculation.
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Likelihood-based representation of imprecision due to sparse 
point data and/or interval data

Shankar Sankararaman & Sankaran Mahadevan
Vanderbilt University, Nashville, TN, USA

ABSTRACT: This paper presents a likelihood-
based methodology for a unified probabilistic rep-
resentation of an uncertain quantity for which only 
sparse point data and/or interval data may be avail-
able. While probabilistic methods are readily avail-
able for treatment of point data, interval data are 
usually handled by non-probabilistic approaches 
such as evidence theory, interval theory-based 
methods, fuzzy logic, etc. Hence, existing methods 
are not directly applicable when information is 
available in both forms. In this paper, the concept 
of likelihood is used to construct probability distri-
butions for quantities for which data may be avail-
able in the form of sparse point data and interval 
data, thereby enabling the combined treatment of 
both forms of evidence.

In the case of point data, the likelihood is 
evaluated from the probability density function 
of the random variable. This paper extends this 
approach to construct the likelihood function 
when the data on a random variable is available in 
the form of single or multiple intervals, or even as a 
mixture of point and interval data. The likelihood-
based approach is then adapted to calculate the 
entire probability distributions of the distribu-
tion parameters of the input random variables; 
this information is propagated through the system 
model to compute the probability distribution of 
the output. Non-parametric probability distri-
butions are used to represent the interval data, 
wherein the entire distribution is discretized at a 
finite number of points and the probability den-
sity values at these points are inferred using the 
principle of maximum likelihood, thus avoiding 
the assumption of any particular distribution. The 
entire probability density function of the quantity 
of interest can be interpolated using the maxi-
mum likelihood estimate of the probability density 
values at the discretization points. If  a higher 
number of discretization points are used, then the 
dimension of the optimization problem increases; 
however, the resulting probability density function 
is more accurate. Further, different interpolation 

methods lead to different results. This paper 
studies three different interpolation techniques—
linear interpolation, spline-based interpolation, 
and Gaussian process interpolation. While the 
linear interpolation method is a simple but useful 
approximation, splines and Gaussian processes are 
advanced and flexible interpolation techniques. 
As mentioned earlier, any of these interpolation 
techniques may be used for construction of the 
probability density function of the quantity of 
interest.

Using challenge problems from the Sandia Epis-
temic Uncertainty Workshop (Oberkampf et al., 
2004), the proposed method is investigated and 
compared with previous studies that have pursued 
other approaches to represent and propagate inter-
val description of input uncertainty. While other 
researchers have used computationally intensive 
interval analysis methods, fuzzy sets, evidence the-
ory, etc. for uncertainty propagation of imprecision 
due to interval data, this paper uses purely probabil-
istic methods; this enables the use of adaptive Monte 
Carlo methods, first and second order reliability 
methods, etc. for uncertainty propagation. The pro-
posed approach significantly reduces the computa-
tional cost by avoiding the nested computation that 
is encountered when some variables are treated using 
a probabilistic method and some other variables are 
treated using a non-probabilistic method.

Keywords: Interval data, likelihood, probability 
distribution, distribution parameters, epistemic 
uncertainty, Gaussian process interpolation
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2  MAIN STEPS OF THE PROPOSED 
APPROACH

The main steps of the proposed approach are:

i. The adoption of a procedure based on a 
factorization of the single element stiffness 
matrix, following the unimodal components 
concept (Fuchs 1992) in order to assemble 
the stiffness matrix by a non conventional 
approach:

K K φK φ( )α K
=
∑0

1
i iφφ iφφT

i

N
 (1)

 ii. The definition of the i-th unimodal uncertain 
component αi as an interval variable:

α λ λ λ λi iα αα i iλλ I
i i

I
i iλ λλeλi

Ι = +α iα ≡ieλi −λλλ⎡⎣⎡⎡ ⎤⎦⎤⎤0,  (2)

where α0,i is the reference value assumed equal zero 
and λi is the fluctuation around the reference value.
 iii. The inversion of the assembled interval stiff-

ness matrix, by means of an approximate, but 
very accurate, interval-valued SMW formula 
(Impollonia & Muscolino, 2011):
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1
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In Eq. (3), K0 is the reference stiffness matrix 
(where the parameters take their reference value):

K0 0
1

=
=
∑α0,i i i

T

i

N
φ φi ii i  (4)

1 INTRODUCTION

In this paper the uncertainties present in many 
engineering problems are modeled as interval var-
iables, which seems today the most suitable ana-
lytical tool in the framework of  non-probabilistic 
methods (Elishakoff  & Ohsaki 2010). The inter-
val model is derived from the interval analysis, in 
which a parameter is treated as an interval vari-
able with lower and upper bounds (Moore et al., 
2009). However, the application of  the interval 
analysis in classical form, to solve the algebraic 
equations governing the equilibrium conditions, 
can result in a severe overestimation of  the uncer-
tainty of  the output (Moens & Vandepitte 2005). 
Moreover, in the evaluation of  the element stress 
tensor, because one or several variables occur 
more than once in an interval expression, the 
overestimation increases and the result becomes 
physically unacceptable. This is a consequence of 
the so-called dependency phenomenon (Moens & 
Vandepitte 2005, Moore et al., 2009). The major 
drawback, of  this phenomenon is its repeated 
vulnerability to conservatism (Moens & Vande-
pitte 2005).

Aim of the paper is to develop a method to 
evaluate the static response of structures with 
interval stiffness. The procedure overcomes the 
drawback of the dependency phenomenon, in the 
inversion of the assembled interval stiffness matrix, 
by means of an approximate, but very accurate, 
interval-valued Sherman-Morrison-Woodbury 
(SMW) formula (Impollonia & Muscolino, 2011), 
which leads to more sharp solution than tradi-
tional interval analysis. Numerical results evidence 
the accuracy and the effectiveness of the proposed 
approach in the evaluation of the bounds of the 
response.
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iv. The evaluation of the narrowest interval u(α) 
containing all possible solution vectors:
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(( ;
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v. The derivation an alternative approach, quali-
fied for the evaluation of internal forces prob-
lems, to avoid the dependency phenomenon.

3 NUMERICAL APPLICATION

The plane stress problem given by the arch of 
thickness t modeled by constant strain triangles 
shown in Figure 1 has been analyzed assuming a 
fixed value of the Poisson ratio, v = 0.3, and of 
the nominal elastic modulus, E0. The structure, 
composed of Ne = 48 elements, has ndof × Nn = 66 

degrees of freedom, so that NΛ = 144 unimodal 
components are present.

In order to assess the accuracy of the proposed 
solution, the lower and upper bounds of the 
response are compared in Figure 2 with the exact 
ones for the case where the elements 1–4 and 45–48 
have the elastic modulus defined by interval vari-
ables with radius ΔE = 0.3E0.

The case when all the elements have uncertain 
elastic modulus with ΔE = 0.3E0 and ΔE = 0.4E0 is 
considered in Figure 3. Finally, Figure 4 shows the 
variability of all horizontal and vertical displace-
ments for the case ΔE = 0.3E0.
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Figure 1. Arch structure modeled by 2-D constant 
strain triangles with plane stress assumption.

Figure 2. Vertical displacements of the nodes on the 
axis of the arch. Nominal solution, exact and approxi-
mate bounds when elements 1–4 and 45–48 have the 
elastic modulus defined by interval variables with radius 
ΔE = 0.3E0.

Figure 3. Vertical displacements of the nodes on the 
axis of the arch. Nominal solution and approximate 
bounds when all the elements have the elastic modulus 
defined by interval variables with radius ΔE = 0.3E0 and 
ΔE = 0.4E0.

Figure 4. Range variability of nodal displacements, 
represented by tick segments, when all the elements have 
the elastic modulus defined by an interval variables with 
radius ΔE = 0.3E0.
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Stochastic optimal structural control
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1  STOCHASTIC HAMILTON-JACOBI 
APPROACH

Using a stochastic version, see [10], of the 
deterministic Hamilton-Jacobi Theory, cf. [4], 
necessary and sufficient optimality conditions for 
the resulting optimal control problem under sto-
chastic uncertainty may be formulated in terms 
of a) the stochastic Hamiltonian of  the control 
problem, and b) the related canonical (Hamilto-
nian) Two-Point Boundary Value problem with 
random coefficients. Stochastic optimal regulator 
parameters V* = V*(t) of the feedback control law, 
or a stochastic optimal open-loop feedback con-
trol law u* = u*(t) may be represented by means of 
a H-minimal control � �V u�* *��, , resp., which is obtained 
by solving a certain finite dimensional stochastic 
programming problem. Several methods are avail-
able, see [9,10], for solving the related canoni-
cal system of differential equations with random 
parameters for the optimal state and co-state tra-
jectory (z*,y*) = (z*(t, ω),y*(t,ω)).

2 OPTIMAL FEEDBACK CONTROL

Assuming here that at each time point t the state 
zt := z(t) is available, the control force fa = Γu is gen-
erated by means of a PD—controller. Hence, for 
the input n-vector function u = u(t) we have

u( )t : ( )t t( )t ( ) ( )z,t ( )tϕ ϕ( )t q tt ( )t , (q )  (1a)

with a feedback control law ϕ ϕ ( , , ).t q,  Finding 
an optimal feedback control law—insensitive as 
far as possible with respect to random param-
eter variations—means that besides optimality of 
the control law also its insensitivity with respect 
to stochastic parameter variations should be 
guaranteed.

Efficient approximate feedback control laws 
are constructed here by using the concept of open-
loop feedback control. Open-loop feedback control 

ABSTRACT: In order to omit structural 
damages and therefore high compensation 
(recourse) costs, active control techniques are 
used in structural engineering. The structures usu-
ally are stationary, safe and stable without con-
siderable external dynamic disturbances. Thus, 
in case of  heavy dynamic external loads, such as 
earthquakes, wind turbulences, water waves, etc., 
which cause large vibrations with possible dam-
ages, additional control elements can be installed 
in order to counteract applied dynamic loads, 
see [2,13].

The structural dynamics is modeled mathemati-
cally by means of a system of first order differen-
tial equations for the state vector z = z(t) consisting 
of the vector q = q(t) of displacements and their 
time derivatives q q. . ( )t . The system of differen-
tial equations involves random dynamic param-
eters, random initial values, the random dynamic 
load vector and a control force vector depending 
on an input control function u = u(t). Robust opti-
mal feedback controls u* are determined in order 
to cope with the stochastic uncertainty involved in 
the dynamic parameters, the initial values and the 
applied loadings. In practice, the design of con-
trols is directed often to reduce the mean square 
response (displacements and their time derivatives) 
of the system to a desired level within a reasonable 
span of time.

The performance of the resulting structural 
control problem under stochastic uncertainty is 
evaluated therefore by means of a convex quad-
ratic cost function L = L(t,z,u) of the state vec-
tor z = z(t) and the control input vector u = u(t). 
While the actual time path of the random external 
load is not known at the planning stage, we may 
assume that the probability distribution or at least 
the moments under consideration of the applied 
load and other random parameters are known. 
The problem is then to determine a robust (open-
loop) feedback control law by minimization of the 
expected total costs, hence, a stochastic optimal 
control law.
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is the main tool in model predictive control, cf. 
[7,8,11], which is very often used to solve optimal 
control problems in practice. The idea of open-loop 
feedback control is to construct a feedback control 
law quasi argument-wise, see [1,5].

3  STOCHASTIC OPEN-LOOP FEEDBACK 
CONTROL

Having to cope with stochastic uncertainty, we pro-
ceed with the following new stochastic version of 
open-loop feedback control: At each intermediate 
time point tb ∈ [t0, tf], based on the observed state 
zb = z(tb) at tb, a stochastic optimal open-loop con-
trol u* = u*(t|(tb, zb)), tb ≤ t ≤ tf, is determined first 
on the remaining time interval [tb, tf], see Fig. 1, by 
stochastic optimization methods, cf. [6].

Having a stochastic optimal open-loop con-
trol u* = u*(t|(tb, zb)), tb ≤ t ≤ tf, on each remaining 
time interval [tb, tf] with an arbitrary starting time 
tb, t0 ≤ tb ≤ tf, a stochastic optimal open-loop feed-
back control law is then defined by

ϕ* = ϕ(tb, z(tb)) := u*(tb|(tb,zb)), t0 ≤ tb ≤ tf . (1b)

Hence, at time t = tb just the “first” control value 
u*(tb) = u*(tb|(tb, zb)) of u*(⋅|(tb, zb)) is used only. For 
each other argument (t, zt) := (t, z(t)) the same con-
struction is applied.

For finding stochastic optimal open-loop con-
trols, on the remaining time intervals tb ≤ t ≤ tf with 
t0 ≤ tb ≤ tf, the stochastic Hamilton function of the 
control problem is introduced. Then, the class of 
H—minimal controls is determined by solving a 
finite-dimensional stochastic optimization prob-
lem for minimizing the conditional expectation of 
the stochastic Hamiltonian subject to the remain-
ing deterministic control constraints at each time 
point t. Having a H—minimal control, the related 
two-point boundary value problem with random 
parameters is formulated for the computation of 
the robust optimal state—and costate-trajectory. 
Due to the linear-quadratic structure of the under-
lying control problem, the state and costate tra-
jectory can be determined analytically to a large 
extent. Inserting then these trajectories into the 
H-minimal control, robust optimal open-loop 
controls are found on an arbitrary remaining time 
interval. These controls yield then immediately a 
robust open-loop feedback control law. Moreo-
ver, it is possible to realize the obtained controls 
real-time. This is already applied to applications in 
optimal control of industrial robots, cf. [12].

Summarizing, we get optimal feedback controls 
under stochastic uncertainty minimizing the effects 
of external influences on system behavior, subject to 
the constraints of not having a complete represen-
tation of the system, cf. [3]. Hence, robust optimal 
active controls are obtained by new techniques from 
Stochastic Optimization, see [9]. Of course, the con-
struction can be extended also to PID—controllers.
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Risk acceptance criteria based on uncertain estimates 
of structural failure probabilities
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attributable to particular uncertainties such as 
design errors that may critically affect the dependa-
bility of risk-acceptance decisions. It is argued that 
the concept of probabilistic confidence provides a 
rational and ‘objective’ basis for dependable risk 
acceptance criteria, not only to match the proba-
bilistic confidence required for decisions based on 
well-defined risks, but also to ensure appropriate 
(higher) levels of probabilistic confidence are pro-
vided in relation to risks attributable to uncertain-
ties that may critically affect the dependability of 
risk-acceptance decisions.

The concept of probabilistic confidence is 
applied to the evaluation of structural safety, con-
sidering examples of uncertain probability distri-
bution functions of the probability of failure pf for 
designs based on prototype testing (with uncer-
tainty attributable to sampling variability). In this 
context, the probabilistic confidence is evaluated in 
relation to the probability of failure attributable to 
a loss of safety (with respect to the target probabil-
ity of failure pft) due to the influence of sampling 
variability in the design process.

Standard procedures for structural design based 
on prototype testing include fully-probabilistic 
procedures (in which the sampling uncertainty is 
included in the reliability model) and statistical pro-
cedures (in which the sampling uncertainty is taken 
into account with regard to the concept of statis-
tical confidence). A fully-probabilistic procedure 
specified in a North American Standard (AISI) 
and a statistical procedure specified in Austral-
ian Standards are reviewed. The AISI procedure 
is intended to achieve an overall (average) target 
safety index βo, whilst the Australian Standard pro-
cedure is intended to achieve a target safety index 
βo with a statistical confidence level of 90% for 
each application. Uncertainty in the probability of 
failure for structures designed in accordance with 
these procedures has been evaluated with regard to 
the risks attributable to sampling variability.

To illustrate the influence of sampling vari-
ability, prototype test results have been simulated 
for a population of structures with a LogNormal 
distribution of strengths and a coefficient of 

ABSTRACT: Calculated probabilities of struc-
tural failures commonly have significant uncer-
tainties associated with the possible estimation 
errors relative to the ‘true’ failure probabilities. The 
‘true’ failure probabilities may be defined as the 
failure probabilities that arise from the real (alea-
tory) variability of structural loads and resistances, 
whilst possible estimation errors may arise from 
epistemic uncertainties associated with imperfect 
knowledge and imperfect understanding of the 
load and resistance mechanisms.

The influence of an underlying uncertainty on 
the ‘true’ value of the probability can be assessed 
with regard to the conditional value of the ‘true’ 
probability, dependent on the value of the under-
lying variable. Hence, uncertainty in a probability 
estimate can be expressed in terms of a probability 
distribution of the conditional ‘true’ probability.

For a probability distribution of a failure prob-
ability pf , an associated measure of ‘probabilistic 
confidence’ has been proposed to reflect the con-
cern that uncertainty about the true probability of 
failure could result in a structure that is unsafe (in 
relation to a target level of safety) and could sub-
sequently fail.

Accordingly, a probabilistic measure of ‘lack of 
confidence’ (C ') that a structure is safe with regard 
to a target probability of failure pft can be deter-
mined from the probability distribution of the 
probability of failure f p

y
pff

f
)
yy

p
y

and the complemen-
tary measure of ‘probabilistic confidence’ C that a 
structure is safe (in relation to pft) is then given by:

C f p p dpddp pC C pff
pft ft fft

′ − ∫p
1 1CpC′ =

1
( fff ) )p⋅  (1)

Also, it has been proposed that the level of 
probabilistic confidence required when dealing 
with uncertain failure probabilities should match 
the level of probabilistic confidence that is implicit 
in the specification of a target reliability for struc-
tures with well-defined probabilities of failure.

The paper describes how the concept of proba-
bilistic confidence can be applied to evaluate and 
appropriately limit the probabilities of failure 
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variation VR that is itself  LogNormally distributed 
with a mean value of 0.15 and a standard deviation 
of 0.03.

Considering samples of size n = 5, design 
strengths were obtained by simulation in accord-
ance with the AISI procedure and the Australian 
Standard procedure for a target safety index βo 
of  4.0 (considering a LogNormal distribution of 
loads with a coefficient of variation VS of  0.3). 
The distributions of the corresponding nominal 
probabilities of failure pf for AISI (βo = 4) and AS 
(βo = 4) are shown in Figure 1.

The level of fiducial confidence that a structure 
would be ‘safe’ in relation to the target probability 
of failure ( pft = 3.17 × 10−5) has been evaluated for 
each prototype testing procedure with regard to 
the probabilistic confidence CpC

ft
and the comple-

mentary lack of confidence ′CpC
ft
which takes values 

of 1.46 × 10−4 and 2.75 × 10−6 for the AISI and AS 
procedures, respectively. Thus the probability of 
failure attributable to ‘unsafe’ results is very high 
(roughly an order of magnitude greater than pft) 
for the AISI procedure whilst it is much lower 
(roughly an order of magnitude less than pft) for 
the AS procedure.

To ensure that the prototype testing procedures 
produce results that are sufficiently dependable for 
the purposes of structural design, it is proposed 
that the probability of failure attributable to sam-
pling variability ′CpC

ft
should be limited to a value 

that is one tenth of the conventional target value of 
the notional failure probability pft. This has been 
achieved by changing the nominal values of βo to 
4.87 and 3.79 for the AISI and AS procedures, 
respectively, and the corresponding results are 
shown in Figure 1.

It is shown that probabilistic confidence provi-
des a convenient integrated measure of the risks 
associated with the sampling variability, and pro-
vides a rational and objective basis for compari-
son of the dissimilar results obtained from the 
two different design procedures. Furthermore, it 
is demonstrated that recalibration of the proto-
type testing procedures to ensure an appropriately 
high level of probabilistic confidence is a practi-
cable option that produces sensible results. It is 
concluded that differentiated levels of probabilis-
tic confidence can provide a practicable basis for 
dependable decision-making.

Figure 1. Distributions of the uncertain probability of failure pf for structures designed on the basis of prototype 
testing procedures.
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FE formulation. Unfortunately, such a naïve use 
of interval analysis in FEM yields meaningless and 
overly wide results. The reason is that in interval 
arithmetic each occurrence of an interval variable 
is treated as a different, independent variable. It is 
critical to the formulation of the interval FEM 
that one identifies the dependence between the 
interval variables and prevents the overestimation 
of the interval width of the results. In this paper, 
an element-by-element (EBE) technique is utilized 
for element assembly. We will incorporate a mixed/
hybrid formulation to simultaneously calculate the 
interval strains and displacements (Rama Rao, 
Mullen and Muhanna, 2010). This linear formula-
tion results in the interval linear system of equa-
tions given in Eq. (1) which can be introduced in 
the form of the following system:

(K + B D A) u = a + F b (1)

where bold font represents intervals, with interval 
quantities in D and b only. The term (K + B D A) 
represents the interval structural stiffness matrix 
and the a + F b term, the structural loading. The 
solution is obtained by performing the following 
Neumaier’s iterative

v = {(ACa) + (ACF )b + (ACB)d}∩v, 
d = (D0 − D)v ∩ d (2)

until no more improvement in values of d, and 
then the following enclosure is obtained:

u = (Ca) + (CF )b + (CB)d (3)

where

C := (K +BD0A)−1

u = Ca + CFb + CBd
v = ACa + ACFb + ACBd,
d = (D0 − D)v (4)

1 INTRODUCTION

Structural analysis without considering 
uncertainty in loading or material properties leads 
to an incomplete understanding of  the structural 
performance. Structural analysis using interval 
variables has been used by several researchers 
to incorporate uncertainty into structural analy-
sis. To the authors’ knowledge, applications of 
interval methods for the analysis of  structures 
with material nonlinearity do not exist anywhere 
in literature. In this paper, we present an initial 
investigation into the application of  interval finite 
element methods to non-linear problems of  struc-
tural mechanics. In this work, we will consider two 
dimensional truss structures with a deformation 
theory form of plasticity as a constitutive model 
of  the material response. Critical to our develop-
ment is the computation of  element strains that 
do not have the large overestimation of  derived 
quantities (or secondary quantities) that has 
plagued displacement based interval finite element 
methods. We will incorporate a mixed/hybrid for-
mulation to simultaneously calculate the interval 
strains and displacements (Rama Rao, Mullen 
and Muhanna, 2010).

2 INTERVAL FINITE ELEMENT METHODS

Interval finite element methods have been devel-
oped for the last twenty years to handle the 
analysis of systems for which uncertain param-
eters described as intervals. A variety of solution 
techniques have been proposed for interval FEM, 
including the combinatorial method, perturbation 
method, sensitivity analysis method, and inter-
val analysis. In this paper, the interval FE analy-
sis is formulated as an interval analysis problem. 
A natural idea to implement interval FEM is to 
apply the interval extension to the deterministic 
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3 NONLINEAR SECANT METHOD

The method chosen for solving the system of 
non-linear interval equations resulting from the 
interval finite element method is the secant method. 
While incremental tangent stiffness methods are 
more common in finite element applications, 
the tangent stiffness methods use an incremental 
approach and therefore require the summation 
of a number of interval incremental solutions. 
Such a summation may lead to overestimation of 
the width of the solutions. The secant method does 
not require an incremental solution with its poten-
tial for overestimation.

For each element in the structure, a tri-linear 
constitutive relationship antisymmetric with 
respect to the origin using a yield strain and hard-
ening modulus is assumed as shown in Figure 1. 
When the absolute value of the strain, ε, in an ele-
ment is below the yield strain, εy, the secant modu-
lus is taken as the elastic modulus, E. In subsequent 
iterations, a secant modulus is calculated from the 
current element strain. If  the load is given as an 
interval value, the resulting element strain will also 
be an interval quantity. This may lead to an inter-
val value for the secant modulus with the bounds 
on secant modulus calculated from the bounds on 
the element strain.

4 FORMULATION

The formulation provides the strains along with 
displacements and forces. Solution of conventional 
interval finite elements provides interval bounds 
of displacements, the calculations of strains from 
displacements result in significant overestimation. 
In the current formulation, the strains are not 
calculated from displacements but are obtained 
simultaneously with the displacements and forces 
avoiding any additional overestimation. These 
sharp interval strains’ bounds are used in an itera-
tive algorithm for calculating the updated interval 
values of the secants.

Example 1-two bar assembly

The two bar assembly shown in Figure 2 is subjected 
to a nominal point load of 6000 kN at the node 
2 in the horizontal direction. The value of Young’s 
modulus of each element is Ei = 2 × 1011 N/m2, 
i = 1, 2 while the cross sectional area is 0.01 m2. The 
structure is subjected to nonlinear deformation as 
a result of application of the above load.

Table 1 presents the values of strain and secant 
modulus in member 1 for various levels of load 
uncertainty. Figure 3 shows the variation of strain 
in member 1 with the variation of uncertainty 
of load.

5 CONCLUSIONS

A non-linear finite element method for structural 
analysis with uncertainty is presented. In this paper, 
uncertainty is represented as interval numbers. 
An interval secant stiffness method is presented. 
Example problems illustrate the application of 
the method to truss problems. Further study of 
non-linear interval finite elements methods that 
use alternative equation solving strategies is still 
needed to provide a more complete understanding 
of nonlinear interval finite element methods.
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Figure 1. Nonlinear stress strain relation.

2

1 2 3

1
5 5

Figure 2. Two bar assembly.

Table 1. Two bar assembly—variation of nonlinear strain 
and secant modulus with load uncertainty in member 1.

α

Strain × 10−3 Secant modulus × 107

Lower Upper Lower Upper

0.000 6.249 6.249 4.800 4.800
0.002 6.185 6.310 4.7646 4.840
0.004 6.109 6.370 4.728 4.887
0.006 6.018 6.430 4.694 4.947
0.008 5.903 6.490 4.660 5.023
0.010 5.747 6.550 4.626 5.133
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In the modern probability-based design 
specifications for steel structures, the target failure 
probability for various structural members under 
gravity loads are about 1.24 × 10−4 to 2.7 × 10−5/yr. 
The acceptable overall failure probability, Pf, for 
rack structures is assumed to be 2.0 × 10−4/yr, a value 
comparable to that of a typical steel member. 

The frequency of occurrence of impact needs 
to be estimated to calculate the conditional fail-
ure probability. Impact event may be modeled as 
occurring in time as a Poisson process, with a mean 
occurrence rate of v (the average number of occur-
rence per unit time interval). There are little statis-
tical data to define v. In deriving the impact load 
factor, a range of v will be considered, i.e., from 
10−2 to 2/rack/yr.

The impact force is characterized by high 
uncertainty. The uncertainty arises from two 
sources: the model uncertainty and the inherent 
randomness of the basic variables (e.g., the bending 
stiffness of the impacted upright, and the forklift 
truck body rotation). The model uncertainty was 

Steel drive-in racks are susceptible to structural 
failure due to accidental impact by the operating 
forklift trucks. The impact forces the bay to open 
by pushing on the upright. If  the bowing of the 
impacted upright is sufficiently large, the pallets 
can drop through as shown in Fig. 1. Therefore, 
the system limit state function g can be defined as 
g = δ − Δ, in which δ = pallet bearing width, and 
Δ = actual bay opening under the impact load. 
Structural failure occurs when g < 0. This mode of 
failure defines a limit state that forms the basis for 
evaluating the safety of drivein racks under forklift 
truck impact. Recently, a simple equation to cal-
culate the equivalent static impact force was pro-
posed, based on full-scale rack/truck impact tests 
and 3D dynamic FE analysis (Gilbert et al., 2009). 
In this study, an impact load factor is developed 
on the basis of structural reliability assessment, 
taking into account the uncertain nature of the 
impact force, structural resistance and computa-
tional models. In design practice, the bay opening 
is determined from the factored impact loads, and 
is not to exceed specified limits.

The probability of structural failure developing 
from an accidental impact event can be written as

Pf = P(Fail|I)P(I) (1)

in which Pf = probability of structural failure, 
I = event of accidental impact, P(I) = probability 
of impact, and P(Fail|I) = probability of structural 
failure given that the impact occurs. The risk of 
structural failure can be mitigated by strategies to 
reduce the incidence of impact, or to reduce its 
effect on structural performance through structural 
design if  the impact does occur (Ellingwood 2007). 
From a structural design point of view, the focus is 
on controlling the conditional failure probability 
P(Fail|I), i.e., to compensate for impact in design.

Figure 1. Pallet drop-through due to forklift truck 
impact.
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estimated by comparing the dynamic FE results 
to those predicted by the design equation. The 
statistical data for the forklift truck body rotation 
were collected from a total of 116 experiments 
(Gilbert et al., 2009). It is found that α has a mean 
of 0.023 rad and a COV of 0.46. In the present 
study, the nominal (design) value for truck body 
rotation is taken as its mean value, i.e., αn = 0.023 
rad. With known statistical properties for the basic 
random variables and the model uncertainty, Latin 
Hypercube sampling method is used to obtain the 
statistics for impact load. The impact force was 
found to have a mean-to-nominal value of 1.0 and 
a COV of 0.49.

There is an apparent lack of  statistical data for 
the pallet bearing width in the literature. However, 
the bounds of  the pallet bearing width can be read-
ily obtained based on the manufacturing specifi-
cations. In typical Australian industry practice, the 
design bearing width for pallet is around 60 mm. 
If  the pallet is not positioned evenly between the 
two rails, the bearing width varies between 40 mm 
to 80 mm. In general, let δn,min and δn,max denote 
the design minimum and maximum pallet bearing 
width. The pallet bearing width is assumed in this 
study to be uniformly distributed between these 
two extreme values. The assumption of  uniform 
probability distribution is conservative because it 
possesses maximum uncertainty. 

The bay opening under the impact force can 
be calculated with sufficient accuracy by using a 
first/second order elastic analysis. Since the sec-
ond order effect is relatively insignificant, the bay 
opening and impact force can be assumed as lin-
early related, i.e., Δ = fF, in which f = flexibility 
coefficient, and F = impact force. The limit state 
function thus can be expressed as

g = δ − fF.  (2)

If  a rack is designed at the limit, one has

δα = γfnFn, (3)

in which δα = allowable bay opening. fn and Fn 
are the nominal values for f and F. In the present 
study, the allowable bay opening δα is taken to be 
the design minimum pallet bearing width, δn, min, 
specified by the manufacturer.

Galambos & Ellingwood (1986) studied the reli-
ability implication of serviceability (drift) limit 
states for steel rigid frames under lateral wind load. 
It was found that fm/fn = 1.0, and Vf is mainly due to 
the variabilities in the bending stiffness of the col-
umn and is of the order of 0.10. Values of fm/fn and 
Vf for a steel rack structure would not be dissimilar 
to those of a rigid frame. This paper thus adopts 
the values fm/fn = 1.0 and Vf = 0.1.

With known statistics for f and F, the 
conditional reliability index β for a given load 
factor γ can be evaluated by first-order reliability 
method (FORM). As discussed earlier, an appro-
priate target value for the overall failure probability 
Pf is estimated as 2.0 × 10−4/yr. Under this assump-
tion, Table 1 presents P(g ≤ 0|I), conditional reli-
ability index β, and the required impact load factor 
γ for impact occurrence rate v varying from 10−2 
to 2/rack/yr. Three sets of impact load factors are 
listed in the table, with δn,max/δn,min = 1.5, 2.0 and 
2.5, respectively. As can be expected, for a given 
target reliability index the required impact load 
factor decreases as δn,max/δn,min increases. However, 
the difference is not significant and the general 
trends are the same. This implies that the load fac-
tor γ is relatively insensitive to δn,max/δn,min. Although 
a designer can choose the impact load factor from 
Table 1 if  the information on v and δn,max/δn,min is 
available, it is desirable in the practice to use a 
single load factor to simplify the design process. 
It may be observed that γ falls within a range of 
2.0 to 2.5 for v varying from 10−1 to 1/yr. A single 
factor, γ = 2.3, appears to be satisfactory across a 
large range of impact occurrence rate, though it 
could be over-conservative if  v is less than or equal 
to 10−2/yr.
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Table 1. Impact load factor γ.

v (/yr) P(g ≤ 0|I) β γa γb γ c

10−2 2.01 × 10−2 2.05 1.77 1.61 1.52
10−1 2.10 × 10−3 2.86 2.21 2.09 2.02
0.5 5.08 × 10−4 3.29 2.43 2.33 2.27
1 3.16 × 10−4 3.42 2.49 2.40 2.35
2 2.31 × 10−4 3.50 2.53 2.44 2.39

Values are based on a target risk Pf = 2 × 10−4/yr. 
a δn,max/δn,min = 1.5. 
b δn,max/δn,min = 2.0. 
cδn,max/δn,min = 2.5.
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this stage of construction that the present paper 
addresses.

The live load of interest in this study is the com-
panion live load when the dead load reaches its 
maximum at the end of the pour. This compan-
ion live load was examined by Fattal (1983) and 
Ikäheimonen (1997). It was found that: 1) the load 
due to the weight of workmen and equipment 
is very small in comparison with the dead load; 
2) when concrete is placed by pumping, the impact 
load is insignificant; 3) when the crane-and-bucket 
method is used for concreting, the COV VL ranges 
from 0.5 to 0.7, and the mean live load L  equals 
approximately 0.3 Ln if  the nominal live load Ln is 
calculated using a design formwork live load of 
2.4 kPa (50 psf) as specified in ACI 347. Based on 
this limited data, it is assumed in the present study 
that the live load on scaffolds has a Type I extreme 
distribution, with VL = 0.7 and L n/ .LnL 3.  for a 
design formwork live load of 2.4 kPa (50 psf).

Theoretically, the dead load transmitted to 
the uprights of a scaffold can be calculated with 
reasonable accuracy as the variability in concrete 
weight is relatively low. However, many studies have 
shown that the measured-to-calculated value for 
the dead load applied to scaffolds has a relatively 
large variation (Fattal 1983, Rosowsky et al., 1994, 
Ikäheimonen 1997, Puente et al., 2007). The survey 

Steel scaffolds are commonly used in reinforced 
concrete construction as shoring systems to sup-
port formwork. At present, industry practice for 
the design of steel scaffold structures are based 
on the working load limit (WLL) philosophy. The 
factor of safety, typically ranging from 2.0 to 2.5, 
is judgmental in nature. The reliability associ-
ated with current steel scaffold design practice is 
unknown.

This paper presents a reliability assessment of a 
typical steel scaffold structure designed in accord-
ance with the WLL design format. The reliability 
implications for the scaffolds designed by advanced 
nonlinear structural analysis and the customary 
elastic analysis are compared. The probabilistic 
load models for scaffolds were obtained from the 
load survey data published in the literature. The 
statistical characteristics of the structural resistance 
were derived using simulations and an advanced 
nonlinear structural analysis. The simulation stud-
ies also provide useful information on the relative 
significance of different sources of uncertainty to 
the overall variability in structural strength.

The vertical loads acting on a scaffold can be 
categorized as dead and live loads. The dead load 
is due to the weight of concrete and formwork. It 
increases as the concrete placement progresses, and 
reaches its maximum at the end of the placement. 
The live load consists of the weight of construc-
tion personnel, equipment, stacked material, and 
the effects of any impact during concrete place-
ment. The magnitudes of the live loads depend on 
the stages of construction, i.e., before, during, and 
after placement of concrete. Fig. 1 shows a typi-
cal history of a shore load (a combination of the 
dead and live load effects). The maximum shore 
load typically occurs during the period of concrete 
placement, at the point when the dead load is fully 
developed while the live load assumes its instanta-
neous value. This stage of construction represents 
the critical condition for scaffold design, and it is Figure 1. Typical shore load history.
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results suggest that D DnD ,  and VD ranges from 
0.25 to 0.3. The reason for this relatively high 
uncertainty is not fully understood but it might be 
related to differential settlement of the uprights, or 
imperfections in the scaffold installations such as 
lack of bearing between the uprights and the form-
work/bearer beams (Fattal 1983, Rosowsky et al., 
1994, Ikäheimonen 1997). Also, the tributary area 
concept might be a source of the discrepancy. It 
appears that under current normal construction 
practice, a COV of 0.30 is representative for the 
dead load effect on the scaffolds. Thus, it is assumed 
in this study that the dead load is normally distrib-
uted, with D n/ .DnD 0.  and VD = 0.30.

A typical 3-story 1 bay × 1 bay steel scaffold 
tower as shown in Fig. 2 was considered. The 
uprights and ledgers are connected via cuplok 
joints. The jacks at the bottom and top of the frame 
are adjustable and are assumed to be of the same 
length. Two extreme values for the jack extensions 
are considered, i.e., 100 and 600 mm. The corre-
sponding frames are referred to as Scaffold 1 and 2, 
respectively. The uprights, ledgers and braces are 
steel circular hollow sections (CHS). The jacks are 
solid steel rods.

Seven basic random parameters were identified 
in the present study: (1) yield stress of the uprights, 
(2) yield stress of the jacks, (3) initial out-of-
straightness of the uprights, (4) load eccentricity, 
(5) thickness of the CHS of the uprights, (6) diam-
eter of the jacks, and (7) joint stiffness of the semi-
rigid cuplok joints.

Statistics of system strengths were simulated 
using the Latin Hypercube sampling method and a 
three-dimensional second-order inelastic finite ele-
ment model. The inelastic FE model provides accu-
rate theoretical predictions of system strength.

Simulation studies showed that for scaffolds 
with short jack extensions (100 mm), the failure of 
the system is due to inelastic flexural buckling of 
the upright members. The variability in structural 
strength mainly arises from the uncertainties in 
load eccentricity, the yield strength and thickness 
of the CHS uprights. The mean strength R equals 
1.02Rn with a COV of 17%. The histogram is 
noticeably skewed to the left. The strength of 
Scaffold 1 can be best fitted by a three-parameter 
Weibull distribution.

For scaffolds with long jack extension (600 mm), 
a different failure mode, in which the lateral defor-
mations were essentially confined to the jacks and 
the scaffolding in between shows little deforma-
tion, was observed. The uprights and ledgers expe-
rienced only small curvature and remained elastic. 
The system strength is governed by the buckling 
of the jacks. The jack diameter and load eccentric-
ity become dominant influences on the structural 
strength. Other random parameters have incon-
sequential effects on VR. The strength of Scaffold 
2 has a mean-to-nominal ratio of 1.0 and a COV 
of 16% when all random variables are considered 
simultaneously. Its strengths are relatively evenly 
distributed on both sides of the mean.

For a typical loading ratio Ln = Dn = 0.5, the 
reliability index for Scaffold 1 is found to be 2.6 if  
its nominal ultimate strength is determined by the 
advanced nonlinear structural analysis. If  the nom-
inal system strength is computed using the custom-
ary elastic methods, the reliability index ranges 
from 2.6 to 2.93, depending on the modelling of 
the cuplok joints and the method for determin-
ing the effective length factor. For Scaffold 2, the 
elastic analysis appears to be sufficiently accurate 
for evaluating the system strength, as the design is 
controlled by the elastic buckling of the jacks. The 
reliability indices for the designs by advanced non-
linear analysis and by elastic analysis are similar, 
all being approximately 3.0.
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in climate are not limited to the multi-decadal 
variability associated with the near-term view.

The results from a number of model simulations 
are used to illustrate the concept of robust simula-
tion in the context of our understanding of how 
climate influences hurricane hazard. An idealized 
portfolio of exposure is run through a hurricane 
catastrophe risk model using multiple views of cli-
mate to assess the sensitivity of loss to different cat-
alogs of hurricane events. The portfolio consists of 
single residential structures with identical construc-
tion at each population-weighted ZIP Code centroid 
in the domain of the hurricane model. In addition, 
the idealized portfolio is run through a single view 
of hurricane hazard using different levels of knowl-
edge of the structure’s construction.

2 THE HURRICANE MODEL

The hurricane catastrophe risk model used for this 
analysis, and provided by Baseline Management 
Company, Inc., is a version of the HURLOSS 
model produced by Applied Research Associates 
(ARA). Details of HURLOSS can be found on 
the FCHLPM website (http://www.sbafla.com/
methodology/).

Below we examine how four sources of climate 
variability influence the hurricane hazard: the El 
Niño-Southern Oscillation (ENSO), the North 
Atlantic Oscillation (NAO), sea surface tempera-
ture (SST) in the tropical North Atlantic, and sun 
spot numbers. Elsner and Bossak (2004) describe 
a statistical technique that can be used to model 
the response of US hurricane landfall to changes 
in climate. This approach is used in the Baseline 

1 INTRODUCTION

Multiple model runs permit a “robust simulation” 
approach for catastrophe risk modeling. Here we 
use the term in the sense that multiple results from 
a robust simulation approach will account for 
exogenous model uncertainty (where exogenous 
refers to any non-modeled factor that results in 
divergent results) and produce a range of possible 
outcomes (Taylor et al., 2010). As an example of 
robust simulation, we present multiple results for 
estimates of probable loss from hurricane landfall 
along the US coastline. The poorly constrained 
impact of climate variability on hurricane hazard 
provides an instructive example of the sensitiv-
ity of a portfolio’s sensitivity to different views 
of hurricane hazard. The sensitivity is quantified 
using the expected Average Annual Loss (AAL) 
and return period losses from the portfolio’s loss 
exceedance curve.

Prior to 2006 the typical approach for hurricane 
hazard in the US was to use climatology to deter-
mine hurricane hazard in the US. In 2006 vendors 
of commercial risk models released new versions 
of their hurricane risk models that accounted for 
multi-decadal variability in the number of hur-
ricanes in the Atlantic Ocean (Goldenberg et al. 
2001). We are currently in a period associated 
with higher hurricane activity. The new model 
results based on the higher hurricane activity are 
described as a “near-term” view. Expected AAL 
and long return period losses (e.g., annual exceed-
ance probabilities of 0.01, 0.004, and 0.002, or the 
100, 250, and 500 year return periods) for the near-
term view were significantly higher than losses 
associated with climatology. However, variations 
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model to account for how changes in climate would 
influence hurricane hazard.

3 MODEL SIMULATIONS

Two sets of  simulations are discussed. The first 
set is designed to assess how plausible variations 
in climate influence the hurricane hazard and 
the associated expected loss. For these simula-
tions the structure’s construction is coded as an 
unknown wood frame structure less than 4 sto-
ries tall, and its occupancy is set as a detached, 
single unit residential structure. Four climate sce-
narios are discussed: 1) climatology, 2) warm SST, 
3) low activity, 4) high activity. The low and high 
activity scenarios are defined by the four climate 
variables.

The second set of  simulations is designed to 
assess how changes in construction influence 
expected loss. For these simulations the hur-
ricane hazard is consistent with climatology. 
The first two scenarios examine the influence of 
year built on expected loss. The years 1991 and 
2008 are used because they are one year prior 
to Hurricane Andrew in 1992 and several years 
after the active 2004 and 2005 hurricane seasons. 
The years between 1991 and 2008 saw a number 
of  code improvements that have made structures 
significantly more resistant to hurricane winds. 
The second two scenarios were used to assess the 
potential range of  losses assuming the structures 
in urban/suburban terrain were poorly built or 
well built.

A summary of the ground-up losses from the 
different model runs is given in Table 1. The AAL 
ratio varies by over a factor of three between the low 
and high activity climate scenarios. There is an even 
larger difference in AAL for the weak and strong 
construction scenarios, but this is an “idealized” 

scenario for illustrative purposes. Nevertheless, 
it shows that it is possible to dramatically reduce 
losses through changes in building practices.

4 DISCUSSION AND CONCLUSIONS

Hazard catalogs for hurricane catastrophe risk 
models start with the same set of historical infor-
mation: the best-track data. The historical record 
is then expanded through a variety of techniques. 
Cat-model users are aware that although the sci-
entists and engineers that develop catastrophe risk 
models put their best efforts forward, there is a 
significant amount of uncertainty associated with 
a model. In fact, despite the expense, companies 
license multiple cat models in order to assess better 
the variability in model results. The use of multi-
ple models is essentially a simple version of robust 
simulation that attempts to characterize aspects 
of exogeneous uncertainty through independently 
developed models.

Here we provide an example of robust simula-
tion using a hurricane catastrophe risk model for 
the mainland US. Robust simulation entails fol-
lowing a set of coherent assumptions for a model 
simulation. A “preferred model” is chosen and 
other alternatives are used to examine the exog-
enous uncertainties not captured by the preferred 
model.

There is a significant amount of interannual and 
interdecadal variability in the historical record. 
It is unclear from the limited historical sample of 
hurricane activity what type of hurricane catalog 
adequately captures the true variability in hurri-
cane activity. Our two “end-member” scenarios of 
low and high activity produce a significant amount 
of variation in simulated loss (Table 1).

In addition to variations in hazard one also 
should consider uncertainties in terrain, vulner-
ability functions, and the exposure data that is 
run against a model. The impact of uncertainty in 
vulnerability functions is not assessed through this 
exercise, instead the range of results from the dif-
ferent construction scenarios suggests how uncer-
tainty in exposure data might bias results from 
what would be expected in reality.

An advantage of robust simulation is that it 
forces us to confront the limitations and uncer-
tainties of our catastrophe models. It is better to 
acknowledge and tolerate this uncertainty, rather 
than using methods that conceal or suppress uncer-
tainty. Acknowledging the limitations in models 
will highlight the value of improved exposure data 
(age and quality of construction) and encourage 
efforts to gather and manage exposure data to 
reduce the impacts of exposure uncertainty.

Table 1. Ground-up losses from model simulations.*

Scenario AAL 100 year 500 year

Climatology 7.3 52  77
Warm SST 8.7 56  82
Low Activity 4.3 40  63
High Activity 14 71  97
1991 7.4 53  79
2008 5.5 41  59
Weak 12 79 114
Strong 3.1 26  38

*All simulations assumed that the occupancy was per-
manent single family. One- and five-hundred-year return 
period losses are for the annual aggregate loss. All losses 
are millions of dollars.
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correlated nail model specifically considers the 
correlation of the nail parameters. A method of 
moments approach was used to determine the sta-
tistical distributions of each MSTEW parameter. 
Table 1 summarizes the distribution parameters for 
the 10d common framing nails and 8d common 
sheathing nails, assuming no correlation among the 
parameters. Using the cyclic test data, the correla-
tion coefficient matrices were computed (Table 2) 

The objective of this study was to develop a 
probabilistic shear wall model for estimating the 
inherent (aleatoric) uncertainty in light-frame wood 
shear walls using Monte Carlo simulation technique. 
Using the probabilistic shear wall model developed 
in this study, one may further investigate the propa-
gation of uncertainty from the wall-level to the 
building-level and quantify the uncertainty in the 
lateral capacity of the buildings. In light-frame wood 
construction, the nonlinear response of wood shear 
walls is mainly attributed to the nonlinear shear-slip 
response of the sheathing nails (Gupta and Kuo 
1985). On the other hand, the bearing between the 
sheathing panels and slip in the framing members 
have a lesser influence on the overall response of 
shear walls. In this study, the inherent randomness 
in material properties, such as the modulus of elas-
ticity (MOE) of the framing members and shear-
slip response of the sheathing nails, were explicitly 
considered and modeled as random variables.

A series of cyclic nail tests were conducted to 
investigate the inherent variability in the shear slip 
response of sheathing and framing nail connec-
tions. The hysteretic response of the framing and 
sheathing nails was modeled using the 10-parameter 
Modified Stewart Hysteretic Model (MSTEW) 
developed as part of the CUREE project (Folz and 
Filiatrault 2001). Two probabilistic nail models 
were developed (i.e., correlated and uncorrelated). 
The uncorrelated nail model assumes no correlation 
between the 10 modeling parameters, while the 

Table 1. Distribution parameters for uncorrelated 8d 
common nails.

MSTEW
parameters

Distribution parameters

Distribution typeFirst* Second†

K0 (N/mm) 7.2826 0.42076 Lognormal
r1 0.05000 2.8142 Weibull-Smallest
|r2| 2.9441 0.02820 Frechet-Largest
r3-1 0.8322 0.01216 Frechet-Largest
r4 0.00842 2.5916 Weibull-Smallest
F0 (N) 876.750 7.6069 Weibull-Smallest
Fi (N) 170.32 26.0981 Gumbel-Largest
Δ (mm) 1.9612 0.28937 Lognormal
α 40.336 20.2397 Beta
β -1 0.37619 5.9887 Weibull-Smallest

* Gumbel-Largest (μn) & Frechet-Largest (μ1) = location 
parameter, Weibull-Smallest (u) = Scale Parameter.
† Gumbel-Largest (βn) = scale parameter, Frechet-Largest 
(k) = shape parameter, Weibull-Smallest (k) = Shape 
parameter.

Table 2. Final coefficients of correlation for 10d common nails.

K0 r1 r2 r3 r4 F0 Fi Δ α β

K0 1.00 0 0 0 0 0 0 0 0.43 0
r1 0 1.00 0 0 −0.43 0 −0.59 0 0 0
r2 0 0 1.00 0.40 0 0 0 −0.48 0.55 0
r3 0 0 0.40 1.00 0 0 0 0 0 0
r4 0 −0.43 0 0 1.00 0.56 0 0 0 0
F0 0 0 0 0 0.56 1.00 0.41 0 0 0
Fi 0 −0.59 0 0 0 0 1.00 0.40 0 0
Δ 0 0 −0.48 0 0 0 0.40 1.00 0 0
α 0.43 0 0.55 0 0 0 0 0 1.00 0.51
β 0 0 0 0 0 0 0 0 0.51 1.00
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and used to generate sets of correlated MSTEW 
parameters. Figure 1 shows an example scatter plot 
for selected nail parameters and a simulated nail 
hysteresis for the correlated nail model.

As an illustrative example, a nonlinear mechanis-
tic shear wall program, M-CASHEW2 (Pang and 

Shirazi 2006), was used to analyze the variability in 
the lateral capacity of a 2.44 × 2.44 m wood shear 
wall (Figure 2) tested by Johnston et al. (2006). The 
frames were constructed of nominal 51 × 102 mm 
spruce-pine-fir studs spaced at 406 mm on-center 
and the wall was sheathed with two 11.11 mm thick 
1.22 × 2.44 m oriented strand board placed verti-
cally and fastened to the framing members using 
8d nails.

Table 3 shows the summary of all simulation 
combinations under monotonic and cyclic load-
ings. The backbone curves of 86 simulated wood 
shear walls under monotonic loading with ran-
dom frame modulus of elasticity and randomly 
generated correlated nails are given in Figure 3. 

Figure 1. Example simulated correlated parameters 
and hysteretic loops. Figure 2. Example wall configuration.

Table 3. Summary of simulation results.

Simulation

Loading Force (kN)

Type Max Min Mean STD COV

CSP* Monotonic 31.37 28.95 30.03 0.53 0.017
CSP Cyclic 31.60 29.25 30.00 0.66 0.022
NCSP† Monotonic 31.68 27.76 29.63 0.72 0.024
NCSP Cyclic 30.63 28.17 29.48 0.64 0.022
MOE|= Monotonic 30.99 30.67 30.88 0.05 0.001
MOE Cyclic 30.60 30.17 30.51 0.11 0.003
CSP + MOE Monotonic 31.93 28.59 30.02 0.59 0.019
CSP + MOE Cyclic 31.05 28.70 29.73 0.62 0.021
NCSP + MOE Monotonic 31.35 27.62 29.56 0.73 0.024
NCSP + MOE Cyclic 30.86 27.72 29.53 0.78 0.026

* Correlated MSTEW Parameters for All Connectors.
† Not-Correlated MSTEW Parameters for All Connectors.
 |= Modulus of Elasticity.
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The average peak force was about 30 kN with a 
standard deviation of 0.59 kN (CoV = 0.02). 
According to the results, the frame MOE had the 
less influence on the results and the CoVs were 
approximately 0.001 and 0.003 for monotonic and 
cyclic simulations, respectively. Considering both 
the nail and MOE as random variables, the COVs 
ranged from 0.020 for the uncorrelated nail model 
to 0.025 for the correlated nail model. These values 
were very close to the COVs of the peak forces 
observed in experimental shear wall tests. 

P2F Nails: 8d-Common
F2F Nails: 10d-Common
Hold-down: TDX5
Studs: SPF (2*4 in) at 16 in
Panels: OSB(7/16 in) 
Panels Specific Gravity: 0.43
Edge Nail Spacing= 4 in
Field Nail Spacing= 12 in
Vertical Load= 1700 lb/ft

Figure 3. Shear wall backbone curves (random frame 
MOE and correlated nails).

Based on the simulation results, the variability 
of the frame MOE only had about a 0.2 percent 
influence on the overall shear strength response. 
On the other hand, when both the uncertainty of 
the frame MOE and nails were considered, the CoV 
of the simulated peak backbone forces was about 
2.5 percent. The presented simulation framework 
can easily be extended to the house-level to esti-
mate the lateral shear capacity uncertainty of the 
buildings.
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“Geotechnical design—Part 1: General rules” (EC 
7-1), could not be and has not been satisfactorily 
and uniformly drafted.

Nevertheless, the soil and rock variability is a 
constitutive characteristics of geotechnical materi-
als and it is important to know utmost on it. This 
knowledge is necessary for a regular and solid 
calibration both the LSD theory and, of course 
designs according to EC 7-1. The most important 
in-put data for the Ultimate Limit State Design are 
data of shear strength and unit weight. The upper 
mentioned reasons led to the establishment of a 
database of physical properties of soils in solid 
and reliable laboratories tested and concentrating 
on shear strength and unit weight. The database is 
supported continuously a number of years at the 
Institute of Theoretical and Applied Mechanics of 
the Czech Academy of Sciences. Information on 
the database and its statistical analysis to date are 
subject of the paper.

2 CONCEPT OF THE DATABASE

The paper targets the database of shear strength, 
i.e. except of deformation characteristics. System 
of the database is created from point of view of 
demands of the Ultimate Limit State Design.

The shear strength database system is com-
pounded from an identification block (38 data 
fields) and a block of physical properties (98 data 
fields). The database is divided according to soils 
up three parts: fine-grained and sandy soils and 
gravels regarding to the Czech standard ČSN 73 
1001 “Subsoil under shallow foundations”. The 
standard distinguishes five gravel groups (G), five 
sandy groups (S) and eight fine-grained groups 
(F). Denotation of soil kinds keeps international 
usances as they follow in the Chapter 4.

3 APPLIED DATA OF SOILS

The database does not contain to date samples of 
groups F1 (MG), S1 (SW), G1 (GW), G4 (GM) and 
G5 (GC) thus, these groups could not be analysed. 

ABSTRACT: The soil and rock variability is a 
constitutive characteristics of geotechnical materi-
als and it is important to know utmost on it. This 
knowledge is necessary for a regular and solid 
calibration both the LSD theory and, of course 
designs according to EC 7-1. The most important 
in-put data for the Ultimate Limit State Design are 
data of shear strength and unit weight. The men-
tioned reasons led to the establishment of a data-
base of physical properties of soils in solid and 
reliable laboratories tested and to concentrating 
on shear strength and unit weight. The database is 
supported continuously a number of years at the 
Institute of Theoretical and Applied Mechanics of 
the Czech Academy of Sciences. The paper brings 
summed database data and deals with the statisti-
cal analysis of the single soil groups taking use of 
the database to date. The analysis could provide a 
better quantitative view at a possible influence of 
soil variability in geomechanics and in geotechni-
cal design.

1 INTRODUCTION

Soil and rock mechanics research and design have 
a great disadvantage according to other civil engi-
neering ranges, i.e. examined materials are natural, 
very variable and knowledge both of materials and 
their location is not perfect but, on the contrary 
often very low. The strong material variability 
occurs not only between different layers and their 
location but also usually variability characterizes 
material into a layer. This fact is well-known but 
it causes fundamental difficulties both for design 
theories and practice. The greatest difficulty 
appears for the geotechnical Limit State Design 
(LSD) where a partial material factor application 
(probably B. Hansen 1953) has led to a fatal theo-
retical error. Videlicet, almost all geotechnical tasks 
are not linear but, on the contrary they distinguish 
from tasks of the other ranges by a marked non-
linearity. The application of any material factors 
appears to be a hard “crime” against the principles 
of mechanics at all. Due to it the basic European 
geotechnical directive, i.e. EUROCODE 7-1 
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Also the numbers of gravel samples are too low for 
statistical evaluation and because also the groups F2 
(CG), G2 (GP) and G3 (G-F) were not analysed.

The database contains also some samples of fill 
soils. It concern 4 samples (CV) in the group F8 
and 5 samples (SP) in the group S2. It is necessary 
to evaluate fill soils independently and so these 
samples have been excluded from input data of the 
statistical analysis, other samples are considered.

4 STATISTICAL ANALYSIS

The presented statistical analysis has been carried 
out on the base of altogether 224 samples. Sizes of 
single sets are as it follows:

Fine grained soils:
F3 = MS (32 samples), F4 = CS (35 samples),
F5 = ML-MI (21 samples), F6 = CL-CI

 (50 samples),
F7 = MH-MV-ME (10 samples),
F8 = CH-CV-CE (11 samples).

Sandy soils:
S2 = SP (12 samples), S3 = S-F (13 samples),

 S4 = SM (29 samples), S5 = SC (11 samples).

In total amount the analysis contains 159 sam-
ples of fine-grained soils and 65 samples of sandy 
soils.

Results of the statistical analysis are summed in 
the Table 1 below:

Denotation of statistical quantities in the table 
is presented and others are: n—number of sam-
ples, γ—unit weight, φm—average value of shearing 
resistance angle, cm—average value of cohesion.

5 DISCUSSION OF RESULTS

Table 1 makes it possible to compare differences 
between quantities the single soil groups and their 

variability. Statistical weight of the results is given 
by size of the statistical set. Detailed discussion of 
the results can found in the Paper.

6 CONCLUSION

The presented database has made it possible the 
statistical analysis of the most of groups of soils 
in the categories of sandy soils and fine-grained 
soils. The analysis results have different statistical 
weights according to the respective numbers of 
samples but all analysed sets are statistically suf-
ficient and reliable.

The variability of the analysed fine-grained soils 
(F) in single quantities (γ, φ, c) appears surpris-
ingly uniform, the differences of the group aver-
ages appear low. The variability of the analysed 
sandy soils (S) in these quantities appears higher 
but respectively not much.

Samples of the database are chosen accidentally 
according data full-scale and quality of the tests. 
The mentioned uniformity of the quantity results 
obviously is not an effect of a single sample site.

The database and its statistical analyses are and 
will be very useful. The database and the analysis 
results to date have been exploited for another 
paper “Risk of analyses with lateral earth pressure 
load” of the Conference.

A further development and stocking of the 
database appears very desirable.
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Samples

n πm πm
cm sπsπ sc vπ vα vc

- 1 kNm3 ° kPa kNm3 ° kPa 1 1 1

S1 - - - - - - - - - -
S2 12 1810 39,1 7,3 112,96 5,01 4,57 0,062 0,128 0,627
S3 13 1793 36,7 13,8 60,15 5,91 10,99 0,034 0,161 0,794
S4 29 1927 33,8 19,9 150,35 6,59 17,11 0,078 0,195 0,860
S5 11 2115 24,5 18,0 91,24 2,57 8,01 0,044 0,096 0,272

F1 - - - - - - - - - -
F2 1 - - - - - - - - -
F3 32 1955 27,6 33,9 99,58 4,029 20,00 0,051 0,146 0,590
F4 35 2003 23,9 44,9 133,65 3,831 28,74 0,067 0,160 0,640
F5 21 1993 22,4

22,4
38,0 99,81 3,035 22,27 0,050 0,135 0,586

F6 50 2021 41,7 92,94 3,107 20,47 0,046 0,139 0,491
F7 10 1982 19,5 74,6 137,14 2,95 53,93 0,069 0,151 0,723
F8 11 1953 47,8 137,29 1,894 17,03 0,070 0,113 0,356

TABLE OF STATISTICAL QUANTITIES OF SOIL DATABASE

Group

SANDY SOILS

FINE GRAINED SOILS

Average values Variability coefficientsMedium deviations

16,8

Table 1. Statistical quantities of single groups of the 
sandy and fine-grained soils (shear strength in effective 
values).
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minimal absolute correlation is shown to be prefer-
able. The paper also proposes a simple mechani-
cal model for dynamical simulations that is used 
to automatically deliver the lower bound on the 
matrix errors. Moreover, they deliver the whole 
optimal matrices. As an alternative, the task is also 
redefined as optimization problem and a numerical 
procedure of imposing a spectrum is used to solve 
the problem, too. The typical convergence of the 
correlation error for a fixed number of variables 
and increasing sample size is shown in Fig. 1.

As for the performance for cases when the sam-
ple size exceeds the number of random variables, 
the following observations have been made. It is 
shown that, under some circumstances, a very high 
rate of convergence can theoretically be achieved.

These rates are compared to performance of 
other developed techniques for correlation control, 
namely the Cholesky orthogonalization as applied 
by Iman and Conover [3,4]; and Owen’s method [8] 
using Gram-Schmidt orthogonalization. We show 
that the proposed technique based on combinatorial 

ABSTRACT: The objective of this paper is 
twofold. Firstly to deliver theoretical bounds for 
performance of simulation techniques of Monte 
Carlo type measuring the ability to fulfill pre-
scribed correlation matrices. Secondly, we study the 
performance in correlation control of recently pro-
posed procedure for sampling from a multivariate 
population within the framework of Monte Carlo 
simulations [10–12] (especially Latin Hypercube 
Sampling). In particular, we study the ability of 
the method to fulfill the prescribed marginals and 
correlation structure of a random vector for vari-
ous sample sizes. Two norms of correlation error 
are defined, one very conservative and related to 
extreme errors, other related to averages of cor-
relation errors. We study behavior of Pearson 
correlation coefficient for Gaussian vectors and 
Spearman rank order coefficient (as a distribution-
free correlation measure).

The paper starts with theoretical results on 
performance bounds for both correlation types 
in cases of desired uncorrelatedness. Firstly, the 
correlation errors (distance between the target and 
the actual correlation matrices) are studied for the 
case of random ordering of samples. The results 
for both correlation errors are based on the fact 
that a random correlation coefficient for a pair of 
random variables approximately follows Gaussian 
distribution. The errors for random vectors are 
then extension to multivariate case. These errors 
are understood to be the upper bounds on the 
mean performance of any algorithm because no 
algorithm should perform worse than just a ran-
dom permutations (shuffling) of samples.

Lower bounds on the error are initially obtained 
by analyzing attainable values of correlation as they 
follow from analysis of the correlation estimation 
formulas.

For the cases when the sample size is less than 
the number of random variables, it is shown that 
the correlation matrix must be singular. Studies 
on spectral properties of these matrices helped us 
to derive lower bounds on the mean square error 
of the correlation in a closed form. Matrices that 
fulfill this optimality are shown to be non-unique 
and from all the possible solutions the one with 

Figure 1. Typical performance plot obtained for 
Nvar = 16. Simulated data (averages are denoted by sym-
bols and a solid line, minima and maxima by thin solid 
lines) are compared to theoretical bounds and results of 
other techniques.
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optimization [10–12] yields much better results than 
the other known techniques.

When correlated vectors are to be simulated, 
the proposed technique exhibits nearly the 
same excellent performance as in the uncor-
related case provided the desired vector exists. 
It is shown that the technique provide much wider 
range of acceptable correlations than the wide-
spread Nataf [7] model [5] (known also as the 
Li-Hammond model [6] or the NORTA model [1]) 
and that it is also much more flexible than the 
Rosenblatt model [2,9].
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Figure 2. Visualization of optimal singular correlation matrices. a) RM (solid circles). All of these solutions are also 
M matrices except for Nvar = 5 and Nsim = 4 (visualized with solid boxes). b) Examples of optimal correlation matri-
ces R (empty circles) used compared with those from (a). Top row: Nsim = 3 (dimension r = 2). Bottom row: Nsim = 4 
(dimension r = 3).
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where: M means the number of classes, K is the 
number of vector from the training lot, zik repre-
sents the weighted distance from a training vector 
and the mean vector of each class; Fd, Fe are some 
real parameters.

The second stage: We use a fuzzy neural network 
in order to: train the genereated rule set in the view 
of in adjustment the weights and to classify a new 
pattern.

The third stage: We shall use the genetic algo-
rithms in the view of solving the problem to select 
a compact rule system from the entire rule set. The 
problem tackled in this stage can be formulated as 
a combinatorial optimization problem with two 
objectives: to maximize the number of correctly 
classified patterns and to minimize the number 
of fuzzy if-then rules and it can be solved using 
the genetic algorithms. A set of fuzzy if-then rules 
is codded as an individual in genetic algorithms. 
That is, a rule set S should be represented by a 
string.

Encoding of chromosomes is one of the prob-
lems, when you are starting to solve problem with 
genetic algorithms. We shall use the binary encod-
ing in order to encode the chromosomes. In binary 
encoding, every chromosome is a string of bits, 
0 or 1.

Let us denote a rule from the set of all fuzzy 
if-then rules corresponding to K, that are gener-
ated from the training patterns x p Kp ,p .=1  (i.e. a 
chromosome) by a string s1s2 … sM, where:

• M is the number of classes, namely the number 
of the terms which appear in the consequent of 
a rule,

• for each chromo some k K1, , si = 1 if  the pat-
tern k belongs to the class i and si = 0 otherwise.

The specialists think that the genetic algorithms 
are a computational intelligence application as well 
as the expert systems, the fuzzy systems, the neural 
networks, the inteligent agents, the hybrid intelli-
gent systems, the electronic voice.

Since the specialists think that the genetic algo-
rithms are a computational intelligence application 
we shall use in this paper a complex mathematical 
model, which include both the genetic algorithms 
and the fuzzy logic and the classification elements.

The fuzzy logic is used for our data fuzzifica-
tion. The genetic algorithms are necessary for solv-
ing an optimal control problem.

The classification helps us to determine the pat-
tern membership to a class. The originality of this 
paper consists in the generalization of the Ishibuchi 
method in the aim of the proposed theme achieve-
ment and its adaptation to the proposed theme. 
There are three stages in order to achieve our paper 
objectives:

The first stage: We shall describe a method for 
the generation of fuzzy IF-THEN rules.

The fuzzy number can be represented using the 
following two methods:

1. The method proposed by Umano and Ezawa 
(Umano M., Ezawa Y. 1991) according to which 
a fuzzy number is represented by a finite number 
of membership values;

2. The method of Uehara and Fujise (Uehara K., 
Fujise M. 1990) regarding the representation of a 
fuzzy number by a finite number of α level sets.

For obtaining a set of fuzzy if-then rules from 
a database with K vectors having n components 
we have to represent each component of a vector 
by three values which constitutes the component 
membership to the three linguistic properties: 
small, medium and respective big.

In order to generate the terms which appears in 
the consequent of the rule we shall suppose that 
the membership to a class of a pattern from the 
training set one computes using the formula:
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A string 010 … 0 is decoded as the respective 
pattern is in the two class. The initial population 
containing Npop = K strings, where K is the number 
of fuzzy if-then rules in S.

A compact fuzzy classification system based on 
a small number of fuzzy if-then rules has the fol-
lowing advantages:

− it does not require a lot of storage;
− the inference speed for new patterns is high;
− each fuzzy if-then rule can be carefully examined 

by users.

The last advantage suggests the possibility of 
knowledge acquisition. When a small number of 

fuzzy if-then rules are selected, it is possible that a 
user acquires new knowledge by carefully examin-
ing the selected rules.

On the contrary, if  a lot of fuzzy if-then rules 
are included in a fuzzy classification system, it is a 
quite troublesome task to examine all the rules.

I intend to extend in the future this paper with a 
new stage which has to consist in the achievement 
of a software for testing the performances corre-
sponding to the method used for a database.
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Reliability analysis of a brittle fracture due to crack instability 
using sequential Monte Carlo simulation

L.E. Garciano & I. Yoshida
Department of Urban and Civil Engineering, Tokyo City University, Tokyo, Japan

with system transition function F and process 
noise w.

zk k kH= ( )x v,  (2)

At discrete times, measurements become avail-
able and are related to the state vector through 
the observation equation with measurement func-
tion H and measurement noise v. The probability 
density functions (pdf) are assumed known and 
independent and F and H can be linear as well as 
nonlinear functions. The prior distribution of the 
state at t = 0 is assumed to be distributed according 
to the density p(x0). To obtain an optimum esti-
mate of the state xk at time step k given the obser-
vations Zk, the following conditional probabilities 
are required: the time updating process and the 
observation updating process.

In the time updating process, the state p(xk | Zk−1) 
at time step k considering all the observations up to 
time step k−1 is determined. While in the observa-
tion updating process the posterior distribution of 
the state p(xk|Zk) using measurements Zk is deter-
mined using Bayes’ rule as shown below

p
p

p dk k
k k k k

k k k k k

( |k ) ( | ) (p | )k

( | ) (p | )k

Z|k
xk |

xk | xdd
=

∫
1

1

 (3)

The above equation shows an optimal Bayesian 
solution to the filtering problem. If  F and H are 
linear and all other densities are Gaussian the 
Kalman Filter is an optimal solution. For non-
linear problems other techniques can be used, e.g. 
Extended Kalman Filter or the Unscented Kalman 
Filter. In this paper SMCS is used since the obser-
vation equation is nonlinear so that a closed-form 
solution is not possible.

Consider a reliability problem where S is the 
random load and R(S ) is the resistance. For each 
load S the resistance decreases until such time fail-
ure will occur as the random load outcrosses the 
deteriorating resistance. Specifically consider a 
semi-infinite plate under variable-amplitude load-
ing (Lentz et al., 2003).

Built structures gradually deteriorate over time. 
Extreme loads, harsh environment and day-to-day 
load can cause cracks or micro-fissures on any 
structure. Monitoring and maintenance, especially 
critical ones, becomes a necessity to detect possi-
ble deterioration or degradation either to halt its 
progress or slow it down. Retrofitting or mainte-
nance therefore can help avoid loss of lives and 
property.

Assessing the present state of a structure is 
necessary and important. One way to assess the 
present state is to compare the reliability index (or 
probability of failure) of a structure or its compo-
nent just after construction and T years later. Data 
from inspections gathered at specific times during 
the life of the structure can be used to assess the 
present state of the structure. This scenario is ideal 
in employing a Bayesian updating approach since 
it is desired to update the prior density of the state 
using observation data to obtain a posterior den-
sity of the state.

Sequential Monte Carlo Simulation (SMCS) 
(Gordon et al., 1993) is a tool that can be used 
for this purpose. SMCS has been applied to 
diverse fields, e.g. model parameter estimation 
(Yoshida and Sato 2002), reliability estimation 
(Yoshida et al., 2009), risk assessment (Garciano 
and Yoshida, 2008) etc.

In this paper a brittle crack failure due to 
crack instability is considered as the failure 
mode of  a structural component. This can be 
considered a time-dependent reliability problem 
if  the resistance deteriorates over time. The 
limit state exceeding probability in this case 
can be calculated using ordinary Monte Carlo 
Simulation (MCS).

However if  inspections are conducted at specific 
times of the life of the structure and observation 
data can be gathered, e.g. crack lengths, then it is 
possible to update the state variables using SMCS. 
Subsequently the limit state exceeding probabilities 
(pf) for those years are also updated.

Consider the following system model

k kx kF= −( )1,w  (1)
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The limit state function in this case (brittle 
fracture due to crack instability) is given as

g
K

Y a
Sk k

k kK

kYY k k
k kS/

/ /ak k
/= −k k/  (4)

where S is the stress history, K is the fracture tough-
ness and Y is the geometry correction factor. The 
crack length a(t) (accumulated damage) equation 
is given as
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where C and m are crack propagation parameters, 
ao is the initial crack length, N is the number of 
load cycles up to time t and ΔS is the cumulative 
dynamic stress range acting on the structure dur-
ing a given time period. This equation is also the 
observation equation since crack lengths can be 
observed at any time t.

The density of ΔS is related to S if  the latter is 
a narrow-band Gaussian process. It can be shown 
that the stress ranges from (peak amplitudes) rain-
flow counting methods are twice compared the 
peak amplitudes from the stress history. Therefore 
if  S is a narrow-band Gaussian process then ΔS 
can be written as

Δ ΓS N
m

iSm

i

N m
S
m

=
∑ ( ) +⎛

⎝⎜
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⎝⎝
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2 2 1
2

( )t

( )t σ  (6)

where the number of stress cycles N(t) in the time 
interval T is N(t) = v · T. The variables in the equa-
tions shown above are as follows: σS is the standard 
deviation of the narrow-band Gaussian process 
and Γ() is the gamma function and ν is the stress 
cycle rate.

To evaluate this example problem the statistics 
of the random variables are assumed. Reliability 
analyses are performed using ordinary MCS and 
the pf of  brittle crack failure due to crack instabil-
ity is calculated as

p

n
U

f k k k k

i

n
/f kf /( )

=

= pp(gkg k/

= − ( )g k k/
( )i

−( )
1kp k/p kg k/p kg k/p kg k/

1
1 1             ∑∑ . (7)

The above equation describes limit state exceed-
ing probability at the k-th step before updating, 
where U is the step function. To update pf at spe-
cific years the vector x(i)

k−1/k is replaced with x(i)
k/k.

To update the state random variables 
observation data are required. Four cases were 
considered in the paper. In cases A and B the pf is 
updated only once corresponding to observation 
data, z = 7 or 12 mm, on the 30th year for case A and 
z = 10 or 15 mm on the 40th year for Case B.

For cases C and D the pf is updated twice corre-
sponding to observation data, z = 7 mm to 12 mm, 
for not-so-severe case and z = 12 mm to 17 mm for 
severe case. However for case D it was assumed 
that the observed cracked length (severe case) is 
z = 12 mm and the not-so-severe case is z = 7 mm. 
This observation is the same at t = 30 and 40.

To start the analysis samples as many as 10,000 
points were generated from all random variables. 
The sample realization determines the prior dis-
tribution. Subsequently these particles were used 
to estimate limit state exceeding probability using 
ordinary MCS. With inspection data available the 
pf were updated at this particle observation year.

For Case A, random variables are updated 
using crack length observations on the 30th year. 
Based on these updated variables the pf is also 
updated. After updating an ordinary MCS of the 
re-sampled particles is used to estimate the pf for 
the succeeding year. The pf is calculated by calcu-
lating the ratio of  samples found above the 45o 
line and the total number of  sample realization. 
The results showed that pf increased as R deterio-
rates over time. In Case B, the pf is updated on 
the 40th year. Afterwards an ordinary MCS of the 
re-sampled particles is used to estimate the pf on 
the 50th year.

Cases C and D illustrates updating at two differ-
ent years. More data means better assessment of 
the structure. After each update, an ordinary MCS 
using the re-sampled particles is done to estimate 
the pf for the succeeding year.

In all cases, the results show that SMCS can be 
used to assess the present state of the structure if  
observation data are available. The state of the 
structure is determined through its pf.

As a summary, it has been shown that SMCS 
can be utilized to update the present state of a 
deteriorating structure thorough the limit state 
exceeding probability. This is possible if  inspection 
or observation data are available and can be used 
to update the state equation. This updated index 
can be a signal (depending on the severity) to own-
ers, building officials or stakeholders to perform 
retrofitting or maintenance measures to prevent or 
stop further deterioration of the structure.

For future work, the authors would want to apply 
SMCS to a deteriorating structure which exhibits 
strong nonlinearities in both state and observa-
tion equations. It is also desired to update the state 
equation using multiple observation data.
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of a possible “aid” index

E. Garavaglia
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As all the probabilistic models, the SMP also 
suffer from uncertainty. The influence of the epis-
temic uncertainty on the probabilistic modelling will 
be analysed and discussed, extending the criterion 
of validation introduced by Grandori et al. (1998) in 
their seismic hazard life-cycle assessment. This crite-
rion is based on an index able to compare two mod-
els and decide which is the most reliable (Grandori 
et al., 1998, 2003; Guagenti et al., 2003):

Δrs r sΔ� �Δ �−Δ  (3)

The procedure proposed by Grandori was 
extended to consider reliability in the modelling of 
waiting times in the deterioration transition proc-
ess. Where:

Δr rP h P P h� �P �P= < rPr +
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is the probability that Pr, obtained from Eq. (2) 
using a given r – model (e.g. Gamma), falls in a 
given interval around the “true” value P° obtained 
by Eq. (2) using the larger dataset obtained by 
MC simulation (h defines a conventional interval 
around P°). In the same way Δs

�  is defined, it is 
connected with the probability of  transition Ps 
obtained by using a given s—model (e.g. Weibull). 
In this paper, modelling of  the deterioration 
process is carried out, and comparison is made 
between the Gamma and Weibull distributions. 
Their reliability will be evaluated assuming the 
results obtained from the MC simulation as the 
true transition times.

The process to be analysed was the deterioration 
of a steel truss subjected to environmental attacks 
and ageing (Fig. 1).

The deterioration over time of the system 
was measured by a time-variant damage index 
δ = δ (t)∈[0;1] following an appropriate damage 
model (see Biondini et al., 2008). Through the Monte 
Carlo simulation the true Fik° was established, and 
by using Eq. (2) the true Pik° was evaluated.

The states assumed were: State 1 relating to 
low damage (σ ≤ 1100 MPa), State 2 relating to 

The life-cycle assessment of structural system 
over time suffers from uncertainty and therefore 
probabilistic modelling is required. If a system is 
new, its performance is high, but, over time, different 
random attacks can reduce its performance capabil-
ity. Each time the system capability reaches lower or 
dangerous values the system suffers a “failure” and 
it moves from the current state of performance into 
another that is characterised by a lower level of per-
formance. This kind of process can be approached 
as a stochastic transition process, where the random 
variable assumed is the waiting time spent by the 
system in each performance state before transi-
tion. The modelling of the waiting times requires a 
probabilistic approach. In this paper, the approach 
proposed is a semi-Markov (SM) approach in con-
nection with a Monte Carlo (MC) simulation.

In other words, a SM process (SMP) describes 
the evolution of the system’s life through differ-
ent service states with different waiting times, 
transitions occur each time a certain loss of per-
formance is recorded, or each time maintenance is 
carried out.

If  the SMP is defined and t0 is the time already 
spent by the system in the current state i before a 
transition, the probability of transition from state 
i, into state k can be defined as follows:

Pr( , , )
( )

, t t tk t i k
k

iikk k

t t

τ ikk current statet i≤ +tt
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0ki, k,current state i,current state i

0tt

Δ
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where τik is the waiting time spent by the system 
in state i before transition into k, and Δt is the 
discrete time in which the prediction will happen. 
If  the distribution functions, Fik(t), modelling the 
waiting times are defined and τik = t0, Eq. (1) can 
assume the following form:
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where the probabilities pik can be obtained by 
experimental observation.
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put into evidence the similar behaviour of the 
two distributions being compared, highlighting 
a slight preference for Gamma over Weibull 
(Fig. 2).

The consequence of the choice of one distri-
bution over another has also been investigated in 
terms of maintenance actions and costs of main-
tenance. Therefore, the comparison between the 
maintenance scenarios obtained from Weibull, 
Gamma and MC was considered. In each scenario 
maintenance was carried out when the system 
reached the State 2 and was applied to the whole 
system; after every maintenance action, the system 
is reclassified as the undamaged State 1 (Fig. 3). 
The scenarios were also compared in terms of the 
cost of maintenance following the approach pro-
posed by Kong and Frangopol, (2003) (Fig. 4).

The results prove that the choice between 
Gamma and Weibull lead to similar results in 
terms of reliability of the modelling, the cost anal-
ysis shows that modelling with the Weibull method 
leads to the most prudent, but expensive, mainte-
nance planning.

The application of the credibility index, pro-
posed here, highlights the importance of having 
information concerning which, between two mod-
els, is the most reliable in the assessment of a given 
process, because choice of the wrong model can 
have an influence on the lifetime prediction and on 
the cost of maintenance.
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Figure 1. Statically indeterminate truss system: total 
area of members A = 2500 mm2 and total volume 
V = 0.0723 mm3.

moderate damage (1100 < σ ≤ 1250), and State 3 
relating to heavy damage (σ > 1250).

The true process Fik° was modelled with Gamma 
and Weibull, and by applying Eq. (3) and Eq. (4) 
the aid index, Δrs

� , was created. The index has 
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Mechanical characterisation of lacustrine clay by interpreting 
spatial variability in CPTU measurements

Giovanna Vessia
Visiting researcher at ETSI de Caminos, Canales y Puertos (UCLM), Ciudad Real, Spain

Francesca Casini & Sarah Springman
Institute for Geotechnical Engineering, ETH, Zurich, Switzerland

su (by means of its spatial trend and variability 
structure) for optimal design of geo-structures in 
such varved clays.

2 A CASE STUDY: WAUWIL SILTY CLAYS

Extensive site and laboratory investigations were 
carried out on a small area in Wauwil in a thick 
deposit of varved Swiss lacustrine clay about 70 km 
SW of Zurich (Springman et al., 1999, Hird & 
Springman 2006). Eight CPTUs at the Wauwil site 
have been performed with two cone dimensions: 
cross-sectional areas of 10 cm2 and 5 cm2; the data 
were saved at the rate of 25 readings per second 
and the standard rate of penetration was 20 mm/s. 
Therefore, spatial lags of measurements are about 
0.5 mm on average. Statistical methods have been 
employed to develop a more precise prediction of 
both anomalies and layer boundaries at a centi-
metre scale. Moreover, a comparison between sta-
tistical information, derived from CPTUs, with a 
cross sectional area of 10 cm2 and 5 cm2, has been 
presented.

The study undertaken aims at achieving the fol-
lowing objectives:

1. to develop a statistical procedure for detecting 
layer boundaries and determine the depth of 
anomalies, which can be attributed to lenses or 
local heterogeneities;

2. to calculate a representative mean trend, stand-
ard deviation and the scale of fluctuation for 
lacustrine clay from the Wauwil site;

3. to investigate the differences between data for 
piezocones with cross sectional areas of 10 cm2 
and 5 cm2, which can be exploited for statistical 
analyses.

Normalised cone resistance Qt, that is:

Q
q

t
T net

v
=

′
,

σ 0

 (1)

1 INTRODUCTION

The deposits of lacustrine clays in Switzerland are 
mainly concentrated in the Mittelland (Fig. 1), 
which is located between the Alps and the Jura 
mountains. This region is the most densely pop-
ulated and fastest developing area in terms of 
infrastructure and construction, so the lacustrine 
clay represents one of the most challenging soils 
with respect to foundations and construction 
(Messerklinger 2006).

Swiss practice is focusing more on serviceabil-
ity limit state design for infrastructure (e.g., roads, 
retaining walls), with the intent to achieve optimal 
(i.e., more economic) design. To this end, cone pen-
etration tests (CPTU) have been widely performed 
within lacustrine clays in Switzerland in order to 
get detailed information about the stratigraphy, 
mechanical and hydraulic properties. Nonetheless, 
measurements from CPTU continuous readings 
are strongly affected by inherent spatial variability 
and heterogeneity.

Thus, statistical tools have been introduced 
to improve the soil profiling and to establish 
characteristic values of undrained shear strength 

Figure 1. Swiss lacustrine clay distribution (source: 
Hydrogeological map of Switzerland, after Trausch 
Giudici 2004).
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has been considered as the primary parameter 
because it reflects mobilisation of a spherical vol-
ume ahead of the penetrometer and can be used in 
all stages of soil characterisation, from lithologi-
cal to mechanical. The authors focused on the Qt 
readings from CPTUs reported in Fig. 2, namely: 
A201, A202, A303, A304.

The following steps are necessary in order 
to derive the spatial random structure of this 
parameter:

1. To recognise homogeneous soil layers;
2. To de-trend the measurement profiles in order 

to determine residuals;
3. To verify the weak stationarity of residuals and 

calculate their standard deviation;
4. To calculate the autocorrelation function and to 

fit it by means of autocorrelation models;
5. To derive the fluctuation scale from the best fit-

ting autocorrelation model.

Such tasks can be accomplished by means of 
different methods. The authors present a combi-
nation of the intraclass correlation coefficient RI 
(Wickremesinge & Campanella 1991), the modi-
fied Bartlett method (Phoon et al., 2003) and the 
moment method (Fenton 1999).

Furthermore, the de-trending step (step 2) has 
been undertaken over the original Qt readings by 
means of the ‘most likelihood’ rule. The su trend 
functions have been derived for each layer from 
these results by means of the following equation:

s Q
Nu

t

kt
v= ⋅t ′σ 0  (2)

Figure 2. Qt profiles from Wauwil site.

Figure 3. Comparison between su trend functions cal-
culated for the A201 CPTU by this study at Wauwil and 
at Kreuzlingen by Springman et al. (1999).

Table 1. Statistics of spatial variability of su derived 
from CPTUs conducted at A201.

Depth [m]
Autocorrelation 
fitting model

su Standard 
deviation 
[kPa]

Scale of 
fluctuation 
[m]

A201

0.8 ÷ 3.4 Cosine expo-
nential

0.79 0.3

3.4 ÷ 15.5 Cosine expo-
nential

0.96 0.9

15.5 ÷ 24.4 Cosine expo-
nential

0.88 0.16

24.4 ÷ 28 Binary noise 1.5 0.06
28.0 ÷ 31 Cosine expo-

nential
1.35 0.071

where Nkt is the cone factor assumed to be equal 
to 17. Figure 3 reports the trend functions calcu-
lated by this study on the A201 su profile (which 
is representative of the studied readings) at the 
Wauwil site and the one derived from Springman 
et al. (1999) at Kreuzlingen, on the shores of Lake 
Constance. Table 1 shows results from a statistical 
standpoint.
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3 CONCLUDING REMARKS

A statistical investigation at the Wauwil site has 
been developed. Accordingly, the following con-
clusions can be drawn:

1. Up to a depth of 28 m, su values increase with 
depth with an almost linear and continuous 
trend, as expected in a normally consolidated 
clay; at 28 m depth, a discontinuity in su values 
has been deduced from the data.

2. A more variable statistical structure for the 
su values has been found below 15.5 m depth. 
Further results show that the deterministic 
profiling must be improved. Moreover, for 

design purposes, su values below a depth of 
15.5 m shall be taken with less confidence with 
respect to the values related to the shallower 
layers.

Finally, differences have been highlighted on the 
capacity for detection of the layering between Qt 
readings from piezocones with 10 cm2 and 5 cm2 
cross sectional areas: these outcomes seem to be due 
to the relative dimension of the soil volume mobi-
lised during the cone penetration with respect to 
the fabric of the soil and the lens/boundary thick-
ness and stiffness. Further study is needed to dem-
onstrate conclusive evidence of this hypothesis.
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Dynamic response variability of a small span bridge 
for high speed rail traffic

J. Rocha, A.A. Henriques & R. Calçada
University of Porto—Faculty of Engineering, Porto, Portugal

proceeding to the analysis of the several simulation 
scenarios, a variable screening procedure based on 
a sensitivity analysis was carried out. The objec-
tive of this procedure is to assess the importance 
that each random variable has on the structural 
dynamic response. The variables which relevance is 
smaller than a pre-established value (10%) are con-
sidered as deterministic in further analysis.

Furthermore, a safety assessment of the bridge 
was done based on the results obtained in the sim-
ulations in order to evaluate the train speed limits 
on the bridge.

2 RELEVANT RESULTS

The structure acceleration is, among the other vari-
ables, the parameter with a higher relevance for the 
studied problem and is shown in Figure 1.

As it can be seen in Figure 1 the obtained results 
in terms of mean values and standard deviation 
values are consistent for different simulation meth-
ods applied in the study and for the different sam-
ple sizes analyzed.

However, when comparing the maximum accel-
eration response values obtained for the two simu-
lation methods a higher dispersion of the results 
can be observed.

1 OBJECTIVES/ DESCRIPTION

The main purpose of this work is to evaluate the 
sensitivity of small span bridges in high speed rail-
way lines to the resonance phenomena bearing in 
mind the real variability of the parameters that 
influence the bridge dynamic response. Simulation 
techniques, namely the Monte Carlo and Latin 
Hypercube methods, were applied as they allow 
an accurate consideration of the randomness of 
structural parameters that influence the bridge 
dynamic response. Several simulations scenarios 
with different sample sizes were analysed and, with 
those results, a safety assessment of the bridge was 
performed.

As a case study, the railway bridge of Canelas, 
located in the Northern line of the Portuguese 
railway, was selected. The bridge has six simply 
supported spans of 12 m each leading to a total 
length of 72 m. The bridge deck is a composite 
structure and has two half  concrete slab decks 
with nine embedded rolled steel profiles HEB 500, 
each supporting one rail track. This is a very com-
mon structural solution for small span bridges in 
the European high speed railway lines, especially in 
France and Germany.

After selecting the random variables that allow 
the definition of the problem in study, and before 
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Figure 1. Comparison of the accelerations for the different simulation scenarios: a) mean and maximum values; 
b) standard deviation values.
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This turns out to be a key issue for the analysis 
since the maximum values are the ones that have a 
higher importance in the assessment of structural 
safety.

In order to establish speed limits for the high 
speed trains that might pass on the bridge a safety 
assessment of Canelas bridge was performed based 
on the obtained results for the several simulation 
scenarios. This analysis was based on the accel-
eration values registered at mid span of the bridge 
which turned out to be the most restrictive aspect 
of the response.

A curve was fitted to the upper extremity of the 
cumulative probability function in order to per-
form a safety assessment of the bridge. For this 
safety assessment several types of regression func-
tions were used, namely sigmoidal and exponen-
tial functions. One of the performed regressions 
is shown in Figure 2 as well as the probability of 
failure evaluated for the analysed train speeds and 
for different sample sizes.

3 CONCLUSIONS

By comparing the results from the two applied 
simulation methods it can be confirmed that the 
Latin Hypercube method is more efficient than the 

Monte Carlo method. It can be seen that with only 
one quarter of the simulations the mean values 
and the scatter of the bridge response obtained 
by Latin Hypercube is very similar to the results 
obtained by the Monte Carlo method.

However, the analysis of  the maximum response 
values obtained for the two simulation methods 
shows a significant difference between them. Since 
these are the values that have a higher importance 
in structural reliability problems this turns out 
to be a relevant aspect and does not allow the 
applicability of  the Latin Hypercube method to 
this problem due to the inadequate representa-
tion of  the interest zone. Furthermore, and since 
one of  the goals of  this paper was to perform a 
safety assessment of  the bridge, it was observed 
that only for samples with more than 2000 simu-
lations the probabilities of  failure obtained are 
reliable because they allow to represent accu-
rately the upper extremity of  the of  the response 
distribution.

Taking into account the type of the studied 
problem, probability values up to 10−4 are consid-
ered to be acceptable to measure admissible failure 
due to the instability of the ballast layer. Analys-
ing Figure 2, it can be seen that this value is not 
exceeded for speeds lower than 290 km/h, making 
this the train speed limit on the bridge.
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an informa business

Under the pressure of harsh environmental conditions and natural hazards, large parts 
of the world population are struggling to maintain their livelihoods. Population growth, 
increasing land utilization and shrinking natural resources have led to an increasing 
demand of improved effi ciency of existing technologies and the development 
of new ones. Additionally, growing complexities of societal functionalities and 
interdependencies among infrastructures and urban habitats amplify consequences 
of malfunctions and failures. Malevolence, sustainable developments and climatic 
changes have more recently been added to the list of challenges. Over the last decades, 
substantial progress has been made in assessing and quantifying risks. However, with 
regard to the broader utilization of risk assessment as a means for societal strategic and 
operational planning, there is still a great need for further development. 
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