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Preface

This volume reflects the proceedings of an International Workshop held in Paris in
December 2006. The aim of the meeting was to undertake a high level of scholarly
exchange between experts in cell biology, oncology and endocrinology interested in cell
cycle control. The topics covered ranged from fundamental studies of DNA replication,
chromosomal and nuclear function through growth factor control of endocrine tumor
initiation and progression. The high quality chapters reflect the depth and breadth of
the workshop lectures and discussions. Hopefully, the basic and translational insights
gained from this book will be of interest to those studying the biology of endocrine
tumors, as well as those deriving novel therapeutic approaches for these benign and
malignant disorders.

I would like to acknowledge my co-program chairs, Drs. Henri Rochefort, Philippe
Chanson and especially the wonderful Yves Christen for their superb organizational
planning. We are indebted to the staff of Fondation Ipsen, including Jacqueline Mervail-
lie and Astrid de Gerard for their professionalism and skills in arranging the successful
proceedings.

Shlomo Melmed
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DNA Replication Origins, Development, and Cancer

Marcel Méchali1

Introduction

DNA replication is at the heart of living organisms. The main purpose of any organism,
even the simplest, is the duplication of the genetic information and its transmission to
the offspring. In simple organisms, such as the bacteria Echerichia coli, a single DNA
replication origin is used, from which replication forks migrate in opposite directions to
allow the duplication of the entire genome. In complex eukaryotes, such as multicellular
organisms, multiple DNA replication origins are used to replicate chromosomes, which
are highly regulated during S phase. Here, I will review how the positions of these origins
are regulated and how DNA replication origins might be regulatory elements that also
control development and cell identity. I will also consider how DNA replication origins
are regulated within each cell cycle in order to avoid re-replication, an event that might
lead to genetic damage and neoplasic evolution.

Initiation of DNA Replication

Forty-four years ago, the replicon model was proposed (Jacob et al. 1963) to explain the
initiation of DNA replication in bacteria. The model proposed that a specific sequence in
the DNA of E. coli determines the origin of DNA replication and that specific protein(s)
that recognize this sequence allow the opening of the DNA double helix at this position.
Since then, the sequence-specific nature of the initiation of DNA replication has been
confirmed in the prokaryotic world. This concept also proved to be correct for the
replication of eukaryotic small DNA virus, and the model was further extended to the
replication of the unicellular organism, Saccharomyces cerevisiae (Aladjem et al. 2006).

In multicellular organisms, the notion of an origin of DNA replication remains
rather elusive. In human cells, around 50 000 DNA replication origins are used dur-
ing each S-phase. These origins are spaced at around 100 Kbp intervals. However, in
contrast to the yeast S. cerevisiae, in which a consensus sequence is common to all its
origins, no common sequence has yet been found at metazoan DNA replication ori-
gins. This is the main paradox in the field because, although replication origins do not
share common specific sequence elements, they appear to be at specific positions along
the chromosomes. One hypothesis proposed to explain this paradox is that the evolu-
tion from prokaryotic to complex metazoan genomes may have introduced additional

1 Institute of Human Genetics, CNRS, 141 Rue de la Cardonille, 34980, Montpellier, France
e-mail: marcel.mechali@igh.cnrs.fr
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2 M. Méchali

functions of replication origins that allow the coupling of DNA replication to gene
expression, particularly when cell growth has to be coordinated to cell differentiation
(Méchali 2001).

One difficulty in resolving this paradox has a technical cause. Although autora-
diographic examinations of DNA fibers have rapidly established the mean size of
a replication unit and the average number of DNA replication origins (Huberman and
Riggs 1968), origin identification at the sequence level is still a complex task. DNA
replication origins are activated asynchronously with a specific temporal timing, at
least for some of them, and there is as yet no specific functional assay equivalent to the
assay developed in yeast. In yeast, autonomously replicating sequences (ARS) confer
the ability to recombinant plasmids to replicate in an extrachromosomal manner after
transfection. Such an assay does not work in human cells, where any sequence inserted
into a plasmid molecule can replicate (albeit poorly), providing it has a minimum
size (Heinzel et al. 1991; Krysan and Calos 1991, 1993). Several methods have been
developed to map DNA replication origins at chosen DNA domains. The most widely
used now is based on the purification of short (1–2 Kbp) RNA primed nascent DNA
molecules that are synthesized at DNA replication origins, followed by their quantifi-
cation by real time PCR using several primers along the origin of interest. This method
is accurate but requires large amounts of cells. Indeed, nascent strands at a given origin
will only be detected within a very short period of time, as DNA replication forks
migrate at 3 Kb/min. Moreover, it is practically impossible to define within minutes
the precise timing of activation of a given DNA replication origin during the six- to
eight-hour S phase period. It is therefore not surprising that less than 0.1% of DNA
replication origins have been mapped in metazoans. The rapid improvements in the
use of DNA microarrays or DNA combing will certainly result in a large improvement
in our knowledge of DNA replication origins in the near future (Schubeler et al. 2002;
MacAlpine et al. 2004; Jeon et al. 2005).

DNA Replication Origins in Somatic Cells and Their Characteristics

Variable Size

In metazoans, site-specific initiation of DNA replication has been validated for 20
to 30 origins (Aladjem et al. 2006). Often, the mapping is not precise and has to be
confirmed. At least three DNA replication origins have been carefully examined in
different conditions: the dihydrofolate reductase (DHFR) origin, the lamin B origin, and
the c-myc origin. The laboratory of Joyce Hamlin first designed a cell line in which the
DHFR gene was amplified 1 000 times, and the positions of the DNA replication origins
in the locus were determined by several different methods and different laboratories,
sometimes with controversial results (DePamphilis 2003). Overall, the results suggest
that there is a large potential initiation zone in this locus, where at least two preferential
origins are used.

The DNA replication origin found downstream of the lamin B2 gene exhibits
opposite properties. This origin was found to be precisely positioned at the nucleotide
level (Abdurashidova et al. 2000), and it is also active at an ectopic position (Paixao
et al. 2004).
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The c-myc DNA replication origin has also been extensively analyzed. It is located
in a 2 Kbp region upstream of the gene (Liu et al. 2003; Ghosh et al. 2006). This origin
has been found in the same region in different species (human, mouse, Xenopus).

Sequence Specificity

One of the main characteristics of the DNA replication origins identified in metazoans
is the lack of a clear consensus DNA sequence, suggesting that elements other than
sequence recognition contribute to the definition of a replication origin in complex
eukaryotes. Another characteristic is the lack of a defined size of the DNA replication
origin. The DHFR origin and the lamin B origin have clearly opposed properties in
this respect.

By analogy to the sequence-specific DNA replication origins in S. cerevisiae, it has
been suggested that the metazoan origin might have a modular structure, although
each module contributing to the origin activity is not conserved among origins. The
c-myc origin as well as the β globin origin exhibit adjacent modules that may act
in synergy to achieve efficient initiation (Liu et al. 2003; Wang et al. 2006). Among
such modules, the property often identified is A-T bases richness, mostly asymmetric
(Abdurashidova et al. 2000; DePamphilis 2003; Altman and Fanning 2004; Wang et al.
2006). This is also a property of the consensus ARS sequence in S. cerevisiae, although
it is not sufficient to confer efficient autonomous DNA replication in yeast. An AT-rich
sequence may obviously help to open the DNA double helix at the origin. They could
also be recognized by specific factors such as AT hook domain proteins. In S. pombe,
where no consensus sequence can be defined for replication origins, ORC4, a subunit
of the ORC complex that binds origins of DNA replication, contains nine AT hook
domains (Chuang and Kelly 1999). In metazoans, ORC subunits do not contain such
domains but also have the ability to preferentially bind AT-rich elements (Kong et al.
2003; Vashee et al. 2003).

Epigenetic Regulation

Epigenetic controls have often been suspected of contributing to DNA replication origin
specification (Méchali 2001). Among them, transcription is the most obvious candidate.
Transcription factors or chromatin remodelling proteins involved in transcription may
help to recruit DNA replication initiation proteins to origins. However, the function of
proteins from the transcription apparatus might not always define a replication origin.
By displacing histones from DNA, the process of transcription may contribute to the
formation of a chromatin domain in which the DNA double helix will be easier to
open. This possible synergy between transcription and replication factors has been
well documented in the replication of viral DNAs, such as SV40, polyoma, or BPV
(Kohzaki and Murakami 2005). In yeast, binding sites for transcription factors have
also been found close to ARS sequences. The B3 element, found in ARS1, contains a site
for Abf1, which regulates the expression of a large number of genes (Li and Rosenfeld
2004). MCM1, a transcription factor essential in yeast, is also involved in the regulation
of the activity of ARS elements (Chang et al. 2003).

In metazoans, transcription factors of the Hox family were also found at the human
lamin B2 replication origin (de Stanchina et al. 2000). The possible involvement of
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transcription factors in the initiation of DNA replication has been well documented
in Drosophila, at the chorion gene amplified locus, which contains a specific origin
of replication. A control element (ACE3) binds several transcription factors, including
E2F1, Myb, and Mip120 (Beall et al. 2002). However, this DNA replication origin is
involved in DNA amplification of a specific locus during development, a phenomenon
that does not occur during normal cell proliferation. The interconnection between
transcription and replication remains an attractive hypothesis in DNA replication
origin specification. Nevertheless, clear evidence for a global role of transcription
factors in initiation of DNA replication remains difficult to obtain. One caveat in this
issue is the nature of the DNA replication origins examined, which are often close to
promoter regions and therefore where several sites for transcription activators and
replication activators may overlap without being functionally linked.

Modification of chromatin structure is a second possible epigenetic contribution
to initiation of DNA replication. The chromosomal environment has been identified
as a possible regulator of DNA replication origins in yeast. ARS elements active in
plasmids are not always active in their chromosomal context (Fangman and Brewer
1992). In addition, ARS elements can be active in their normal chromosomal context
but not when displaced to another chromosomal region.

Acetylation of histones is a process required for transcriptional activation. As for
DNA replication, this regulation was supported with results obtained in Drosophila and
Xenopus. In Xenopus, the formation of a transcription complex on a recombinant DNA
molecule induces the specification of a DNA replication origin, and histones appear
to be specifically acetylated at the origin (Danis et al. 2004). Similarly, inhibition of
histone acetylation strongly inhibits chromosomal DNA replication in Xenopus eggs
(Lemaitre et al. 2005). Histones are also hyperacetylated at the chorion gene DNA
replication origin (Aggarwal and Calvi 2004). However, this phenomenon might not
be universal. In the chicken β globin locus, DNA replication origins are found in
both hypoacetylated and acetylated regions (Dazy et al. 2006). In undifferentiating P19
teratocarcinoma cells, the main HoxB DNA replication origin appears hypoacetylated
(Gregoire et al. 2006, Cayrou and Méchali, unpublished).

DNA Replication Origins and the Regulation of Development

In 1972, the discovery that SV40, a virus infecting animal cells, had a single precise and
sequence-specific DNA replication origin extended the replicon model to the eukaryotic
world (Tegtmeyer 1972). However, soon thereafter, Harland and Laskey (1980) showed
that any DNA fragment from the SV40 genome could replicate when injected into
Xenopus eggs. This result was quite unexpected and led to some controversy in the
field. However, it was soon confirmed and further shown that the efficiency of DNA
replication in the system did not rely on the sequence but on the size of the injected DNA
molecules (Méchali et al. 1983). This lack of sequence specificity was further confirmed
in the endogenous replicating genome during early development in both Xenopus and
Drosophila (Hyrien and Méchali 1993; Sasaki et al. 1999). Importantly, in both cases,
the embryonic genome is not transcribed during this period, leading to the possibility
that, at least for some genes, DNA replication origins may become site-specific only
when chromosomal domains are organized for transcription. This conjecture was
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confirmed to be the case when it was demonstrated that DNA replication origins
become site-specific in the rDNA gene cluster only after the mid blastula transition,
when transcription resumes in the embryo. This correlation between transcription and
site-specific initiation of DNA replication was finally experimentally reproduced by
injection of recombinant DNA molecules into Xenopus eggs. DNA replication occurs
in such conditions but with no site specificity (Harland and Laskey 1980; Méchali
and Harland 1982; Méchali et al. 1983), unless the plasmid is made competent for
transcription by the assembly of a transcription complex on a promoter cloned into
the plasmid molecule. In this case, a major DNA replication origin is detected at
or close to the promoter (Danis et al. 2004). Therefore, even in the context of early
development, a site-specific DNA replication origin can be fixed, provided that the
chromatin domain is programmed for transcription. Interestingly, transcription itself
is not necessary. Results obtained in Sciara coprophila also show that the OriII/9A
origin appears to be more defined in cells determined for transcription but not yet
engaged in active transcription (Lunyak et al. 2002).

This role of the establishment of transcription programs in the regulation of the
DNA replication origin pattern explained observations made in the 1970s showing
that, in Drosophila development, the spacing between DNA replication origins varied
between early development and adult tissues (Blumenthal et al. 1974). A short spacing
of DNA replication origins is required in Xenopus early development, as cell division
is controlled by a cell cycle clock activated every 30 min (Hara et al. 1980). The S phase
occurs in less than 15 min, so it is crucial that DNA replication origins are closely and
evenly spaced to avoid regions of unreplicated DNA at the time of cell division.

Recently, a role for chromosome structure in the positioning of DNA replication
origins has been demonstrated (Lemaitre et al. 2005) that may explain why animal
cloning is so inefficient (less than 8%) in most animal species. When sperm nuclei are
incubated in Xenopus egg extracts, they replicate as efficiently as after fertilization,
during the early embryonic development. In contrast, somatic cell nuclei incubated in
the same egg extract replicate rather poorly. One explanation for this low efficiency is
that somatic cell chromosomes have some imprinted structure characteristic of DNA
replication in somatic tissues and that this structure is not adapted to early embryonic
development. However, if somatic cell nuclei are incubated in egg extracts blocked in
mitosis, they acquire the structure of embryonic mitotic chromosomes and can then
replicate their DNA as efficiently as sperm nuclei. The spacing of DNA replication
origins, which is 120 Kbp in somatic cell nuclei, is reduced to 20 Kbp, as for early
embryonic chromosomes, allowing rapid and efficient DNA replication. When the size
of chromatin loops is measured, it is found to be the same as the size of the replication
unit. Interestingly, this mitotic remodelling of the eukaryotic replicon is dependent
on DNA topoisomerase II, an enzyme found at the nuclear matrix. Altogether, these
data suggest that incubation of somatic cell nuclei in mitotic egg extract permits the
reprogramming of the global chromosome structure in such a way that the pattern of
replication origins in now adapted to the developmental program.

Changes in the DNA replication origin pattern have also been observed in other
organisms, such as the slime mold Physarum polycephalum (Maric et al. 2003). Here,
for two genes – one expressed in the ameba stage (profilin A) and the other in the
plasmodia (profilin B) – the DNA replication origin is present only at the gene being
expressed in the particular cell type. In mouse pluripotent P19 cells, when the Hox B
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gene is not transcribed, more than one origins is present over the domain, but when
cells are engaged in differentiation, a single DNA replication origin is used (Gregoire
et al. 2006). Similarly, in murine non-B cells, a DNA replication origin is localized
downstream of the IgH locus, whereas in pro B and pre B cell lines, multiple initiation
sites are used (Zhou et al. 2002). Therefore, studies during both in vivo development
and in vitro cell differentiation suggest that DNA replication origins are not rigidly
fixed in totipotent or pluripotent cells.

DNA Replication Origins and Cancer

The Replication Licensing Reaction

Initiation of DNA replication can be regulated both at the level of the specificity of
the localization of replication origins and by the frequency at which the origins are
used during a cell cycle. The relatively flexible nature of metazoan replication origins
suggests that the positioning of origins may be altered in cancer (although this has not
yet been demonstrated). A normal eukaryotic cell should tightly control the frequency
of DNA replication origin firing in such a way that none of the 50 000 DNA replication
origins is activated more that once during each cell cycle. The occurrence of such
an event would result in the amplification of the corresponding chromatin domain,
a phenomenon that often occurs in cancer cells.

Factors Involved in Replication Licensing and Their Importance in Cancer

Several proteins have been discovered in recent years that bind to DNA replication
origins and prepare the genome for S phase (Sivaprasad et al. 2006). These proteins
assemble the pre-replicative complex onto origins during G1. The first protein known
to recognize the DNA replication origin is the ORC complex. Then, two factors are
recruited, Cdc6 and Cdt1, which themselves will recruit the DNA helicase, the MCM2-7
complex, to open the double helix at the origin. Once the DNA helicase is loaded,
the DNA is “licensed” for DNA replication, and the DNA helicase can unwind the
origin, allowing the polymerase machinery and its cofactors to enter to synthesize the
complementary DNA strand.

Two factors are essential to control the initiation of DNA synthesis at the origin and
to prevent more than one event of initiation at each origin: cdt1 and geminin, which
act as a switch at the origins. Cdt1 is loaded onto DNA replication origins in G1, after
the ORC complex is assembled (Maiorano et al. 2000), and is required to load MCM2-7.
Once the MCMs are loaded, nuclei are competent for DNA synthesis and Cdt1 is not
required anymore. Soon after initiation of DNA synthesis has started, cdt1 is removed
from chromatin. Cdt1 is negatively controlled by geminin, which does not permit reini-
tiation to occur at already licensed origins (McGarry and Kirschner 1998; Wohlschlegel
et al. 2000; Tada et al. 2001). Recent data have shown that Cdt1 and geminin form
a complex that contains the ability to both activate and inhibit DNA replication origins.
A Cdt1-geminin complex is rapidly loaded onto chromatin in G1, allowing initiation
of S phase, but as soon origins are activated, other geminin molecules are added to the
complex and prevent relicensing of origins. Switching the origin on and off through the
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Cdt1-geminin complex is therefore an important regulation that prevents illegitimate
reinitiation of DNA replication during the cell cycle. If the stochiometric ratio of Cdt1
to geminin is important to define the on and off stage, then one would expect that
disrupting this ratio might lead to rereplication phenotypes. This rereplication was
indeed the case, in Drosophila, Xenopus, and human cells. In Drosophila, geminin
mutants exhibited rereplication (Quinn et al. 2001; Mihaylov et al. 2002). In Xenopus,
a high level of Cdt1 also promoted rereplication (Walter and Newport 1997, 2000; Maio-
rano et al. 2005; Lutzmann et al. 2006). In human cells, siRNA silencing of geminin led
to rereplication (Melixetian et al. 2004; Zhu et al. 2004). The importance of Cdt1 and
geminin in the fine control of origin firing led to the question of whether Cdt1 was an
oncogene and geminin a tumor suppressor. It was first reported that murine NIH3T3
cells can promote tumor formation in mice when Cdt1 is overexpressed (Arentson et al.
2002), but, recently, no phenotype was detected with Rat 1 cells overexpressing Cdt1
(Tatsumi et al. 2006). It is possible that genomic instability induced by high levels of
Cdt1 has some impact in tumor progression but that the consequences vary according
to the properties of the cell line. As for geminin, its suggested function as a tumor
suppressor is in apparent contradiction with the observation that geminin is overex-
pressed in tumor cells (Wohlschlegel et al. 2002; Gonzalez et al. 2004; Wharton et al.
2004). However, geminin also has important functions in cell differentiation (Del Bene
et al. 2004; Luo et al. 2004), and its overexpression may deregulate the balance between
cell proliferation and cell differentiation.

So far, no specific mutations in proteins involved in DNA replication origin licensing
have been described in tumors. High levels of MCM proteins have been shown to be
a good marker for cancer progression in several cases (Gonzalez et al. 2005; Coleman
et al. 2006). It is possible that it is the stochiometry of the different proteins forming
the pre-replication complex that is important for regulating DNA replication. If this is
the case, the use of DNA replication initiation markers for cancer prognostics might
rely on the relative expression of these markers at the protein level for each kind of
tumor.
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Gregoire D, Brodolin K, Méchali M (2006) HoxB domain induction silences DNA replication
origins in the locus and specifies a single origin at its boundary. EMBO Rep 7:812–816

Hara K, Tydeman P, Kirschner M (1980) A cytoplasmic clock with the same period as the division
cycle in Xenopus eggs. Proc Natl Acad Sci USA 77:462–466

Harland RM, Laskey RA (1980) Regulated replication of DNA microinjected into eggs of Xenopus
laevis. Cell 21:761–771

Heinzel SS, Krysan PJ, Tran CT, Calos MP (1991) Autonomous replication in human cells is
affected by the size and the source of DNA. Mol Cell Biol 11:2263–2272

Huberman JA, Riggs AD (1968) On the mechanism of DNA replication in mammalian chromo-
somes. J Mol Biol 32:327–341

Hyrien O, Méchali M (1993) Chromosomal replication initiates and terminates at random se-
quences but at regular intervals in the ribosomal DNA of Xenopus early embryos. EMBO
J 12:4511–4520

Jacob F, Brenner J, Cuzin F (1963) On the regulation of DNA replication in bacteria. Cold Spring
Harbor Symp Quant Biol 28:329–348

Jeon Y, Bekiranov S, Karnani N, Kapranov P, Ghosh S, MacAlpine D, Lee C, Hwang DS, Gingeras TR,
Dutta A (2005) Temporal profile of replication of human chromosomes. Proc Natl Acad
Sci USA 102:6419–6424

Kohzaki H, Murakami Y (2005) Transcription factors and DNA replication origin selection.
Bioessays 27:1107–1116

Kong D, Coleman TR, DePamphilis ML (2003) Xenopus origin recognition complex (ORC)
initiates DNA replication preferentially at sequences targeted by Schizosaccharomyces pombe
ORC. Embo J 22:3441–3450

Krysan PJ, Calos MP (1991) Replication initiates at multiple locations on an autonomously
replicating plasmid in human cells. Mol Cell Biol 11:1464–1472

Krysan PJ, Calos MP (1993) Epstein-Barr virus-based vectors that replicate in rodent cells. Gene
136:137–143



DNA Replication Origins, Development, and Cancer 9
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Getting In and Out of Mitosis

Jonathon Pines1

Summary

There are two major problems for the cell to solve in mitosis: how to ensure that each
daughter cell receives an equal and identical complement of the genome, and how
to prevent cell separation before chromosome segregation. Both these problems are
solved by controlling when two specific proteins are destroyed: securin, an inhibitor
of chromosome segregation, and cyclin B, which inhibits cell separation (cytokinesis).
It has recently become clear that a number of other proteins are degraded at specific
points in mitosis. This review will focus on how specific proteins are selected for
proteolysis at defined points in mitosis and how this selection contributes to the proper
coordination of chromosome segregation and cytokinesis.

Introduction

Mitosis is conventionally divided up into discrete stages according to the morphology of
the cell (but see Pines and Rieder 2001). In cells that undergo an open mitosis prophase
ends with nuclear envelope breakdown and the subsequent stage, prometaphase, is
defined by the search and capture behavior of microtubules as the kinetochores are
attached to the spindle. Once all the kinetochores have correctly attached to the mitotic
spindle the cell is defined as in metaphase, and chromosomes proceed to align on a
“metaphase plate”. By this definition metaphase can be a remarkably defined length
of time that is likely to be set by how long it takes to degrade particular proteins
(see below). Metaphase ends with the rapid and almost synchronous separation of
all of the sister chromatids, which begin to segregate to opposite poles of the spindle
(anaphase A), followed by elongation of the spindle itself (anaphase B). Once each set
of sister chromatids has reached opposite spindle poles, they begin to decondense, the
nuclear envelope reforms and the mitotic spindle disassembles (telophase). During
anaphase and telophase the cell itself begins to divide (cytokinesis) to generate two
genetically identical daughter cells, although in animal cells these do not complete
separation until abscission that, in mammalian cell culture, can take place hours after
cells re-enter interphase. A number of these events are coordinated by proteolysis.

Cells are driven into and through mitosis by the mitotic cyclin-dependent kinases
(Cdk) working in concert with a number of other protein kinases, such as the Polo,
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Aurora and NIMA-families (reviewed in Nigg 2001). The kinases are often coordinated
by recruitment to a substrate only after it has been phosphorylated by an upstream
kinase. For example, polo kinases use their polo-box to bind to sites previously phos-
phorylated by mitotic CDKs (Elia et al. 2003). Moreover, the cyclins themselves have
recently been shown to contain a phospho-peptide binding site in their conserved “cy-
clin fold” (Mimura et al. 2004). The mitotic kinases are antagonized by phosphatases,
and it is the balance between these that controls a number of steps in mitosis. Although
phosphorylation is a rapidly reversible event, inactivating a kinase or phosphatase by
proteolysis can make phosphorylation or dephosphorylation effectively irreversible
and can confer directionality.

The ability to select a specific protein for rapid proteolysis is conferred by the
ubiquitin-proteasome system (UPS; reviewed in Hershko and Ciechanover 1998). Pro-
teins degraded by the UPS are tagged with a multi-ubiquitin chain that is recognized
by the proteasome cap. Proteasomes appear to be constitutively active throughout the
cell cycle; therefore, substrate selection is primarily controlled by when and where
proteins are ubiquitinated. Ubiquitin is transferred onto the ε-amino group of a lysine
residue of a substrate by a ubiquitin conjugating enzyme (UBC) working in concert
with a ubiquitin ligase. The ubiquitin can subsequently be removed by deubiquitinating
enzymes (DUBs), a large number of which are encoded in the genome. Some DUBs are
components of the proteasome cap, where they have a general role in “proofreading”
substrate selection or recycling ubiquitin. It is highly likely that others will be found
that are required for the proper regulation of mitosis. Although ubiquitination can tar-
get a protein to the proteasome, it can also perform other important roles, for example,
in endocytosis and signal transduction. Thus, some proteins may be ubiquitinated in
mitosis for purposes other than destruction.

Entry to mitosis can be regulated by proteolysis, but it is in mitosis itself that the
UPS has its most defined cell cycle roles. In mitosis, most of the specificity in substrate
selection is conferred by the ubiquitin ligase, of which the most prominent is a multi-
subunit complex called the Anaphase Promoting Complex or Cyclosome (APC/C).
The APC/C has the primary role in ensuring correct chromosome segregation and
in coordinating mitosis with cytokinesis. Thus, the questions of how the APC/C is
activated and how it recognizes its substrates are key to understanding how mitosis is
regulated.

The Multi-faceted APC/C

The APC/C is composed of up to 13 different subunits in yeast and 11 subunits in
animal cells (reviewed in Passmore 2004; Peters 2002). The catalytic subunits are
APC11, a RING finger protein, APC2, a protein with homology to the cullin family, and
Doc1, a subunit that is important for substrate recognition and/or extending the poly-
ubiquitin chain on a substrate (Carroll et al. 2005; Carroll and Morgan 2002; Passmore
et al. 2003). The function of the other subunits is unclear, but there is evidence that they
may also be important in substrate recognition. A number of these subunits contain
protein:protein interaction domains of the TPR family and are multiply phosphorylated
in mitosis, which is required to activate the APC/C (Kraft et al. 2003; Rudner and Murray
2000) but could also alter substrate binding affinities. A number of the phosphorylation



Getting In and Out of Mitosis 13

sites have been mapped and are mitotic cyclin-Cdk and Polo-like kinase sites, of which
the cyclin-Cdk sites are the most important for activating the APC/C (Kraft et al. 2003;
Rudner and Murray 2000).

In addition to its core components, the APC/C requires a member of the WD40
family for activity. Three different WD40 proteins can act with the APC/C: Cdc20,
Cdh1 and Ama1 (these are the names of the proteins in budding yeast). These proteins
have a conserved isoleucine-arginine (IR) dipeptide motif at their C-terminus that
is required for them to bind to the APC/C, apparently to subunits with TPR motifs
(Vodermaier et al. 2003). The WD40 proteins act at different times in the cell cycle and
alter the range of substrates recognized by the APC/C (reviewed in Vodermaier 2001).
Cdc20 (fizzy in Drosophila) acts in all cells; it is most important in embryonic cell cycles
and in early mitosis in somatic cells. When there are unattached kinetochores in the
cell, Cdc20 is inactivated by the spindle checkpoint to prevent anaphase. APC/C bound
to Cdc20 (APC/CCdc20) seems primarily to recognize substrates with “Destruction box”
motifs (see Box 2). In contrast, Cdh1 (fizzy-related in Drosophila) does not seem to
be present in most embryonic cell cycles and is most important for ubiquitination in
anaphase and on through the following G1 phase. APC/C bound to Cdh1 (APC/CCdh1)
can recognize substrates with either a D-box or a KEN box and thus has a wider range
of substrates than APC/CCdc20. Ama1 only acts in meiosis and, remarkably, one of
the APC/C subunits in mitotic cells inhibits Ama1 to prevent it acting prematurely in
meiosis and in mitotic cells (Oelschlaegel et al. 2005; Penkner et al. 2005).

Cdh1 is able to bind and activate the APC/C in interphase and in quiescent or
differentiated cells (reviewed in Peters 2002). Therefore, to keep Cdh1 from prematurely
activating the APC/C in G2 phase, it is kept inactive by phosphorylation by G2 cyclin-
Cdk activity (Lukas et al. 1999; Zachariae et al. 1998). In animal cells, Cdh1 is also
sequestered and inactivated by Rca1 in Drosophila or its vertebrate homologue Emi1
(Dong et al. 1997; Grosskortenhaus and Sprenger 2002; Reimann et al. 2001). In the
absence of Emi1, cells are unable to inactivate APC/CCdh1 and, therefore, cannot
accumulate the mitotic cyclins or the geminin protein that regulate DNA replication.
As a result, cells without Emi1 endoreplicate and cannot divide (DiFiore and Pines
2007).

Activating the APC/C and Recognizing its Prometaphase Substrates

When cyclin B-Cdk1 is fully activated, cells are committed to mitosis. At the same
time, cells become committed to exit from mitosis through cyclin B-Cdk1 phospho-
rylating the APC/C, enabling it to bind to Cdc20 and, in turn, recognize the mitotic
cyclins, including cyclin B1, as a substrate. The mitotic cyclins were the first APC/C
substrates to be characterized, and they get their name from their dramatic instability
once cells enter mitosis. On immunoblots or by following radiolabelled proteins, cyclin
A always disappears before cyclin B, and in highly synchronous invertebrate eggs the
disappearance of cyclin B correlates with anaphase. However, to understand how the
degradation of a specific protein is controlled, the key event is when its degradation
starts, not when the protein has disappeared. To this end, live cell imaging of fusion
proteins made between a protein of interest and green fluorescent protein (GFP) has
proved very useful. The fusion proteins act as markers for the UPS-dependent destruc-
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tion of the endogenous protein because the GFP tag is unfolded and degraded by the
proteasome along with the protein to which it is attached. Thus, assaying the amount
of fluorescence gives a measure of the amount of protein in the cell.

Using this live cell assay, the earliest APC/C substrate known to date is cyclin A (den
Elzen and Pines 2001; Geley et al. 2001). Cyclin A begins to be degraded at, or just after,
nuclear envelope breakdown. At present it is unclear why cyclin A has to be degraded
so early in mitosis, although expressing an ectopic non-degradable version of cyclin
A does prevent Drosophila embryo and mammalian tissue culture cells from initiating
anaphase (den Elzen and Pines 2001; Geley et al. 2001; Sigrist et al. 1995).

While APC/CCdc20 is busily ubiquitinating cyclin A, the chromosomes are attaching
to the spindle, and in somatic cells the spindle assembly checkpoint machinery is
activated to prevent the cells from prematurely entering anaphase. This process sets
up an as-yet unresolved puzzle because most models of the checkpoint propose that
it works by inactivating or sequestering Cdc20 to prevent it from interacting with the
APC/C (reviewed in Musacchio and Hardwick 2002). As yet we have no clear idea how
the APC/C can still recognize proteins in the presence of the checkpoint. It may be that
substrates such as cyclin A are recognized very efficiently by the APC/C, so that even
a small amount of Cdc20 is sufficient to promote their degradation, or that they bind
to Cdc20 in a manner that prevents the spindle-checkpoint proteins from inactivating
Cdc20.

Spindle Checkpoint-dependent APC/C Substrates

The key event in mitosis is the removal of the anaphase and cytokinesis inhibitors
only after all of the sister chromatids have correctly attached to the spindle. These
inhibitors are securin and cyclin B, respectively, both substrates of APC/CCdc20. Live
cell imaging has revealed that they begin to be degraded at the same time in human
cells: when the last unattached kinetochore is captured by a spindle microtubule, i.e.,
when the spindle checkpoint is inactivated (Clute and Pines 1999; Hagting et al. 2002).
Eliminating the spindle checkpoint in somatic cells advances cyclin B and securin
destruction to begin at the same time as cyclin A (Hagting et al. 2002). This means
that the spindle checkpoint is an integral part of every mitosis in somatic cells; its
elimination leads to aneuploidy and is inviable in animal cells.

Although the spindle checkpoint sets the timing for cyclin B and securin destruction
in somatic cells, there is a lag between when the APC/C is activated and when cyclin B
begins to be degraded even in systems where there is no checkpoint, such as cleaving
invertebrate embryos and frog egg extracts. This lag is obviously crucial to keeping
the cell in mitosis long enough for the spindle properly to segregate sister chromatids,
and at present we don’t really know how this works. One mechanism that has been
proposed is that Mad2 and BubR1 proteins act independently of their role in the mitotic
checkpoint (Meraldi et al. 2004). This proposal is based on siRNA studies in which
reducing Mad2 levels in mammalian cultured cells accelerated the average time from
nuclear envelope breakdown to anaphase, regardless of whether there were unattached
kinetochores. Reducing BubR1 and Mad2 together further accelerated progress to
anaphase, indicating that Mad2 and BubR1 might together constitute the timer (Meraldi
et al. 2004). However, this model has yet to be tested in an embryonic system.
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Separating Sister Chromatids

In the PtK1 rat kangaroo cell line, which has only 11 chromosomes, the capture of
the last kinetochores can be accurately assayed and is consistently ∼23 min before
anaphase (Rieder et al. 1994). This timing raises the questions of what sets the time
from chromosome attachment to anaphase – perhaps the time taken to degrade securin
and cyclin B – and how do sister chromatids separate synchronously at anaphase?

Sister chromatids are held together by cohesin complexes that assemble during
DNA replication (reviewed in Nasmyth 2001). Cohesin complexes are composed of
a heterodimer of two structural maintenance of chromosomes (SMC) proteins and
two sister chromatid cohesion (Scc) proteins and have been proposed to form a ring
that holds sister chromatids together. In vertebrate cells, most of the cohesin com-
plexes on the chromosome arms are removed in prophase by phosphorylation by the
Plk and Aurora protein kinases (Losada et al. 2002; Waizenegger et al. 2000), but the
complexes at the centromeres are protected by the Shugoshin protein (Kitajima et al.
2005; McGuinness et al. 2005; Salic et al. 2004; Tang et al. 2004; which was originally
identified as the protein that protects centromeric complexes from cleavage in Meiosis
I in yeast, as reviewed in Watanabe 2005). All the yeast cohesin complexes, and cen-
tromeric animal cohesin complexes, are subsequently released by the separase protease
that cleaves the Scc1 subunit of the complex. Securin both activates and inhibits sep-
arase, and a non-degradable version of securin prevents sister chromatid separation
in the yeasts and animal cells (Nasmyth 2001). Therefore, in principle, anaphase could
simply be triggered by separase, as it is released from inhibition by securin. However, it
is difficult to reconcile the almost simultaneous separation of all sister chromatids with
the gradual increase in free separase over, for example, the 20-min period in which
securin is released in PtK1 cells. One explanation might be that there is a second signal
that triggers the final separation of the chromosomes. In budding yeast, the Polo-like
kinase orthologue, Cdc5, must phosphorylate Scc1 to make it a substrate for separase
(Alexandru et al. 2001), and this might be coordinated on all chromosomes at the
same time. However, this mechanism is not apparently conserved in animal cells where
separase does not require a phosphorylated form of cohesin as its substrate; instead
Plk1 helps cohesin subunits to disassemble in prophase (Waizenegger et al. 2000). An
obvious candidate to impose synchrony in animal cells is the Shugoshin protein that
protects centromeric cohesion, but as yet it is unclear how Shugoshin is inactivated
and when. Shugoshin does appear to be a substrate of the APC/C, but the exact time at
which it is degraded is not known (Salic et al. 2004).

Another mechanism that could provide a second signal has been observed in
Xenopus egg extracts. Here, the separase protein is phosphorylated and inhibited
by mitotic cyclin-Cdk activity (Stemmann et al. 2001), Therefore, separase can only
cleave the centromeric cohesin complexes when mitotic Cyclin-Cdk activity falls below
a certain threshold, which may also explain why securin is not essential in mammalian
cells (Mei et al. 2001). However, this threshold appears to be set fairly high because it
requires 1.5- to 2-fold more cyclin-Cdk activity than is present in normal mitotic cells
to inhibit separase in Xenopus extracts (Stemmann et al. 2001) or in living mammalian
cells (Hagting et al. 2002). Early in mitosis, cyclin A-Cdk activity could contribute to
inhibiting separase, and DNA damage does delay anaphase in Drosophila embryos
through stabilizing cyclin A (Su and Jaklevic 2001). However, since cyclin A is mostly
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degraded by metaphase, it cannot explain how sister chromatid cohesion can persist
in cells lacking securin when they are arrested in metaphase.

Cut Phenotypes

Although cyclin B and securin are degraded at the same time in animal cells and are
under the same control by the spindle checkpoint, they are not dependent on one
another. A non-degradable version of securin will prevent sister chromatid separation,
but cyclin B proteolysis continues on-schedule, such that the cell attempts cytokinesis in
the presence of unseparated chromosomes. This generates a “cut” (cell untimely torn)
phenotype in fission yeast cells where the septum divides the nucleus (Yanagida 1998).
In animal cells, the outcome is variable depending on the position of the chromosomes
in the cell; sometimes all of the chromosomes are partitioned into only one daughter
cell, in other cases the cleavage furrow attempts to divide the chromosome mass and, in
most cases, eventually regresses to generate one tetraploid cell. Large numbers of fission
yeast “cut” mutants have been isolated, and it is interesting to note that some of these are
mutations in different APC/C subunits, which may be evidence that particular interac-
tion domains on specific APC/C subunits have a role in recognizing different substrates.
Alternatively, some substrates may be recognized at higher affinity than others.

Spatial Control of Proteolysis

Remarkably, the spindle assembly checkpoint can rapidly inactivate cyclin B1 and
securin proteolysis even after it has begun. Adding taxol or nocodazole to metaphase
cells arrests them because the drugs re-impose the spindle checkpoint and turn off
cyclin B1 and securin destruction (Clute and Pines 1999; Hagting et al. 2002). When
this experiment is performed with taxol in mammalian cells, there is a striking re-
localization of cyclin B1 to the spindle poles and chromosomes, indicating that cyclin
B1 may need to flux onto the spindle to be degraded (Clute and Pines 1999). In agreement
with this finding, although the bulk of the population of cyclin B1 is not degraded in
the cell division cycles of Drosophila embryos, a sub-population around the spindle
is destroyed, which is required for cells to enter anaphase (Huang and Raff 1999). In
these embryos, a wave of cyclin B1 proteolysis appears to begin at the centrosomes
and spread to the middle of the spindle. Furthermore, in mutant embryos where the
centrosomes detach from the spindle, cyclin B1 is degraded on the detached centrosome
but not on the rest of the spindle (Wakefield et al. 2000). These experiments indicate
that cyclin B1 ubiquitination may be spatially regulated in cells, and the phenotype
of embryos lacking the Drosophila UBC10 family member, vihar, and the localization
of the vihar protein to the spindle and spindle poles indicate that some of the spatial
control on cyclin B destruction may be orchestrated by vihar. Immunofluorescence
studies in Drosophila and mammalian cells have revealed that the APC/C is localized
to the spindle, in particular to the spindle poles (Kraft et al. 2003; Acquaviva et al.
2004), and, in prophase and pro-metaphase, to unattached kinetochores (Acquaviva et
al. 2004). Possibly the ubiquitination of APC/CCdc20 substrates is spatially regulated to
facilitate the close coupling between the spindle checkpoint and the APC/C (reviewed
in Pines and Lindon 2005).
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Leaving Mitosis

In somatic cells, the decline in cyclin B-Cdk activity allows the APC/C to bind Cdh1.
In budding yeast, the Cdc14 phosphatase is responsible for dephosphorylating Cdh1,
but it is unclear whether this is true in animal cells. The result of binding Cdh1 is that
the APC/C now recognizes a wider set of substrates: those with D-boxes and those
with KEN boxes. One of these substrates is Cdc20 itself (Pfleger and Kirschner 2000),
meaning that there is a complete switch from APC/CCdc20 to APC/CCdh1, and one
consequence of this is that the spindle assembly checkpoint machinery can no longer
turn off the APC/C. The proteins targeted by APC/CCdh1 include regulatory proteins,
such as the mitotic kinases, and geminin, an inhibitor of DNA replication, whose
ubiquitination – but not necessarily destruction – allows cells to re-license origins of
replication as they re-enter interphase (Li and Blow 2004). They also include proteins
that are functional components of mitosis- or cytokinesis-specific structures, such as
the mitotic spindle, cytokinetic furrow (Zhao and Fang 2005), and kinetochores, which
must be disassembled to return the cell to its interphase state.

The mitotic regulators targeted by APC/CCdh1 include Cdc5/Plk1 and the Aurora
A kinase (Castro et al. 2002; Lindon and Pines 2004; Littlepage and Ruderman 2002;
Shirayama et al. 1998). Live cell imaging reveals that these proteins are degraded at
different times in anaphase, indicating that there are further controls on the timing of
when Cdh1 can recognize its substrates (Lindon and Pines 2004). For Aurora A, this
may be through modification of a second motif, the A box or D-box activating domain,
that is required for Aurora A to be ubiquitinated and whose phosphorylation inhibits
destruction in vitro (Castro et al. 2002; Littlepage and Ruderman 2002). Both these
protein kinases can also be inactivated by alternative pathways, such as dephospho-
rylation or, for Aurora A, dissociation from its activating partner TPX2 mediated by
the p97 AAA-ATPase, which is required for spindle disassembly in Xenopus extracts
(Cao et al. 2003). Thus, proteolysis is not essential to inactivate them but it does appear
to promote efficient mitotic exit. For example, a non-degradable version of Plk1 per-
turbs cytokinesis and interferes with coordination between the position of the cleavage
furrow and the mitotic spindle (Lindon and Pines 2004). Indeed, it appears that none
of the APC/CCdh1 substrates must be degraded for cells to exit from mitosis (Jacobs
et al. 2002); the most profound effects in cells lacking Cdh1 are on the regulation of
events and decisions in G1 phase, in maintaining quiescence (Wirth et al. 2004) and in
post-mitotic cells (Peters 2002).

Concluding Remarks

Ubiquitin-mediated proteolysis is a rapid and decisive mechanism to control progress
through mitosis, to aid in cytokinesis, and to return cells to their interphase state. In
budding yeast, cytokinesis requires another ubiquitin ligase, SCFGrr1, which is recruited
to the region of the mother-bud neck where it binds and degrades the Hof1/Cyk2
protein to allow the efficient contraction of the acto-myosin ring (Blondel et al. 2005).
Genetic screens in the yeasts and C. elegans have indicated that other ubiquitin ligases
may also be involved in regulating mitosis (Hermand et al. 2003; Michel et al. 2003),
although in each case it is important to determine whether these are direct effects or



18 J. Pines

the consequences of entering mitosis with damaged or unreplicated DNA. In animal
cells, conditional knockouts of the core APC subunits, APC2 and APC11, have revealed
an important role in maintaining cells in their quiescent state, and recent evidence
from invertebrate systems has indicated a role in synaptic plasticity. In mitosis, the
APC/C has the crucial role in selecting the right substrate at the right time, in part
through associating with different WD40 proteins at different times, but elucidating
exactly how it selects its substrates and how it responds to the spindle checkpoint will
be essential to a proper understanding of how mitosis is regulated.
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Nuclear Receptors and Cyclins in Hormone Signaling
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Abstract

Hormones were previously known to induce kinase signaling cascades from the cell
surface to the nucleus. Nuclear receptors (NR) coordinate diverse biological phenotypes
altering cellular metabolism, differentiation and cellular proliferation. The genes that
regulate cell-cycle progression participate as targets of NR signaling and coordinate
many of these responses. These cyclins and CDKs in turn feed back to modify NR
activity. Proteins governing nuclear receptor (estrogen receptor α (ERα), androgen
receptor (AR), TR, GR) function can be modified by acetylation. Such proteins include
the co-activator (SRC1), co-integrator (p300, p/CAF), HSP-90, histones and HDACs.
Phosphorylation, acetylation and ubiquitination occur within transcription factors as
a form of intra-transcription factor signaling (signaling cascades within transcription
factors; SCITS). The modification of nuclear receptors by acetylation determines gene
expression specificity and is a key determining factor of cellular growth in hormone-
responsive cells.

Cell Cycle Control

The orderly progression of cells through the cell cycle is temporally coordinated,
monitored and executed by cyclins and CDK enzyme complexes. The holoenzymes that
participate in coordinating cell cycle progression are highly conserved between species
and consist of regulatory and catalytic subunits capable of phosphorylating a subset of
key target substrates. More than 13 CDKs and 25 proteins with homology in the cyclin
box domain have been identified in the human genome (Liu et al. 2004). Irrevocable
commitment of the cell to synthesize DNA is monitored during the mid and late G1
phase of the cell cycle. The favorability of the local micro- and macro-environment is
sensed during this transition step. Execution of this transition is primarily coordinated
by the D-type cyclins and sequentially by cyclin E in the late G1 phase.

The cyclin regulatory subunit heterodimerizes with either its catalytic partner or its
respective CDK to form holoenzymes. This forms part of a complex that phosphorylates
and inactivates (in the case of the D-type cyclins) the pRb tumor suppressor. The
abundance of cyclin D1 is rate-limiting in cellular proliferation in a variety of different
cell types, including breast epithelial cells and other hormone-responsive tissues. The
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D-type cyclins play a key and rate-limiting role in cellular proliferative responsiveness.
The D-type cyclins play distinguishable roles during development, normal physiology
and in tumorigenesis. The role of the cyclins and CDKs in development through
mutagenesis and deletional analysis in mouse models was recently reviewed (Sridhar
et al. 2005). Importantly, genetic deletional analysis in the mouse has suggested an
important role for a subset of the cyclins and CDKs in hormone signaling and normal
physiological responses. In this regard the cyclin D1−/− mice, in addition to being
smaller than their littermate controls, show abnormalities of breast development during
lactation as well as altered lipogenesis.

A number of studies have identified an important role for the cyclins and CDKs
in regulating hormone signaling (Fu et al. 2004; Pestell and Jameson 1995). Nuclear
receptor activity in turn regulates transcriptional activity and function of the cyclins
and CDKs. Cell cycle proteins in turn feed back to regulate the activity of nuclear
receptors. Several distinct mechanisms have been described by which cell cycle proteins
modulate nuclear receptor signaling. The types of interactions described between the
cyclins and nuclear receptors include: 1) direct physical interactions to either activate
or inhibit nuclear receptor signaling, 2) nuclear receptors serving as substrates for
cyclin-dependent kinases, and 3) recruitment of histone deacetylases, leading to cyclins
modulating the activity of nuclear receptor complexes in the context of local chromatin.

The regulatory subunit in the cyclin-dependent kinase holoenzyme, cyclin D1,
has been shown to physically interact with more than 30 distinct transcription fac-
tors (Fu et al. 2004). The interactions between cyclin D1 and nuclear receptors are
particularly well characterized. Clinical observations suggest cyclin D1 expression cor-
relates with a favorable clinical outcome and improved response to tamoxifen. Cyclin
D1 activates estrogen receptor-mediated transactivation and expression. Induction of
estrogen receptor-dependent gene expression occurs independently of the CDK bind-
ing of cyclin D1 in cultured cells. Cyclin D1 increases the transcriptional activity of
estrogen receptor transactivation through binding of both liganded and unliganded
estrogen receptor. Induction of estrogen receptor activity by cyclin D1 is potentiated
by P/CAF or p300. The expression of the estrogen-responsive progesterone receptor
was not significantly altered in cyclin D1 knockout mice, which suggests, at least in the
mouse mammary gland, that cyclin D1 does not enhance ERα activity.

Cyclin D1 has also been shown to inhibit ligand-dependent AR activity in several
different cell types, including breast cancer, bladder cancer and prostate cancer cell
lines, in part, through forming a complex with the androgen receptor (Knudson et al.
1999; Reutens et al. 2001). The mechanism by which cyclin D1 inhibits androgen re-
ceptor activity in cultured cells involves an inhibition of histone acetylase activity (by
P/CAF or p300) and the recruitment of histone deacetylases. The biological signifi-
cance of these interactions in vivo, assessed using cyclin D1−/− mice, remains to be
determined.

The most compelling functional interaction between cyclin D1 and nuclear recep-
tors involves the inhibition of peroxisome proliferator activator receptor γ (PPARγ) by
cyclin D1. The adipocyte differentiation cascade is regulated by PPARγ and CEBPβ.
PPARγ ligand-induced adipocyte differentiation is dramatically enhanced in cyclin
D1−/− cells and in cyclin D1−/− mice. Further studies confirmed that enhanced
adipocyte differentiation was PPARγ-dependent and CEBP-independent (Fig. 1). Cyclin
D1−/− mice demonstrated fatty liver and increased lipogenesis (Fig. 1). Overexpres-
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Fig. 1. Cyclin D1 regulates hormone signaling in vivo. Cyclin D1 mice show (a) altered cellular
migration (bone marrow macrophages are defective in migration) and (b) steatosis hepatis or
fatty liver associated with increased PPARγ activity. (c) Increased mitochondrial size and activity
and (d) reduced angiogenesis, with decreased invasion of blood vessels into matrigel plugs

sion of cyclin D1 inhibited PPARγ expression and transactivation. Functional assays of
adipogenesis have shown that cyclin D1 inhibits PPARγ-dependent induction of adi-
pogenesis. Conversely, cyclin D1−/− cells showed enhanced adipogenesis in response
to PPARγ ligands (Wang et al. 2003). Mapping of the molecular interactions between
cyclin D1 and PPARγ identified a helix-loop-helix structure near the C-terminus of
cyclin D1, which was predicted to interact with PPARγ. This domain of cyclin D1 is
critical for cyclin D1-mediated repression of PPARγ activity. Subsequent studies have
been consistent with a model by which cyclin D1 inhibits PPARγ functional activity in
specific cell types. In cyclin D1 inducible antisense transgenic mice, the reduction of
cyclin D1 abundance in the mammary gland was associated with a shift in metabolism
towards lipogenesis. This was supported by microarray gene expression studies and
by in vivo metabolic imaging using NMR (Sakamaki et al. 2006). Importantly, clinical
studies have shown an inverse correlation between cyclin D1 abundance and PPARγ
expression in breast carcinomas. As cyclin D1 is required for mammary tumorigenesis
in a number of models, including transgenic mice and human breast cancer transplan-
tation experiments, compounds thought to inhibit cyclin D1 expression, such as PPARγ
ligands, may be anticipated to function as useful chemotherapeutic or chemopreventive
agents.

Detailed molecular analysis involving the mechanisms by which cyclin D1 inhibits
PPARγ function were conducted, given the biological evidence for the importance of
cyclin D1-mediated repression of PPARγ. These studies were performed in vivo us-
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Fig. 2. Cyclin D1 recruits chromatin remodeling complexes

ing transgenic and knockout mice. The studies revealed that cyclin D1 could recruit
a subset of histone-modifying proteins to the DNA-binding site of the PPARγ nuclear
receptor. The recruitment of cyclin D1 in the context of local chromatin revealed the
co-recruitment of histone deacetylases, in particular HDAC1 and HDAC3. Cyclin D1
recruitment of HDACs correlated with the deacetylation of local histones surrounding
the PPARγ response element. The deacetylation of histone H3 at lysine 9 was asso-
ciated with the recruitment of cyclin D1. Collectively, these studies demonstrate that
cyclin D1 plays a modifying role in deacetylating histones. In addition, the cyclin D1
recruitment to an endogenous PPARγ element was associated with the recruitment of
HP1 and the histone methylase SUV39 (Fu et al. 2005a,b; Fig. 2). These studies were
significant since they demonstrated that, in addition to regulating phosphorylation of
Rb, cyclin D1 regulated the recruitment of HDACs. Histone deacetylation is thought to
play an important role in the tumorigenic phenotype regulated by genetic breakpoint
rearrangements in a variety of hematological and solid tumors. These studies raise
the question of whether the ability of cyclin D1 to recruit histone deacetylases may
contribute to the cyclin D1-mediated collaborative oncogenic phenotype.

Nuclear Receptor Acetylation

NRs share a subset of conserved domains and bind distinct ligands, including steroids,
thyroid hormone, retinoids, vitamins, and as yet undefined ligands. Nuclear receptors
coordinate physiological homeostasis, reproduction and cellular metabolism. Nuclear
receptor conserved domains include the activation function domains, hinge region,
DNA-binding domain and ligand-binding domain. Through these domains, nuclear
receptors form coordinated inter- and intra-molecular interactions with associated
proteins and enzymes to render the previously mentioned functions. Historically,
research has focused on the signaling cascades that emanate from the cell surface
and through intracellular signaling, regulate nuclear receptor function. In this model,
the NR is seen as a destination molecule conducting the outcome of the cytoplasmic
signaling pathway. More recently, the complexity of the protein-protein interactions of
nuclear receptors, both within the cytoplasm and the nucleus, have identified important
modifiers of these signaling pathways at the level of nuclear receptor bound proteins.
Thus, nuclear receptor binding proteins, such as SRC-1, SRC-2, SRC-3, p300/CBP-
P/CAF, and nuclear repressors, including NCoR, SMRT, Sin3, HDAC, BRC-1, and NURD,
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can modify the outcome of cellular signaling pathways. More recently, it has become
clear that signaling pathways exist within the nuclear receptor themselves. The nuclear
receptors undergo posttranslational modification by phosphorylation, acetylation and
methylation. These modifications are thought to create a mechanism for signaling
cascades within the transcription factor, which in turn may define the distinct genetic
signaling output of the nuclear receptor.

The notion that histone acetyltransferases may regulate hormone signaling be-
gan with the observation that epigenomic modifications create reversible, inheritable
chromatin alterations. DNA methyltransferases identified in 1983 provided evidence of
methyltransferases that alter DNA structure (Feinberg and Vogelstein 1983). The iden-
tification of histone acetyltransferases (Kleff et al. 1995) provided a tractable genetic
mechanism through which histone modification may regulate cellular differentiation.
Subsequent identification of enzymes involved in histone acetylation, DNA methyla-
tion and histone phosphorylation, ubiquitination and methylation has given rise to
the notion that each of these posttranslational alterations are tightly coordinated to
regulate signal transduction and specificity. More recently, the characteristic changes
in these posttranslational modifications of histones have lead to the understanding that
these modifications encode specific signaling transduction pathways that are altered
in response to hormone signaling. Strahl and Allis proposed that posttranslational
histone modifications encode “a histone code” (Strahl and Allis 2000).

The observations that nuclear receptors are directly acetylated (Fu et al. 2000) and
that the site of acetylation is conserved between nuclear receptors (Wang et al. 2001)
have led to a new area of research. Subsequent studies identified functional acetylation
sites within a number of nuclear receptors. The androgen receptor is acetylated within
the hinge region by several histone acetyltransferases, including P/CAF, p300 and
TIP60. Of particular importance, however, was the observation that a nuclear receptor
acetylation site was a key regulator of cellular growth, in particular contact-independent
growth. In the past, phosphorylation of target substrates was known to regulate cellular
growth. With the finding that single point substitutions within the acetylation site of
the androgen receptor could function as a molecular switch to convert the androgen
receptor to a promoter of contact-independent growth, a new mechanism was identified
for targeted therapeutics. Prostate cancer cells, transduced with a gain-of-function
androgen receptor acetylation site mutant, promoted the growth of human prostate
cancer cells (Bouras et al. 2005). As originally predicted, numbers of nuclear receptors
are now known to be directly acetylated, including the ERα, AR, TRβ and GR (Table 1).

As our understating has grown, it has become clear that, just as phosphorylation
occurs at multiple distinct components of the signaling cascades to regulate hormone
signaling, so too acetylation occurs at multiple distinct components throughout hor-
mone signaling cascades (Fig. 3). In this regard, nuclear chaperone proteins, such as
HSP90, kinases (MEKK, IKK), NR co-activators (ACTR, p300) and repressors (HDAC),
which are proven to regulate hormone signaling, are also regulated by acetylation
(Fig. 3; Table 1). A growing body of data now suggests that the acetylation site of nu-
clear receptors modulates other posttranslational modifications including phospho-
rylation, ubiquitination and sumoylation. Thus, ERα and AR acetylation modulates
phosphorylation and signaling specificity. The AR acetylation site regulates Akt- but
not cAMP-mediated activity. The concept then is that nuclear receptors contain within
themselves, intramolecular signaling cascades. Similar observations have been made
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Table 1. FAT substrates

Substrates for FAT FAT Possible effects on transcription

General transcriptional factors
TFIIF p300/CBP, P/CAF, TIP60 Up
TFIIEB p300/CBP, P/CAF, TAFII250 Unknown
TAF(I)68 P/CAF Up
UBF CBP Up
CIITA P/CAF Up
Nuclear Receptors
AR p300/CBP, P/CAF Up (Fu et al. 2000, 2003)
ERα p300 Up (Fu et al. 2003; Wang et al. 2001)
GR HDAC2 (Ito et al. 2006)
TRβ (Lin et al. 2005)
Transcriptional effectors
β-catenin CBP (Wolf et al. 2002)
CEBPβ p300 Activation (Cesena et al. 2007)
C-Myb p300/CBP, GCN5 Up
E1A p300/CBP Up
E2F, 4 TRRAP, P/CAF Up
E2F1, 2 p300/CBP, P/CAF Up
EKLF p300/CBP Up
GATA-1,-3 p300/CBP, PCAF Up
HIF-1α ARD1 Degradation (Jeong et al. 2002)
HIV-1 tat p300/CBP, P/CAF Up
HSP90 (Scroggins et al. 2007)
IRF-1, 2 p300/CBP, P/CAF Up
MyoD p300/CBP, P/CAF Up
NF-E2 p300/CBP Up
P53 p300/CBP, P/CAF Up
P65 p300 Up (Ishinaga et al. 2007)
pRb p300/CBP Up
RelA p300/CBP Nuclear import
SF-1 GCN5 Up
SMAD3 p300/CBP Up (Inoue et al. 2007; Simonsson

et al. 2006)
Spl p300/CBP Up
STAT6 p300/CBP Up
TAL1/SCL p300/CBP, P/CAF Up
TCF p300/CBP Down
TR-RXR p300/CBP
YY1 p300/CBP, P/CAF Down
Nuclear receptor coactivators
p300/CBP p300/CBP Activation (Bouras et al. 2005)
P/CAF P/CAF Unknown
ACTR p300/CBP Down
SRC-1 p300/CBP Unknown
TIF2 p300/CBP Unknown
Rip140 p300/CBP Up
PC4 p300 Up
MTA1 p300 Up (Gururaj et al. 2006)
Nonhistone chromatin proteins
HMG1 p300/CBP (Pasheva et al. 2004)
HMG2 — (Pasheva et al. 2004)
HMG14 p300/CBP Down
HMG17 P/CAF Unknown
HMG1 (Y) p300/CBP, P/cAF Up (P/CAF), Down (p300)
Sin1 GCN5 Unknown
Fen-1 p300 Reduce DNA binding and nuclease

activity
Others
α-Tubulin p300 Unknown
Importin-α p300/CBP Unknown
CDP/cut p300/CBP, P/CAF Reduce DNA binding
MEK2, IKKα, β YopJ Inhibition (Mittal et al. 2006)
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Fig. 3. Hormone cellular signaling cascades and acetylation. The signaling cascade that regulates
hormone signaling contains multiple components, including lipoproteins and kinases. Each of
the components indicated by an asterisk is now known to be acetylated. These studies suggest
that acetylation of NR and the additional components of the hormone signaling pathway play
a key role in hormone signaling specificity

with other transcription factors and histones, in which modification by phospho-
rylation determines subsequent acetylation and activity of the transcription factor.
Collectively these findings suggest a role for intramolecular receptor signaling path-
ways in fine-tuning of gene expression. Such intermolecular signaling within nuclear
receptors is referred to as SCITS (signal cascade within transcription factor). Evidence
supporting this model includes the finding that phosphorylation and acetylation reg-
ulates NR chromatin access at targeted DNA binding sites. Mutation at NR acetylation
sites modifies NR access in the context of local chromatin. Distinct acetylation sites
of p53 have been shown to contribute to the distinct signal transduction pathways
(Knights et al. 2006). Androgen receptor acetylation has also been shown to regulate
resistance to the hormone antagonist flutamide (Fu et al. 2003). The AR acetylation site
regulates cellular growth through both the inhibition of apoptosis and the induction
of cellular proliferation. Additionally, the AR acetylation site mutants induce a sub-
set of cell cycle regulatory genes, including cyclin D1, to promote prostate cellular
growth.

Recent studies have shown that the NAD-dependent histone deacetylases (Sirtuins)
regulate NR function in an acetylation site-specific manner. The AR is a substrate for
SirT1. SirT1 inhibits ligand-dependent activation of the AR, requiring the catalytic
function of Sirt1 (Fu et al. 2006). The AR and SirT1 are co-associated in cultured
cells. ERα and PPARγ activities are regulated by chemical inhibition of the Sirtuins,
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raising the possibility that these NRs also serve as substrates for SirT1. The NR co-
activator, p300, is deacetylated by SirT1 (Bouras et al. 2005). As the relative abundance
of p300 is often rate-limiting in NR and transcription factor activity, and Sirt1 function
is dependent upon local NAD/NADH concentration, it is likely that Sirt1-mediated
deacetylation of p300 plays a dynamic role in coordinating metabolic gene expression
and responses.

Summary

Cyclins encode regulatory subunits of holoenzymes that phosphorylate pRB family
members. The abundance of cyclin D1 regulates diverse functions, including the G1
phase of the cell-cycle, cellular migration, lipid metabolism, mitochondrial function
and oncogenic transformation (Albanese et al. 1995; Pestell et al. 1999; Wang et al.
2006; Fig. 1). Cyclin D1 abundance is regulated directly by oncogenic, growth and
nutritional signaling pathways. In addition to the pRb family, cyclins bind and regulate
the activity of nuclear receptors. The NR superfamily consists of conserved modular
transcriptional regulators. The “classical” receptor subclass is comprised of an N-
terminal region, Activation Function 1 (AF1), a well-conserved central DNA binding
domain with two zinc finger domains and a C-terminal region that includes the hinge
and ligand-binding domain (LBD). Distinct types of functional interactions between
cyclins and nuclear receptors coordinate metabolism, cellular differentiation and pro-
liferation. The expression and abundance of cyclins is regulated by NRs, and NRs in
turn regulate the expression and activity of cyclins. Studies of cyclin D1 knockout mice
and of tissue-specific inducible transgenic mice suggest an important role for cyclin
D1 in NR function and metabolism in vivo. Cyclin-dependent kinases phosphorylate
NRs, whereas the kinase-independent functions of cyclins are capable of regulating
the activity of several nuclear receptors (i.e., AR, ERα and PPARγ). Cyclin D1 me-
diates the recruitment of histone acetylases (HATs) and histone deacetylases (Suv39,
HP1) to modulate histone acetylation in the context of local chromatin at NR binding
sites.

NR activity is regulated by phosphorylation, ubiquitination, and acetylation. Acety-
lation of NRs regulates cellular growth. NRs (ERα, AR, TR, GR and others), are acety-
lated at a motif that is conserved between species and other NRs (Wang et al. 2001).
Acetylation of the AR and ERα occurs in cultured cells, whereas point mutations at
the acetylation site have been identified in the breast and prostate. The AR and ERα
are regulated by TSA-sensitive HDACs and NAD-dependent HDACs (Sirtuins; Fu et
al. 2006). The NR acetylation site governs ligand sensitivity, hormone antagonist re-
sponses, binding of co-activators and co-repressors (NCoR/HDAC/Smad) and growth
properties of the receptors in vivo. The enhanced growth properties of AR acetylation
mimics correlate with altered regulation of a select subset of promoters for cell-cycle
target genes, including the cyclins.
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A Novel Function for Cyclin E in Cell Cycle Progression
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Summary

In this study we demonstrated the presence of a kinase-independent function for cy-
clin E. Specifically, we observed that a kinase-deficient cyclin E1 mutant can reconstitute
cyclin E’s function in cyclin E-null cells. Kinase-deficient cyclin E1 is loaded onto chro-
matin during G0 → S progression, it restores MCM incorporation and it facilitates S
phase entry of cyclin E-null cells. We also observed that, in wild-type cells, cyclin E
is loaded onto DNA during the G0 → S transition, and it co-localizes with MCM on
chromatin. We demonstrated a physical interaction between cyclin E and MCM. We
propose that the DNA-bound fraction of cyclin E facilitates MCM loading in a kinase-
independent fashion. Our work indicates that, in addition to their well-established
function as activators of cyclin-dependent kinases, E-cyclins play a kinase-independent
function in cell cycle progression.

Results and Discussion

Cyclins E1 and E2 (E-type cyclins) are components of the core cell cycle machinery in
mammalian cells. E-cyclins are thought to function as regulatory, activating subunits of
cyclin-dependent kinases (CDKs), primarily CDK2 (Dulic et al. 1992; Koff et al. 1992).
Cyclin E-CDK2 complexes phosphorylate several cellular proteins, thereby contributing
to cell cycle progression (Hwang and Clurman 2005).

We and others previously generated cyclin E-null mice using gene targeting. Cyclin
E1−/−E2−/− animals died at embryonal day E11.5 due to abnormal placental devel-
opment (Geng et al. 2003; Parisi et al. 2003). Fibroblasts isolated from cyclin E-null
embryos displayed a defect in G0 → S phase progression (Geng et al. 2003; Parisi
et al. 2003). In contrast, mice lacking CDK2 – the major catalytic partner of cyclin E –
were viable and developed relatively normally, with the exception of gonads (Berthet
et al. 2003; Ortega et al. 2003). Moreover, the proliferation of CDK2-null fibroblasts
was relatively unperturbed, and CDK2−/− cells displayed normal G0 → S progression
(Berthet et al. 2003; Ortega et al. 2003). These observations raised the possibility that
some functions of the E-cyclins might be CDK-independent.

1 Department of Cancer Biology, Dana-Farber Cancer Institute and Department of Pathol-
ogy, Harvard Medical School, Boston, Massachusetts 02115, USA, e-mail: peter_sicinski@
dfci.harvard.edu

2 Divisions of Clinical Research and Human Biology
3 Howard Hughes Medical Institute, Division of Basic Sciences, Fred Hutchinson Cancer Research

Center, Seattle, Washington 98109, USA
4 Mouse Cancer Genetics Program, National Cancer Institute, Frederick, Maryland 21702, USA

Melmed et al.
Hormonal Control of Cell Cycle
© Springer-Verlag Berlin Heidelberg 2008



32 Geng et al.

Fig. 1. Rescue of cyclin E-null phenotypes by kinase-deficient cyclin E. Wild-type (WT) or
cyclin E-null (E1−/−E2−/−) MEFs were transduced with an empty vector (Vec), or with retroviruses
encoding wild-type human cyclin E1 (WT E), cyclin E1 S75A mutant (S75A), or with kinase-
deficient cyclin E1 EEIYP mutant (KD E). Cells were serum starved and then forced to re-enter the
cell cycle by serum addition. Incorporation of [3H]-thymidine was determined at the indicated
time points

In the current study, we investigated this possibility using cyclin E-null cells. We
and others had previously shown that the E-cyclins were required for the re-entry of
cells from quiescence, because cyclin E1−/−E2−/− mouse embryo fibroblasts (MEFs)
were unable to re-enter the cell cycle from the quiescent, G0 state (Geng et al. 2003;
Parisi et al. 2003). We then asked which function of cyclin E underlies the critical
requirement for this protein in G0 → S progression. To address this question, we
transduced cyclin E1−/−E2−/− MEFs (further referred to as cyclin E-null cells) with
retroviruses encoding human wild-type cyclin E1 or with various cyclin E1 mutants.
We verified that the levels of the ectopically expressed human cyclin E1 matched the
levels of endogenous mouse cyclin E1 in wild-type cells. We chose to re-constitute
cyclin E1 (rather then both E-type cyclins) because cells expressing a single E-type
cyclin (E1−/− cells or E2−/− cells) were previously shown to behave like their wild-
type counterparts (Geng et al. 2003; Parisi et al. 2003). Consistent with our previous
findings, cyclin E-null cells that were transduced with empty vectors failed to re-enter
the S phase from quiescence (Fig. 1A). As expected, the introduction of wild-type
cyclin E1 into cyclin E-null cells fully restored the ability of these cells to re-enter
the S-phase (Fig. 1A). Very surprisingly, we found that the cyclin E1 kinase-deficient
mutant was able to support entry of cells into the S-phase, albeit at a reduced rate as
compared to wild-type cyclin E1 (Fig. 1B). The kinase-deficient cyclin E1 is an alanine
scanning mutant, in which residues 188–192 (EEIYP) were changed to alanines (Sheaff
et al. 1997). A recent crystal structure revealed that these cyclin E residues make direct
contacts with the CDK2 activation segment and CDK2 pT160, regions of CDK2 that are
critical for substrate recognition (Honda et al. 2005). The EEIYP mutant was previously
shown to be unable to direct phosphorylation of histone H1 (Sheaff et al. 1997), and
it was unable to phosphorylate another cyclin E-CDK target, p27Kip1, as evidenced by
the inability of this cyclin E1 mutant to overcome cell cycle block induced by p27Kip1

overexpression (Sheaff et al. 1997).
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Fig. 2. Analyses of kinase-deficient EEIYP cyclin E1 mutant. Wild-type (WT) or cyclin E-null
(E1−/−E2−/−) MEFs were infected with empty vector (Vec), or with retroviruses encoding wild-
type (WT E), EEIYP mutant (KD E) or S75A mutant (S75A) cyclin E1. Ectopically expressed
cyclin E was immunoprecipitated, and in vitro kinase reaction was performed using the indicated
proteins as substrates

Immunoprecipitation of EEIYP cyclin E1 from wild-type and cyclin E1−/−E2−/−

MEFs revealed that this mutant retained the ability to interact with CDK2. Although
cyclin E was shown to interact with CDK1 in certain settings (Aleem et al. 2005), we
found that neither wild-type nor the EEIYP mutant bound to CDK1 in these cells. As
expected, cyclin E1 did not associate with CDK4 in wild-type or cyclin E-null cells.

We next immunoprecipitated wild-type cyclin E1 or the EEIYP mutant from wild-
type or from cyclin E-null MEFs and performed in vitro kinase reactions using histone
H1 or retinoblastoma protein (pRB) as a substrate. Since the cyclin E mutants used in
our studies were of human origin, we were able to bring down ectopically expressed
proteins, but not endogenous mouse cyclin E, using an antibody against human cyclin E.
We found that the EEIYP mutant was unable to phosphorylate either pRB or histone
H1 proteins (Fig. 2A).

We next tested the ability of immunoprecipitated EEIYP mutant to direct phospho-
rylation of other known cyclin E-CDK targets, namely CDC6, CDC25 and p107. Again,
we found that this mutant was unable to phosphorylate all these substrates (Fig. 2B).

The kinase activity of cyclin E-CDK complexes is normally restrained by cell cycle
inhibitors p27Kip1 and p21Cip1. Consequently, activity of cyclin E-CDK kinase is greatly
increased in cells lacking these proteins (Aleem et al. 2005). To test the kinase activity
of the EEIYP mutant under this condition, we expressed cyclin E1 EEIYP mutant in
MEFs derived from p27Kip1−/−p21Cip1−/− mice. We immunoprecipitated the mutant and
performed in vitro kinase reactions using histone H1 as a substrate. Again, we found
that the cyclin E1 mutant was unable to phosphorylate this substrate. Hence, cyclin E1
EEIYP mutant is deficient in activating the associated kinase even in p27Kip1/p21Cip1-
null cells, i.e., under conditions where wild-type cyclin E-associated kinase activity is
hyperactivated.

To rigorously test the ability of the EEIYP mutant to direct the phosphorylation of
cyclin E-CDK substrates in vivo, we searched for a substrate that could be phosphory-
lated exclusively by cyclin E-CDK but not by other kinases. To the best of our knowledge,
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the only such cyclin E-specific target is cyclin E itself. Although cyclin E contains several
autophosphorylation sites, most are also phosphorylated by other kinases, in addition
to CDK2 (Welcker et al. 2003). However, phosphorylation on serine 384 is strictly de-
pendent upon the associated CDK2 subunit (Welcker et al. 2003). We took advantage of
these observations and gauged the ability of EEIYP mutant to direct autophosphoryla-
tion in vivo. We expressed wild-type or EEIYP mutant in cyclin E-null or in wild-type
MEFs, and we tested autophosphorylation of cyclin E1 by probing immunoblots with
a phosphorylation-specific anti-cyclin E antibody that recognizes cyclin E only when
it is phosphorylated on serine 384 of cyclin E1. As expected, wild-type cyclin E1 was
strongly phosphorylated on Ser384 both in cyclin E1−/−E2−/− and in wild-type cells.
In contrast, we were unable to detect Ser384 phosphorylation of the EEIYP mutant.
Hence, this cyclin E mutant is crippled in its ability to direct autophosphorylation by
its associated kinase.

Altogether, these data indicate that, when expressed at near physiologic levels in
MEFs, the EEIYP mutant has no detectable associated kinase activity, even under
conditions that should have unmasked small amounts of residual activity (deletion of
p21Cip1 and p27Kip1). The ability of this kinase-deficient cyclin E mutant to correct the
phenotype of cyclin E-null cells indicated that, contrary to the current models, cyclin E
plays a kinase-independent function in cell cycle progression.

In addition to deficient cell cycle re-entry, cyclin E1−/−E2−/− cells were previously
shown to be resistant to the oncogenic transformation (Geng et al. 2003). We therefore
decided to test the requirement for kinase-dependent versus -independent function in
this process. To this end, we transduced cyclin E-null cells with retroviruses encoding
wild-type cyclin E or the kinase-deficient mutant, and we tested the ability of these cells
to respond to the oncogenic insult by oncogenic Ras plus dominant-negative p53. As
we reported previously (Geng et al. 2003), cyclin E-null cells failed to form transformed
foci upon expression of the oncogenic Ras plus dominant-negative p53. Surprisingly,
expression of the kinase-deficient cyclin E1 mutant restored the susceptibility of cy-
clin E-null MEFs to oncogenic transformation to a similar extent as the expression
wild-type cyclin E1 (Fig. 3). Collectively these results reveal that all phenotypic man-
ifestations of cyclin E-deficiency in MEFs can be corrected by the kinase-deficient
cyclin E mutant.

We previously determined that cyclin E1−/−E2−/− cells were unable to enter S
phase from quiescence due to their inability to load MCM2 replicative helicase into
DNA replication origins (Geng et al. 2003). Consistent with these findings, Coverley
et al. (2002) demonstrated that cyclin E was critically required to incorporate MCM
into origins of DNA replication during G0 → S progression. For this reason, we now
asked whether the kinase-deficient cyclin E mutant supported loading of MCM into
DNA replication origins. As we demonstrated before, cyclin E-null cells failed to in-
corporate MCM2 onto chromatin during re-entry of cells from quiescence (Fig. 4A).
Unexpectedly, expression of cyclin E1 kinase-deficient mutant restored the MCM load-
ing to a similar extent as the expression wild-type cyclin E1 (Fig. 4A). These results
strongly suggest that cyclin E facilitates MCM loading through a kinase-independent
mechanism.

Cyclin E might permit loading of MCM by acting locally at the DNA replication
origins. Indeed, in cell-free Xenopus egg extracts, cyclin E was shown to bind to DNA
replication origins, and this loading of cyclin E was critically required for subsequent S
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Fig. 3. Rescue of oncogene-resistance by
kinase-deficient cyclin E. Appearance of
monolayers of MEFs (WT and E1−/−E2−/−)
transduced with retroviruses encoding Ras
plus dominant-negative p53

phase entry (Furstenthal et al. 2001; association of Xenopus cyclin E with chromatin was
also independently reported by Chevalier et al. 1996). For this reason, we tested whether
a similar mechanism might operate in mammalian cells. We first asked whether the
ectopically expressed human cyclin E1 becomes loaded onto chromatin during G0 → S
progression in cyclin E1−/−E2−/− cells. Our analyses revealed that – like MCM proteins –
cyclin E1 was not associated with chromatin in quiescent cells (Fig. 4B). Stimulation
of quiescent cyclin E1−/−E2−/− MEFs to re-enter the cell cycle resulted in loading of
human wild-type cyclin E1 onto chromatin (Fig. 4B) and subsequently led to the entry
of cells into the S phase. Importantly, kinase-deficient cyclin E1 behaved in a similar
fashion, i.e., it was loaded onto chromatin during G0 → S progression (Fig. 4B), and it
facilitated the S phase entry.

We next examined the association of endogenous cyclin E with chromatin during
G0 → S phase progression of wild-type MEFs. Again, we observed that cyclin E was
not present on chromatin in quiescent cells, despite high levels of cyclin E in G0 MEFs
(Fig. 4C). As was the case with human cyclin E1, we found that the endogenous mouse
cyclin E was loaded onto chromatin during G0 → S progression, along with other
components of pre-replication complexes, namely CDC6 and MCM2 (Fig. 4C); ORC2
was found be associated with DNA at all points of G0 → S progression, consistent with
previous reports (Madine et al. 2000; Fig. 4C). Treatment of the chromatin fraction with
DNase released cyclin E into the supernatant, confirming that cyclin E was DNA-bound
(Fig. 4d). We verified that, as expected, DNA-bound MCM2 was also released into the
supernatant by this treatment (Fig. 4D). These results indicate that cyclin E is loaded
onto DNA during G0 → S phase progression.

We further verified the association of cyclin E with chromatin by performing in
situ extraction of wild-type MEFs and human cervical carcinoma (Hela) cells. This
extraction procedure removes the soluble proteins while leaving the chromatin-bound
fraction intact (Madine et al. 2000; Martini et al. 1998). Immunostaining of extracted
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Fig. 4. Loading of MCM and cyclin E onto chromatin during cell cycle re-entry of wild-type
(WT) and cyclin E-deficient (E1−/−E2−/−) MEFs. (A) Chromatin-bound MCM2 and its levels in
the “free” fraction were determined by Western blotting. (B) Chromatin-bound human cyclin E
ectopically expressed in cyclin E1−/−E2−/− MEFs. (C) Chromatin-bound endogenous cyclin E1,
CDC6, MCM2 and ORC2 and their levels in the “free” fraction were determined by Western
blotting. (D) Chromatin-bound fraction was digested with DNase I, and the presence of cyclin E
and MCM2 in the supernatant (sup) and pellet are shown
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Fig. 5. Cyclin E and MCM are present in the chromatin-bound fraction of MEFs (A) and human
Hela cells (B)

cells revealed the presence of cyclin E in the chromatin-bound fraction (Fig. 5A,B). As
expected, MCM2 was also found in this fraction (Fig. 5A,B). Treatment of the extracted
cells with DNase released cyclin E and MCM from cells, confirming that these proteins
were DNA-bound (Fig. 5A).

Lastly, we asked whether cyclin E might physically associate with MCMs. We ec-
topically expressed cyclin E in H293 cells and immunoprecipitated cyclin E followed
by immunoblotting with antibodies against MCM2 and MCM7. These analyses re-
vealed that cyclin E co-immunoprecipitated with endogenous MCMs (Fig. 6A). We also
verified cyclin E-MCM interaction by incubating GST-MCM2 or GST-MCM7 fusion
proteins with H293 cell lysates, followed by immunoblotting with anti-cyclin E anti-
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Fig. 6. Physical interaction of cyclin E with MCM2 and MCM7. (A) Co-immunoprecipitation of
cyclin E1 with endogenous MCMs. (B) Pull-down of cyclin E1 in H293 cells by GST-MCM2 or
GST-MCM7 proteins

bodies. Again, we observed interaction of MCMs with endogenous cyclin E (Fig. 6B).
We also observed that in vitro translated cyclin E bound to GST-MCM2 and to GST-
MCM7. Hence, all these approaches confirmed that cyclin E can physically associate
with MCMs.

The results described here reveal that, in addition to their very well-established
functions as activators of CDKs, E cyclins play an additional kinase-independent func-
tion in cell cycle re-entry. We have shown that a fraction of cyclin E is localized on chro-
matin, where it physically interacts with MCM. This interaction is kinase-independent,
and the kinase-deficient cyclin E mutant restored the ability of cyclin E-null cells to
load MCM and to re-enter cell cycle. These results suggest that cyclin E facilitates
MCM loading in a kinase-independent fashion. Consistent with this thinking, oth-
ers have shown that incorporation of MCM into DNA replication origins proceeds in
mammalian cells even when CDK activity is inhibited by p21Cip1 expression (Cook
et al. 2002) or by treatment of cells with butyrolactone I (which inhibits CDK2 and
CDK1; Arata et al. 2000). Cyclin E was shown to be loaded onto chromatin in Xenopus
extracts (Chevalier et al. 1996; Furstenthal et al. 2001), where it interacts with DNA-
bound CDC6 (Furstenthal et al. 2001). This loading of cyclin E did not require CDK
kinase activity, as addition of the chemical CDK inhibitor, roscovitine, had no effect
on cyclin E chromatin recruitment (Furstenthal et al. 2001). These observations raise
the possibility that cyclin E might form a physical “bridge” between components of the
pre-replication complexes and MCMs, thereby contributing to MCM loading.

Cyclin E overexpression is involved in many human cancers (Donnellan and Chetty
1999). The major catalytic partner of cyclin E, CDK2, was shown to be dispensable
for proliferation of several cancer cell lines (Tetsu and McCormick 2003). It remains
to be seen whether the kinase-independent function of cyclin E, identified in this
study, is required for cancer cell proliferation. It is tempting to speculate that this
function is responsible, at least in part, for the oncogenic action of cyclin E. The
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kinase-independent function of the overexpressed cyclin E might contribute to the
escape of tumor cells from quiescence, thereby contributing to cancer formation.
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IGF-I and the Regulation of Cell Cycle Progression
in Smooth Muscle Cells

David R. Clemmons1

Summary

Insulin-like growth factor-I is a mitogen for multiple cell types. Vascular smooth mus-
cle cells (SMC) are a useful model for studying cell cycle regulation because they
maintain a stable, partially dedifferentiated phenotype in vitro and their phenotypic
characteristics are similar to the characteristics of vascular SMC that proliferate in
whole animal models following vascular injury. Exposure of cultured SMC to serum
results in a doubling within 48 hr. In contrast, these cells require the induction of
cell stress to proliferate in response to IGF-I. Hyperglycemia serves as a model of
cell stress in this test system. Cells exposed to 25 mM glucose will double in num-
ber in response to IGF-I within 48 hr whereas cells exposed to 5 mM glucose do not
proliferate. There are two important determinants of the ability of these cells to re-
spond to IGF-I with an increase in proliferation. The first is that the signaling protein,
Shc, must be recruited to the cell membrane and phosphorylated. Induction of Shc
phosphorylation results in enhancement of MAP kinase activity, which is required
for an increase in cell division. In order for these cells to undergo a mitogenic re-
sponse and for Shc to be phosphorylated, the signaling protein IRS-1 must be down
regulated, which occurs in these cells in response to hyperglycemic stress. Second,
to recruit Shc to the cell membrane, the integrin receptor, αVβ3, must be stimu-
lated by increasing concentrations of its ligands. Hyperglycemic stress induces the
increased synthesis of several αVβ3 ligands, including vitronectin, osteopontin and
thrombospondin. Blocking the binding of these ligands to αVβ3 results in an inability
to induce Shc in response to IGF-I and failure of the cells to proliferate. The changes
that are induced by hyperglycemia that result in enhanced IGF-I responsiveness are
accompanied by changes in cell cycle marker proteins. IGF-I induces cyclin E and
CDK2 as well as cyclin D1 and CDK4. These changes are not mediated by changes
in PI-3 kinase or AKT activation but do require the activation of mTOR, since they
can be inhibited by rapamycin. In summary, hyperglycemic stress induces a change
in αVβ3 ligand occupancy, which then signals cooperatively with the IGF-I recep-
tor to activate Shc induction. These changes lead to activation of the MAP kinase
pathway, which results in an increase in the cell proliferation in response to IGF-I.
Understanding the mechanism by which hyperglycemia sensitizes cells to the growth
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stimulatory effects of IGF-I is likely to open up new opportunities for therapeutic
intervention.

Introduction

Insulin-like growth factor-I (IGF-I) is a potent mitogen for multiple mesenchymal cell
types. Vascular smooth muscle cells (SMC) have abundant IGF-I receptors and respond
to IGF-I with increases in both cell migration and proliferation, which are necessary
to form atherosclerotic lesions within blood vessels (Margariti et al. 2006). In vivo
models have supported a role for IGF-I in the proliferative phase of atherosclerosis.
Specifically, following vascular injury by balloon denudation, there is an increase in
IGF-I synthesis that peaks at 7–10 days, the time when there is maximal increase in cell
proliferation (Khorsandi et al. 1992; Cercek et al. 1990). Various methods have been
utilized to inhibit the effect of this locally secreted IGF-I on adjacent SMC, including
infusion of anti IGF-I receptor antibodies, administration of a peptide that blocks IGF-I
binding to its receptor, and over-expression of a protease-resistant form of insulin-like
growth factor binding protein that inhibits IGF-I binding to its receptors. Results from
studies utilizing all three of these methodologies have suggested that blocking IGF-I
binding to its receptor results in attenuation of SMC proliferation (Zhu et al. 2001;
Zhang et al. 2002; Hayry et al. 1995).

Like most anchorage-dependent cells, vascular SMC proliferate when anchored
to an ECM, but if they are analyzed in suspension, their proliferative response to
mitogens is markedly reduced. Based on this observation, our laboratory has been
interested in cooperative signaling between integrin receptors, which mediate cell
attachment, and IGF-I receptor-linked signaling mechanisms. Studies in other cell
types have shown that there is cooperative signaling between either VEGF receptors
or PDGF receptors and integrins (Miyamoto et al. 1996; Senger et al. 1997). Initially
we demonstrated that blocking ligand occupancy of the αVβ3 integrin resulted in
attenuation of IGF-I actions (Jones et al. 1996). αVβ3 is a heterodimer composed at
one α and one β subunit that is abundantly expressed on vascular endothelium and
SMC as well as on osteoclasts (Horton 1997). In contrast to these three cell types,
most other cell types in normal mammalian systems have very few αVβ3 receptors.
Therefore, the mechanisms that link signaling between this integrin and the IGF-I
receptor are likely to be limited to a few cell types. We were able to demonstrate in
vitro that addition of the disintegrin, echistatin, which is a competitive inhibitor of
ligand binding, to αVβ3 resulted in attenuation of the ability of IGF-I to stimulate
SMC migration or division (Jones et al. 1996; Zheng and Clemmons 1998). Further
studies demonstrated that, in a porcine model of atherosclerosis, when αVβ3 antag-
onists that were similar in structure to echistatin were infused into pig blood vessels
following injury, there was marked attenuation of atherosclerotic lesion development;
specifically lesion size was reduced by 48% (Nichols et al. 1999). To determine that
this was related to altered IGF-I actions, a marker protein, insulin-like growth fac-
tor binding protein-5, whose transcription is directly increased by IGF-I stimulation,
was quantified. Following exposure to αVβ3 inhibitors, there was a 5-fold reduc-
tion in IGFBP-5 expression by lesion tissue whereas control vessels that received
a dummy compound had no change in IGFBP-5 expression. These findings clearly
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indicated that there was cooperative signaling between IGF-I and the αVβ3 integrin
in vivo.

Determination of the Molecular Mechanism by Which the β3
and the IGF-I Receptor Cooperatively Signal to Stimulate
SMC Division

To define the mechanism that mediates cooperative signaling, we initially analyzed the
effects of increasing ligand occupancy of αVβ3. Our studies determined that addition
of ligands resulted in phosphorylation of two critical tyrosines within two NPXY se-
quences in the β3 cytoplasmic tail (Ling et al. 2003). We determined that once these
tyrosines were phosphorylated, they served as docking sites for a protein termed
DOK-1 (Ling et al. 2005a). Furthermore exposure of cells to IGF-I resulted in DOK-1
phosphorylation which resulted in its binding to an intracellular phosphatase termed
SHP-2. While SHP-2 cannot directly bind to β3, its localization on DOK-1 resulted in its
recruitment from the cytoskeleton to the cell membrane. We further determined that
blocking ligand occupancy of β3 in SMC resulted in failure of IGF-I to be able to stim-
ulate SHP-2 localization to the cell membrane. Our next series of studies determined
that, once SHP-2 is localized to the cell membrane following IGF-I stimulation, it was
transferred to a scaffold protein termed SHPS-1 (Oshima et al. 2002). SHPS-1 contains
4 tyrosines contained within YXXL/I/V motifs within its cytoplasmic domain. These
tyrosines are phosphorylated in response to IGF-I receptor stimulation. Following their
phosphorylation, they act as important docking sites for SHP-2. However, as stated pre-
viously, SHP-2 must be localized in the plasma membrane in order to be transferred to
phosphorylated SHPS-1. Blocking SHP-2 transfer to SHPS-1 blocked the ability of IGF-
I to stimulate SMC migration and/or division; therefore, this is considered a critical
event for signaling (Maile and Clemmons 2002).

To determine how this event related to the ability of IGF-I to stimulate a mitogenic
response, we subsequently determined that it was critical to activate the MAP kinase
pathway in order for IGF-I to stimulate mitogenesis (Imai and Clemmons 1999). Fur-
thermore, unlike in most cell types, in vascular SMC the MAP kinase pathway was
not activated in response to activation of the signaling protein IRS-1 but rather it re-
quired activation of Shc. We prepared a Shc mutant that had its three critical tyrosines
changed to phenylalanines and could not bind Grb2. Expression of this mutant resulted
in the complete inability of IGF-I to stimulate SMC migration or division. Therefore,
Shc phosphorylation and localization of Grb2 are required to activate the Ras/MAP
kinase system in these cells and thus are required for stimulation of cell division (Ling
et al. 2005b). This finding raised the important question as to how SHP-2 localiza-
tion on SHPS-1 resulted in Shc phosphorylation. In subsequent studies we determined
that, following β3 ligand occupancy and IGF-I receptor phosphorylation, there was
a marked increase in the activation of Src kinase and that Src kinase bound directly to
SHP-2 through the interaction of a polyproline sequence within SHP-2 and a Src SH3
domain. This resulted in autoactivation of Src and phosphorylation of tyrosine 295 in
the activation loop. Activated Src then phosphorylated an additional c-Src tyrosine that
was required for Shc binding to Src. Once Shc was bound to c-Src, it could be directly
phosphorylated by the Src kinase activity and this activation occurred on SHPS-1.
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(Lieskovska et al. 2006). Therefore, the recruitment of a ternary complex containing
SHP-2, Src and Shc to SHPS-1 results in Shc phosphorylation and subsequent acti-
vation of downstream signaling. Utilization of mutagenesis or competitive inhibitory
peptides as well as siRNA showed that disruption of either the SHP-2/Src complex or
the Src/Shc complex resulted in failure to initiate Shc phosphorylation and inhibition
of the ability of IGF-I to stimulate cell proliferation. These results further proved that
cooperative signaling between the αVβ3 integrin receptor and the IGF-I receptor is
required for SMC to proliferate in response to IGF-I, and they provide a mechanism
for understanding why the mitogenic response requires that both components of this
signaling system are activated.

Effect of Hyperglycemia on IGF-I Signaling and SMC Proliferation

Hyperglycemia has been shown to induce cell stress. Specifically, various studies
have shown that when cells are exposed to high glucose they increase their pro-
duction of reactive oxygen species, in addition, induction of endoplasmic reticu-
lum (ER)stress is thought to be an important component of the adaptive response
(Haidara et al. 2006; Ozawa et al. 2005). These changes have been shown to lead to
two important changes that may impact IGF-IR/αVβ3-linked signaling. First, high
glucose has been shown to induce phosphorylation of Jnk2, which phosphorylates
serine 307 on IRS-1, resulting in its targeting to a proteosome and leading to down
regulation of IRS-1 (Ozcan et al. 2006; Hiratani et al. 2005; Izawa et al. 2005). Sec-
ond, hyperglycemia has been shown to lead to a marked increase in the synthesis
and secretion of αVβ3 ligands, specifically thrombospondin, osteopontin and vit-
ronectin (Kawamura et al. 2004; Holmes et al. 1997; Stenina et al. 2003). To con-
firm that these changes occurred in SMC in response to hyperglycemia, we under-
took several experiments. Initially we were able to demonstrate that cells cultured in
25 mM glucose responded to IGF-I with a much greater proliferative response. The
addition of IGF-I resulted in a two-fold increase in cell number in 48 hr whereas
cells maintained in 5 mM glucose showed no increase in proliferation in response
to IGF-I. Similarly, cell migration was preferentially stimulated in response to pro-
longed exposure of SMC to 25 mM glucose. Several control experiments were un-
dertaken to rule out the possibility that these changes were due to a change in
cell differentiation or due to inhibition of apoptosis rather than to an increase in
proliferation.

Once these findings were established, we undertook studies to determine how the
signaling mechanisms had changed. Initially we showed that cells cultured in 5 mM
glucose had a major increase in IRS-1 phosphorylation in response to IGF-I. In contrast,
cells cultured in 25 mM glucose had no change in IRS-1 tyrosine phosphorylation, and
the levels of total IRS-1 protein were markedly reduced. That this was due to serine
phosphorylation was demonstrated by showing that there was an excess of serine 307
phosphorylated IRS-1 in the cells exposed to 25 mM glucose, making it likely that this is
the mechanism accounting for decreased IRS-1 concentrations. To further discern the
cellular changes that occurred in response to hyperglycemia, we assessed Shc phospho-
rylation. Cells cultured in 25 mM glucose have a major induction of phosphorylated
Shc whereas cells cultured in 5 mM glucose showed no increase in Shc phosphory-
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lation. Since αVβ3 ligand occupancy was required to enhance Shc phosphorylation,
we determined the effect of inhibiting ligand occupancy on Shc phosphorylation in
25 mM glucose. A specific antibody that reacted with a region of the β3 integrin, termed
the C-loop binding domain, was shown to markedly inhibit ligand occupancy of β3
by vitronectin or osteopontin (Maile et al. 2006a). Inhibition resulted in the inability
to induce Shc phosphorylation in response to IGF-I. To confirm that the change that
occurred with hyperglycemia was related to ligand occupancy of β3, we utilized cells
cultured in 5 mM glucose and added exogenous vitronectin or a peptide encompass-
ing the region of vitronectin that bound to β3. Using either stimulus, we were able to
demonstrate that cells cultured in 5 mM glucose Shc phosphorylation could be induced
in response to IGF-I if they were preincubated with whole vitronectin or the vitronectin
peptide (Maile et al. 2006b). Furthermore, preincubation with the C-loop antibody in-
hibited this response. To confirm that this inhibition was related to cell growth, we
measured cell proliferation and MAP kinase induction. Again cells cultured in 5 mM
glucose preincubated with vitronectin, or the vitronectin peptide, showed a marked
increase in MAP kinase phosphorylation in response to IGF-I, and they had an increase
in cell proliferation. These changes could be inhibited by simultaneous exposure to the
anti β3 antibody. Therefore, these findings strongly support two conclusions: first that,
when exposed to glycemic stress, cells down regulate IRS-1 and upregulate the pro-
duction of αVβ3 ligands; and second, these events result in a major change in IGF-I
signaling, resulting in the ability of IGF-I to phosphorylate Shc, which leads to MAP
kinase activation and increased cell proliferation.

Induction of Cell Cycle-specific Markers by IGF-I in SMC

To confirm that these changes in response to hyperglycemia result in a proliferative
response to IGF-I and that IGF-I is not merely inhibiting apoptosis, studies were
conducted to determine the effect of changing glucose concentrations on the induction
of specific cell cycle markers. When proliferating cell nuclear antigen phosphorylation
(PCNA) levels were assessed, they were shown to be induced several fold by IGF-I in
cells in 25 mM glucose after 12 hours; this induction was not detectable in cells exposed
to 5 mM glucose. In contrast, when down regulation of p27 kip was examined, cells in
both 5 mM and 25 mM glucose showed p27 KIP down regulation in response to IGF-
I. Furthermore, this change was specifically inhibited by AKT inhibitors, indicating
that it was linked to AKT activation. To further assess the effect of IGF-I on cell
cycle marker proteins, we measured changes in cyclin D1, E, CDK2 and CDK4. In the
presence of high glucose, there was major induction of cyclin D1 and CDK4. Cyclin
E was also induced although the changes in CDK2 were of a lesser magnitude. To
determine the effect of vitronectin addition, cells in 5 mM glucose were exposed to
vitronectin plus IGF-I and the induction of cyclin D1 and CDK2 was assessed. Addition
of vitronectin to cells cultured in 5 mM glucose cells resulted in enhancement of the
ability of IGF-I to stimulate cyclin D1 and, to some extent, enhancement of the CDK2
response. To determine the signaling pathways that were required for induction of
cyclin D1, CDK4, and cyclin E, the effects of several inhibitors of IGF-I receptor linked
signaling molecules were analyzed. PI-3 kinase and AKT inhibitors had no effect on the
induction of these proteins. In contrast, inhibitors of MAP kinase or mTOR, specifically
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rapamycin, significantly inhibited the ability of IGF-I to induce cyclin D1, cyclin E and
CDK4 in the presence of hyperglycemia. Therefore, it appears that cell cycle complexes
that are necessary for entry into DNA synthesis are activated in response to IGF-I in the
presence of hyperglycemia and that this response requires both activation of mTOR
and MAP kinase.

Conclusions

These studies have delineated the intracellular signaling mechanisms that are activated
by IGF-I in SMC that are exposed to hyperglycemia. Normally, in vivo these cells
are in a quiescent state and the induction of cell stress, either by mechanical injury
or chemical exposure such as hyperglycemia, is required for them to respond with
a proliferative response to IGF-I. The mechanism by which hyperglycemia induces this
stress is an important focus for future studies and it is certainly possible it involves
multiple pathways, including generation of reactive oxygen species, ER stress and/or
longer term changes, such as nonenzymatic glycosylation of important cell surface
signaling molecules. Future studies will be directed toward determining which of these
changes occur in vivo in animal models of hyperglycemia and how they are related to
the ability of SMC to leave the quiescent state and enter into a state wherein cell cycle
marker proteins can be activated by IGF-I.
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Deciphering the Conundrum of Estrogen-driven
Breast Cancer: Aurora Kinase Deregulation

Jonathan J. Li1 and Sara Antonia Li1

Abstract

Of all cancers occurring in women in developed countries, breast cancer alone accounts
for about 32%. This is obviously an important world-wide public health concern. More
than 90% of all human breast cancer cases are sporadic or non-familial, with an equally
high percentage of these cases being ductal carcinomas. Estrogens have a profound role
in the causation and progression of human sporadic breast cancer. In premenopausal
woman, all of the well-established risk factors clearly implicate estrogens in the etiology
of sporadic ductal breast cancer. This occurs within a narrow range of serum and
breast tissue levels of 17β-estradiol (E2) concentrations, all in the low picogram range.
Although estrogen receptor α (ERα) is commonly found and is a highly important
characteristic of human sporadic breast cancer, it is not this cancer’s most defining
feature. Rather, the hallmarks of primary invasive ductal breast neoplasms as well as
ductal carcinoma in situ (DCIS), a pre-invasive premalignant lesion, are chromosomal
instability and aneuploidy. These molecular characteristics have been reported in 55–
78% of the DCISs and in 85–92% of invasive disease. So, how does one go from
estrogen via ERα to aneuploidy in breast cells? While all the pieces of this puzzle are
not in place, some of the molecular alterations that occur during E2-induced breast
oncogenesis may be predicted whereas others are not so apparent. On the basis of
our studies, we have developed a new paradigm in a murine breast tumor model in
female ACI rats induced by near physiological levels of estrogen. This mammary tumor
animal model exquisitely resembles human sporadic ductal breast cancer, both in its
histopathologic and its molecular progression. Estrogen, interacting with the ERα,
transactivates the over-expression of c-myc and its eventual amplification as a result
of gains in chromosome 8 in the human and chromosome 7 in the rat (Andrieu et al.
2000). Subsequent deregulation of specific entities in the cell cycle, including cyclin
D1, E1, their respective binding partners cdk4 and cdk2, and MDM2, is notable in both
human and murine pre-malignant breast lesions and frank tumors (Clemons and Goss
2001). Unexpectedly, Aurora A and B, members of a mitotic kinase family, were found
to be persistently over-expressed in E2-induced ACI rat mammary tumors, a finding
that has also been reported in sporadic human ductal breast cancers (94%) (Andrieu
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et al. 2000; Feigelson and Henderson 1996). Both rodent and human breast neoplasias
also exhibited centrosome amplification at high frequency (> 80%) in pre-malignant
lesions and in primary tumors. This amplification presumably occurs as a consequence
of centrosome duplication and possibly separation errors elicited by Aurora A and B
kinase deregulation of mitotic protein substrate phosphorylations. Thus, estrogen-
driven deregulations of the cell cycle and the mitotic machinery are crucial molecular
events leading to aneuploidy and ultimately to breast cancer in this E2-induced murine
mammary tumor model and in women.

Introduction

Breast cancer (BC) is the most commonly diagnosed malignancy in developed coun-
tries, with 1.2 million new cases yearly worldwide (Parkin et al. 2005). The incidence
of BC essentially equals the combined incidences of lung, colorectal, ovarian, and en-
dometrial cancers in women (Jemal et al. 2005); therefore, it is clearly an immense
public health issue. The vast majority of all BCs (∼90%) are sporadic or non-familial
(Andrieu et al. 2000) and an equally high percentage of all cases are ductal BCs, the
remainder being lobular BCs (10–15%).

More than 300 years have elapsed since Ramazzi, an Italian physician, raised a co-
nundrum when he reported that nuns had a higher incidence of BC compared to women
in the general population. This observation has been extended in the past 75 years in
both animal and human studies, with the identification of ovarian hormones, partic-
ularly estrogens, as the major etiologic agent in elevating BC risk (Clemons and Goss
2001). This finding has led to a compilation of well-established BC risk factors that
are all related to higher and sustained estrogen serum levels found in normal cycling
women (Fig. 1).

These BC risk factors include early first menarche, late age of menopause, nulli-
parity, late age at full-term pregnancy, and absence of lactation (Clemons and Goss
2001; Feigelson and Henderson 1996; Adami et al. 1995), all related to pre-menopausal
women. In post-menopausal women, obesity and use of combined hormone replace-
ment therapy but not estrogen replacement therapy are risk factors. Despite this
knowledge, a precise cellular and molecular understanding of how estrogens affect
BC risk has so far remained elusive. In human BC causation, there are certain inherent
considerations that must be taken into account if one is to understand the mecha-

Fig. 1. Established risk factors for sporadic
breast cancer. P, pregnancy; ERT, estrogen
replacement therapy; CHRT, combined hor-
mone replacement therapy
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nism by which estrogens elicit their oncogenic changes in breast tissue. One is the
relatively low concentrations of 17β-estradiol (E2) in the serum and breast tissue in
normal cycling women, all in the low pg/ml and pg/mg of protein, respectively. The
second is the most defining characteristic of ductal BC, that is, the tumors are highly
aneuploid.

Estrogen Concentrations and Breast Cancer

The relationship between endogenous estrogens and BC risk has largely been studied in
postmenopausal women, with only a few small studies performed in pre-menopausal
women (Toniolo 1997). In a recently published, nested case-control study within the
Nurses’ Health Study II, plasma E2 levels were determined in a large group of pre-
menopausal women during the early follicular and mid-luteal phases of their menstrual
cycle (Eliassen et al. 2006). Women in the highest quartiles of the follicular phase
had total and free E2 levels of 66−100 and 0.8−1.2 pg/ml, respectively, and showed
significantly elevated BC risk, RR = 2.1 and 2.4, respectively. This association was
stronger for invasive BC tumors and for estrogen and progesterone receptor positive
(ER+/PR+) BCs. However, luteal E2 levels were not associated with an increased BC
risk. Higher testosterone and androstenedione levels in both menstrual cycle phases
exhibited a modest association of increased BC risk, which was stronger for ER+/PR+

tumors. On the other hand, the levels of estrone (E1), estrone sulfate, progesterone,
and sex hormone binding globulin were not associated with an increased BC risk in
this study.

The circulating level of E2 over a woman’s lifetime, excluding pregnancy, is one
of the most important parameters in relation to BC risk. Total serum E2 levels
are related to the phase of the menstrual cycle, the output of E2 from the ovary
and, to some extent, the synthesis/conversion of E2 in peripheral tissues and in
the breast itself. Over a woman’s lifetime, the level of E2 serum in non-pregnant
pre-menopausal women ranges from 30–360 pg/ml (Becker 1995), whereas in post-
menopausal women it varies between 5–35 pg/ml (Becker 1995; Colditz 1998; Probst-
Hensch et al. 2000). The concentration of E2 and E1 in normal human breast tis-
sue is 5.7 and 3.9 pg/mg protein, respectively (Chetrite et al. 2000; Vermeulen et al.
1986), whereas in BC tissue these levels are moderately higher, 8.9 and 6.8 pg/mg
protein, respectively. There is considerable individual variability in E2 concentra-
tions in human normal breast and breast tumor tissue. It has been reported that
post-menopausal breast and breast tumor tissue E2 and E1 concentrations fluctu-
ate between 10–20- and 2–10-fold higher, respectively, than corresponding serum
estrogen levels (Clarke et al. 2001). However, assuming that these E2 and E1 val-
ues are valid, it would not be expected that breast tissue estrogen levels of most
post-menopausal women would commonly attain concentrations of 0.2–0.3 ng/mg
protein.

In female ACI rats, the serum E2 concentration sufficient to induce a high incidence
of breast tumors varies between 60 and 120 pg/ml, a range approaching the high end of
the physiological serum E2 levels (10–45 pg/ml) in normal cycling rats (Naftolin et al.
1972).
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Aneuploidy

Human solid neoplasms and many hematological malignancies are commonly ane-
uploid, that is, a change in whole chromosome gains/losses. However, the aneuploid
frequencies among solid tumors, from different organ sites, are not always similar.
For a few solid tumors, namely breast, kidney, and bladder, aneuploidy is perhaps
their most defining characteristic (Li and Li 2006), with mean percent aneuploid
frequencies of 78, 75, and 80%, respectively. Significantly, high aneuploid frequen-
cies have also been detected in early stages (carcinomas in situ) in the development
of at least two (breast and bladder) of these three tumors. The detection of aneu-
ploidy in pre-malignant stages strongly implicates the involvement of this alteration
in the oncogenic process itself and not only in the progression of the established
tumors.

For nearly half a century, the predominant animal models in BC research have uti-
lized various synthetic chemical carcinogens (i.e., 7,12-dimethyl benz[α]anthracene
(DMBA), nitrosomethylurea (NMU)), none of which are found in the environment.
We and others have shown that the breast tumors induced in female BUF/N and
SD rats by DMBA, NMU and 6-nitrochrysene (6-NC), an environmental carcinogen,
are largely diploid (85−90%; Li et al. 2002; Aldaz et al. 1992; Haag et al. 1996). In
contrast, breast tumors induced in female ACI or Noble rats by E2 alone or in com-
bination with testosterone, respectively, were highly aneuploid (89−91%; Li et al.
2002). Moreover, pre-malignant lesions, ductal carcinoma in situ (DCIS), from these
hormone-induced models were also highly aneuploid (> 85%). It is evident from these
findings that the E2-induced breast tumors in ACI rats more closely resemble human
BC in this pertinent feature than do mammary tumors induced by synthetic chemical
carcinogens.

Histopathology

A relevant characteristic of E2-induced breast tumors in female ACI rats is the sequence
of morphologic changes elicited by relatively low, albeit constant, E2 serum levels. Hy-
perplasia of breast epithelial cells is an expected occurrence when the mammary gland
is exposed to constant or periodic estrogen and progesterone; both hormones are
mitogenic in this tissue. However, initial studies in our laboratory indicate that the hy-
perplasia elicited by estrogen and endogenous progesterone in intact female ACI rats
does not appear to give rise to the ductal mammary tumors that eventually develop.
Rather, the earliest focal dysplasias elicited by chronic low dose estrogen treatment
are clusters of cells that contain large pale-staining nuclei (Fig. 2B), distinct from the
normal proliferating epithelial cells driven by both female hormones. With contin-
ued E2 treatment, the pre-malignant stages remarkably resemble the histopathology
commonly seen in the development of human invasive ductal BC. In the ACI rat
model, we have designated three stages of dysplasia (Fig. 2B), with stage 3 resembling
atypical ductal hyperplasia (ADH). At 4.3 months of E2 treatment, DCISs begin to
appear (Fig. 2C–E). The DCIS most commonly seen in human sporadic breast pre-
malignancies is the cribiform type, also seen in E2-treated ACI rats (Fig. 2C); this
type is 8 to 10 times more common than the comedo type (Fig. 2D). The other DCIS
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Fig. 2. Female ACI rats. A Control untreated mammary gland. B Incipient lesion, 3.0 mo E2.
C Cribiform DCIS, 4.5 mo E2. D Comedo DCIS, 5.0 mo E2. E Papillary DCIS, 5.0 mo E2. F Invasive
ductal BC, 6.0 mo E2. Magnification ×40

types, solid and papillary (Fig. 2E), are found less frequently, similar to human breast
pre-malignant frequencies.

Steroid Receptors

Of the sporadic BC cases, 55−73% are ERα positive. Although the native 66-kDa is
the major form, its splice variant 46-kDa has been detected, and both forms are con-
sidered ligand-activated transcription factors that regulate transcription of estrogen-
responsive genes in the cell nucleus (Weihua et al. 2003; Kong et al. 2003). Recently,
a human 36-kDa ERα variant has been cloned that lacks both transcriptional activa-
tion domains (AF-1 and AF-2) but retains the DNA-binding domain of the native ERα
(Wang et al. 2005).

In female ACI rat breast tissue, E2 induces the expression of a number of ERα
forms, including the native full-length 66-kDa and the variants 47-, 54-, and 56-
kDa (Li et al. 2002). The expression of the native 66-kDa ERα was predominant in
E2-induced breast tissue and in normal E2-stimulated uterus but was not the pri-
mary form in ACI rat primary breast tumors (Li et al. 2002). The 47-kDa ERα
variant was detected only in E2-induced breast tissues but not in tumors. The 54-
kDa ERα variant was identified in primary ACI rat breast tumors and in the E2-
stimulated uterus, whereas the 56-kDa ERα variant was detected in age-matched un-
treated controls, Tamoxifen (TAM)- and E2-treated proliferating breast tissues, and
primary breast tumors (Li et al. 2002). Progesterone receptors A, B, and C were
also detected in E2-treated mammary glands, primary breast tumors, and uterine
tissue. However, only PR-C was found in control untreated and TAM-treated mam-
mary glands. High frequencies of ERα- and PR-positive cells were detected in all
pre-malignant stages and in E2-induced primary breast neoplasms (Li et al. 2002).
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However, it has not been resolved which ERα forms reside in early pre-malignant
stages.

Cell Cycle

A common characteristic of sporadic human ductal BC is deregulation of the cell cycle,
particularly cyclin D1 and E1, as well as their respective kinase binding partners,
cdk 4 and cdk 2 (Xiong et al. 1991; Sutherland and Musgrove 2004; Steeg and Zhou
1998). This deregulation is expected to confer a growth advantage to pre-malignant
and malignant BC stages. The over-expression of these cyclins is mediated in large
part by the upregulation of c-myc and its protein product as a result of E-ERα action,
a common feature in human ductal BCs (Dubik et al. 1987). Since the ERα response
element can also directly interact with the cyclin D1 promoter, it can effectively bypass
c-MYC (Petrizzi et al. 2001).

Our laboratory has found a 24.0-fold elevation in cyclin D1 expression in E2-induced
ACI rat breast tumors and a concomitant 3.0-fold rise in cdk4 (Fig. 3A) compared to
untreated age-matched animals. Employing the Rb kinase assay, cyclin D1 activity
in the breast tumors was significantly elevated, as was its specific binding to cdk4

Fig. 3. In vivo complex formation between cyclin D1 and E1 with cdk4 and ckd2, respectively.
∗t-Test, significant if p < 0.05
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Fig. 4. Immunohistochemical localization of cyclin D (A) and cyclin E1 (B) in ACI rat E2-induced
mammary gland tumors

(Weroha et al. 2006). Furthermore, PCR analysis showed a 2.9-fold rise in cyclin D1
mRNA expression, albeit no amplification of the cyclin D1 gene was detected (Weroha
et al. 2006). Similarly, cyclin E1 expression increased 24.0-fold in primary ACI rat
mammary tumors, together with a 45.0-fold rise in cdk2 (Fig. 3B). Using histone H1 as
a substrate, cyclin E1 activity significantly increased and its specific binding to cdk 2
was established (Weroha et al., in preparation). In the same study, cyclin E1 mRNA
expression showed a 2.1-fold elevation, and 20% of the ACI rat breast tumors examined
exhibited gene amplification of this cyclin.

Dysplastic foci, DCIS (Fig. 4) and primary ACI rat mammary tumors showed
a preferential and significant increase in cyclin D1 and E1 expression when compared
to normal hyperplasia-elicited E2 treatment (Weroha et al. 2006; in preparation). It is
evident from these data that there is a growth advantage in E2 pre-malignant lesions.
Additionally, an equally if not more important role for cyclin E1.cdk2 can be ascribed
to its involvement in eliciting chromosomal instability and aneuploidy in vitro (Spruck
et al. 1999). However, the precise mechanisms and interaction of the individual entities
involved need elucidation.

Aurora Kinases

Aneuploidy has been widely employed as a diagnostic marker in human breast DCISs
and in primary BCs for many decades. However, it has not been realized until recently
that it provides an important clue to the causation of sporadic human BC and the role
of estrogen in its etiology (Li et al. 2004). As Boveri predicted more than a century
ago (Boveri 1914), deregulation of the centrosome cycle leads to supernumerary cen-
trosomes and multipolar spindles during mitosis, an essential mechanism whereby
oncogenesis occurs. How then would this process take place? While the main pieces of
this conundrum are beginning to fall into place, the mechanistic details remain lacking.

The Aurora family of kinases in mammalian cells consists of three members: Aur-A,
-B, and -C. The Auroras are part of a mitotic kinase superfamily that includes polo-like,
Nek (NIMA related), and cdk1 (Kramer et al. 2004), the latter being involved in the
mitotic spindle checkpoint (Li and Li 2006). Focusing our discussion on the Aur family,
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it has been established that these kinases are critically involved in centrosome dupli-
cation, maturation and separation, spindle assembly and stability, chromosome con-
densation and segregation, and cytokinesis. Over-expressed Aur-A has been shown to
elicit neoplastic transformation in mammalian cells, both in vitro and in vivo (Brink-
ley and Goepfert 1998; Zhou et al. 1998), indicative of its oncogenic potential. Aurora
kinases perform and coordinate, overlapping and distinctive functions during mitosis
(Andrews et al. 2003). These serine/threonine kinases operate in concert to regulate the
tightly control processes of normal cell division. Aur-A is localized to the centrosome.
In late G1/early S phase, Aur-A is localized to the pericentriolar material of the centro-
somes, and as the cell cycle proceeds, its level of expression rises (Marumoto et al. 2005).
Continuing its association with centrosomes at the mitotic poles in prophase, it then
resides in adjacent spindle microtubules in metaphase. Aur-B and Aur-C are passenger
proteins localized between sister centrosomes on the inner centromere from late G2
through metaphase. Aur-B is concentrated in the spindle midzone and in the cell cortex
at the site of cleavage-furrow ingression. Aur-B functions in condensation, segregation,
and cytokinesis by regulating microtubule kinetochore associations. Aur-C is a pas-
senger protein whose functions are not well known (Sasai et al. 2004). Collectively, the
Aurora kinase family phosphorylates about 20 centrosomal and mitotic protein sub-
strates required for proper cell division. A major challenge is to determine the precise
role of Aurora substrate alterations when sustained Aurora kinase over-expressions
occur and their involvement in the generation of aneupoidy and oncogenesis in BC, as
well as in cancers at other sites.

Over-expressed Aur-A protein has been detected in 94% of the human BCs exam-
ined (Tanaka et al. 1999). In addition, it has been reported that 62% of human BC
samples exhibited either high or intermediate Aur-A mRNA expression levels (Miyoshi
et al. 2001). Recently, markedly higher levels of Aur-A expression were observed in hu-

Fig. 5. RT-PCR and protein expression of Aur-A during E2-induced oncogenesis in the ACI rat
mammary gland
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man breast DCISs (Hoque et al. 2003) compared to primary breast tumors, indicating
its early involvement in human BC oncogenesis.

In 4.0-month E2 treated and primary mammary tumors, Aur-A mRNA was elevated
1.4- and 1.5-fold, respectively, compared to age-matched untreated controls (Li et al.
2004), while its protein expression rose 7.2−7.4-fold. Recently, we have detected a >
10.0-fold rise in Aur-A protein expression after 4.3−4.5 months of E2 treatment in
mammary glands of ACI rats (Fig. 5). This finding is noteworthy since this increase
occurs during the E2-treatment period where the occurrence of DCISs is maximal. The
over-expression of Aur-A is largely confined to cells within focal dysplasias, DCISs, and
primary breast tumors elicited by E2 in this murine model.

Amplified Centrosomes

For proper cell division, the centrosome functions as the microtubule organizing center
(MTOC) for the nucleation of microtubule arrays. During mitosis, the centrosome
has an essential role in the equal segregation of chromosomes by the establishment
of the bipolar spindle (Salisbury 2001). Centrosome defects have been implicated as
a primary cause of chromosomal instability and aneuploidy in cancer causation (Boveri
1914; Lingle et al. 1998; Brinkley 2001). Centrosome amplification is characterized by
an increase in centrosome size and volume as a consequence of accumulated γ-tubulin,
centrin, and pericentrin; comprising the pericentriolar matrix. There is also an increase
in centrosome number, elevated microtubule nucleation capacity, and increased levels
of phosphorylated centrosomal and other mitotic-associated proteins (Lingle et al.
1998, 2001).

A high frequency (∼80%) of centrosome amplification has been reported in human
ductal BC (Lingle et al. 1998, 2002), with individual human breast tumor cells possess-
ing three to eight centrosomes. Moreover, in addition to centrosome number, both
centrosome size and volume exhibited a positive linear correlation with chromosomal
instability and aneuploidy. Amplified centrosomes have also been detected in human

Fig. 6. Centrosome amplification in an
E2-induced female ACI rat mammary tu-
mor (lower right). Blue = nuclear mate-
rial, red = γ-tubulin
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breast DCISs. These seminal findings have several important implications. First, the de-
tection of amplified centrosomes in pre-malignant human BC stages suggests that it is
likely an early crucial event in the oncogenic process. Second, the consequent develop-
ment of chromosomal instability would foster heterogeneity in tumor cell populations
and tumor phenotypic aggressivity.

Remarkably similar is the finding that amplified centrosomes are ubiquitous in
E2-induced primary ACI ductal mammary tumors (Fig. 6) and in DCISs (Li et al.
2004). Of particular interest is the finding that ACI rat focal dysplasias, present after
a 3.0-month E2 treatment, exhibit amplified centrosomes. Consistent with this finding
is a 2.4-fold rise in γ-tubulin and an 11.2-fold increase in centrin in ACI rat breast
tumors (Li et al. 2004). These data now link deregulated cell cycle entities, sustained
Aur-A/-B over-expression, and centrosome amplification with estrogen in mammary
oncogenesis. It is striking that these same alterations occur in high frequency in human
ductal pre-malignant and invasive BC stages.

Chromosomal Instability

There are no sufficiently large studies accurately identifying the frequency of chro-
mosomal gains/losses in aneuploid human sporadic ductal BCs and the consequent
amplification of specific individual genes. Nevertheless, Erb-B2 (Her-2/neu), hst/int-2,
cyclins D1 and E1, and cdk4 are some of the genes reported to exhibit low but relatively
consistent amplification frequencies in invasive ductal BCs (Adnane et al. 1989). In
different studies of sporadic BC, c-myc amplification has been shown, varying from
1 to 94% frequency (Deming et al. 2000). The wide range of frequencies reported for
amplified c-myc in human BC is due in part to the inconsistencies of the assay method
used by different groups. Few studies have examined the simultaneous occurrence
of multiple gene amplifications in a single cohort of aneuploid sporadic ductal BCs
(Adnane et al. 1989). In another study, c-myc was the most common gene amplified
in human ductal BCs, and log linear analysis indicated that it was the first gene am-
plified among four examined (Janocko et al. 1995). We performed extensive G-banded
karyotypic and comparative genomic hybridization (CGH) analyses in E2-induced ACI
rat aneuploid breast tumors (Fig. 7; Li et al. 2004). Non-random or consistent chro-
mosome gains, primarily trisomies and to a lesser extent tetrasomies, were seen in

Fig. 7. Representative
Giemsa-banded karyotype
by an ACI rat 5.5-mo E2-
induced mammary tumor.
Note trisomies in chro-
mosomes 4, 6, 8, 10, 13,
and 19 and tetrasomies in
chromosomes 3, 7, 11, 15,
and 20
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chromosomes 7, 11, 12, 13, 19, and 20 and a single consistent loss was seen in chromo-
some 12 (Fig. 7). Using a fluorescent c-myc specific probe, the c-myc gene was localized
on chromosome 7q33 in the ACI rat. Amplification of c-myc (3.4−6.9 copy number)
occurred in E2-induced primary rat breast tumors with a frequency of 66%. It is likely
that some of the genes residing on other non-randomly gained chromosomes will prove
important in contributing to the breast oncogenesis in this model. The CGH analysis
of E2-induced primary ACI rat breast tumors largely coincided with the numerical
chromosome alterations. Taken together, these data are consistent with the belief that
mammary tumors are clonally derived by an estrogen-driven process.

Summary and Future Directions

A new paradigm is presented that provides a sequence of molecular changes, initi-
ated and driven by estrogen in breast oncogenesis in the female ACI rat (Fig. 8), that
is striking in its resemblance to similar pertinent alterations found in human breast
pre-malignancy and primary sporadic invasive ductal BCs. In susceptible mammary
cells, E2 interacts with its receptor, ERα, to elicit c-myc/MYC over-expression. As a con-
sequence of MYC overexpression, certain cell cycle-related gene/protein entities are
over-expressed, i.e., cyclins D1, E1 and their respective cdks, and MDM2, downstream.
E-ERα may directly activate cyclin D1. Additionally, due in part to the over-expressed
cell cycle protein entities, persistent Aurora kinase (A/B) expression occurs. It is possi-
ble that E-ERα also interacts directly with the Aurora kinase gene to enhance Aur-A/-B
protein. Persistently, over-expressed Aur-A is considered a mutational event resulting in
hyper-phosphorylation of centrosomal mitotic protein substrates, which would likely
result in severe centrosome cycle disturbances, primarily in centrosome duplication,
but also possibly in separation. Centrosome amplification will lead to the generation

Fig. 8. A novel paradigm for estrogen-driven breast oncogenesis
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of multipolar spindles and the missegregation of chromosomes. If this sequence is
correct, it should provide new insight into BC causation, by defining an etiologic role
for estrogens at essentially physiological serum concentrations. However, there are nu-
merous areas at the mechanistic level that need to be addressed: first, an understanding
of the association between E-ERα and Aurora kinases; second, elucidation of the re-
lationship between deregulated cell cycle entities and Aurora kinase over-expression;
third, clarification of the link between persistent Aurora kinase over-expression and the
generation of amplified centrosomes; and fourth, the generation of chromosomal in-
stability and aneuploidy in relation to neoplastic transformation. In conclusion, based
on this sequence of estrogen-induced breast oncogenesis, new molecular targets are
envisioned that would provide novel strategies not only for BC treatment but also for
its prevention.
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review.
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Androgen-mediated Control of the Cyclin D1-RB Axis:
Implications for Prostate Cancer

Karen E. Knudsen1, Clay E.S. Comstock1, Nicholas A. Olshavsky1, and Ankur Sharma1

Summary

Prostatic adenocarcinomas are exquisitely dependent on androgen via its cognate re-
ceptor (the androgen receptor, AR) for proliferation and survival. This dependence
is exploited in the treatment of disseminated disease, wherein ablation of AR activity
constitutes first line therapeutic intervention. While initially effective, these strategies
ultimately fail, due to inappropriate restoration of AR activity and AR-mediated cellu-
lar proliferation. Resultant studies revealed that AR governs the cyclin D1-RB axis, in
addition to other phases of the cell cycle. Strikingly, these studies have revealed unex-
pected cross talk between the AR and several elements of the cell cycle machinery, and
aberrations in these pathways have been associated with disease progression. In this
review, the molecular communication between AR and the cyclin D1-RB axis will be
discussed, with an emphasis on the implications of these pathways for prostate cancer
progression and management.

Introduction

Prostatic adenocarcinoma is the most frequently diagnosed malignancy and second
leading cause of cancer death amongst men in western countries (Jemal et al. 2005).
Significant morbidity associated with the disease results from the failure to effectively
manage disseminated prostate cancer, and efforts to improve therapeutic intervention
have revealed a pivotal role for hormone action. Local disease can be definitively
treated by surgical resection or through radiation therapy, with excellent cure rates for
patients presenting with early stage tumors (Kolvenbag and Nash 1999; Nyman et al.
2005). However, late stage and metastatic disease presents a clinical and therapeutic
challenge; these tumors respond poorly to standard cytotoxic regimens that act through
genomic insult, and lack of effectiveness has been attributed to the relatively indolent
nature of the tumor type. Therefore, prostate cancers are treated based on a unique
characteristic, in that they are exquisitely dependent on androgen for development,
growth, and survival.

The pioneering work of Huggins and Hodges first established that prostate cancers
are dependent on serum androgen. Using canine models, these investigators showed
that castration of the animals resulted in both an involution of the normal prostate
and ablation of spontaneous prostatic adenocarcinomas (Huggins and Hodges 1972).
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Subsequent studies in cell culture and animal models revealed that androgen ablation
triggers cell death or cell cycle arrest of prostate cancer cells (Isaacs 1984; Knudsen
et al. 1998). Thus, androgen ablation remains the primary course of treatment for
all patients with metastatic (including micrometastatic) disease (Jenster 1999). These
therapies are initially effective in the vast majority of patients and result in disease
remission. However, recurrent tumors arise within a median of two to three years,
wherein androgen signaling has been inappropriately restored (Feldman and Feldman
2001). At present, few therapeutic regimens have been described to significantly manage
recurrent prostate cancers, and this is considered an incurable stage of the disease. Thus,
androgen action underlies both tumor development and tumor progression in prostatic
adenocarcinoma. Given the clear addiction of prostate cancer cells to the androgen
signaling axis, a concerted effort has been undertaken to determine the mechanism(s)
by which androgen induces prostate cancer cell proliferation and survival.

AR is a Master Regulator of Prostate Cancer Growth and Recurrence

Androgen exerts its biological effects through the androgen receptor (AR), a member
of the nuclear receptor superfamily that acts as a ligand dependent transcription factor
(Fig. 1; Lee et al. 1995; Trapman and Brinkmann 1996). Testosterone is the most abun-
dant androgen in the sera, but in the prostate it is converted to a more potent androgen,
dihydrotestosterone (DHT), through the action of a resident enzyme, 5α-reductase
(Russell et al. 1994; Russell and Wilson 1994). Prior to ligand binding, the androgen
receptor is held inactive through association with heat shock proteins and is precluded
from DNA binding. Ligand binding releases the inhibitory heat shock proteins, and
the receptor rapidly translocates to the nucleus, where it binds DNA as a homodimer
on androgen responsive elements (AREs) within the regulatory regions of target genes
(Trapman and Brinkmann 1996). Furthermore, recruitment of co-activators (which
contain or recruit histone acetylases) and chromatin remodeling complexes facilitate
transcriptional initiation, and AR-dependent gene expression ensues (Gnanapragasam
et al. 2000). The specific combinations of cofactors recruited to AREs provide a mech-
anism for tissue-specific and ligand-specific gene expression. Through these actions,
the AR promotes prostate cancer survival and proliferation (Feldman and Feldman
2001; Trapman and Brinkmann 1996). While the comprehensive cohort of AR target
genes that underlie each outcome has yet to be clearly defined, discovery of at least one
major AR-dependent target gene, prostate specific antigen (PSA; Stephan et al. 2002),
has had a major impact on disease management. Specifically, serum PSA is monitored
clinically to detect early stage disease, track tumor burden, monitor the efficacy of
therapeutic intervention, and detect the emergence of recurrent tumors post-therapy
(Ryan et al. 2006). Thus, readouts of AR activity are critical for the assessment of disease
progression and therapeutic outcome.

Disruption of AR action is the major therapeutic goal for management of metastatic
disease and can be achieved via multiple mechanisms (Feldman and Feldman 2001; Lee-
wansangtong and Soontrapa 1999). First line treatment ablates AR function through
ligand depletion, as achieved through bilateral orchiectomy or through the use of
GnRH agonists. Adjuvant or second line therapies involve the use of direct AR antag-
onists (e.g., bicalutamide) which utilize at least two mechanisms of action (Kolvenbag
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Fig. 1. Androgen signaling and therapeutics in prostate cancer (PCa). Testosterone is converted
to a high affinity ligand for the AR, dihydrotestosterone (DHT), in prostate cancer cells. DHT
binding causes release of inhibitory heat shock proteins (HSP) from AR and subsequently induces
AR homodimer formation, nuclear translocation, and DNA binding to androgen-responsive
elements (ARE) of AR target genes (e.g., prostate specific antigen, PSA). Coactivator recruitment
(Co-Act) facilitates target gene activation. Disruption of AR activity is the primary treatment for
disseminated disease, as achieved by inhibiting androgen synthesis or through the use of direct
AR antagonists that compete with DHT for AR binding and recruit corepressors (Co-Rep) to
block AR function

and Nash 1999). First, these agents compete for DHT binding. Second, selected AR
antagonists trigger the recruitment of transcriptional co-repressors (e.g., NCoR) to
AREs, thereby fostering active repression of AR target gene expression (Hodgson et al.
2005). Examination of tumors treated by androgen ablation, with loss of detectable
serum PSA, revealed heterogeneous responses concerning cell death or cell cycle arrest
amongst dissociated tumor cells. However, this remission is transient, and tumor re-
currence is almost invariably observed (Feldman and Feldman 2001; Leewansangtong
and Soontrapa 1999). Recurrence is typically preceded by a rise in PSA (also called
“biochemical recurrence”; Feldman and Feldman 2001; Trapman and Brinkmann 1996;
Visakorpi et al. 1995), and this observation yielded some of the first evidence that tu-
mor progression is associated with restored AR function, despite sustained androgen
ablation and/or the use of AR antagonists. Indeed, it is now well established that such
“androgen-independent” prostate cancer remains strongly dependent on AR function
and that AR activity has been aberrantly restored in recurrent tumors (Chen et al. 2004;
Cheng et al. 2006).

Restoration of AR function in recurrent tumors is known to occur through multiple
mechanisms (Fig. 2) and in models of cancer is itself causative to resume tumor cell
proliferation and therapeutic relapse. First, AR function can be restored through exces-
sive AR expression (including amplification of the locus), as occurs in approximately
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Fig. 2. Mechanisms of therapeutic resistance. Inappropriate activation of AR drives resistance to
hormone therapy (androgen independence). This is attributed to multiple pathways, including
amplification and mutation of AR, growth factor stimulation, and overexpression of co-activators

30% of recurrent tumors (Chen et al. 2004; Koivisto et al. 1997; Visakorpi et al. 1995).
Second, excessive production of specific AR co-activators is observed (e.g., SRC1, TIF1,
and ARA70), which can sensitize the receptor to a low ligand environment and/or
nullify the effects of AR antagonists (Agoulnik et al. 2005; Gregory et al. 2001; Yeh
et al. 1999a). Third, approximately 8−25% of recurrent tumors harbor somatic, gain-
of-function mutations of the AR, which render the receptor amenable to activation by
a broad spectrum of ligands, including estrogen, progesterone, cortisol, or even some
AR antagonists utilized in therapy (Culig et al. 1993; Taplin and Balk 2004). The first AR
mutation (T877A) described occurs in the coding region of the ligand binding domain
and was identified from patients whose tumors showed a proliferative response to flu-
tamide (Veldscholte et al. 1992). Subsequent studies showed that the T877A mutant can
use flutamide as an agonist rather than an antagonist and underlies the proliferative
response to this antagonist (Masiello et al. 2004). To date, over 600 different mutations
of AR have been described, and further studies have shown that some of these mutants
may also be altered in their requirement for AR cofactors, thus further facilitating
AR activity (http://androgendb.mcgill.ca/). Fourth, AR can be indirectly activated by
other signal transduction pathways commonly deregulated in cancer, including MAPK
and AKT, although the precise mechanisms underlying these events remain incom-
pletely understood (Gao et al. 2006; Yeh et al. 1999b). Lastly, provocative new data have
shown that macrophage invasion into the tumor microenvironment can induce an IL-
1ß-dependent signal transduction cascade that disrupts formation of transcriptional
repressor complexes initiated by AR antagonists, thus converting the antagonist into
an agonist (Zhu et al. 2006).

Combined, these observations support the current hypothesis that AR is a master
regulator of prostate cancer cell proliferation and that androgen ablation/antagonists
regimens induce an environment of selective pressure to restore AR function. Given
the importance of AR as a key determinant of prostate cancer growth and progression,
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it is imperative to dissect the mechanisms by which AR governs cellular proliferation
in prostate cancer cells.

AR Governs the Cyclin D-RB Axis in Prostate Cancer Cells

Analyses of AR-dependent cell cycle progression in prostate cancer cells have shown
that androgen is a critical regulator of the G1-S transition (Fig. 3). Prostate cancer
cells deprived of androgen arrest in early G1 phase, concomitant with loss of cyclin
D1 and cyclin D3 expression, attenuated CDK4 activity (expression unchanged), and
hypophosphorylated/actived retinoblastoma tumor suppressor (RB; Knudsen et al.
1998; Xu et al. 2006). Recent studies revealed that androgen induces D-type cyclin
expression via mTOR-dependent enhancement of translation (Xu et al. 2006). The
ability of androgen to modulate cyclin D translation is distinct from mechanisms
utilized by other hormones. For example, estrogen induces cyclin D1 transcription in
breast cancer cells, through the ability of its cognate receptor (the estrogen receptor,
ER) to directly modulate cyclin D1 regulatory regions (Eeckhoute et al. 2006; Sabbah
et al. 1999). Thus, androgen regulation of early G1 events is specific to this class of
hormone.

In contrast to the D-type cyclins, cyclin E levels remain unchanged by androgen
withdrawal, indicating that alteration of cyclin E expression is not a major mechanism
of androgen action. However, cyclin A levels and overall CDK2 activity are diminished
upon androgen ablation. These data are consistent with the observation that androgen
depletion invokes RB activity, as cyclin A is a well-established target of RB-mediated
transcriptional repression. Furthermore, androgen depletion induces p27Kip1, which
is likely to contribute to the observed reductions in CDK2 activity (Knudsen et al.

Fig. 3. Androgen-dependent regulation of the G1-S transition. Androgen-mediated induction of
G1-S control. Inset data originally appeared in Knudsen et al. (1998)
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1998). This supposition is consistent with more recent findings demonstrating that
low p27Kip1 expression is predictive for shorter time to disease recurrence in prostate
cancer (Halvorsen et al. 2003). Similarly, heterozygous PTEN mouse models of prostate
cancer have p27Kip1 loss, which promotes a tumorigenic phenotype (Gao et al. 2004).
Interestingly, upon re-stimulation with androgen, p27Kip1 is degraded (Ye et al. 1999).
By contrast, p21Cip1 expression is lost upon androgen ablation in prostate cancer cells
in vitro, which correlates with a higher proliferative index in human tumor specimens
(Knudsen et al. 1998; Kolar et al. 2000). Thus, p21Cip1 correlates with androgen stim-
ulation and mitogenic proliferation in prostate cancer. Remarkably, p21Cip1 has been
validated as a direct AR target gene (Lu et al. 1999), and its induction upon androgen
ablation may assist in assembling active CDK4/cyclin D1 complexes (Barnes-Ellerbe
et al. 2004). In summary, these data culminate in a model wherein androgen induces
cyclin D1 accumulation through mTOR, promotes active CDK4/cyclin D1 assembly
through p21Cip1 induction, and facilitates CDK2 activation through degradation of
p27Kip1. These collective events result in RB phosphorylation, de-repression of cy-
clin A expression, and S-phase progression. Based on this knowledge of AR function,
it could be hypothesized that aberrations in the cyclin D-RB axis in cancer could
supplant the requirement for androgen and contribute to disease progression. Investi-
gations challenging this hypothesis have revealed novel roles for the D-type cyclins in
prostate cancer and a critical function for RB in controlling the response to androgen
ablation therapy.

Unique Roles of D-type Cyclins in Prostate Cancer

As described above, the AR uses distinct mechanisms to govern G1-S progression.
However, a multitude of studies have demonstrated that there is crosstalk between
the two pathways, wherein the cell cycle machinery feeds back on AR to control its
action (Fig. 4). The concept that AR is regulated as a function of the cell cycle has been
documented (Martinez and Danielsen 2002), and elements of both the G1 and G2/M
machinery have been implicated in controlling AR function (Chen et al. 2006; Litvinov
et al. 2006). It has recently been shown that AR is degraded in mitosis, and it is suggested
that AR may therefore serve as a potential “licensing factor” for prostate cancer cells
(Litvinov et al. 2006). However, this remains a loose hypothesis and the evidence for
licensing action has not been rigorously addressed. More concrete evidence of cell
cycle regulation comes from recent studies wherein it was shown that CDK1 activity
fosters AR phosphorylation and stabilizes the receptor (Chen et al. 2006), although it
is not clear whether this CDK action is direct. CDK6 has also been implicated as an
activator of AR; this function is strikingly independent of its kinase activity and is
inhibited by cyclin D1 (Lim et al. 2005). This observation is not unexpected, as cyclin
D1 is a well-established inhibitor of AR activity in prostate cancer cells (Knudsen et al.
1999; Petre et al. 2002; Reutens et al. 2001), and aberrations in this process are linked
to significant cellular outcomes (Burd et al. 2006). As such, this pathway has been the
focus of intense research and will be discussed in detail.

Previous studies have clearly demonstrated that androgen stimulates cyclin D1
accumulation and concomitant CDK4 activation (Knudsen et al. 1998; Xu et al. 2006).
However, restoration of cyclin D1 expression under conditions of androgen ablation is
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Fig. 4. Cyclin D1-AR negative feedback loop. Stimulation of AR results in accumulation of
cyclin D1 leading to CDK4 activation and cell cycle progression. Accumulated cyclin D1 atten-
uates AR activity by blocking N-C interactions necessary for AR function or by recruitment of
histone deacetylase 3 (HDAC3). These events result in PSA expression and attenuated androgen-
dependent proliferation. Thus, cyclin D1 modulates the strength and duration of the androgen
response

insufficient to drive androgen-independent proliferation (Fribourg et al. 2000). More-
over, it was observed that modest elevations of cyclin D1 in the presence of androgen
markedly inhibit (rather than enhance) cellular proliferation (Burd et al. 2005; Petre-
Draviam et al. 2003). This unexpected capacity of cyclin D1 to attenuate cell cycle
progression is specific to AR-positive, androgen-dependent prostate cancer cells, thus
suggesting a putative relationship between cyclin D1 and AR function. Detailed ex-
amination of this interaction revealed an unexpected and unique role of cyclin D1 in
control of AR activity.

In addition to its ability to modulate CDK4 kinase activity, increasing evidence
has demonstrated that cyclin D1 harbors CDK-independent functions in controlling
transcription factor action (Coqueret 2002). Cyclin D1 has been shown to directly
interact with and modulate a large number of transcription factors, including v-Myb,
DMP1, Sp-1, and MyoD. However, the largest class of cyclin D1-associated transcrip-
tion factors belongs to the nuclear receptor superfamily, including estrogen receptor
(ERα), hyroid hormone receptor (TR), PPARγ and AR (Coqueret 2002; Ewen and Lamb
2004). In the case of AR, cyclin D1 binds directly to the N-terminus of the receptor
and blocks conformational changes that are required for maximal AR activity upon
ligand activation (N-C interaction; Burd et al. 2005; Petre-Draviam et al. 2005). More-
over, cyclin D1 associates with histone deacetylase 3 (HDAC3), and recruitment of
HDAC activity is essential for its co-repressor functions (Lin et al. 2002; Petre-Draviam
et al. 2005). These actions of cyclin D1 are independent of CDK activity, and a repres-
sor domain within the protein (encoded by amino acids 142-253) has been identified
that is capable of supporting both cyclin D1 co-repressor functions (Petre-Draviam
et al. 2005). The biological consequence of this event is evident, in that even modest
induction of cyclin D1 levels (at stoichiometric levels with the receptor) is sufficient
to suppress both AR activity and androgen-dependent proliferation in AR-positive
prostate cancer cells (Petre-Draviam et al. 2003). As expected, AR-negative prostate
cancer cells are refractory to the repressor function of cyclin D1 (Burd et al. 2006).
These data are consistent with observations that AR activity is highly regulated as
a function of the cell cycle, wherein cyclin D1 levels inversely correlate with AR ac-
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tivity (Martinez and Danielsen 2002). Moreover, in a mouse model of prostate cancer,
cyclin D1 levels decrease as a function of progression, whereas cyclin E levels are el-
evated; this observation led to the hypothesis of a putative “cyclin switch” that may
occur in prostate cancer progression (Maddison et al. 2004a), although this concept
has yet to be validated in human specimens. Based on these collective observations,
it is hypothesized that cyclin D1 serves as a “negative feedback switch” to modulate
androgen-dependent gene expression and concomitant cellular proliferation, thereby
governing the strength and duration of the androgen response. Strikingly, recent anal-
yses indicated that these “balancing” functions of cyclin D1 are disrupted in prostate
cancer (Knudsen 2006).

Cyclin D1 Aberrations in Prostate Cancer:
Localization and Expression

Given the importance of cyclin D1 in proliferative control and its ability to promote
oncogenic transformation (Diehl 2002; Gladden and Diehl 2005; Sherr 1995), several
studies have investigated cyclin D1 status in human prostate cancer. Initially, these stud-
ies compared benign prostatic hyperplasia (BPH) to tumor tissue, but this approach
has become less common with the increasing availability of normal tissue adjacent to
tumor. As summarized in Table 1, cyclin D1 is rarely amplified (Bubendorf et al. 1999;
Das et al. 2005; El Gedaily et al. 2001; Gumbiner et al. 1999; Linja et al. 2001) and most
(but not all) immunohistochemical studies have overwhelming shown that cyclin D1
is elevated in prostate cancer (Aaltomaa et al. 1999; Drobnjak et al. 2000; Han et al.
1998; Kallakury et al. 1997; Kolar et al. 2000; Murphy et al. 2005; Shiraishi et al. 1998;
Shukla et al. 2004). However, elucidation of the relevance of cyclin D1 expression in
prostate cancer has yet to emerge, in part due to the divergent criteria used to define
positive cyclin D1 staining. Furthermore, it has been observed that cyclin D1 may be
localized to the cytoplasm in prostate tumors (Aaltomaa et al. 1999; Han et al. 1998;
Shiraishi et al. 1998). This observation is not entirely unexpected, as cytoplasmic cyclin
D1 staining has been noted in other tumor types (Culhaci et al. 2005; Dhar et al. 1999;
Dworakowska et al. 2005; Hibberts et al. 1999; Kuramochi et al. 2006; Palmqvist et al.
1998; Sato et al. 1999; Temmim et al. 2006; Tut et al. 2001). These complexities, once
resolved, may help to reach a common conclusion concerning the importance of cyclin
D1 in prostate cancer tumorigenesis.

Several studies have concluded that increased cyclin D1 holds no independent prog-
nostic significance (Aaltomaa et al. 1999; Kallakury et al. 1997), but a subset of studies
have documented positive associations between cyclin D1 and proliferative features
such as Ki-67 (Drobnjak et al. 2000; Murphy et al. 2005) and p21Cip1 (Kolar et al. 2000).
Furthermore, p21Cip1 is an important assembly and nuclear translocation factor for
the cyclin D1/CDK4 complex, has been shown to be stimulated by androgen (Knudsen
et al. 1998), and is a validated AR target gene (Lu et al. 1999). Interestingly, unique
roles for p21Cip1 in the cytoplasm have been ascribed (Coqueret 2003), suggesting
that a connection between p21Cip1, AR, and cyclin D1 localization may be important
for prostate cancer progression. These data imply that more study is required and
that cyclin D1 status in conjunction with other clinicopathological variables may have
predictive value.
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Table 1. Cyclin D1 in Human Prostate Cancer

Study Tissue Description (n) Method Result

Amplification

Gumbiner et.al., 1999 BPH (15), Primary (93), RT-PCR Primary (4.3%) amplification
Lymph Node Metastatic (3)

Bubendorf et.al.,1999 BPH (32), Primary (223), FISH Primary (1.2%),
Recurrent (54), Recurrent (7.9%),
Metastatic (62) Metastatic (4.7%) amplification

El Gedaily et.al., 2001 Advanced (27) CGH Advanced (3.7%) amplification,
3 gains at 11q13

Linja et.al., 2001 BPH (9), Primary (30), qPCR No amplification
Refractory (12)

Das et.al., 2005 BPH (33), Primary (46) FISH No amplification,
6 had Bone Metastases 13 gains at 11q13

Expression

Kallakury et.al., 1997 Primary (140), IHC Primary (22.1%),
Metastatic (19) Metastatic (15.8%)

Shiraishi et.al., 1998 Primary (66) IHC Primary (30.3%)
Han et.al., 1998 Primary (50) with IHC Primary (30.0%),

normal adjacent Normal adjacent (18.0%)

Aaltoma et.al., 1999 Primary (187) IHC Primary (71.1%),
Normal adjacent
weakly positive

Drobnjak et.al., 2000 Primary (86), IHC Primary (11.6%),
Bone Metastatic (22) Bone Metastatic (68.2%)

Kolar et.al., 2000 Primary (89) IHC Increased in primary
Shukla et.al., 2004 BPH (3), Primary (6) Western Increased in primary
Murphy et.al., 2005 Normal (40), HGPIN (10), IHC Increased in HGPIN,

Primary (80), AIPC (10) Primary, and AIPC

Toward this end, we recently assessed the expression of cyclin D1 in human
tissue from 38 non-neoplastic, 138 prostate tumors, and three metastatic lymph
node specimens (Comstock and Knudsen, in press). We show that while cyclin D1
expression is low or absent in normal tissue, its levels are increased in the ma-
jority of localized tumors. Surprisingly, four distinct expression profiles were ob-
served in these tumor sets, wherein the largest fraction of cyclin D1-positive tumors
showed cytoplasmic restriction. Expression profiles showed some grade specificity;
nuclear cyclin D1 staining emerged almost exclusively in the higher-grade tumors.
Additionally, PSA expression was lower in the cyclin D1-positive tumors, indicat-
ing that cyclin D1 status may affect expression of serum markers that are depen-
dent on AR activity. The relevance of cyclin D1 status to the proliferative index was
also considered, wherein tumors with predominantly cytoplasmic cyclin D1 exhib-
ited the lowest proliferative index, even as compared to cyclin D1 negative tumors.
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Lastly, nuclear p21Cip1 status was investigated, and p21Cip1 levels frequently asso-
ciated with a more proliferative and predominantly nuclear cyclin D1 phenotype.
Together, these data indicate that cyclin D1 exhibits unique expression profiles in
prostate cancer and that the status and/or localization of cyclin D1 expression may
be associated with meaningful changes in tumor marker expression and proliferative
indices.

Cyclin D1 Aberrations in Prostate Cancer:
G/A870 and Alternative Splicing

While the studies described above indicate a potential role for cyclin D1 dysregulation
in prostate cancer, more substantive demonstration of cyclin D1 alterations in this
disease have emerged from analyses of cyclin D1 polymorphisms and splice variants.
A known polymorphism (G/A870) of the cyclin D1 locus exists and has been potentially
associated with increased cancer risk or poor prognosis for a number of cancers,
including prostate (Koike et al. 2003; Wang et al. 2003). The G/A870 polymorphism
is a silent mutation but alters a splice donor site at the exon 4-intron 4 boundary
(Betticher et al. 1995). Although these data have yet to be directly challenged, the A-
allele is predicted to decrease splicing efficacy and to predispose for the production
of a known alternative transcript, deemed “transcript b” (Knudsen 2006). Recent
investigations revealed that multiple factors (in addition to the polymorphism) likely
govern transcript b production, including a subset of SWI/SNF chromatin remodeling
complexes that utilize the BRM ATPase (Batsche et al. 2006). The factors that promote
production of this alternate transcript are of high interest, as studies have shown
that transcript b may be elevated in tumors and/or independently predictive of poor
outcome (Knudsen et al. 2006; Koike et al. 2003; Wang et al. 2003).

The cellular consequence of transcript b production is profound. As attributed to
a premature stop codon within intron 4, transcript b results in a divergent protein
product, cyclin D1b, which harbors distinct functions from the full-length protein
(Betticher et al. 1995). The C-terminus of cyclin D1b is unique, as the protein lacks
the PEST domain (implicated in the process of protein destabilization) and a phospho-
rylation site Thr286 (which controls nuclear export and subsequent protein turnover;
Betticher et al. 1995). Predicted loss of these domains led to the hypothesis that the
actions elicited by cyclin D1b may be attributed to its increased stability and inability
to be exported from the nucleus (Knudsen 2006). Recent evidence demonstrated that,
while cyclin D1b is indeed largely nuclear, it is not intrinsically more stable (Lu et al.
2003; Solomon et al. 2003). Functional assessment of cyclin D1b in proliferative control
revealed that this protein is a poor activator of CDK4-dependent RB phosphorylation
(Solomon et al. 2003). This finding was unexpected, as the functional domains of cyclin
D1 required to bind and activate CDK4 are conserved in cyclin D1b. While it would be
expected that this deficiency may compromise the oncogenic potential of cyclin D1b, in
fact cyclin D1b is a significantly more powerful oncogene than its full-length counter-
part. Specifically, cyclin D1b has an enhanced ability to induce cellular transformation
of NIH-3T3 murine fibroblasts (Lu et al. 2003; Solomon et al. 2003). Similarly, cyclin
D1-deficient murine embryonic fibroblasts acquired anchorage independence when
cyclin D1b, but not full-length cyclin D1, was reintroduced (Holley et al. 2005). These
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collective observations strongly suggest that cyclin D1b harbors increased oncogenic
activity, although the mechanisms have yet to be discerned.

With regard to transcriptional control, cyclin D1b is significantly compromised in
its ability to regulate estrogen- and androgen-dependent transcription. The ability of

Fig. 5. Cyclin D1b in prostate cancer. (A) The cyclin D1b variant arises from a failure to splice at
the exon 4/intron 4 boundary. (B) The cyclin D1b variant is expressed at high levels in primary and
metastatic lesions of prostate cancer. Data extracted from Burd et al. 2006. (C) Functional analyses
of cyclin D1b show that the protein fails to appropriately regulate AR and yields a proliferative
advantage in AR-dependent cells. (Described in Knudsen 2006)
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cyclin D1 to modulate the ER is dependent on an “LxxLL” (classical nuclear receptor
interaction motif, residues 251 to 255) that is absent in cyclin D1b and therefore has lost
the ability to modulate ER activity (Groh and Knudsen, in preparation). The repressor
domain of cyclin D1 that is required to bind and modulate AR is mostly intact in
cyclin D1b (deletion of amino acids 242-253), but the divergent protein retains the
ability to associate with AR both in vitro and in vivo. However, the cyclin D1b protein is
selectively compromised for AR regulation. As demonstrated by monitoring AR activity
in transient assays and expression of endogenous AR target genes (e.g., PSA), cyclin
D1b is deficient in its ability to regulate AR-dependent transcription. Moreover, cyclin
D1b has lost the ability to attenuate androgen-dependent proliferation (unlike full-
length cyclin D1); by contrast, this divergent protein promoted cell cycle progression
in AR-dependent prostate cancer cells (Burd et al. 2006). Together, these data suggest
that cyclin D1b may confer a growth advantage on AR-positive cells by way of its altered
ability to modulate AR function (Fig. 5).

The concept that cyclin D1b may facilitate tumor development and/or progres-
sion in prostate cancer through a failure to control AR activity is consistent with the
established observations that unchecked AR activity is causative for tumor progres-
sion (Feldman and Feldman 2001; Trapman and Brinkmann 1996; Visakorpi et al.
1995). Moreover, these data suggest that examination of nuclear cyclin D1 status in
tissues should include whether the observed immuno-positivity is attributed to full-
length cyclin D1 or the splice variant. This concern may be especially warranted,
as recent studies have shown that cyclin D1b is elevated in tumor samples or pro-
static intraepithelial neoplasia (PIN) as compared to matched normal tissue from the
same individual. Moreover, high cyclin D1b expression was retained in lymph node
metastases of prostate cancer (Burd et al. 2006), thus indicating that this presumptive
oncogene is likely retained even in late stage disease. Together, these data suggest the in-
triguing hypothesis that cyclin D1b may facilitate prostate cancer development and/or
progression through combinatorial modulation of cell cycle control and androgen-
dependent gene expression. This hypothesis is under active scrutiny, and studies to
address this premise will clarify the consequence of cyclin D1b expression in prostate
cancer.

RB Function in Prostate Cancer and Therapeutic Response

As discussed above, a central cell cycle function of cyclin D1 is to assist in RB inactiva-
tion through CDK4/6-dependent phosphorylation, and androgen stimulation utilizes
discrete mechanisms to initiate RB inactivation. As such, several models have chal-
lenged the impact of RB in the murine prostate. One of the most widely studied rodent
models is the TRAMP (transgenic adenocarcinoma mouse prostate) transgenic line
that utilizes an AR-dependent, prostate specific promoter (probasin) to drive expres-
sion of SV40 large T- and small t-antigens in the luminal epithelia. Depending on
genetic background, these mice develop high grade PIN and/or prostate cancer within
12 weeks of birth and ultimately develop lung and lymph node metastases by 30 weeks
(Gingrich et al. 1997; Greenberg et al. 1995). Androgen deprivation by castration results
in decreased tumor incidence as well as the appearance of androgen-independent dis-
ease (Gingrich et al. 1997). However, it has been noted that these tumors are typically



AR-Cell Cycle Crosstalk in Prostate Cancer 75

neuroendocrine in phenotype. A similar mouse model, LADY, that expresses only large
T-antigen shows less aggressive disease but is also neuroendocrine in phenotype. Neu-
roendocrine prostate cancers are relatively infrequent in humans; however, they tend to
be fairly aggressive and are associated with a poor prognosis (Kasper et al. 1998). Other
transgenic lines expressing the SV40 viral oncogenes also develop neuroendocrine-like
prostate cancers, driven by the Cryptdin-2 or Gγ-globin promoters, but these models do
not appear to progress through an androgen-dependent stage (Garabedian et al. 1998;
Perez-Stable et al. 1997). Thus, while viral oncoproteins that act in part to sequester RB
can induce prostate cancer, the utility of these systems for analyzing the consequence
of RB loss has been limited.

A more specific challenge of RB action in prostate was elucidated by expressing
a mutant of large T-antigen that fails to inactivate p53; this event resulted in PIN
lesions followed by focally invasive, well-differentiated adenocarcinomas (Hill et al.
2005). However, these effects are likely attributed to other factors in addition to RB.
Tissue recombination studies have further defined the role of RB in prostate cancer
progression. Specifically, prostate epithelium from RB-deficient embryonic pelvic vis-
cera, when recombined with wild-type rat urogenital mesenchyme under the kidney
capsule of male nude mice, results in hyperplastic disease in 40% of grafted samples
(Wang et al. 2000). Similarly, conditional RB deletion in the prostate resulted in fo-
cal hyperplasia that is potentially reminiscent of early stage disease (Maddison et al.
2004b). These effects are exacerbated by combinatorial p53 deletion, which results in
fast-progressing metastatic carcinomas of the prostate (Zhou et al. 2006). Thus, these
data show that inactivation of RB may prime prostate cells to become cancerous when
subjected to other insults.

The frequency of RB mutation or deletion in human disease has been investigated.
RB has been shown to be lost or inactivated in approximately 30−60% of prostate
cancers through disparate mechanisms like point mutations in the coding region of
RB gene, deletion in the RB promoter region, loss of heterozygosity (LOH), decreased
RB protein expression levels, and loss of p16INK4a (an upstream regulator of RB path-
way; Brooks et al. 1995; Ittmann and Wieczorek 1996; Jarrard et al. 2002; Tricoli et al.
1996). Despite the prevalence of these events in prostate cancer, very few studies have
addressed the consequence of this event for clinical outcome.

RB is activated upon androgen ablation and, based on cell culture models, this
event plays an influential role in the cytostatic response to androgen withdrawal. For
example, introduction of viral oncoproteins that act in part to sequester RB function
can bypass the androgen requirement in AR-dependent prostate cancer cells (Knudsen
et al. 1998). This supposition is supported by a clinical study that observed abnormally
low RB mRNA in 36% of patients undergoing combined androgen blockade (Mack
et al. 1998). Furthermore, in FISH analysis of genetic aberrations after hormonal
therapy using advanced prostate tumor specimens, loss of the RB locus was almost four
times more frequent after therapy (Kaltz-Wittmer et al. 2000). Combined, these data
indicate that RB inactivation and/or deletion may facilitate the transition to androgen
independence.

A recent study challenged this hypothesis in vitro, through RNA interference-
mediated depletion of RB in AR-dependent prostate cancer cells (Sharma and Knudsen,
submitted for publication). These data revealed that, while RB depletion did not confer
a proliferative advantage in the presence of androgen, RB-deficient cells failed to elicit
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a cytostatic response (as compared to RB-positive isogenic controls) when challenged
with androgen ablation, AR antagonists, or combined androgen blockade. These data
not only indicate that RB ablation can facilitate bypass of first line hormonal therapies
but also afford a mechanism to delineate the molecular underpinnings of therapeutic
resistance. These studies were extended to determine the impact of RB loss on the
response to second line chemotherapeutic intervention, as studies in other cell systems
have suggested that loss of RB-dependent DNA damage checkpoints can sensitize cells
to cytotoxic agents (Harrington et al. 1998; Knudsen et al. 1998). Indeed, RB-depleted
prostate cancer cells demonstrated enhanced susceptibility to cell death induced by
a select subset of chemotherapeutic agents (anti-microtubule agents and topoisomerase
inhibitor). Combined, these data indicate that RB status may be a critical determinant
of therapeutic response in prostate cancer.

Conclusions

The clinical challenges in prostate cancer center on controlling the action of the AR,
which is required for both tumor development and disease progression. Selective
pressure brought on by androgen ablation typically results in a bypass mechanism
to activate the receptor in the absence of ligand and thereby restore AR-dependent
cellular proliferation. Thus, dissecting the mechanisms by which AR governs cell cycle
progression is instrumental for the design of new strategies to treat recurrent disease.
It is apparent that activated AR impinges on the cyclin D1-RB axis to control G1-S
progression, and emerging evidence indicates that cross talk between AR and the
G1-S machinery serves as an important modulatory node to control the androgen
response. Aberrations in these processes can facilitate androgen-independent cellular
proliferation and likely contribute to the development of recurrent disease. Future
investigations into the consequence of cyclin D1 and RB function in prostate cancer
are likely to lead to new avenues of therapeutic intervention.
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Pituitary Trophic Status as a Tumorigenic Determinant

Vera Chesnokova1, Run Yu1, Anat Ben-Shlomo1, and Shlomo Melmed1

Pituitary tumors are commonly encountered, benign adenomas that arise from cells
of the anterior pituitary gland. These tumors arise from highly differentiated cells ex-
pressing unique hormone gene products, including growth hormone, prolactin, ACTH,
TSH, FSH and LH. They may be functional and actively secrete hormones, leading to
characteristic clinical features including acromegaly, Cushing’s disease, features of hy-
perprolactinemia or, rarely, hyperthyroidism. Commonly, they are nonfunctional, lead-
ing primarily to hypogonadism and compressive pituitary failure. These monoclonal
neoplasms account for ∼15% of all intracranial tumors, and malignant transformation
very rarely occurs (Melmed 2003). The direct pathogenesis of these tumors remains
elusive, and genetic, cellular, animal and human pathologic models have been devel-
oped to further understand pituitary tumor origins. Overall, the body of reported work
indicates that the etiology of these tumors reflects disordered hypothalamic hormone
action, intrapituitary growth factor or oncogene dysfunction, or aberrant peripheral
hormone feedback control. Several lines of evidence support the notion that pituitary
cell trophic status – i.e., hypotrophic, normal or hypertrophic – is an important de-
terminant of pituitary adenoma development. Understanding mechanisms subserving
pituitary cell proliferation provides insight into the unique pathogenesis of pituitary
growth disorders, including tumors, hyperplasia, hypoplasia, and genetic disorders of
pituitary function – all of which are associated with aberrant pituitary cell growth.

Mature, hormone-secreting anterior pituitary cells do not replicate appreciably
and exhibit slow turnover rates. Subsequent postnatal alterations in pituitary size are
determined throughout the life span by both extrinsic and intrinsic factors. Pituitary
hyperplasia may be caused by several factors, including loss of negative feedback by
peripheral organ failure (e.g., thyroid adrenal or gonad), pregnancy, estrogen treat-
ment and hypothalamic hormone excess. The latter is exemplified by carcinoid (and
other neuroendocrine tumors) elaborating ectopic GHRH, which stimulates pituitary
somatotroph cell growth and growth hormone hypersecretion. Intriguingly, pituitary
tumors do not arise with appreciably higher frequency during pregnancy or estrogen
treatment, despite significant pituitary gland expansion under these conditions. There
is, however, the plausible theory that discrete pituitary adenomas arise in focal areas of
pituitary hyperplasia that are no longer evident by the time the adenoma is resected and
available for pathologic assessment. In fact, normal pituitary tissue surrounding pitu-
itary adenomas is usually not hyperplastic. In contrast to humans, pituitary adenomas
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in mice are often preceded by pituitary hyperplasia. Thus, upregulated pituitary-driven
growth factors or oncogenes result in well documented pituitary hyperplasia prior to
discrete adenoma development in transgenic mice. Pituitary hypoplasia is encountered
in mice and humans with developmental defects, including transcription factor mu-
tations (e.g. Pit-1, Prop-1), and pituitary mass generally shrinks with age. Hereditary
or sporadic mutations leading to pituitary hypoplasia may lead to structural defects,
with commonly associated anterior pituitary hormone deficits and clinical features of
growth, thyroid, adrenal, and or reproductive failure. Alternatively, pituitary hypopla-
sia may be associated with no appreciable pituitary hormone deficiency.

Uniquely, pituitary carcinomas are extremely rare, and the commonly seen pituitary
neoplasms are invariably benign. In discrete, wellcircumscribed pituitary adenomas,
mitotic activity is relatively low even in aggressively growing tumors. True extrapi-
tuitary distant metastases have only been documented in a very limited number of
reports worldwide. Therefore, a diagnosis of pituitary adenoma is highly unlikely to
be associated with malignancy. This finding contrasts with tumors arising from more
rapidly replicating tissues, such as the gastro-intestinal tract, in which the cascade of
benign to malignant transformation is not uncommonly encountered.

Senescence, or proliferative arrest, may be due to aging or to replicative arrest in
response to external stresses, including UV radiation or hypoxia. The latter form of
senescence is mediated by oncogene pathways. Cellular senescence is characterized by
activation of the ARF/p53/p21 or Rb/p16 senescence pathways, as well as up-regulation
of cell cycle progression inhibitors, including p19ARF (p19), p21Cip1 (p21) and p16INK4A

(p16). As in vivo senescent markers are preferentially expressed in benign but not in
malignant adenocarcinomas, we hypothesize that pituitary senescence accounts for
the overwhelming predominance of benign vs. malignant pituitary tumors. We present
evidence favoring this hypothesis derived from the Pttg-null mouse.

PTTG is a mammalian securin protein that restricts separase activity in separating
sister chromatids during mitosis. PTTG acts to inhibit separase, which cleaves sister
chromatids with fidelity during mitosis (Zhou et al. 1999). PTTG is overexpressed in
several endocrine (pituitary, thyroid, breast) tumors, as well as in colon cancer. PTTG is
also a powerful transforming gene, regulates angiogenesis, and acts as a transcriptional
activator. Overall genomic stability requires intact PTTG function and appropriate,
cell cycle-related intracellular stability and degradation. PTTG1 abundance correlates
with tumor invasiveness and size, and the protein is induced during early phases of
estrogen-induced rat prolactinoma development. PTTG is reported to be a prognostic
indicator for thyroid cancer, lymph node invasion and breast cancer recurrence, and
for colorectal cancer invasiveness (Heaney et al. 1999). PTTG1 transcriptional actions
include binding to p53, inhibiting p53 transcriptional activity and interacting with
Ku, the regulatory subunit of DNA-dependent protein kinase, activating c-Myc and
inducing bFGF.

How in fact PTTG1 overexpression mediates tumorigenesis, and the functional
mechanisms underlying cellular PTTG1 action are still unclear.

Pituitary-directed transgenic Pttg over-expression results in focal pituitary hyper-
plasia and adenoma formation. When driven by the pituitary specific α-glycoprotein
subunit (αGSU) promoter, overexpressed transgenic PTTG causes LH, GH and TSH-
secreting adenomas with respective trophic hormone hypersecretion (Abbud et al.
2005). High LH levels lead to elevated testosterone, and transgenic mice harboring
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GH-secreting adenomas express high IGF-I levels. These dysfunctions are associated
with profound prostatic and seminal vesicle hypertrophy. Mice lacking Pttg exhibit pi-
tuitary and pancreatic hypoplasia. These mice develop male-selective, insulin-secreting
islet β cell proliferation arrest, markedly decreased β cell mass and turnover, hypo-
insulinemia, and ultimately hyperglycemia (Wang et al. 2003). These animals exhibit
no evidence of auto-immune infiltrative pancreatic processes; neither do they show
peripheral insulin signaling defects. The tissue-selective impact of Pttg deletion, i.e.,
pituitary, pancreatic, and splenic hypoplasia, in the face of apparently intact early post-
natal functional differentiation of these glands, is intriguing. Pttg is therefore required
for cell replication in “slow turnover” tissues. Furthermore, redundant securin systems
are likely operative to compensate for Pttg loss in more rapidly replicative tissues. MEFs
derived from these animals also exhibit triradial and quadriradial chromosomes and
premature centromere separation. These latter findings are consistent with aneuploidy
and support the critical role of PTTG in assuring that sister chromatid separation oc-
curs with fidelity. The pituitary glands in these mice are hypoplastic, with diminished
BrdU incorporation, low Ki67 expression levels, and low weight. Pttg deletion leads to
pituitary p21Cip1 induction with slowing of young pituitary gland proliferation. Pttg−/−

mice were therefore crossbred with Rb+/− mice, which usually develop pituitary tu-
mors at high penetrance. The resultant compound Pttg−/−Rb+/− transgenic knockout
animals are apparently protected from pituitary tumor formation. Rb+/− mice develop
pituitary tumors with almost 100% penetrance, whereas only 30% of doubly mutant
Rb+/− mice with deleted Pttg develop later pituitary tumors (Chesnokova et al. 2005).

The ARF/p53/p21 senescence pathway (Campisi 2005) is activated in the Pttg−/−

pituitary gland, and pituitary anti-apoptotic Bcl-2 protein levels were elevated in both
Pttg−/− and doubly mutant Rb+/−Pttg−/− animals, consistent with senescent features.
Pttg deletion results in reduced RB phosphorylation at Ser807/811, a residue prefer-
entially phosphorylated by cyclin E-Cdk2 complexes. Overall, the senescent changes
observed in Pttg-deficient pituitary glands lend support to the requirement of PTTG
for mature rather than embryonic pituitary cell cycle progression and proliferation.
The observed senescent changes are consistent with the small pituitary size and de-
creased Pttg−/− pituitary cell proliferation. As Pttg-dependent pituitary senescence is
not associated with telomerase dysfunction, the observed pituitary senescence path-
way is likely not characterized by premature aging. Senescence can be triggered by
aneuploidy or DNA damage, and Pttg deficiency triggers aneuploid features and DNA
damage-signaling genes are also activated. We surveyed PTTG1 effects on 20,000 gene
promoters by ChIP-on-Chip assay and showed that PTTG1 acts as a global transcription
factor. PTTG1 regulates the G1/S transition by coordinating with Sp1, by directly inter-
acting with cell cycle regulating proteins, including p21 and CCND3. These functions
may underlie the transforming activity of PTTG.

ChiP and EMSA assays performed in AtT20 mouse pituitary corticotrophs ex-
pressing high Pttg levels showed that PTTG was recruited to the p21 promoter region,
(1–120 nt upstream from the transcription start site). Endogenous Sp1 also associated
with PTTG, suggesting that PTTG regulates p21 promoter activity by binding to an Sp1-
binding site. Results of ChIP-on-Chip analysis showed that PTTG1 bound to 746 gene
promoters and the transcriptional pattern analysis showed that PTTG1 interacted with
Sp1 (p < 0.000001). These findings were confirmed by co-immunoprecipitation and
His-pull down assays and EMSA, which mapped the interaction domains between
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Fig. 1. Pttg deletion decreases pituitary weight, cell proliferation and pituitary tumor incidence
in Rb+/- mice. (a) Pituitary weight of 2-month-old pre-tumorous Rb+/+Pttg+/+, Rb+/−Pttg+/+,
Rb+/+Pttg−/− and Rb+/−Pttg−/− mice. Each value represents mean ± SE (n = 10−20 mice/group).
(b) Ki67 labeling index in 4-week-old Rb+/+Pttg+/+, Rb+/−Pttg+/+, Rb+/+Pttg−/− and Rb+/−Pttg−/−

mice. Each value represents mean ±SE (10 fields/animal; n = 3 animal/genotype analyzed); ∗∗,
P < 0.01 in Rb+/+Pttg−/− mice vs three other genotypes. (c) Development of pituitary tumors in
Rb+/+Pttg+/+, Rb+/−Pttg+/+, Rb+/+Pttg−/− and Rb+/−Pttg−/− mice over time. n = total number
of animals sacrificed. Kaplan–Meier survival analysis (log-rank test) of the time of death with
evidence of pituitary tumor in the different genotypes showed significant differences between
Rb+/−Pttg−/− and Rb+/−Pttg+/+ (P < 0.01), between Rb+/−Pttg−/− and Rb+/+Pttg−/− (P < 0.05),
and between Rb+/−Pttg+/+ and Rb+/+Pttg−/− mice (P < 0.01)

PTTG1 and Sp1, showing that the N-terminus binds to Sp1 whereas PTTG1 C-terminus
is important for modulating Sp1 activity. Whether or not Sp1 binding on the cyclin
D3 promoter is directly regulated by PTTG1 requires further investigation. PTTG1 and
Sp1 also act in coordination in the G1/S phase transition. As Sp1 also regulates PTTG1
gene transcription, and the PTTG1 promoter has four potential Sp1 binding sites, the
presence of an auto-feedback mechanism between Sp1 and PTTG1 has been suggested.
Further support for this mechanism was gleaned from G1/S phase, genetically aberrant
cells, including p21−/− HCT116 human colon cancer cells and Rb+/− MEFs, which con-
firmed the PTTG1 requirement for cell transformation and further suggested a G1/S
phase role for PTTG1 in enabling cell transformation. Therefore, in addition to PTTG1
functioning as a securin protein playing a role in the G2/M phase transition, the protein
plays a role in G1/S. PTTG1 regulation of the G1/S phase transition may therefore be
an underlying mechanism for PTTG1 transforming activity.
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The unique requirement of replicative endocrine tissue for Pttg implies that slow
adaptive cell cycle progression is controlled by mechanisms distinct from the rapid
cell cycle of skin or digestive tract regenerative tissues. This finding is consistent
with clinical observations that tumors arising from the pituitary and from pancreatic
islets rarely exhibit malignant phenotypes, whereas carcinomas frequently arise from
actively regenerative tissues. Thus, in the pituitary of Pttg-null mice, activation of the
ARF-p53-p21 senescence pathway may explain the observed pituitary hypoplasia as
well as the underlying restraint of pituitary tumor development in Pttg-null mice.

Pttg-null mice are therefore reflective of a robust in vivo model for pituitary hy-
poplasia and premature senescence. Cross-breeding these animals with mice null for
other cell cycle and senescence-related proteins, including p21 or p27, will provide fur-
ther mechanistic insights into the pathogenesis of pituitary senescence. Thus, dissecting
the respective roles of these proteins will allow a clearer definition of the mechanisms
for trophic control of the pituitary gland cell cycle in health and disease. As senes-
cence restrains cell growth, pituitary senescence may be protective for the exceedingly
rarely encountered human malignant pituitary neoplasms. Pituitary senescence should
therefore be considered as a trophic modulator underlying the overwhelmingly benign
nature of pituitary tumors.
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p27 Regulation by Estrogen and Src Signaling
in Human Breast Cancer

Joyce Slingerland

Summary

p27 is a key regulator of G1 to S phase progression. It inhibits cyclin E-Cdk2 in G0
and early G1 and promotes the assembly and activation of D-type cyclin-dependent
kinases (cdks). While the p27 gene is rarely mutated in human cancers, p27 action
is impaired in breast and other human cancers through accelerated p27 proteolysis,
sequestration by cyclin D-cdks and p27 mislocalization in tumor cell cytoplasm. In
cancers, reduced p27 protein reflects tumor de-differentiation and is associated with
high histopathologic tumor grade. Reduced p27 is an indicator of poor patient outcome
in primary human breast cancers. Following estrogen binding to the estrogen receptor
(ER), p27 is regulated by the rapid transient ER-mediated activation of Src and signaling
pathways. This review will focus on mechanisms of p27 regulation in normal cells and
how Src activation may deregulate p27 in breast and other human cancers. The relevance
of this pathway to antiestrogen therapy of breast cancers will also be reviewed.

Cell Cycle Regulation of G1 to S Phase

Progression through the cell cycle in mammalian cells is governed by a family of
serine-threonine kinases, the cyclin-dependent kinases (cdks; Sherr 1994; Sherr and
Roberts 1995; Reed et al. 1994). Cdk activity is regulated by positive and negative
phosphorylation events, by binding of cyclins that serve as positive regulatory subunits
and by negative regulators known as Cdk inhibitors (Reed et al. 1994; Sherr and Roberts
1999). G1- to S-phase progression is regulated by D-type cyclin cdks in early G1 and
also by the activation of cyclin E- and cyclin A-dependent Cdk2 complexes promoting
S phase entry and progression.

There are two families of cdk inhibitors in mammalian cells based on structure
and cdk targets (Sherr and Roberts 1995; Slingerland and Pagano 2000; Sherr and
Roberts 1999). Members of the inhibitor of cdk4 or INK4 family, p15INK4B, p16INK4A,
p18INK4C and p19INK4D, specifically bind cdk4 and cdk6, leading to cyclin D dissociation
and kinase inhibition. The kinase inhibitor protein or KIP family members, p21CIP1,
p27Kip1, and p57Kip2, bind and inhibit cyclin E-Cdk2 and cyclin A-Cdk2 complexes.
KIP members serve a dual function in G1 to S phase: they inhibit Cdk2 in G0 and
early G1 but also facilitate the assembly and nuclear import of cyclin D-cdk4 and cdk6
complexes (LaBaer et al. 1997; Cheng et al. 1999).
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Regulation of the Cell Cycle Inhibitor, p27KIP1

p27Kip1 (hereafter p27) was first discovered as an inhibitor of cyclin E-Cdk2 and
cyclin A-Cdk2 in cells arrested by transforming growth factor-β (TGF-β), by contact
inhibition, and by lovastatin (Koff et al. 1993; Hengst et al. 1994; Polyak et al. 1994;
Slingerland et al. 1994). p27 levels and activity increase in response to differentiation
signals (Hengst and Reed 1996; Wang et al. 1996; Durand et al. 1997), to loss of adhesion
to the extracellular matrix (Koyama et al. 1996; StCroix et al. 1998; Watanabe et al.
1996; Fang et al. 1996; Assoian 1997; Radeva et al. 1997), and on signaling by growth-
inhibitory factors such as TGF-β (Koff et al. 1993; Polyak et al. 1994; Slingerland et al.
1994).

p27 acts in G0 and early G1 to inhibit cyclin E-Cdk2. p27 mRNA levels are constant
throughout the cell cycle (Hengst and Reed 1996). p27 protein levels are maximal in
quiescence, and estrogens and other mitogens stimulate p27 loss during G0- to S-phase
progression, leading to cyclin E-Cdk2 activation. As cells exit quiescence, p27 that is
bound to cyclin E must be degraded and newly synthesized cytoplasmic p27 together
with p21 facilitate the assembly and import of cyclin D-cdk complexes. These effects are
regulated by changes in the phosphorylation of p27 (Sheaff et al. 1997; Vlach et al. 1997;
Ciarallo et al. 2002). On exit from quiescence, p27 levels fall rapidly due to a dramatic
decrease in p27 translation and activation of p27 proteolysis.

Several mechanisms regulate p27 levels in G0 to S phase. p27 translation is maximal
in G0 and falls abruptly as cells exit G0 (Gopfert et al. 2003; Hengst and Reed 1996;
Agrawal et al. 1996). p27 proteolysis is activated early in G1, with the p27 t1/2 falling
five- to eight-fold with passage from G0 to S phase (Pagano et al. 1995; Malek et al.
2001). At least four pathways regulate p27 degradation. In late G1 through S and into
M phase cells, p27 is degraded by the SCFSkp2 ubiquitin ligase. The recognition of p27
by the F-box protein Skp2, a component of the SCF-ubiquitin ligase, is activated by
cyclin E-Cdk2-dependent p27 phosphorylation at T187 (Pagano et al. 1995; Sheaff et al.
1997; Vlach et al. 1997; Montagnoli et al. 1999). In early G1, T187-independent p27
proteolysis occurs by both Skp2-dependent (Malek et al. 2001) and Skp2-independent
(Hara et al. 2001) pathways. In early G1, p27 phosphorylation at S10 promotes p27-
CRM1 binding and nuclear p27 export (Rodier et al. 2001; Ishida et al. 2002; Connor
et al. 2003). Proteolysis of cytoplasmic p27 in G1 involves KPC-1 ubiquitin ligase (Hara
et al. 2005; Kamura et al. 2004). Rapid S10-independent p27 proteolysis may also occur
in the nucleus in early G1 (Rodier et al. 2001). In quiescent cells, p27 proteolysis requires
an intact p27-cyclin-Cdk binding motif (Besson et al. 2006).

The multiple mechanisms regulating p27 degradation act together to promote
the loss of p27 that is required for S phase entry. The initial mitogen-stimulated,
and potentially export-linked, phase of p27 degradation in early G1 would allow an
incremental activation of cyclin E-Cdk2, which is then followed by rapid, progressive
Cdk2 activation as activated cyclin E-Cdk2 mediates T187 phosphorylation-dependent
p27 degradation in late G1 and S phase.

Switching p27 from Inhibitor to Substrate of Cyclin-Cdk2 Complexes

p27 is frequently inactivated in human cancers through accelerated p27 proteolysis.
Reduced p27 is an independent marker of poor breast cancer prognosis that is correlated
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with higher tumor grade (reduced differentiation) and shorter disease-free survival
(Alkarain et al. 2004). It has been recognized for at least a decade that p27 acts both as
an inhibitor and as a substrate of cyclin E-Cdk2(Vlach et al. 1997; Sheaff et al. 1997).
In G0 and early G1, p27 is tightly associated with cyclin E-Cdk2 and inhibits Cdk2
kinase activity. In contrast, in late G1, p27 becomes a substrate for cyclin E-Cdk2 and
T187 phosphorylation of p27 promotes its binding to the SCF ligase mediating p27
degradation.

While cyclin E-Cdk2 phosphorylation of T187 targets p27 for SCFSkp2-mediated
proteolysis in late G1, the mechanisms permitting initial cyclin E-Cdk2 activation
in early G1 despite the persistent abundance of its inhibitor presented a puzzle. We
postulated that mitogen-mediated changes in p27 phosphorylation would lead to a shift
in its function, weakening its association with Cdk2 to impair its inhibitor action on
Cdk2. In cancers, activation of oncogenes could shift p27 phosphorylation such that
a form of p27 with reduced Cdk2 inhibitory action could predominate. In cancer cell
lines that overexpress ILK, Her2 or MEK oncogenes and in TGF-β resistant cells, we
had observed altered p27 phospho-isoforms bound to cyclin-Cdk2 complexes that
had reduced cyclin E-Cdk2 inhibitory function (Florenes et al. 1996; Ciarallo et al.
2002; Radeva et al. 1997; Donovan et al. 2001; Ciarallo et al. 2002). We postulated that
such intermediate forms of p27 could facilitate the transition of p27 from inhibitor to
substrate of cyclin E-Cdk2. Recent data from our group and from that of Hengst et al.,
now provide evidence that Abl and Src family-mediated tyrosine phosphorylation of
p27 can reduce its inhibitory function for cyclin E-Cdk2 and facilitate p27 proteolysis
(Chu et al. 2007; Grimmler et al. 2007).

Src is Frequently Activated in Human Breast Cancers

cSrc activates mitogenic signaling in normal and malignant cells (Thomas and Brugge
1997) to regulate cell proliferation, survival, metastasis, and angiogenesis (Ishizawar
and Parsons 2004). Many human cancers, including breast, prostate, lung, colorectal,
and ovarian carcinomas, show increased cSrc levels or activity when compared to
adjacent normal tissues (Chen et al. 2006; Irby and Yeatman 2000; Biscardi et al. 2000).
Src activation is often associated with increased disease stage (Frame 2002). We stained
482 primary human breast cancers for the phospho-activated form of Src (pY416-Src)
and observed Src activation in 39% of these cancers (Chu et al. 2007).

Activating Src mutations are relatively rare in human cancers (Irby et al. 1999) and
Src activation more commonly arises through oncogenic activation of receptor tyrosine
kinases (RTK), including EGFR, Her2/ErbB2, IGF-1R, colony stimulating factor-1 and
hepatocyte growth factor receptor. Reduced phosphorylation of its negative regulatory
site, SrcY530, can also activate Src (Chen et al. 2006). The receptor tyrosine kinases,
EGFR and Her2/ErbB2, both bind Src to catalyze mutual kinase activation. cSrc and
EGFR family members are over-expressed in up to 70% of primary human breast
cancers (Ishizawar and Parsons 2004; Biscardi et al. 2000). Inhibition of cSrc has been
shown to block the effects of EGFR and Her2 on cell proliferation (Belsches-Jablonski
et al. 2001; Biscardi et al. 1999). cSrc is also activated by estrogen binding to the es-
trogen receptor (ER) in human breast cancer cells. Estrogen:ER binding stimulates
rapid transient recruitment of cSrc, Shc activation and MAPK signaling (Migliaccio
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et al. 1996). Liganded ER rapidly stimulates Src and further recruits receptor tyrosine
kinases, Her2, EGFR (Chu et al. 2005) and IGF-1R (Song et al. 2004) to promote cell
cycle progression.

Src Regulates the Inhibitory Action of p27 for Cdk2
and Facilitates p27 Proteolysis

We recently showed that cSrc can phosphorylate p27 in vitro and in vivo at both
tyrosine 74 (Y74) and tyrosine 88 (Y88). p27 phosphorylation at the third tyrosine
Y89 appears to be less important. A mutation converting p27Y89 to F reduced in
vitro Src phosphorylation of p27 only modestly, and transfected p27Y89F showed
little loss of overall phosphor-tyrosine content in vivo compared to p27WT. Hengst’s
group also demonstrated that p27 is phosphorylated by Abl kinase both in vivo and
in vitro, primarily on Y88. Abl-phosphorylated p27 also did not show much reactivity
with αpY89-specific antibodies (Grimmler et al. 2007). The Y89 site may modulate the
efficiency of phosphorylation of the other two sites.

Src-phosphorylated p27 inhibited cyclin E-Cdk2 poorly in vitro, and Src transfec-
tion reduced cyclin E-Cdk2-bound p27. cSrc activation and Src-p27 co-precipitation
preceded loss of p27-bound cyclin E-Cdk2 and loss of total p27 during G1 progression.
Src induction increased pT187p27 and decreased p27 half-life.

Both p27Y74 and p27Y88 form contacts with Cdk2. The partial crystal structure of
cyclin A-Cdk2-bound p27 showed that the region of p27 between Y74 and Y88 forms
a clamp around the N-lobe of Cdk2 (Russo et al. 1996). Y74 is partially buried in the
N-terminal β-sheet of Cdk2 and forms hydrophobic interactions with amino acids on
the Cdk2 N-lobe. The aromatic ring of p27Y88 forms Van der Waals contacts with Cdk2,
and its hydroxyl group forms hydrogen bonds with Cdk2 (Russo et al. 1996). p27Y88
occupies the catalytic cleft of Cdk2 and mimics the contacts made by the purine base
of ATP (Russo et al. 1996).

Grimmler et al. (2007) provided NMR data to indicate that Y88 phosphorylation
of p27 causes the 310 helix of p27 to be ejected from the catalytic cleft of Cdk2.
This finding provided an explanation for the reduced inhibitory action of p27 toward
cyclin E-Cdk2 following Src kinase pre-treatment in vitro. Src-phosphorylated p27
showed a decreased steady state association with cyclin E-Cdk2 both in vitro and fol-
lowing co-transfection of p27WT with activated Src in vivo. Phosphorylation of Y74
together with Y88 appears to mediate loss of p27 inhibitory activity against cyclin
E-Cdk2 and to promote dissociation of p27 from the Cdk2 complex. Taken together,
these data support the notion that Src phosphorylation of p27 would impair the in-
hibitory action of p27 toward Cdk2, thereby facilitating cyclin E-Cdk2-dependent p27
proteolysis.

The specific intracellular tropisms of different tyrosine kinases toward the three
pY sites on p27 remain to be determined. Activation of different tyrosine kinases may
have different consequences in vivo on p27 function and stability. Further studies will
be needed to define whether other cellular tyrosine kinases may also regulate these
p27 sites in vivo in response to growth factor and hormonal stimulation. In certain
cancers, constitutive Y88 phosphorylation, without concurrent Y74 phosphorylation,
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may permit activation of p27-associated cyclin-Cdk2. NMR structural data support
this model (Grimmler et al. 2007).

p27 is Required for G1 Arrest by Antiestrogens
in ER-positive Breast Cancers

As noted above, estrogen:ER binding has been shown to recruit Src and mediate
activation of Ras, MEK and MAPK in a Shc-dependent manner (Migliaccio et al. 1996;
Song et al. 2004). It has been known for over two decades that estrogen stimulates both
G1 to S progression and recruitment of quiescent cells into cycle (Sutherland et al.
1983; Musgrove and Sutherland 1994). Estrogen stimulation of quiescent MCF-7 breast
cancer cells causes a loss of p21 and p27 and of their binding to cyclin-Cdk2 to mediate
cell cycle entry (Cariou et al. 2000).

Estrogen:ER-mediated Src activation appears to be a major effector of estrogen-
driven 27 proteolysis. In both breast cancer lines and in 482 primary human breast
cancers, we showed that Src activation was statistically correlated with reduced nu-
clear p27 levels. Src was rapidly activated by estrogen, and Src-p27 binding preceded
the loss of cyclin E-Cdk2 from p27 and p27 proteolysis prior to S phase entrance. Src
inhibition or transfection with Src siRNA increased p27 stability, and Src induction
increased cellular pY74p27 and pT187p27 and reduced p27 stability. Src-mediated ty-
rosine phosphorylation of p27 would reduce the inhibitory action of p27 on cyclin
E-Cdk2, liberating this kinase to phosphorylate its bound inhibitor at T187, promoting
p27 ubiquitination and degradation (Pagano et al. 1995; Sheaff et al. 1997; Carrano et al.
1999). Hengst’s group showed that tyrosine phosphorylation of p27 by Abl facilitated
subsequent phosphorylation of p27 at T187 by cyclin A-Cdk2; thus pYp27 appears to
be more readily phosphorylated by cyclin-Cdk2 compared to non-phosphorylated p27
(Grimmler et al. 2007). Thus, estrogen:ER activation of Src and tyrosine phosphoryla-
tion of p27 would drive the transition of p27 from inhibitor to substrate of cyclin-Cdk2
to promote p27 proteolysis.

p27 is Required for Therapeutic Effects of Antiestrogens

Approximately one third of human breast cancers express detectable levels of ERα pro-
tein and a majority of these can be treated effectively with ER-blocking drugs, including
tamoxifen and fulvestrant, or aromatase inhibitors that deprive the tumor of circulat-
ing estrogen. Despite initial responsiveness, antiestrogen resistance usually develops
and limits treatment efficacy. Estrogen deprivation or therapeutic ER blockade by the
drugs tamoxifen or fulvestrant (ICI182780) leads to G0/G1 arrest with an accumula-
tion of p21 and p27 and cyclin-Cdk2 inhibition. The cell cycle inhibitors, p27 and p21,
are essential for the clinical efficacy of antiestrogens (Cariou et al. 2000; Carroll et al.
2000). When p21 or p27 expression was inhibited by antisense oligonucleotides, cells
whose proliferation had been blocked by tamoxifen or ICI182780 re-entered the cell
cycle. Depletion of either p21 or p27 mimicked the effect of estrogen to stimulate cell
proliferation, indicating that both of these cell cycle inhibitors are essential mediators
of the therapeutic cell cycle arrest by tamoxifen on breast cancer (Cariou et al. 2000).
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Tamoxifen resistance is associated with high levels of expression or activation
of the EGFR or Her2 family in primary breast cancers. EGFR and Her2/ErbB2 over-
expression can confer tamoxifen resistance in culture (Benz et al. 1992; Pietras et al.
1995; Donovan et al. 2001). Src activation can also lead to tamoxifen resistance in breast
cancer lines. Many hormone-resistant variants of MCF-7 have constitutive activation
of the MEK/MAPK pathway (Donovan et al. 2001). In these lines, MEK inhibition
with U0126 (Donovan et al. 2001) restored sensitivity to growth arrest by fulvestrant
(ICI 182,780) and by tamoxifen. Antisense inhibition of p27 expression abolished this
sensitivity, confirming the importance of p27 in this antiestrogen-mediated arrest.
Moreover, transfection of constitutively activated MEK into hormone-sensitive cells
induced loss of p27 and resistance to antiestrogen-mediated cell cycle arrest. Inhibition
of Her2 and EGFR action using lapatinib has also been shown to restore response to
tamoxifen or fulvestrant in three different partially resistant, ER-positive breast cancer
cell lines (Chu et al. 2005).

A Role for Src Inhibitors in Treatment of Antiestrogen-resistant
Breast Cancer

As noted above, antiestrogens that block the ER or deprive breast cancer cells of
estrogen represent important therapeutic tools in breast cancer treatment. As noted
above, p27 is required for G1 arrest by tamoxifen or estrogen deprivation (Cariou et al.
2000). Since activated receptor tyrosine kinases such as EGFR and Her2 recruit and
activate Src, and given our observation that Src impairs the Cdk2 inhibitory action
of p27, we tested whether Src inhibition could restore antiestrogen responsiveness to
resistant lines.

In three different Src-activated, ER-positive breast cancer lines, Src-inhibitory doses
of AZD0530, an orally available dual inhibitor of Abl and Src family kinases (Ple et al.
2004; Hiscox et al. 2006), or ER-saturating doses of tamoxifen, when given alone, each
only partly reduced the percentage of S phase cells. AZD0530 together with tamox-
ifen increased p27, inhibition of cyclin E-Cdk2, and G1 arrest. In contrast, addition
of AZD0530 together with tamoxifen to two other cell lines lacking Src activation did
not reduce cell proliferation below that observed with tamoxifen alone. In our analysis
of primary human breast cancers, we found that a little over one third of ER-positive
cancers (127/339 or 39%) showed high Src activity scores (Chu et al. 2007). This pro-
portion fits the known observation that about one third of ER-positive cancers will
manifest de novo resistance to antiestrogen treatments. The observed rate of tamox-
ifen resistance and our observation that Src inhibition could restore cell cycle arrest
by tamoxifen in partially resistant tumors raise the provocative possibility that Src
inhibitors such as AZD0530 may have potential benefit in the treatment of human
breast cancers. AZD0530 has shown good bioavailability and acceptable toxicity (As-
traZeneca, unpublished data) and is currently in phase II trials as a single agent for
metastatic human cancers. The potential for Src inhibitors to delay or reverse antie-
strogen resistance or indeed to synergize therapeutically with antiestrogens in certain
breast cancer contexts is under investigation. Src inhibitors may enhance the efficacy
of antiestrogen therapy for women with this disease.
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The Synergy of Two Ovarian Hormone-induced Enzymes
in Human Mammary Carcinogenesis

Henri Rochefort1

Introduction

The mitogenic activity of estrogens mediated by the estrogen receptor α (ERα) is well
established and explains most of the tumor promoter activity of estrogens in breast
and endometrium. The basic understanding of the mechanism of trans-activation of
ER by agonist and antagonist has led to the first therapies for solid tumors based on
the inhibition of estrogen action with antiestrogens and estrogen production with
aromatase inhibitors.

By contrast, for progesterone and synthetic progestins, discrepancies between re-
sults obtained in cell lines and in patients have slowed down the development of
therapies based on the progesterone receptor pathway as a target.

I will review how studies over the last 30 years on the hormone-responsive human
breast cancer cell lines have been translated to the clinic with prognostic and predic-
tive markers in response to targeted therapies. A number of studies indicate several
candidates among the hormone-responsive genes, some of them closely related to the
control of cell cycle. I will concentrate on just two ovarian hormone-induced enzymes,
associated with tumor growth and progression, that we have studied extensively, due
to their abundance and their specificity of regulation by hormonal steroids. These pro-
teins appear to be less directly and classically related to the initial control of cell cycle
than the cyclin-dependant kinases, which are involved in the commitment of cells to
enter an active cell cycle, leading to DNA synthesis and mitosis. However, they seem to
be required for a tumor to grow and develop as a disease.

I will then summarize our more recent results, obtained in tissues directly collected
from patients, concerning the variations in the level of these enzymes and the ovarian
hormone receptors in the early steps of breast carcinogenesis.

Estrogens and Cathepsin D

An overview of studies from our laboratory on the hormone-responsive MCF7, ZR75
and T47D human breast cancer cell lines indicates that estrogens, via ERα, trig-
ger a concerted phenotypic program that allows these cells to replicate and divide.
Among numerous estrogen-induced proteins, intracellular transcription factors (fos,
jun, c myc…) and cyclins (D and E) act as intracrine mitogens to trigger the entry
of cells into an active G1 phase of the cycle (Fig. 1). As reported by several authors
at this meeting, they directly affect the regulation of the cell cycle. Our laboratory

1 CRLC Val d’Aurelle Bat B Cancer Research Center, 34298 Montpellier Cedex 5, France. email:
henri.rochefort@valdorel.fnclcc.fr
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Fig. 1. In ERα-positive breast cancer cell lines, the levels of different mRNA and proteins have
been shown to be stimulated by estrogens and inhibited by synthetic antiestrogens. Estradiol has
also been shown to inhibit the synthesis of some proteins (blue sign). Several secreted proteins
and peptides (white arrows) are potential paracrine or autocrine mitogens, such as growth
factors and some proteases. The 160 kDa protein was not identified. Intra-nuclear proteins (black
arrows) are potential intracrine factors. This is the case with cyclin D1, c-myc and c-fos, which
are directly involved in the control of cell cycle. (Prog. Rec = progesterone receptor, plasm.
activ = plasminogen activator)

has been more interested in estrogen-regulated secreted proteins, different of the clas-
sical growth factors, but having also the potential to act as autocrine and paracrine
mitogens (Fig. 1). We have focussed on one prevailing, 52-kilodalton (kDa) secreted
protein that is specifically induced by estrogens and inhibited by antiestrogens in par-
allel with the effect of these ER ligands on cell proliferation (Westley and Rochefort
1980: Chalbos et al. 1982; Vignon et al. 1986; Fig. 2). The 52 kDa protein was identi-
fied as the precursor of the lysosomal protease, Cathepsin D (cath D), after the quite
unexpected discovery that its high level in primary breast cancer tissue extract was
associated with an increased risk of clinical metastasis (Spyratos et al. 1989; Rochefort
1996). Cath D was not correlated with ERα in patients since it was also constitu-
tively overexpressed in ER-negative cell lines (Rochefort et al. 1989). Cath D was also
induced by growth factors, and its overexpression in human invasive breast cancers
was found to be associated in several independent studies with an increased risk of
relapse and metastasis (Rochefort et al. 2000; Ferrandina et al. 1997). This enzyme is
a good potential therapeutic target because its overexpression stimulates the growth
of cell lines and of experimental liver metastasis in vivo when rat embryo fibroblasts
are stably transfected with cath D and then injected IV in nude mice (Garcia et al.
1990). Conversely, antisense cath D RNA stably transfected into MDA-MB231 human
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Fig. 2. How the correlation between the hormone regulation of cell proliferation and of the
newly synthesized 52 kDa secreted protein led us to develop monoclonal antibodies and per-
form clinical studies in the hope of developing a circulating marker of hormone responsive-
ness in breast cancer. (Modified from Westley and Rochefort1980; Chalbos et al. 1982; Vignon
et al. 1986)

breast cancer cells decreases both tumor growth in vitro and in vivo and experimental
lung metastasis when injected in nude mice (Glondu et al. 2002). Several approaches
can be used to inhibit its activity or production in experimental systems. However,
a specific targeting of the inhibitors in cancer cells may be necessary since cath D
is ubiquitously produced in several tissues. Its gene inactivation in KO mice induces
apoptosis in thymus and necrosis in the highly proliferating cells of small intestine
(Saftig et al. 1995). We described several potential mechanisms for this protein that,
depending on the pH micro environment, can act as a protease digesting a number
of potential substrates at an acidic pH or as a ligand activating a mitogenic path-
way or displacing a mitogen to a receptor like the Man 6P/IGF2 receptor at a neutral
pH (Rochefort and Liaudet-Coopman 1999; Rochefort et al. 2000). One interesting
possibility is its action in phagolysosome where, by digesting engulfed extra cellular
matrix, it could provide nutrients and space to the dividing cells, thus facilitating can-
cer cell survival and tumor growth (Montcourier et al. 1990, 1993, 1994). Digestion of
phagocytosed extra cellular matrix was also demonstrated by the group of B Sloane
by measuring in vivo the intracellular proteolytic activity of cathepsin B (Sameni
et al. 2000).

In summary, for estrogens, the results of basic studies and clinical data have been
consistent. Our understanding of the control of cell proliferation by estrogens and
their antagonists has been translated to the clinic, leading to the routine use of targeted
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Fig. 3. The comparison between results obtained on monolayers of hormone responsive breast
cancer cell lines and those obtained in vivo in patients showed coherence concerning the influence
of estrogens and lead to predictive markers and targeted therapies. There were discrepancies with
progestins, which are not yet fully understood

therapies with the antiestrogens or SERM and aromatase inhibitors. These drugs are
also considered to be possible chemo-preventive agents for breast cancer (Fig. 3).

Progestins and Fatty Acid Synthase

By contrast, with progestins, many discrepancies have been observed between results
obtained in cell lines and in patients. Several large-scale clinical studies, including ran-
domized trials (Women’s Health Initiative 2002, 2004) and cohort follow-up (Beral et al.
2003), have established that progestins, which protect endometrium against the mito-
genic activity of estrogens, increase the risk of breast cancer in postmenopausal patients
compared to estrogens alone. Moreover, the role of progesterone in breast development
and tumorigenesis is well established in mice (Ismail et al. 2003). This finding is in
contrast with studies in vitro on human cell lines, which indicate that progestins via
their antiestrogen activity inhibit the estrogen-induced cell proliferation (Vignon et al.
1983). While the cause of the discrepancy between the in vitro and in vivo activities of
progestins is not fully understood, Fatty Acid Synthase (FAS), an abundant progestin-
induced enzyme, which we described and identified in these hormone-responsive cell
lines (Chalbos et al. 1987a; Joyeux et al. 1990), provides a partial explanation for the
tumor promoter activity of progestins. How progestins increase breast cancer risk is
not clear, since via their antiestrogenic activity they inhibit rather than stimulate the
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growth of hormone-responsive cells in culture. However, the anti-progestin Ru 486
was anti-proliferative via the progesterone receptors (PR), (Bardon et al. 1985) and
progestins also induce several proteins like the EGF receptor, the vascular endothelial
growth factor (VEGF), etc. (Clarke and Sutherland 1990). One major difficulty is that
many different progestins are being used in the treatment of menopause to prevent the
deleterious effect of estrogens on the endometrium. Furthermore, some of the tumori-
genic effect of progestins might be mediated by other receptors such as the androgen
or estrogen receptors for the C19/C18 androstane progestins or the glucocorticoid
receptor for the C21 pregnane progestins, like Medroxy Progesterone Acetate (MPA),
that were mostly used in the USA in the WHI trials (Fig. 4).

Using hormone-responsive cell lines, we characterized several progestin-induced
proteins. Some of them have been identified, like the secreted 18k and 43k proteins
corresponding, respectively, to the GCDFP15 protein and the Znα2 glyco protein, which
are both induced by the androgen receptor rather than PR because they are inhibited
by anti-androgens and not by the anti-progestin RU486 (Chalbos et al. 1987a). Chalbos
et al. (1987b) identified a very abundant cytoplasmic protein of 250 kDa as FAS, the
multifunctional enzyme required for the synthesis of long chain fatty acids (Wakil
1989). We focused on this protein and prepared cDNA and specific antibody probes,
allowing us to perform clinical studies. Comparing the different progestins, the weaker
efficiency of progesterone compared to MPA or R5020 to induce FAS in cell lines can
be explained by the higher metabolism of progesterone in these cells. This finding

Fig. 4. Synthetic progestins according to their structure, can bind to 4 different classes of receptors
as defined by their higher affinity for estrogens (RE), progesterone (RP), androgens (RA) or
glucocorticoids (RG). This complexity may partly explain that the mechanism by which they
increase breast cancer risk is not clear
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might also explain the lower deleterious activity on breast of micronized progesterone
compared to MPA in the French E3N–Epic/MGEN cohort (Fournier et al. 2005). Appar-
ently, the same PR is responsible for inducing FAS, whatever the nature of the progestin
is that activates this receptor. What is the significance of FAS overexpression in solid
tumors? It is observed in both ER-positive and ER-negative invasive breast cancers,
where it is associated with aggressiveness and increased risk of metastasis (Alo et al.
1996). FAS is required for the growth of human mammary tumor xenografts in the
nude mice, as shown by the effect of FAS inhibitors and of si RNA (Kuhadja et al. 2000).
It is likely that FAS provides endogeneous fatty acids to cancer cells that may not import
them sufficiently from the circulation. Starting solid tumors and in situ carcinoma are
often poorly vascularized. The endogenous synthesis of FAS would allow the synthe-
sis of lipid membranes and supply energy needed for the continuously proliferating
pre-cancer and cancer cells. While FAS is mostly produced normally in liver and in
lactating mammary glands to provide fatty acids in the milk, its large overexpression
in breast cancer cells, also observed in other solid tumors, appears to be crucial for
cancer cell survival and growth in a nonfavorable micro environment. The inhibition
of its expression by si RNA or of its activity by enzyme inhibitors decreases the growth
of human mammary tumor xenografts in the nude mice. This enzyme is therefore
considered to be a nutritional oncogene and a potential target for therapy (Kuhajda
2006).

Overexpression of These Two Enzymes in the Early Steps
of Breast Carcinogenesis

Due to the genetic instability of invasive breast cancer, it is crucial to understand the
initial mechanisms of sporadic breast carcinogenesis in an attempt to prevent them. It
has become a health priority to stop the trend of the continuously increased incidence
of this cancer in industrialized Western countries. Breast cancer incidence in France
has increased two-fold in 20 years (Remontet 2003). There is no excellent in vitro model
to study the mechanism of carcinogenesis of human sporadic breast cancer. In vitro
human cell lines and animal models, even though useful, do not always reproduce
the complexity of the processes taking place in women. Therefore, in the last decade,
we have attempted to identify this mechanism in vivo by estimating directly in situ
the varying expression of proteins involved in ovarian hormone action in mammary
lesions at risk of developing breast cancer, compared with their expression in adjacent
“normal” mammary glands (Dupont and Page 1985; Hartman et al. 2005). We asked two
major questions concerning cath D and FAS:1) when are these enzymes overexpressed
during the multisteps of carcinogenesis (Vogelstein B, Kinzler KW 1993) and 2) are they
correlated in vivo with their corresponding steroid receptors, which also vary during
carcinogenesis?

Several tissue banks have been used, beginning in 1994. The selection was based on
the samples containing normal glands adjacent to the lesion. The cath D level was found
to increase in apocrine cysts associated with proliferation and became quite significant
in most high-grade ductal carcinoma in situ (DCIS) (Roger et al. 2000). However, there
was a complete dissociation between the level of ERα and that of cath D, as previously
reported in invasive breast cancer. These early studies led us to suggest a branched
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model of breast carcinogenesis, which is now supported and described further in several
studies of transcriptomes using DNA micro arrays (Van’t Veer et al. 2002), indicating
that all breast cancers could be classified in at least five different clusters (Sorlie et al.
2003). Most of them (70−75%) are ERα-positive. However, the ERα-negative cancers
are more aggressive and need other targets (Rochefort et al. 2003).

Interestingly, the number of ERβ positive cells decreased from normal glands to
proliferative glands and in situ carcinoma. ERβ was expressed in both basal and luminal
cells of normal duct, whereas ERα was only expressed in luminal cells (Roger et al. 2001;
Fig. 5).

The overexpression of PR and FAS was dissociated because the FAS level increased as
early as non-proliferating mastopathia and continued to increase to reach a maximum
in both high- and low-grade DCIS (Esslimani-Sahla et al. 2006). Surprisingly, the PR
level also increased early, before the increase in the ERα level, although the synthesis
of this receptor is known to be normally up regulated by estrogens. While FAS was
correlated with PR in early steps, both markers became independent and they were
inversely correlated in ductal in situ carcinoma. This finding suggests that progestins via
PR might increase FAS level in normal mammary glands, as previously reported (Joyeux

Fig. 5. A schematic and oversimplified representation of hormonal carcinogenesis of sporadic
breast cancer showing (1) an early increase in PR and FAS, suggesting an increased responsiveness
to progestins; (2) a continuous decrease in ERβ level, which is known to attenuate the mitogenic
activity of the activated ERα by hetero-dimerization in breast cancer cells. This decrease asso-
ciated with the increase in ERα level strongly suggests an increased sensitivity to estradiol as
a mitogen; and (3) a dissociated expression of ERα and cath D in pre-invasive lesions, as shown
previously in invasive carcinoma and in agreement with the up-regulation of this protease by
other mitogens like growth factors
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et al. 1990), but that this regulation is then bypassed by another type of regulation,
possibly involving increased activities of MAP kinase and/or IP3 kinase, which are
frequently detected in high-risk lesions (Yang et al. 2002). In this respect. FAS and
HER2/Neu are highly correlated in in situ carcinoma. These results would suggest
preventive action aiming to avoid systemic progestins in the hormone replacement
therapy of menopause and eventually using FAS or progestin inhibitors in very high-
risk lesions. Therefore, to summarize: 1) FAS and cath D levels are increased early
in mammary carcinogenesis, as are their corresponding ovarian hormones receptors;
2) however, the Cath D level increased later than the FAS level and no correlation was
found with ERα and with PR in high-grade DCIS. Other mechanisms appear to replace
ovarian hormones to induce these genes in in situ carcinomas; 3) variations in ovarian
steroid receptor levels and the inverse balance between ER α and ER β strongly suggest
an early increased sensitivity of mammary glands to these hormones, even though other
factors controlling receptor activity, like post-translational modifications, mutations,
and variable dosage of co-modulators, could also play a role in the responsiveness to
these hormones. These variations might explain why the tumoral tissue continues to
proliferate even under low estrogen production after menopause. The mechanism of
these variations, increased synthesis and/or decreased degradation, is unknown.

Discussion

How Might These Two Enzymes Synergize to Stimulate Tumor Growth?

The basis for a synergy between these two enzymes is suggested by a series of results:

1. FAS and cath D are induced, respectively, by estrogens (cath D) and progestins
(FAS), with both hormones increasing, in synergy, breast cancer risk (WHI 2002
and 2004) and aggressiveness, as shown by their prognostic value as tissue markers;

2. FAS and cath D levels are increased successively at different steps of carcinogenesis
and their levels are not correlated in in situ carcinomas;

3. their mechanism of action, even though not fully determined, clearly involves
different and complementary pathways for the stimulation of tumor progression:
cath D by providing amino acids, space and growth factor bio-availability and
FAS by supplying the fatty acids, energy and lipid membrane needed to allow
pre-cancer and cancer cells to proliferate;

4. the association of drugs targeted to them might therefore be considered in the
future to treat breast cancer types that cannot respond to the biological drugs
currently on the market, such as the SERMs and Herceptin.

What is the Relevance of These Overexpressed Enzymes to the Hormonal
Control of the Cell Cycle, Which is the Topic of the Meeting?

It is clear that the commitment to enter the cell into DNA replication in G1 phase
and cell division in G2 phase has been clarified via several cyclin-dependent kinases,
as reported by others in this volume. However, ovarian hormones induce a concerted
phenotypical program via a series of other proteins required for cancer cell autonomous
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growth, survival and division in unfavorable conditions due to the high pressure and
poor vascularization in the tumor.

In this mini review, I have discussed only the two enzymes that my laboratory has
extensively studied in the last 20 years, due to their abundance and the fact that they are
specifically induced by one single type of steroid hormone, estrogen or progesterone.

There is considerable evidence that these enzymes are good potential targets for
therapy in cancer subtypes that would relapse after the available adjuvant therapies.

Conclusions and Prospects

The cases of estrogen and progesterone appear to be quite different even though each
type of steroid induces specifically the overexpression of a “housekeeping” enzyme
involved in their synergistic role in tumor promotion.

With estrogens, we have reached a fairly good understanding of the concerted
action, via several induced proteins and positive cross talk with growth factors, by
which estrogens accelerate the cell cycle, first in facilitating the decision to enter cells
into S phase and second in supplying amino acids, proteins and space that allow tumor
cell growth, nutrition and survival.

Regarding progesterone, FAS should play a similar role by providing membrane
lipids and energy. However, there are discrepancies between the results of clinical
observations and cell line studies, suggesting an effect of progestins mediated by
multicellular interactions. These discrepancies will require more work to understand in
order to prevent these deleterious effects. These examples illustrate how the consistency
of experimental studies in research laboratories and of clinical and histopathological
observations in patients is crucial to achieve real progress in medicine.
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Steroid Receptors, Stem Cells and Proliferation
in the Human Breast

Hannah Harrison1, Rebecca Lamb1, and Robert B. Clarke1

Abstract

This review summarises the current evidence for adult tissue stem cells in the human
breast and examines the role of stem cells, steroids and self-renewal signalling pathways
in normal human breast development.

The development of the mammary gland is a complex and lengthy process, be-
ginning during embryogenesis and not reaching full functionality until pregnancy
and lactation. The gland goes through massive apoptosis and remodelling at the ces-
sation of weaning to resemble once again the non-pregnant gland. The staged and
cyclic development of the mammary gland is controlled by ovarian steroids, and it is
thought to only be possible due to the presence of adult stem cells. Adult stem cells
are self-renewing cells that give rise to all of the functional, differentiated cells of the
tissue/organ. The process of self-renewal and stem cell maintenance is tightly con-
trolled and thought to be regulated by signalling, such as through the Notch receptor
pathway.

Long-lived self-renewing stem cells are thought to be the targets of the accumulated
mutations that lead to cancer. To fully determine the role of these cells and their
signalling in cancer, it is important to first elucidate their function in normal breast
development. A great deal of research has now been carried out into the identification
and isolation of normal mammary stem cells.

Mammary Gland Development

Development begins during embryogenesis, with the formation of a rudimentary ductal
system. The gland remains virtually unaltered throughout childhood, with no further
development occurring until the hormonal changes of puberty (Naccarato et al. 2000).
During this period of development, the ductal branches that are formed during em-
bryogenesis grow and divide to form branching ductal bundles with terminal end
buds (TEB; Smith and Neville 1984). The TEBs are a major site of proliferation, and
at menarche the terminal duct lobuloalveolar units (TDLU) develop from this site but
remain in a resting state until the onset of pregnancy and lactation (Vogel et al. 1981).
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Further development occurs during pregnancy, with accelerated development of the
TDLUs as the numbers of epithelial cells and alveoli within the lobules increase in
preparation for lactation (Hovey et al. 2002). It is at the point of lactation that the
breast can be said to reach full development and function. Following lactation, there
is massive apoptosis and remodelling of the tissue that will then resemble, once again,
the gland in its non-pregnant state (Allan et al. 2004; Furth et al. 1997).

The complex branching structure of lobules is lined by two distinct layers of cells:
luminal epithelial cells, which synthesise milk, and myoepithelial cells, which form the
basal layer of the ducts (Daniel and Smith 1999). There is strong evidence that these
two different cell types arise from a common, pluripotent stem cell.

Furthermore, the ability of the mammary gland to then pass through multiple
cycles of proliferation and apoptosis during pregnancy, lactation and involution is
thought to be made possible by stem cells residing in the tissue.

Steroid Receptor Expression

The ovarian steroids, oestrogen and progesterone, are known to play a vital role in the
staged development of the mammary gland, acting through specific nuclear receptors
on target cells. These cells, which represent less than 20% of the epithelium, express
oestrogen receptor alpha (ERα) and progesterone receptor (PR), invariably together,
and are known to be located in the luminal epithelia of the ductal and lobular struc-
tures (Peterson et al. 1987). ERα/PR-expressing cells are non-proliferative and have
been shown to co-express transforming growth factor beta (TGFβ), which may act
as an autocrine signal to stop proliferation (Ewan et al. 2005). As ERα/PR-negative
cells, which are often adjacent to receptor-positive cells (Brisken et al. 1998; Clarke
et al. 1997), cannot respond directly to hormonal signalling, it is thought that their
proliferation is controlled by a paracrine mediator of the systemic signal.

A recent study showed that in an ERα homozygous knockout mouse model
(ERα−/−), no mammary development occurred beyond the formation of the rudimen-
tary structure seen at embryogenesis. If ERα−/− cells are mixed with wild type ERα
cells before they are engrafted into a recipient cleared fat pad, however, the ERα−/−

cells are able to proliferate and contribute to normal mammary gland development
(Mallepell et al. 2006). These findings supported the theory that a paracrine signal
is released from the non-dividing ERα/PR-positive cells in response to the steroidal
signal that causes proliferation of the receptor-negative cells.

In 2006, Wilson et al. (2006) examined the effect of oestrogen on gene expression
in mouse models. A number of genes were differentially expressed, including Am-
phiregulin (AR), a ligand of the epidermal growth factor (EGFR) signalling pathway.
This finding supports the long-held theory that the EGFR signalling pathway plays
a role in this paracrine signalling (Woodward et al. 1998). This belief was founded on
the evidence that, when delivered as pellets, EGFR ligands, such as epidermal growth
factor (EGF), transforming growth factor alpha (TGFα) and AR, were able to induce
cell proliferation in ovariectomied mice (Coleman et al. 1988) in the same way as oe-
strogen (Daniel et al. 1987). More recently, the roles of EGF, TGFα and AR were shown
in mammary development within mammopoeisis, lactogenesis and ductal outgrowth
effected in knockout mice (Luetteke et al. 1999).
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Recent studies have supported this theory but have shown specifically that AR
is the paracrine mediator of ERα signalling (Brisken et al. 1998). Upon injection of
oestrogen into the mammary glands of ovariectomied mice, AR expression was in-
creased approximately 50-fold whereas other EGFR ligands were not affected. To test
this theory, further mouse models were developed that completely lack AR. In these
mice, development was impaired and proliferation at puberty was stopped.

Adult Tissue Stem Cells

Adult tissue stem cells (ASCs) are unspecialised and are defined by their ability to
both self-renew throughout the life span of the host/organ and to give rise to all of the
specialised cells types (Mayhall et al. 2004). Self-renewal is a process by which a stem cell
(SC) divides, maintaining the SC population either asymmetrically or symmetrically
(Morrison 1997). Asymmetric division is the production of one new SC and one, more
differentiated, daughter cell. This daughter cell will then go on to generate committed
cells that will undergo terminal differentiation down a specific cell lineage. Symmetric
division occurs where either both daughter cells remain as undifferentiated SCs or
both differentiate and the SCs are lost. The process of self-renewal is tightly controlled
so that the expansion of SCs during normal tissue homeostasis is restricted through
asymmetric division, but in times of need, such as tissue development, replacement
or repair, symmetric division will occur to replenish the SC compartment (Potten and
Loeffler 1990).

The first evidence of ASCs came in the 1960s with the discovery of haematopoi-
etic stem cells (HSCs) in bone marrow (Siminovitch et al. 1963). HSCs were found to
be multipotent, having the ability of multi-lineage differentiation generating precur-
sor cells that can differentiate into all mature blood cells. This ability was shown using
retroviral tagging of individual bone marrow cells before transplantation into a lethally
irradiated mouse (Bonnet 2003). The retrovirus was genetically modified, confining
it to the originally tagged cell and its progeny and allowing easy identification of the
cells produced from the tagged cell. Using this method, it was possible to show that all
classes of blood cell derive from a common cell (Bonnet 2003; Jordan and Lemischka
1990).

Since then ASCs have been found in a number of tissues and, although HSCs are
the most well characterised to date, a great deal of progress has been made in their
characterisation.

Mammary Epithelial SCs

In 1959, studies in which tissue was removed from the mammary gland of a donor
mouse and transplanted into the cleared mammary fat pad of a recipient suggested the
presence of SCs in the tissue (DeOme et al. 1959). This tissue section was seen to regen-
erate the tissue of origin completely, developing an entire and functioning mammary
tree. This finding was supported when, in 1971, Daniel and Young (Daniel and Young
1971) showed that tissue sections could reconstitute the gland in up to eight serial
transplantations. The authors concluded that there were indeed SCs present but the
eventual growth senescence of serially transplanted epithelium was due to the number
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of divisions of these rare cells that had taken place. More recently, clonal dominant
populations within the tissue were shown to be responsible for the outgrowth using
mammary epithelia that was marked with mouse mammary tumour virus (MMTV;
Kordon and Smith 1998). This work also showed that serial transplantation of these
cells continually recapitulated the gland, demonstrating the self-renewing and multi-
potent characteristics of the cells.

Strong evidence for the existence of mammary ASC came in two studies published
in 2006 in which cells were sorted on their cellular characteristics (Shackleton et al.
2006; Stingl et al. 2006). One study reported that a single mouse mammary cell taken
from a subpopulation that was negative for known lineage markers (Lin−) and positive
for the cell surface markers CD29 and CD24 (Lin−/CD29hi/CD24+) was able to recon-
stitute the cleared mammary fat pad of a recipient mouse. One cell in 64 from this
subpopulation had the ability to produce the normal, heterogeneous cell make-up of
the gland and morphologically distinguishable structures like ducts and alveolar. An-
other study showed that this subpopulation could be further enriched using a CD49f+
sort with one in 20 mouse mammary cells from this population, having the ability to
regenerate the entire gland and showed evidence of up to 10 symmetrical self-divisions.

To further study the phenotypic and functional properties of these putative ASC,
it is necessary to both identify and isolate them. This process has proven technically
difficult due to the small number of ASCs in the tissue and the lack of SC-specific
markers.

Side Population Analysis

The ability of some cells to efflux fluorescent dyes, such as Hoechst 33342, through
membrane transporter proteins allows flow cytometric analysis and isolation of these
cells that are known as a side population (SP). SP cells in the haematopoietic system
represent the stem cell compartment, as they can reconstitute the bone marrow of
lethally irradiated mice (Goodell et al. 1997).

This method has been used to study the SP of mouse mammary epithelium, and
these cells, which make up less than 3% of the cell total, are enriched for putative SC
markers such as Sca1 and α6-integrin (Welm et al. 2002; Liu et al. 2004). A similar
SP has been identified in human breast tissue with SP proportions of up to 5% of
the total epithelium (Alvi et al. 2003; Clarke et al. 2005; Contu et al. 2003). SP cells
have been shown to be multipotent by their ability to differentiate into both luminal
and myoepithelial cells in 3D matrigel culture (Clarke et al. 2005) and their ability to
regenerate the gland on transplantation (Alvi et al. 2003). This finding suggests that
human breast SP cells are also SC-like.

Once SP cells were isolated, it was possible to study markers of differentiation and
to identify putative SC markers in the SP of human breast (Clarke et al. 2005; Clayton
et al. 2004). It was shown that 70% of the SP cells lacked MUC1 and CALLA/CD10,
markers of luminal and myoepithelial differentiation, whereas the majority of non-SP
cells showed expression of one of these markers. A distinct, intermediate cell type has
been shown previously and was suggested to be the common precursor to the luminal
and myoepithelial cell lineages (Smith and Neville 1984; Chepko and Smith 1977).
This intermediate cell was distinguished by pale cytoplasmic staining and reduced
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organelle number under light microscopy. The infrequent occurrence of these cells and
their undifferentiated characteristics made them the focus of studies searching for the
breast SC. Evidence supporting the theory that these cells are SC-like can be seen in
a number of studies. When mammary epithelial cells are extracted from nulliparous
mice and placed in culture in vitro, it is the pale cells that begin dividing first (Smith
and Medina 1988). It has also been shown that pale staining cells are depleted in
serially transplanted mammary epithelium and that their disappearance coincides
with growth cessation (Smith et al. 2002), as previously reported by Daniel and Young
1971.

It was also shown from SP analysis that the expression of ERα was increased six-fold
in the SP cells compared to the non-SP (Clarke et al. 2005). In this study, a number of
putative SC markers were identified by QRT-PCR, for example p21, which is known to
maintain cellular quiescence, and Musahi-1 (Msi1), an RNA binding protein thought
to play a role in asymmetric division. These genes were reported to have two-fold and
six-fold increases in expression within the SP, respectively. Interestingly, these markers
were also shown to co-localise with ERα in mammary epithelial cells by dual label
immunofluorescence. They were not, however, seen to co-localise together, suggesting
two subsets of ERα-positive SP cells. Furthermore, the proliferation marker Ki67 was
not seen to be present in the SP cells, supporting the theories that ERα-positive cells
do not proliferate and that the tissue-specific SC is quiescent (Clarke et al. 2005).

Steroid Receptor Expression and SCs

SP analysis seems to suggest that stem-like cells are steroid receptor-positive and
undifferentiated as these cells have been shown to be multipotent and to form
mammospheres in culture. In contrast to this finding, however, studies using sin-
gle cell transplantation for mouse mammary reconstitution showed the SC-enriched
sub-population of Lin−/CD24+/CD49f+ cells are ERα-negative (Asselin-Labat et al.
2006).

This contradiction can be explained by studies of the cell types seen at different
developmental stages in the human breast. Studies of early foetal breast tissue show
that there are no ERα-positive cells present (Keeling et al. 2000) but, after 30 weeks
of gestation, ERα-positive epithelial cells can be identified and are present in high
numbers shortly after birth.

Work has been carried out to further define the steroid receptor status of mammary
SCs using pulse chase experiments of DNA label-retaining cells (LRC) in mice. LRCs
are cells that, following labelling, have divided only a small number of times and can,
therefore, be assumed to be stem-like. Different results have come from these studies,
depending on the developmental timing of the labelling. When labelling was carried
out during puberty, the majority of LRCs were reported to be steroid receptor-negative
(Welm et al. 2002) whereas when labelling occurred post-puberty, 95% of LRCs were
steroid receptor-positive (Zeps et al. 1998).

These findings seem to suggest that different cell lineages in the normal breast are
derived from SCs with different potentials at different developmental time points, with
the ERα-negative cells being the most primitive SCs. Figure 1 shows a schematic view
of the breast epithelial cell lineages.
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Fig. 1. A putative model of cellular hierarchy in the normal human breast. Side population (SP)
cells are identified by their ability to efflux Hoechst dye and have been identified as both steroid
receptor-negative and -positive cells. It has been suggested that the more primitive developmental
stem cell is ERα negative. The label-retaining cells (LRC) and SP studies suggest that some of
the stem cells are ERα positive and these may be the short-term adult stem cells. Quiescence
is maintained due to the expression of p21, and the involvement of Msi1 with Delta/Notch
signalling may allow self-renewal by asymmetric division. After a number of divisions, the
transit amplifying/committed progenitor cells will leave the cell cycle and differentiate into
either luminal or myoepithelial cell lineages. The differentiated myo- and luminal epithelial cells
are characterised by proteins such as common acute lymphoblastic leukemia (CALLA) or mucin 1
(MUC1), respectively. ER, oestrogen receptor; CK, Cytokeratin; Ki67, marker of proliferation;
SMA, smooth muscle actin; AR, amphiregulin

The Role of Notch Signalling

Notch was initially identified in Drosophila almost a century ago, when a mutation
in the gene was seen to result in a mutant fly with notches in its wings (Morgan
1917). Figure 2 shows the Notch signalling pathway, which has been shown to act
as a mediator of cell–cell communication in many tissues (Stylianou et al. 2006; Lai
2004) and is thought to play a role in SC self-renewal as well as cell fate, apoptosis,
proliferation and migration (Politi et al. 2004). Notch has been well documented in cell
fate decisions in both Drosophila and vertebrate embryogenesis (Kopan 2002) and has
been described as a neurogenic gene (Lai 2004) due to its effect in the early stages of
neural development.

Notch has been characterised as a large protein (Lai 2004) of which there are four
different mammalian homologues: Notch 1–4. The proteins are made up of a ligand
binding extracellular domain that is non-covalently bound to an intracellular domain
(Callahan and Egan 2004). The Notch extracellular domain (NECD) acts as a receptor to
five known ligands of the DSL (Delta, Serrate, LAG) superfamily, which include Delta-
like 1, 3 and 4 (DLLA 1, 3, 4) and Jagged 1 and 2 (JAG 1, 2; Mumm et al. 2000). These
ligands must be bound to a neighbouring cell membrane to activate the Notch pathway,
and secreted ligands have been shown to act as blockers of ligand-receptor interactions
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Fig. 2. A schematic overview of the Notch signalling pathway. (A) When the Notch receptor is
unbound or Numb is active, the signalling pathway is inactive/inhibited. The Notch intracellular
domain (NICD) remains bound to the cell membrane. Within the nucleus, the CBf1, suppressor
of hairless, LAG2 (CSL) protein complex remains bound to a co-repressor. (B) Notch signalling
is activated when the Notch receptor binds to a Delta, Serrate, Lag-2 (DSL) ligand on the surface
of a neighbouring cell. Upon binding, the extracellular domain of the Notch receptor is pulled
away from the cell surface. Two proteolytic cleavages then occur; the first cleavage in a site
exposed by the removal of the extracellular domain caused by ADAM metalloproteinases and the
second cleavage at an intracellular site by γ-secretase. These cleavages result in the translocation
of the NICD to the nucleus. Here it binds to a CSL protein complex to form a transcriptional
co-activator. Transcription of downstream target genes such as those of the Hes and Hey families
occurs. ADAM, a disintegrin and metalloproteinase

and to inhibit signalling (Hicks 2002). When the receptor binds one of its ligands, the
NECD is pulled away from the intracellular domain (NICD) and is endocystosed by the
ligand-bearing cell (Nichols et al. 2007). The removal of the NECD exposes a site within
the transmembrane domain at which a proteolytic cleavage can occur by members of
the ADAM (a disintegrin and metalloproteinases) protease family. A second cleavage
by gamma-secretase, (Liu et al. 2004), which takes place at an intracellular position,
results in the release of the NICD and its subsequent translocation to the nucleus. Here
NICD is known to interact with members of the CSL (CBF1, suppressor of hairless,
LAG2) superfamily (de la Pompa et al. 1997). The NICD/CSL interaction disrupts
a CSL co-repressor complex and replaces it with transcription-activating proteins. The
activation of CSL results in the transcription of a number of target genes in the Hes
and Hey superfamilies that play major roles in cell fate determination and regulation
of differentiation (Ross et al. 2004).

Recently, the Notch signalling pathway has been shown to be active in various stages
of breast development; it has been shown to regulate both asymmetric division and
SC self-renewal during early development and also to bias progenitor cell fate towards
myoepithelial cell types (Woodward et al. 1998). The pathway is known to be crucial in
normal breast development, and the Notch receptors, ligands and downstream target
genes can be seen in the luminal cells of the normal human breast (Stylianou et al.
2006). Deregulation of expression and activation of the pathway have been observed in
cancer and contribute to the transformed phenotype (Reedijk et al. 2005; Stylianou et al.
2006). Positive immunohistochemical staining for NICD expression was associated with
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a shorter median time to recurrence at 60 months after surgery for ductal carcinoma
in situ (DCIS; Farnie et al. 2007).

The expression of Msi1 in the SP cells shown by Clarke et al. (2005) supports the vital
role of the Notch self-renewal pathway in breast development. Msi1 is known to inhibit
the production of Numb, a protein that blocks signalling through the Delta/Notch
pathway and, as a result, allows active signalling. The production of transit amplifying
and more differentiated cells from SCs is likely to occur by asymmetric division,
which is known to be regulated by a Delta/Notch signalling pathway (Imai et al. 2001).
Signalling at the stem/transit boundary between stem and non-stem cells would mean
that, when ligand binding occurs, the NICD translocates to the nucleus in those cells
that are positive for Msi1 but not in the adjacent cell. This process may account for the
asymmetric division and the maintenance, via self-renewal, of the SC compartment.

In vitro culture has been used to study the effects of disrupted Notch signalling on
human breast cells and to identify the role of Notch signalling in cell fate determination.
One method, termed mammosphere culture, is used to show self-renewal and anoikis
resistance of breast SCs. This culture system is based on neurosphere culture of neural
SCs, which was established in the 1992 (Reynolds et al. 1992). Over-activation of Notch
signalling by the addition of exogenous ligands has been shown to result in a ten-
fold increase in sphere formation and increased myoepithelial cell formation and,
therefore, a loss of the cellular hierarchy (Dontu et al. 2004). Inhibition of signalling,
using a Notch 4 antibody or γ-secretase inhibitor, results in a decrease or complete lack
of sphere formation in mammary cells taken from normal breast (Dontu et al. 2004)
and pre-invasive DCIS (Farnie et al. 2007).

Another approach carried out to eliminate the effect Notch signalling was the
production of a knockout mouse model of the downstream transcription factor RBP-J
(Buono et al. 2006). This study shows a number of examples of loss of cell lineage
organisation; proliferation is seen in basal cells rather the luminal cells, the luminal cells
are seen to take on more basal characteristics and the level of steroid receptor-positive
cells increases. Taken together, these results suggest that Notch plays an important role
in both self-renewal and lineage differentiation.

Summary

The development of a complex structure such as the breast requires tightly controlled
regulation in order for organogenesis to occur normally. Steroids and other local devel-
opmental signalling pathways such as Notch are clearly important factors in mammary
gland development, regulating both the SCs that form the epithelium and their differ-
entiation into functional, milk-producing and muscle-like cell types. Deregulation of
their function is likely to result in arrested development and cancer.
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Summary

Estrogens are potent mitogens in some target tissues including the mammary gland,
where they play a pivotal role in normal development and in the initiation and progres-
sion of mammary carcinoma. The demonstration that estrogen-induced mitogenesis is
associated with an increased rate of progression through G1 phase of the cell cycle has
focused attention on the estrogen regulation of molecules that control G1 to S phase
progression. Steroid-responsive breast cancer cells pretreated with pure estrogen an-
tagonists arrest in G0 and respond to estrogen with synchronous progression into S
phase. This process is preceded by increased expression of c-Myc and cyclin D1, with
consequent activation of cyclin D1-Cdk4 and cyclin E-Cdk2 complexes. These processes
are mimicked by the inducible expression of either c-Myc or cyclin D1. Conversely, in-
hibition of estrogen-induced c-Myc gene expression using antisense or siRNA blocks
S phase entry. Both cyclin D1 and c-Myc are mammary epithelial oncogenes that are
frequently overexpressed in human breast cancers, and their ectopic expression in ER+
breast cancer cell lines decreases sensitivity to estrogen antagonists, implicating these
key cell cycle regulatory molecules in the acquisition of endocrine resistance. In an
attempt to identify targets of estrogen and c-Myc action with likely roles in proliferation
control and antiestrogen resistance, Affymetrix oligonucleotide arrays were employed
to compare transcript profiles of antiestrogen-arrested cells stimulated to re-initiate
cell cycle progression by either estrogen treatment or c-Myc induction. After 6 hours
of treatment, ∼50% of estrogen-regulated genes were also regulated by c-Myc. Genes
involved in cell growth (ribosome biogenesis, protein synthesis), cell proliferation (cell
cycle control, DNA synthesis) and apoptosis were significantly over-represented in
the estrogen-regulated gene set. These data indicate that a significant component of
estrogen-induced growth and mitogenesis is mediated as a consequence of estrogen
induction of c-Myc.

Introduction

Sex steroid hormones play a major role in the growth and development of estro-
gen target tissues, including the mammary gland, where they interact with other
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hormones, growth factors and cytokines in the precise regulation of cell prolifer-
ation, cellular differentiation and cell death. The classical model of 17β-estradiol
(E2) action involves ligand-mediated activation of the nuclear estrogen receptors,
ERα and ERβ, which interact either directly with estrogen response elements (ERE)
in the promoters of target genes or indirectly through protein-protein interac-
tions with other transcription factors, including Sp1, c-Jun/ATF-2 and AP-1, to
recruit coactivators and other components of the basic transcriptional machin-
ery essential for transcriptional regulation (McDonnell and Norris 2002). Increas-
ing evidence indicates that E2 also induces acute nongenomic effects via signaling
pathways more commonly associated with growth factor activation of cell surface
receptors (Edwards 2005; Wong et al. 2002), e.g., the Src family of non-receptor ty-
rosine kinases and MAP kinases, to activate other transcriptional regulators. These
signaling cascades complement the directly ER-regulated pathways to contribute
to the global transcriptional response to estrogen and consequent altered cellular
function.

The cell cycle phase-specific effects of estrogens on cell proliferation (Sutherland
et al. 1983a, 1988) have focused attention on the role of estrogens and their recep-
tors in regulating processes controlling the entry into, progression through, and exit
from the G1 phase of the cell cycle. Central to these cell cycle control mechanisms
are cyclin D1-Cdk4 and cyclin E-Cdk2, which phosphorylate substrates including the
product of the retinoblastoma susceptibility gene, pRB, thereby allowing initiation of
DNA synthesis (Weinberg 1995). These enzyme complexes are controlled by several
mechanisms, including transcriptional activation of cyclin gene expression; regula-
tory phosphorylation/dephosphorylation of the cyclin dependent kinase (CDK) sub-
units by kinases/phosphatases, including the CDK-activating kinase (CAK) and the
Cdc25 family of phosphatases, and interactions with members of two distinct families
of CDK inhibitors of which p16INK4A and p21WAF1/CIP1 are prototypic (Hunter and
Pines 1994; Sherr and Roberts 1999). Essentially all of these modes of regulation have
been documented following estrogen treatment (Foster et al. 2001a; Doisneau-Sixou
et al. 2003).

Another well-studied target of estrogen action is c-Myc, a nuclear phosphopro-
tein of the basic helix-loop-helix family of transcription factors (Oster et al. 2002;
Eisenman 2002), the expression/function of which is rate-limiting for progression
through G1 phase of the cell cycle (Hanson et al. 1994). Part of this action is due
to the well-documented effects of c-Myc on activation of the cyclin E-Cdk2 com-
plex (Rudolph et al. 1996). Furthermore, inducible expression of c-Myc re-initiates
cell cycle progression in antiestrogen-arrested breast cancer cells (Prall et al. 1998),
potentially implicating c-Myc in estrogen-induced mitogenesis and antiestrogen re-
sistance. Thus, the recent expansion of knowledge about the molecular mechanisms
regulating rates of cell cycle progression in steroid-responsive breast cancer cells has
provided a framework within which to develop deeper insight into the mechanis-
tic basis of estrogen-induced mitogenesis and antiestrogen action in breast cancer.
Here we briefly summarize past work from this laboratory employing a “hypoth-
esis testing” approach and preview ongoing research using an unbiased, genome-
wide approach to the identification of estrogen-regulated genes involved in the
control of cell growth, cellular proliferation and apoptosis in human breast cancer
cells.
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Mechanisms of Growth Inhibition by Antiestrogens

The initial observation that therapeutically relevant antiestrogenic drugs, e.g., tamox-
ifen, exerted their growth inhibitory effects on breast cancer cells via inhibition of
cell cycle progression in G1 phase of the cell cycle arose from in vitro experiments
wherein ER-positive, estrogen-responsive, MCF-7 cells were arrested with tamoxifen
(Sutherland et al. 1983b; Taylor et al. 1983). Subsequent development of pure antie-
strogens, i.e., those with no estrogen agonist activity (Wakeling and Bowler 1988) in
contrast with the partial agonist/partial antagonist properties of tamoxifen, and the
elucidation of the roles of cyclins, Cdks and their inhibitors in mammalian cell cycle
control (Hunter and Pines 1994) facilitated a deeper understanding of the molecular
basis of antiestrogen-mediated cell cycle arrest.

The pure antiestrogen, ICI 182780, arrests MCF-7 cells in a quiescent (G0) state
characterized by the formation of p130/E2F4 complexes and the accumulation of hy-
perphosphorylated E2F4 (Fig. 1a; Carroll et al. 2000). In this state, cells are relatively
resistant to the mitogenic effects of growth factors, as evidenced by a failure of insulin,
IGF-1 and EGF to reinitiate cell cycle progression in the absence of estrogen (Lai et al.
2001). Antiestrogen-mediated arrest is associated with decreased cyclin D1 gene ex-
pression, inactivation of cyclin D1-Cdk4 complexes, and decreased phosphorylation of

Fig. 1. Estrogen-induced cell cycle progression in MCF-7 cells pretreated with the pure anti-
estrogen ICI 182780. (a) Western blots of lysates from cells treated with ICI 182780 for 48 hrs
demonstrating the formation of p130-E2F4 complexes and hyperphosphorylation of E2F4, which
are markers of cellular quiescence (G0). (b) Cell cycle phase distribution following estrogen
treatment of antiestrogen-arrested cells. (c) Western blots of temporal changes in c-Myc, cyclins
D1, D3 and E, and pRb phosphorylation following estrogen treatment. (d) Temporal changes in
Cdk4 and cyclin E-Cdk2 activities and S phase entry following estrogen treatment
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pRB (Musgrove et al. 1993; Watts et al. 1995). Inhibition of cyclin E-Cdk2 activity also
occurs prior to a decrease in the S phase fraction and is dependent on p21WAF1/CIP1,
since treatment with antisense oligonucleotides to p21WAF1/CIP1 attenuates this effect
(Carroll et al. 2000). Recruitment of p21WAF1/CIP1 to cyclin E-Cdk2 complexes is, in
turn, dependent on decreased cyclin D1 expression and decreased sequestration of
p21WAF1/CIP1 into cyclin D1-Cdk4 complexes (Carroll et al. 2000). p27Kip1 is another es-
sential mediator of cell cycle arrest by antiestrogens, as indicated by antisense-mediated
down-regulation of p27Kip1 abrogating antiestrogen-induced cell cycle arrest in MCF-7
cells (Cariou et al. 2000). However, p21WAF1/CIP1 antisense treatment resulted in a de-
crease in p27Kip1 protein levels, whereas changes in p21WAF1/CIP1 protein levels were
not observed following treatment with p27Kip1 antisense (Carroll et al. 2000). These
data suggest that the synthesis and redistribution of p21WAF1/CIP1 initiate the inhibi-
tion of the cyclin E-Cdk2 complex, with consequent accumulation of p27Kip1 further
amplifying the inhibitory response.

Among the first candidate genes to be investigated as a potential target of
estrogen/antiestrogen-regulated cell proliferation was the proto-oncogene, c-Myc.
Rapid decreases in c-myc mRNA and c-Myc protein levels are observed in response to
a spectrum of antiestrogens in both in vivo and in vitro models (Watts et al. 2002).
Therefore, in addition to cyclin D1 and p21WAF1/CIP1, c-Myc is a likely target molecule
through which antiestrogens mediate cell cycle control and indeed may be the pivotal
initiating event. Evidence in support of the latter concept arises from data from MCF-7
cells treated with antisense oligonucleotides to c-Myc. Such treatment leads to inhi-
bition of cyclin D1 expression, subsequent redistribution of p21WAF1/CIP1 from cyclin
D1-Cdk4 to cyclin E-Cdk2 complexes, and a decline in cyclin E-Cdk2 enzymatic activity
(Carroll et al. 2002), thereby recapitulating the initial downstream events that culminate
in growth arrest after ICI 182780 treatment. Simultaneous repression of p21WAF1/CIP1

attenuated the growth-inhibitory effects of reduced c-Myc expression, emphasizing the
importance of this CDK inhibitor in c-Myc action in these cells (Carroll et al. 2002).
The subsequent demonstration that p21WAF1/CIP1 transcription is repressed by c-Myc
(Gartel et al. 2001) provides a mechanistic link between antiestrogen-mediated down-
regulation of c-Myc, increased p21WAF1/CIP1 gene expression, increased p21WAF1/CIP1

binding to cyclin E-Cdk2 complexes, decreased Cdk2 activity and cell cycle arrest.

Estrogen Control of Cell Cycle Progression

The reversible inhibition of antiestrogen-mediated cell cycle arrest in breast cancer
cells by competitive replacement of antagonist, ICI 182780, with agonist, estradiol, at
the ER ligand binding site has provided a robust model for elucidating the molecular
events initiated early in the mitogenic response to estrogen (Prall et al. 1997). Following
a lag of about 10 hours, cells arrested in G0 have traversed G1 phase and begin to enter
S phase in a highly synchronous manner (Fig. 1b). Amongst the earliest detectable
transcriptional events following addition of estradiol is the rapid induction of c-myc
mRNA and c-Myc protein (Fig. 1c: Prall et al. 1997; Dubik et al. 1987). Strong evidence
that c-Myc is likely to play a significant regulatory role in estrogen action is provided by
the demonstration that c-Myc antisense oligonucleotides inhibit estrogen-stimulated
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breast cancer cell proliferation (Watson et al. 1991), a result recently confirmed with
c-Myc siRNA in our “estrogen-rescue” model (Anderson et al., unpublished data).

This initial, acute activation of c-Myc is followed by pronounced increases in cyclin
D1 mRNA and protein expression (Fig. 1c), cyclin D1-Cdk4 complex formation and
augmented Cdk4 enzymatic activity (Prall et al. 1997; Altucci et al. 1996; Planas-Silva
and Weinberg 1997). The increase in cyclin D1 expression occurs significantly later than
the earliest changes in c-myc mRNA expression but coincides with increased phospho-
rylation of pRB and precedes S phase entry by some 9 hours (Fig. 1c, d; Prall et al. 1997).
Although effects on protein stability are also possible, the effect of estrogen on cyclin
D1 protein expression appears to be predominantly transcriptionally mediated, since
increased expression of cyclin D1 mRNA precedes changes in cyclin D1 protein (Prall
et al. 1997; Altucci et al. 1996). However, the cyclin D1 gene regulatory region does not
contain a classical estrogen response element (ERE). Studies of the proximal promoter
have identified a number of estrogen-responsive enhancer elements, including an atyp-
ical cAMP response element (CRE) and Sp1 sites close to the transcription start site, and
more distal Sp1 sites (Altucci et al. 1996; Castro-Rivera et al. 2001; Cicatiello et al. 2004;
Sabbah et al. 1999). Recent studies have identified a further two enhancer elements
(Eeckhoute et al. 2006). One of these is located downstream of the cyclin D1 coding
region and recruits the ER in a Fox A1-dependent manner. The chromatin-remodeling
activity of FoxA1 then facilitates recruitment of other transcription factors, including
Sp1 (Eeckhoute et al. 2006). Importantly, some factors interacting with this enhancer
element are cell-specific, providing a potential explanation for the observation that
ectopic expression of the ERα is not sufficient for estrogen regulation of cyclin D1
(Planas-Silva et al. 1999).

Compelling evidence that cyclin D1 plays an essential role in estrogen-induced cell
cycle progression comes from studies in which cyclin D1 is inhibited functionally. Thus,
when either antibodies against cyclin D1 or the Cdk4-specific inhibitor p16INK4A are
introduced into MCF-7 cells by microinjection, estrogen fails to stimulate G1/S phase
progression (Lukas et al. 1996), indicating that cyclin D1 is necessary for estrogen-
induced cell cycle progression.

In addition to activation of cyclin D1-Cdk4 complexes, estrogen also activates cyclin
E-Cdk2 complexes within 4 hours, substantially preceding entry into S phase (Fig. 1d;
Prall et al. 1997; Foster and Wimalasena 1996; Planas-Silva and Weinberg 1997). This
very early activation of cyclin E-Cdk2 following E2 administration is in marked con-
trast to cell cycle progression stimulated by other growth factor mitogens, where cyclin
E-Cdk2 activation is associated more with transcription activation of cyclin E1 closer to
the G1/S phase transition (Koff et al. 1992). This finding suggests that the early activation
of cyclin E-Cdk2 has a particularly important role in estrogen-induced cell cycle pro-
gression. However, in the first hours following estrogen treatment, there is little change
in protein levels of cyclin E1, Cdk2, or the CDK inhibitors, p21WAF1/CIP1 and p27Kip1 in
either total cell lysates or in cyclin E-Cdk2 complexes (Prall et al. 1997). The mecha-
nistic basis for this effect was not initially apparent and was subsequently explored in
detail by two laboratories (Prall et al. 1997, 2001; Planas-Silva and Weinberg 1997).

Separation of the cyclin E-Cdk2 complexes by gel filtration chromatography in-
dicated that estrogen treatment was associated with the formation of high molecular
weight complexes (Prall et al. 1997) and that induction of c-Myc or cyclin D1 likewise
led to the formation of active high molecular weight cyclin E-Cdk2 complexes (Prall
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et al. 1998). These complexes constituted a minority of the cyclin E-Cdk2 protein but
were of high specific activity, accounting for the majority of cyclin E-Cdk2 activity; they
were also relatively deficient in p21WAF1/CIP1 and p27Kip1. Estrogen treatment relieved
the inhibitory activity of p21WAF1/CIP1 toward cyclin E-Cdk2 (Prall et al. 1997; Planas-
Silva and Weinberg 1997), the result of a decrease in newly synthesized p21WAF1/CIP1

(Prall et al. 2001) that in turn appears to result from transcriptional repression by
estrogen-induced c-Myc, since p21WAF1/CIP1 is a validated c-Myc-repressed target gene
(Gartel et al. 2001). Subsequently, the pRB-related protein p130, which can compete
with p21WAF1/CIP1 for cyclin-CDK binding (Zhu et al. 1995; Shiyanov et al. 1996), is
recruited to the cyclin E-Cdk2 complex following estrogen treatment and c-Myc or
cyclin D1 induction, contributing to the increased size of the active complex (Prall
et al. 1998). Whether the presence of p130 in the active cyclin E-Cdk2 complex is of
functional significance or merely the result of its high abundance in ICI 182780-treated
cells (Carroll et al. 2000) remains to be elucidated.

The more recent identification of a second mammalian cyclin E, cyclin E2 (Gudas
et al. 1999), and the demonstration that it is markedly induced at both the mRNA and
protein levels following estrogen stimulation (Musgrove et al., unpublished data) calls
for a re-evaluation of the mechanisms of activation of Cdk2 by estrogen described above.
An alternate mechanism could be via estrogen-mediated transcriptional activation of
cyclin E2 and the consequent formation of active cyclin E2-Cdk2 complexes. This
mechanism is currently under investigation.

Finally, a role for the Cdc25A phosphatase in the further activation of cyclin E-
Cdk2 complexes is suggested from data demonstrating that antisense Cdc25A oligonu-
cleotides inhibited estrogen-induced Cdk2 activation and DNA synthesis, whereas
inactive cyclin E-Cdk2 complexes from p16INK4A-expressing, estrogen-treated cells
were activated in vitro by treatment with recombinant Cdc25A and in vivo in cells
overexpressing Cdc25A (Foster et al. 2001b). These studies establish Cdc25A as
another growth-promoting target of estrogen action and further indicate that es-
trogens independently regulate multiple components of the cell cycle machinery
to facilitate progression from G0 to S phase (Foster et al. 2001a; Doisneau-Sixou
et al. 2003).

Cell Cycle Genes as Mediators of Antiestrogen Resistance

Several of the cell cycle targets of estrogen action in breast cancer cells are aberrantly
expressed in human breast cancer. These were initially identified as gene amplification
at the 8q24 (MYC) and 11q13 (CCND1) loci, but expression studies at the mRNA
and protein level demonstrated that overexpression of c-Myc, cyclin D1 and cyclin E1
was more frequent than could be accounted for by increased gene copy number and
amongst the most common aberrations in primary breast cancer (Table 1; Buckley et al.
1993; Wang and Shao 2006). These observations, in association with the demonstration
that inducible expression of c-Myc and cyclin D1 could reverse the growth inhibitory
effects of antiestrogens (Prall et al. 1998; Wilcken et al. 1997), led us to test the effects
of overexpression of these genes on antiestrogen sensitivity in vitro.

The ability of the pure antiestrogen, ICI 182780, to decrease proliferation of MCF-7
cells expressing different levels of c-Myc was assessed in two experimental systems,
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Table 1. Aberrations of cell cycle regulators in breast cancer

Frequency range (%) Mean (%)
MYC amplification 4–52 19
c-Myc overexpression 11–70 38
11q13 amplification 9–17 13
Cyclin D1 overexpression 28–81 45
Cyclin E1 overexpression 28–35 32
Decreased p27 50–63 57

using as an endpoint the percentage of the cell population in S phase 24–48 hours after
antiestrogen treatment. Figure 2a demonstrates the attenuation of the antiproliferative
effect of ICI 182780 in two clones of MCF-7 cells in which c-Myc was constitutively
overexpressed. These data demonstrated that a ∼2-fold increase in c-Myc resulted in
a ∼50% decrease in sensitivity to the antiproliferative effect of ICI 182780. To establish
if higher levels of c-Myc overexpression could further attenuate these antiproliferative
effects, c-Myc overexpression was induced in two clonal cell lines expressing c-Myc
under the influence of a zinc-inducible promoter. c-Myc expression was rapidly induced
following zinc treatment and, after 3 hours, the cells were treated with 10 nM ICI
182780. After 24 hours of treatment, cells with no c-Myc induction (i.e., 0 μM zinc
added) demonstrated the expected decline in S phase to about 20% of that observed
in untreated exponentially growing cells (Fig. 2b). However, incremental increases in
c-Myc expression, as the concentration of zinc was increased, resulted in a concurrent
incremental reduction in the ability of antiestrogen treatment to reduce the S fraction
(Fig. 2b). At the highest concentration of zinc (60 μM), the antiestrogen-induced decline
in S phase was significantly attenuated to ∼80% of that seen in untreated cells (Fig. 2b).
Together these data clearly demonstrate that c-Myc overexpression can dampen the
growth inhibitory response to antiestrogen in a concentration-dependent manner and
potentially, at even higher levels of expression, render cells completely insensitive
to antiestrogens. These and other published data (Venditti et al. 2002; Mukherjee
and Conrad 2005) further support a potential role for c-Myc overexpression in the
development of endocrine resistance in breast cancer.

A similar approach demonstrated that constitutive and inducible expression of
cyclin D1 can rescue breast cancer cells from antiestrogen-induced growth arrest (Prall
et al. 1998; Wilcken et al. 1997; Hodges et al. 2003). Constitutive overexpression of cyclin
D1 in T-47D breast cancer cells decreased sensitivity to ICI 182780 in the short-term,
up to 48 hours, but this decrease was less apparent by 72 hours post treatment (Fig. 2c),
suggesting that cyclin D1 may abrogate the early cell cycle effects of antiestrogen
inhibition (Hui et al. 2002). However, in spite of the apparent transient nature of this
response, clonogenic survival assays demonstrated a ∼2-fold decreased sensitivity
to antiestrogens in cyclin D1-overexpressing cells (Fig. 2d). Sustained expression of
cyclin D1 is also seen in breast cancer cells during acquisition of tamoxifen resistance
(Kilker et al. 2004). In these cells, ER expression and function remained intact, and the
pure antiestrogen, ICI 164384, retained its anti-proliferative effects via suppression of
cyclin D1. This finding is consistent with the clinically observed benefit seen in patients
with tamoxifen-resistant breast cancers who respond to second line therapy with ER
down-regulating, pure antiestrogens (Howell et al. 2005). Interestingly, overexpression
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Fig. 2. Overexpression of either c-Myc, cyclin D1 or cyclin E in breast cancer cells attenuates
the growth inhibitory effects of antiestrogen. (a) Two independent clones of MCF-7 cells consti-
tutively overexpressing c-Myc ∼2-fold were treated with ICI 182780. S phase was measured 48
hrs later and expressed as a percentage of S phase in ethanol-treated control cells. (b) MCF-7
cells expressing c-Myc under the control of the metallothionen promoter were pretreated with
increasing concentrations of zinc to induce c-Myc (lower panel), then treated with 10 nM ICI
182780 for 24 hrs. S phase was determined by flow cytometry and expressed as a percentage
of S phase in vehicle-treated exponentially growing cells. (c) T-47D cells constitutively overex-
pressing cyclin D1 or cyclin E (upper panel) were treated with increasing concentrations of ICI
182780 and S phase was measured at 24 and 72 hrs. (d) Clonogenic survival assays of cyclin D1
and cyclin E overexpressing T-47D cells showing an ∼2- to 2.5-fold decrease in sensitivity to ICI
182780 compared to empty vector control cells. Reproduced from Hui et al. 2002

of cyclin D1 confers complete resistance to the growth inhibitory effects of progestins
(Musgrove et al. 2001).

There also exist in vitro data supporting a role for cyclin E1 in the development
of antiestrogen resistance. Studies in MCF-7 cells showed that a 3-fold overexpression
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of cyclin E1 abrogated tamoxifen-mediated growth arrest and also demonstrated that
cyclin E1 overexpression confers partial resistance to the acute inhibitory effects of
ICI 182780, although to a lesser extent than that observed with cyclin D1 (Fig. 2c,d:
Hui et al. 2002; Dhillon and Mudryj 2002). Nonetheless, in clonogenic survival assays,
overexpression of cyclin E1, like cyclin D1, conferred significant resistance to the growth
inhibitory effects of ICI 182780 (Fig. 2d). The production of low-molecular weight
isoforms of cyclin E, which appear unique to tumor cells, also confers resistance to
antiestrogens in MCF-7 cells (Akli et al. 2004). Together these data provide compelling
evidence that c-Myc, cyclin D1 and cyclin E1 are commonly overexpressed in primary
breast cancers and, when overexpressed, can induce partial resistance to the growth
inhibitory effects of several endocrine therapies in vitro. However, further definition
of their potential roles in the acquisition of endocrine resistance in the clinical setting
must await data from large, randomized treatment trials with concurrent assessment
of tumor c-Myc, cyclin D1 and cyclin E status.

A Genome-wide Approach to the Identification of Estrogen Target
Genes Involved in Cell Growth, Proliferation and Apoptosis

In an attempt to further identify estrogen-regulated genes that are transcriptionally
regulated as a consequence of estrogen-induction of c-Myc, and that might potentially
contribute to endocrine resistance mediated by c-Myc, a series of clonal MCF-7 cell
lines was developed that expressed wild-type c-Myc or c-Zip (a deletion mutant lack-
ing the N-terminal transactivation domain) under the control of the zinc-inducible
metallothionein promoter (Fig. 3). Representative clones with estrogen and antiestro-
gen responses matched to those of the parental MCF-7 cells were chosen for further
experiments. Zinc treatment resulted in increased c-Myc or c-Zip expression within
3 hours (Fig. 3a), similar to the timing of estrogen induction of c-Myc and consistent
with our previous data using this zinc-inducible construct (Prall et al. 1998). The ma-
jority of the cell population synchronously re-initiated cell cycle progression following
E2 treatment. Induction of c-Myc also led to re-initiation of cell cycle progression to
a degree comparable with the effects of estrogen. However, although cells transfected
with c-Zip could respond to estrogen treatment, c-Zip induction did not lead to cell
cycle progression (Fig. 3b).

RNA for transcript profiling was collected 6 hours after estrogen or zinc treatment,
within the time-frame during which critical estrogen-dependent events necessary for
S phase entry occur (Musgrove et al. 1989). Transcript profiling was undertaken in
triplicate following estrogen treatment (compared with vehicle treatment) and c-Myc
or c-Zip induction (compared with zinc-treated empty vector cells), using Affymetrix
HG-U133 plus 2.0 arrays. Analysis of the microarray data used Bayesian linear mod-
elling methods in the limma package and the Benjamini and Yuketieli adjustment was
applied for multiple-hypothesis comparisons (Smyth et al. 2005; Benjamini et al. 2001).
Probe sets that were significantly up- or down-regulated following estrogen treatment
compared with vehicle-treated cells were identified (adjusted p < 0.01, Fig. 3c). These
estrogen-regulated probe sets were further divided into those that were significantly
regulated following c-Myc but not c-Zip induction, designated “E2 and Myc,” and
the remainder, which we designated “E2 not Myc”. Approximately two-thirds of the
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Fig. 3. Experimental model for identifying estrogen-regulated c-Myc target genes in breast
cancer cells. MCF-7 cells inducibly expressing c-Myc (wild type or c-Zip), parental cells, and cells
bearing the empty vector were pretreated with 10 nM ICI 182780 for 48 hrs. Parental cells were
then treated with estrogen (100 nM E2) or vehicle (ethanol), and cells transfected with c-Myc, c-
Zip or the empty vector were treated with zinc (65 M). (a) Quantitation of Western blots of c-Myc
levels 6 hrs after estrogen treatment or c-Myc induction in representative MCF-7 clones. (b) Cells
were additionally treated with nocodazole to block estrogen- or c-Myc-stimulated cells in G2/M.
Cell cycle phase distribution was determined after 36 hrs of estrogen or c-Myc/c-Zip induction
using flow cytometry. (c) RNA was prepared from cells harvested 6 hrs following treatment for
transcript profiling. The estrogen-regulated probe sets were compared with those regulated by
c-Myc but not c-Zip to identify probe sets regulated by both estrogen and c-Myc (but not c-Zip),
designated (E2 and Myc) or by estrogen but not c-Myc or c-Zip (E2 not Myc)
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estrogen-regulated genes were upregulated and, in total, half of the probe sets signifi-
cantly regulated by estrogen in this model system were also significantly regulated by
c-Myc.

Publicly available databases of estrogen-responsive genes (ERGDB; Tang et al. 2004)
and c-Myc targets (Zeller et al. 2003) were searched to determine what proportion of
the probe sets in each category had been previously identified as either estrogen- or
c-Myc-regulated. This analysis revealed that overall 29% of probe sets significantly
upregulated by estrogen were present in the ERGDB, and 27% of those that were
also significantly upregulated by c-Myc induction were present in the Myc target gene
database. However, relatively few (12–14%) of the probe sets down-regulated in this
experimental model were previously described estrogen or c-Myc targets.

The probe sets from the “E2 not Myc” category that increased in expression had the
highest proportion of previously-documented estrogen targets, i.e. 39%. Within the
estrogen-upregulated probe sets, 118/188 (63%) of the known estrogen targets were
regulated by estrogen but not c-Myc, consistent with our initial premise that genes reg-
ulated by both estrogen and c-Myc have been under-represented in previous studies.
Although the latter category contains relatively few previously identified estrogen tar-
gets, it likely contains a significant number of bona fide targets, since a high proportion
of the probe sets in the “E2 and Myc” category that increased in expression was present
in the Myc target gene database (39%).

Finally, in an initial attempt to identify biological processes that were signifi-
cantly over-represented in the probe sets regulated by estrogen, we employed the
data-mining tool Onto-Express (http://vortex.cs.wayne.edu/index.htm). These data
are summarized in Fig. 4 and illustrate that the major functional categories of the
estrogen-regulated genes include cell growth (rRNA processing, ribosome biogene-
sis, tRNA processing and protein synthesis), cell proliferation (DNA replication and
regulation of CDK activity, cell cycle and cell proliferation) and apoptosis. Of inter-
est and potential functional significance is the disparity in the proportion of “E2 not
Myc” and “E2 and Myc” regulated genes in the different functional groups. For ex-
ample, it appears that those genes involved in the estrogen regulation of cell growth
are predominantly c-Myc target genes whereas genes involved in the control of the
cell cycle and cell proliferation contain a mixture of “E2 not Myc” and “E2 and Myc”
targets.

Conclusions

Research conducted over the past decade has facilitated a deeper understanding of
the molecular basis of estrogen-induced mitogenesis, a major contributor to the de-
velopment and progression of breast cancer. Concurrent studies identifying molecular
aberrations associated with the development of the clinical disease and their func-
tional characterization in animal models revealed several estrogen-regulated genes
that are both overexpressed in breast cancer and oncogenic when expressed in mam-
mary epithelial cells. The best characterized of these are c-Myc and cyclins D1 and E1.
Furthermore, overexpression of these genes in vitro leads to decreased sensitivity to
clinically relevant antiestrogenic therapies, i.e., tamoxifen and ICI 182780, implying
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Fig. 4. Gene ontology of estrogen-regulated genes identified in the experiments outlined in Fig. 3.
Onto-Express (http://vortex.cs.wayne.edu/index.htm) was used to identify biological processes
that were significantly over-represented in the estrogen-regulated probe set on the Affymetrix
chips. Genes regulated by “E2 and Myc” are represented by solid bars and “E2 not Myc” by
cross-hatched bars and varied in their proportions between different functional categories

that they may play a role in the acquisition of endocrine resistance, a major limitation
to the effective treatment of hormone-responsive breast cancer.

A major ongoing challenge is identifying other estrogen target genes involved in
the etiology of breast cancer and its responsiveness to therapeutic intervention. We
have described one experimental approach that has further elucidated the importance
of c-Myc in the global estrogen response. These new data may identify previously
unreported estrogen target genes with potential roles as markers of endocrine resistant
disease or new molecular targets for therapeutic intervention.
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