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Zagreb
Croatia



�

� �

�

xiii

Foreword
Arieh Warshel

Department of Chemistry, University of Southern California, Los Angeles, USA

The EVB Approach as a Powerful Tool for Simulating Chemical
and Biological Processes

The search for reliable yet practical approach for modeling reactions in condensed
phases and enzymes led to the inception of the empirical valence bond (EVB) approach
around 1980. The idea for this approach emerged from the realization that the use of
molecular orbitals (MO) based hybrid quantum mechanical/molecular mechanical
(QM/MM) approaches faces major problems when it comes to obtaining the proper
asymptotic energetics for the autodissociation of water,[1] while the corresponding
valence bond (VB) representation provides an excellent way of imposing the correct
physics on the system. This idea was initially formulated in 1980,[2] using a simplified
Langevin dipoles solvent model, which led to the need for a conceptual description of
the response of the solvent to the different VB states. A much more rigorous coupling
to the solvent was introduced in 1988,[3] with an all-atom molecular dynamics treat-
ment that included the free energy functional as well as a rigorous non-equilibrium
solvation treatment. The main remaining fundamental problem therefore was the
validation of the reasonable (but ad hoc) assumption about the transferability of the
off-diagonal elements (that couple different resonance structures) between different
phases; for example between vacuum to aqueous solution or an enzyme active site. This
assumption has been numerically validated by means of constrained density functional
theory (CDFT) studies.[4] Overall, it appears that despite its seemingly oversimplified
features, the EVB approach provides a very valid theoretical QM/MM framework
that incorporates the environment in arguably the most physically meaningful way.
Furthermore, the EVB approach can be systematically improved by the paradynamics
approach,[5] and by constraining it to reproduce experimental results in reference
systems (while moving to other systems). The power of EVB is largely due to its “simple”
orthogonal diabatic representation, as well as the assumption that the off-diagonal
elements of the EVB Hamiltonian do not change significantly upon transfer of the
reacting system from one phase to another.

Overall, therefore, despite unjustified criticism (see e.g., ref. [6]), the EVB approach
has became widely used with an increasing recognition of its potential as a very power-
ful way of simulating chemical processes in different environments. This book includes
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chapters that consider different features of the EVB and its successful applications to
complex chemical and biological problems. The different chapters presented in this book
are briefly considered below.

In Chapter 1, Nagy and Meuwly describe reactive force field-based approaches for
studies of bond breaking/making chemical reactions, including the EVB, ARMD, and
MS-ARMD methods.

Particular emphasis is put on enabling investigations of the dynamics of such reac-
tions. In this respect, we note that the EVB approach is arguably still the most powerful
approach for studying the dynamics of reactions in the condensed phase, due to the
consistent incorporation of the effect of solvent, which facilitates, among other special
features, the consistent exploration of nonequilibrium solvation effects.

In Chapter 2, Duarte et al. provide a historical overview of the use of both MO and
VB methods in the context of (bio)molecular modeling, introducing the basic theo-
retical aspects of both approaches. Particular emphasis is put on the EVB approach,
following the overall theme of this book. This chapter exemplified the power of the EVB
approach for studying challenging chemical processes in both the condensed phase and
in enzymes. It concludes with an overview of further opportunities for utilizing the EVB
framework, in combination with other approaches, for the study of enzymatic reactions.

In Chapter 3, Nikolay Plotnikov describes the paradynamics (PD) approach, showing
how we can conveniently move from the EVB approach to high level ab initio surfaces.
This method provides a very powerful way of obtaining the free energy surface for ab
initio potentials, since the EVB presents an ideal reference potential for the ab initio
surfaces.

In Chapter 4, Harvey et al. discuss the use of the EVB approach to exploring reaction
dynamics in the gas and condensed phases. This chapter considers some of the relevant
background and practical applications. The authors also discuss the ability of the EVB
to explore short timescale dynamical effects, and discuss some applications, chosen to
highlight the power of the method.

In considering the use of EVB in modeling dynamical effects, it is useful to add
that the ability to explore not just short but also long timescale dynamical effects is
particularly important in exploring the proposal that special “dynamical” effects play
a major role in enzyme catalysis (e.g., refs. [7,8]), which has become quite popular in
recent years (e.g., refs. [9–11]). However, a significant part of this popularity is a reflection
of confusion with regards to the nature of dynamical effects. Combining the EVB
approach with coarse-grained (CG) modeling allows one to explore the dynamical
proposal that has been discussed in great length in several recent reviews.[12–14]

These reviews (and related works) have shown that enzyme catalysis is not due to
dynamical effects, regardless of the definition used. In this respect we note that the
recently developed approach[15] has allowed us to use a CG model to simulate effective
millisecond trajectories in the conformational and chemical coordinates, establishing
that the conformational kinetic energy is fully randomized before it can be transfer to
the chemical coordinate.[15] Thus it had been determined that dynamical effects cannot
be used to accelerate enzymatic reactions. It is also useful to note that the EVB approach
is arguably the most effective approach for long timescale all atom simulations as it
allows for the exploration of dynamical effect on quite long situation timescales with
reasonable computational power.
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In Chapter 5, Thaunay et al. describe the combination of the EVB approach with the
AMOEBA polarizable force field, and demonstrate the performance of the resulting
model in reproducing experimentally observed spectra. In this respect, we note that
the EVB has originally been formulated with a polarizable force field considering both
the induced dipoles of the solute and solvent.[2]

In Chapter 6, Avital Shurki describes the applications of the EVB approach in studies
of biological reactions. It is pointed out that the convenient and reliable calibration of
the EVB approach provides a great advantage relative to other QM/MM approaches in
terms of elucidating catalytic effects. Furthermore, the simplicity of the potential energy
surface enables highly efficient sampling, which is important when particularly large
systems or averages over considerably large conformational ensembles are of interest.
Additionally, the EVB approach also provides simple definition of the reaction coordi-
nate, which includes all the system’s degrees of freedom. Finally, the method benefits
from the valence bond character of the wavefunction, which includes easily accessible
chemical insight. The review discusses the different capabilities of the method while
highlighting the advantages of the method over other standard (MO based) QM/MM
approaches.

In Chapter 7, Fuxreiter and Mones discuss the potential of the EVB approach in
enzyme design, emphasizing in particular the use of the reorganization energy as a
screening tool for predicting catalytic effects of enzymes. The ability to design effective
enzymes presents one of the most fundamental challenges in biotechnology, and such
ability would provide convincing manifestations of a general understanding of the origin
of enzyme catalysis. A recent study[16] explored the reliability of different simulation
approaches in terms of their ability to rank different possible active-site constructs.
This study demonstrated that the EVB approach is a practical and reliable quantitative
tool in the final stages of computer aided-enzyme design, while other approaches were
found to be comparatively less accurate, and mainly useful for the qualitative screening
of ionized residues. The most obvious problem arises from the fact that current design
approaches (e.g., refs. [17–19]) are not based on modeling the chemical process in the
enzyme active site. In fact, some approaches (e.g., ref. [20]) use gas phase or small model
cluster calculations, which then estimate the interaction between the enzyme and
the transition state model, rather than the transition state binding free energy (or the
relevant activation free energy). However, accurate ranking of the different options
for enzyme design cannot be accomplished by approaches that cannot capture the
electrostatic preorganization effect. Clearly, the ability of the EVB model to act as a
quantitative tool in the final stages of computer-aided enzyme design is a major step
towards the design of enzymes whose catalytic power is closer to native enzymes than
the current generation of designer enzymes. It should be noted, however, that despite
the temptation to use reorganization energies in the screening process there are many
cases[16] when it is essential to invest the additional computational time and to evaluate
the full EVB free energy surfaces to obtain the relevant activation barriers .

In Chapter 8, Vianello and Mavri describe EVB simulations of the catalytic activity
of monoamine oxidases (MAOs) in controlling neurodegeneration. The use of the EVB
approach to study the reaction of MAOs appears to be very useful, and could, in princi-
ple, help to develop strategies for the prevention and treatment of neurodegeneration,
including the design of irreversible MAO inhibitors.
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Overall the book presents a compelling case for the general use of the EVB approach
as a very effective computational and conceptual tool for studies of large complex
(bio)chemical systems. This includes simulations of the reactivity of macromolecules
and the modeling of general chemical processes in the condensed phase. This book
demonstrates that the EVB approach provides a powerful way to connect the clas-
sical concepts of physical organic chemistry with the actual energetics of enzymatic
reactions by means of computation. That is, when concepts such as Marcus’ parabolae
are formulated in a consistent microscopic way, they allow one to obtain quantitative
linear free energy relationships in enzymes and in solution, which in turn allows
one to quantify catalytic effects and to define them in terms of the relevant reaction
free energies, reorganization energies and the preorganization of the enzyme active
sites. Thus, we believe that the EVB method is probably the most powerful current
simulation strategy as far as studies of chemical processes in the condensed phase in
general and in enzymes in particular are involved. This ability is especially important in
the exploration of the origin of enzyme catalysis, which, even in 2017, remains one of
the Holy Grails of biochemistry.
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Modelling Chemical Reactions Using Empirical Force Fields
Tibor Nagy1 and Markus Meuwly2

1 IMEC, RCNS, Hungarian Academy of Sciences, Budapest, Hungary
2 Department of Chemistry, University of Basel, Switzerland

1.1 Introduction

Chemical reactions involve bond-breaking and bond-forming processes and are funda-
mental in chemistry and the life sciences in general. In many cases, mechanistic aspects
of the reactions (“which reaction partners interact at which time with each other”)
are of interest. However, many atomistic aspects in bond-breaking and bond-forming
processes remain elusive by considering experimental data alone because “the reaction”
itself is a transient process. The transition state is unstable and short-lived. Thus, the
most interesting regions along a reaction path can not be investigated experimentally in
a direct fashion. To shed light on such questions, theoretical and computational work
has become invaluable to experimental efforts in understanding particular reaction
schemes.

The computational investigation of a chemical or biological system requires models to
compute the total energy of the system under investigation. There are two fundamentally
different concepts to do that: either by solving the electronic Schrödinger equation, or
by assuming a suitably defined empirical potential energy function. The first approach
has been refined to a degree that allows one to carry out calculations with “chemical
accuracy” – that is, accuracies for relative energies within 1 kcal/mol for the chemically
bonded region and less accurately for transition state regions. Most importantly, a quan-
tum chemical calculation makes no assumption on the bonding pattern in the molecule
and is ideally suited to answer the question which atoms are bonded to one another for
a particular relative arrangement of the atoms. To obtain realistic reaction profiles it is,
however, necessary to carry out calculations at a sufficiently high level of theory, partic-
ularly in the region of the transition state. Through statistical mechanics and assuming
idealized models of molecular motion such as rigid rotor or harmonic oscillator, aver-
age internal energies, enthalpies, and by including entropic effects, also free energies
can be calculated. However, although such computations are by now standard, they can
realistically and routinely only be carried out for systems including several tens of heavy
atoms, that is, small systems in the gas phase. This is due to the N3 scaling of the secular
determinants that need to be diagonalized, where N is the number of basis functions.

Alternative approaches to solving the electronic Schrödinger equation have been
developed and matured to similar degrees. London’s work on the H + H2 reaction for
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which he used a 2 × 2 valence bond treatment[1] is an early example for this. Further
refined and extended approaches led to the London-Eyring-Polanyi (LEP),[2] and to
the London-Eyring-Polanyi-Sato (LEPS) surfaces.[3,4] A development that continued
the efforts to use valence bond theory to describe multi-state chemical systems, is
the diatomics-in-molecules (DIM) theory.[5] Following a slightly different perspective,
Pauling profoundly influenced the theoretical description of chemical reactivity
through his work on molecular structure and the nature of the chemical bond.[6,7]
Empirical relationships such as the one between bond length and bond order later
became foundations to empirical descriptions of reactivity.[8,9]

Excluding all electronic effects finally leads to empirical force fields. They were
developed with the emphasis on characterizing the structure and dynamics of macro-
molecules, including peptides and proteins.[10–17] Thus, their primary application area
were sampling and characterizing conformations of larger molecular structures where
reorganization of the bonds would not occur. The mathematical form

Vbond =
∑

Kb(r − re)2

Vangle =
∑

K
𝜃

(𝜃 − 𝜃e)2

Vdihe =
∑

K
𝜙

(1 + cos(n𝜙 − 𝛿)) (1.1)

of empirical force fields is thus not suitable to describe chemical reactions where chem-
ical bonds are broken and formed. Here, K are the force constants associated with the
particular type of interaction, re and 𝜃e are equilibrium values, n is the periodicity of the
dihedral and 𝛿 is the phase which determines the location of the maximum. The sums
are carried out over all respective terms. Nonbonded interactions include electrostatic
and van der Waals terms, which are

Velstat =
1

4𝜋𝜀0

∑ qiqj

rij

VvdW =
∑

𝜀ij

[(Rmin, ij

rij

)12

− 2
(Rmin, ij

rij

)6]
(1.2)

where the sums run over all nonbonded atom pairs. qi and qj are the partial charges of the
atoms i and j involved and 𝜀0 is the vacuum dielectric constant. For the van der Waals
terms, the potential energy is expressed as a Lennard-Jones potential with well depth
𝜀ij =

√
𝜀i𝜀j and range Rmin, ij = (Rmin, i + Rmin, j)∕2 at the Lennard-Jones minimum. This

interaction captures long range dispersion (∝ −r−6) and exchange repulsion (∝ r−12)
where the power of the latter is chosen for convenience. The combination of Eqs. 1.1
and 1.2 constitutes a minimal model for a force field (FF).

An important step to investigate reactions by simulation methods has been the intro-
duction of mixed quantum mechanical/classical mechanics methods (QM/MM).[18–20]

In QM/MM the total system is divided into a (small) reaction region for which the energy
is calculated quantum mechanically and a (bulk) environment which is treated with a
conventional FF. The majority of applications of QM/MM methods to date use semiem-
pirical (such as AM1, PM3,[21] SCC-DFTB[22,23]) or DFT methods. Typically, the QM
part contains several tens of atoms. It should also be noted that studies of reactive pro-
cesses in the condensed phase often employ energy evaluations along the pre-defined
progression coordinates,[21,24] that is, the system is forced to move along a set of more
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or less well-suited coordinates. One of the main reasons why ab initio QM/MM calcu-
lations are not yet used routinely in fully quantitative studies is related to the fact that
the energy and force evaluations for the QM region are computationally too expensive
to allow meaningful configurational sampling which is required for reliably estimat-
ing essential quantities such as free energy changes. Alternatives to QM/MM methods
have been developed whereby empirical force fields are used to investigate chemical
reactions by combining them in suitable ways. They include RMD (Reactive Molecular
Dynamics),[25–27] EVB (Empirical Valence Bond)[28] and its variants AVB (Approximate
Valence Bond),[29] and MCMM (Multiconfiguration Molecular Mechanics).[30]

Force field-based treatments of chemical reactivity start from conventional FFs and
employ the diabatic picture of electronic states to define reactant and product states.[31]

From a FF perspective, in a diabatic state the connectivity of the atoms does not change.
Low-amplitude vibrations and conformational motion in these states can be efficiently
described by conventional FFs. However, they yield very high potential energies, far
from their equilibrium geometry, due to their functional form and parametrization. For
example, force field evaluation of a chemical bond at its equilibrium geometry for the
unbound state, in which the bonded term is replaced by electrostatic and van der Waals
interactions, yields a very high energy for the unbound state due to van der Waals repul-
sion. This large energy difference can be exploited to define a dominant force field which
is that with the lowest energy for almost all accessible configurations and makes the
energy difference a useful coordinate. Other methods use geometric formulas to switch
on and off interactions individually (e.g., ReaxFF). The various methods differ mainly in
the choice of switching method and parameters.

The present chapter describes adiabatic reactive molecular dynamics (ARMD),[27,32]

its multi-surface variant (MS-ARMD)[33–35] and molecular mechanics with proton
transfer (MMPT).[36] All three methods have been developed with the aim to combine
the accuracy of quantum methods and the speed of FF simulations such that the
processes of interest can be sampled in a statistically meaningful manner. This allows
one to determine suitable averages, which can be then compared with experimental
data. The chapter first discusses the three methods and briefly highlights similarities
and differences to other methods, which are separately discussed in the present volume.
Then, topical applications are presented and an outlook lain out future avenues.

1.2 Computational Approaches

In the following chapter the techniques to investigate the energetics and dynamics of
chemical reactions based on empirical force fields are discussed. Particular emphasis is
put on the methods that allow to follow the rearrangements of atoms along the progres-
sion coordinate of a chemical reaction. Excluded from this discussion are nonadiabatic
effects and quantum dynamics.

1.3 Molecular Mechanics with Proton Transfer

Molecular Mechanics with Proton Transfer (MMPT) is a parametrized method to fol-
low bond breaking and bond formation between a hydrogen atom (or a proton) and
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its donor and acceptor, respectively.[36] The total interaction energy for the system with
coordinates Q is

V (Q) = VMM(q) + VPT (R, r, 𝜃), (1.3)

where the proton transfer motif D-H–A with donor (D) and acceptor (A) is described
by VPT. This contribution is determined from quantum chemical calculations along R
(the distance between donor and acceptor atoms), r (the distance between donor and H
atom), and 𝜃 (the angle between the unit vectors along R and r). The dependence of the
total potential energy on the remaining degrees of freedom of the system (q) is given by
a conventional force field VMM. The resulting potential is called Molecular Mechanics
with Proton Transfer (MMPT).[36] In MD simulations with MMPT, the bonding pattern
changes upon proton transfer. The algorithm is designed to add, modify, and remove
force-field terms, that include bonded and non-bonded interactions, in a smooth and
energy conserving fashion by using appropriate switching functions, such as fsw(R, r) =
0.5(tanh(2R(r − R∕2)) + 1), whenever the migrating H attempts to transfer from donor
to acceptor.[36]

MMPT treats the proton transfer process with its full dimensionality while addressing
three important aspects of the problem: speed, accuracy, and versatility. While speed
and accuracy are rooted in the QM/MM formulation, the versatility of the approach is
exploited by using the morphing potential method.[37] To this end, it is important to
realize that without loss of generality, a wide range of proton transfer processes can
be described by three prototype model systems: (a) symmetric single minimum (SSM,
optimized structure of the system has equal sharing of the proton), (b) symmetric
double-minimum (SDM, optimized structure of the system has unequal sharing of the
proton but is symmetric with respect to the transition state), and (c) asymmetric double
minimum (ADM, optimized structure of the system has unequal sharing of the proton
and is asymmetric with respect to the transition state).[36] The potential energy surface
(PES) of these three model systems, fitted to suitable zeroth order potential energy
surfaces (SSM, SDM, or ADM), are morphed into a suitable PES to approximately
reproduce important topological features of the target PES by a transformation of
the type

Vmorph(R′
, r′, 𝜃′) = 𝜆(R, r, 𝜃)Vorig(R, r, 𝜃), (1.4)

where 𝜆 can either be a constant or a more complicated function of one or more coor-
dinates. The morphing approach not only avoids recomputing a full PES for the pro-
ton transfer motif but also reduces the rather laborious task of fitting an entirely new
parametrized PES.

1.4 Adiabatic Reactive Molecular Dynamics

In the ARMD[27,38] simulation method, which is implemented in CHARMM[39] (since
v35b2), at least two parametrized PESs, V1 for the reactant and V2 for the product states,
are considered. The adiabatic dynamics of the nuclei takes place on the lowest PES while
the energy of the higher states is also determined. Whenever the energy of the current
state equals that of a higher state, the simulation is restarted from a few fs (ts∕2) prior
to the detected crossing and during time interval ts (twice as long), called switching
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Figure 1.1 (a) The ARMD Method: Schematic Figure of the ARMD Simulation Method For a Collinear
Reaction, Where Atom B is Transferred From Donor Atom A to Acceptor Atom C. During crossing the
surfaces are switched in time and the Morse bond is replaced by van der Waals (vdW) interactions and
vice versa. (b) Simple model for estimating energy violation in ARMD simulations. The system with
mass m is approaching from the left on PES V1(x) (phase I). At t = 0 time it is at x0 with velocity v0 and
kinetic energy Ekin,0. After crossing is detected at x = 0 the time is rewound by ts∕2 and the dynamics is
re-simulated while V1(x) is being switched to V2(x) in ts (phase II). (See color plate section for the color
representation of this figure.)

time, the PESs are mixed in different proportions by multiplying them with a suitable
time-dependent smooth switching function f (t) (e.g., a tanh function).[27,38]

V
ARMD

(x, t) = (1 − f (t))V1(x) + f (t)V2(x). (1.5)
At the beginning of the mixing the system is fully in state 1 ( f (0) = 0), while at the end
it is fully in state 2 ( f (ts) = 1). The algorithm of ARMD is schematically shown for a
collinear atom transfer reaction in Figure 1.1a.

As during surface crossing the ARMD potential energy is explicitly time-dependent,
the total energy of the system can not be conserved in a strict sense. For large sys-
tems (e.g., proteins in solution) the total energy was found to be conserved to within
≈ 1 kcal∕mol which is sufficient for most applications. This allowed successful appli-
cation of ARMD simulation method to the investigation of rebinding dynamics of NO
molecule in myoglobin[27,38] the dioxygenation of NO into NO−

3 by oxygen-bound trun-
cated hemoglobin.[40]

However, for highly energetic reactions of small molecules in the gas phase this is
not necessarily true. This was the case for vibrationally induced photodissociation of
H2SO4.[35,41] If, however, several crossings between the states involved can take place
or the course of the dynamics after the reaction is of interest – for example, for a final
state analysis – energy conservation becomes crucial. The magnitude of energy violation
ΔE for a simple 1D system (see Figure 1.1b) with effective mass m crossing between
two linear potentials V1(x) = 𝛼x and V2(x) = 𝛽x using a linear switching function f (t) =
t∕ts is:[34]

ΔE =
𝛽(𝛼 − 𝛽)t2

s

24m
. (1.6)

Hence, exact or nearly exact energy conservation, ΔE ≈ 0, can be achieved with ARMD
(a) if the steepness of the two PESs along the trajectory during crossing are the same
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(𝛼 ≈ 𝛽), (b) if the second surface has a small slope (𝛽 ≈ 0) in the crossing region thus
accidental cancellation of violations can occur, (c) if the system has a large effective
mass, which is often true for biomolecular systems, where both partners are heavy or the
reaction is accompanied by the rearrangement of solvation shell involving many solvent
molecules, (d) if the switching time is short, however, for ts → 0 the connection between
the PESs will be unphysically sharp and thus fixed-stepsize integrators fail to conserve
energy.

ARMD involves two or multiple PESs defined by individual sets of force-field parame-
ters. For macromolecular systems, the number of energy terms by which the PESs differ
is much smaller compared to the total number of energy terms. Thus, by providing only
a smaller number of additional parameters compared to a standard MD simulation, it is
possible to describe the difference between the states of interest with limited computa-
tional overhead.[38] Because the FFs for the individual states are separately parametrized,
they need to be related to each other by an offset Δ which puts the asymptotic energy
differences between the states in the correct order.[38]

1.5 The Multi-Surface ARMD Method

In the multi-surface (MS) variant of ARMD, the effective potential energy is also a linear
combination of n PESs, however with coordinate-dependent weights wi(x), thereby the
total energy is conserved during crossing.

VMS-ARMD(x) =
n∑

i=1
wi(x)Vi(x) (1.7)

The wi(x) are obtained by renormalizing the raw weights wi, 0(x), which were calculated
by using a simple exponential decay function of the energy difference between surface i
and the minimum energy surface with over a characteristic energy scale ΔV (switching
parameter).

wi(x) =
wi, 0(x)

n∑
i=1

wi,0(x)
where wi,0(x) = exp

(
−

Vi(x)
ΔV

)
(1.8)

Only those surfaces will have significant weights, whose energy is within a few times of
ΔV from the lowest energy surface. The performance of MS-ARMD is demonstrated
for crossings of 1D and 2D surfaces in Figure 1.2. A smooth global surface is obtained
everywhere, even in regions where more than two surfaces get close in energy.

The CHARMM[39] implementation (available from v39a2) of MS-ARMD allows
adding/removal and reparametrization of terms in any conventional force field, thus
it can define new states and can join them into a reactive surface. Morse potentials
and generalized Lennard-Jones potential (MIE potential[42,43]) are also available in
the implementation in order to improve the simultaneous description of PES regions
close to the equilibrium and the crossing zone. Furthermore, as the energy of each
force field is measured from its own global minimum, an additive constant has to be
defined for bringing each force field to a common energy scale to reproduce reaction
energies.
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Force fields separately optimized for reactant and product states sometimes predict
an unrealistic, high-energy crossing point. According to MS-ARMD the transition point
between two PESs has a weight of 0.5 from both contributing states. In order to adjust
and reshape the barrier region to match energies obtained from electronic structure
calculations, products of Gaussian and polynomial functions (GAPOs) (k = 1,… , nij)
of the energy difference ΔVij(x) = Vj(x) − Vi(x) can be applied acting between any two
surfaces (i and j).

ΔV ij
GAPO, k(x) = exp

(
−
(ΔVij(x) − V 0

ij, k)
2

2𝜎2
ij, k

)
•

mij, k∑
i=0

aij, kl(ΔVij(x) − V 0
ij, k)

l (1.9)
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Here, V 0
ij, k and 𝜎ij,k denote the center and the standard deviation of the Gaussian func-

tion, respectively. Whenever the energy difference between the two PESs deviates from
V 0

ij, k more than a few times of 𝜎ij, k , the corresponding GAPO functions will be negligible
provided that V 0

ij, k and 𝜎ij, k are small. The global MS-ARMD PES with this extension is
a weighted sum of PESs and GAPO functions scaled with the sum of the weights of the
two corresponding surfaces:

VMS-ARMD(x) =
n∑

i=1
wi(x)Vi(x) +

n−1∑
i=1

n∑
j=i+1

[wi(x) + wj(x)]
nij∑

k=1
ΔV ij

GAPO, k(x) (1.10)

The CHARMM implementation[39] of MS-ARMD is a general tool for constructing
global potential energy surfaces from empirical force fields for modelling chemical reac-
tions in gas, surface and condensed phases, relevant to homogeneous, heterogeneous
and enzymatic catalysis.

1.6 Empirical Valence Bond

One of the established methods to investigate chemical reactions based on empirical
force fields is the empirical valence bond (EVB) method.[28,44] EVB starts from the fact
that valence bond states are suitable to distinguish between ionic and covalent resonance
forms of a chemical bond which reflects chemical intuition. Since the environment of
a chemical reaction primarily interacts through electrostatics with the reactive species,
empirical force fields can be used to describe the resonant forms of the reactant and
product states. For a bond-breaking reaction AB → A + B, three resonance forms are
introduced: 𝜓1 = AB, 𝜓2 = A−B+, and 𝜓3 = A+B−. If A is more electronegative than
B, resonance structure 𝜓3 is largely irrelevant and the process can be described by 𝜓1
and 𝜓2.

For a collection of covalent and ionic states, matrix elements for the EVB Hamiltonian
have to be determined. They include diagonal elements for the covalent and ionic states,
and off-diagonal elements that couple configurations (bonding patterns) that differ by
the location of an electron pair. All other off-diagonal matrix elements Hij = 0. The jus-
tification for this is that such matrix elements are proportional to the square or higher
powers of the overlap between atomic orbitals, but they may also be retained.[28,45] The
covalent diagonal matrix elements Hii correspond essentially to an empirical force field,
whereas for the ionic diagonal matrix elements the bonded terms are replaced by elec-
trostatic interactions between the charged fragments and the formation energy of A−B+

from AB has also to be added. For the two-fragment system AB the matrix elements are
H11 = De(1 − exp[−𝛽(r − re)])2 and H22 = Δ − e2

r
+ Vnb where Δ is the gas-phase forma-

tion energy of A−B+ from AB at infinite separation, and Vnb is the nonbonded interac-
tion potential such that the minimum of

(
−e2

r
+ Vnb

)
is given by the sums of the ionic

radii of A+ and B−. In the original version of EVB the off-diagonal element H12 = H21
is determined through the requirement that the eigenvalues of the Hamiltonian E sat-
isfy the relation H12 =

√
(H11 − E)(H22 − E) and E is the experimentally determined

ground-state bond energy. In a later and slightly more general approach, the off-diagonal
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elements are parametrized functions depending on a pre-defined reaction coordinate of
the form Hij = A exp(−𝜇(r − r0)).[44]

The definition of the off-diagonal terms has been a source of considerable discus-
sion in the field, in particular the assumption that upon transfer of the reaction from
the gas phase to the solution phase these elements do not change significantly. This
assumption has been recently tested.[44] Alternative forms which also capture the shape
and energetics of the potential energy surface around the transition state use general-
ized Gaussians.[46] A comparison of different diabatic models has been recently given
and provides a notion of the common features and the differences between various
approaches.[47–49] A useful comparison of the similarities and differences between the
various methods can be found in the references.[50] Applications of EVB include enzy-
matic reactions (for which it was originally developed[51]), proton transfer processes, and
the autodissociation of water.[52] Furthermore, several extensions have been suggested
to the original EVB method allowing its application to a wider class of problems.[46,53,54]

1.7 ReaxFF

Starting from Pauling’s realization that bond order and bond length are related,[55] a
bond energy bond order (BEBO) potential was developed by Johnston and Parr.[8] It was
found that, in addition to the nearly linear relationship between bond order and bond
length,[55] a log-log plot of dissociation energies against bond order is also almost linear.
This approach yielded activation energies within≈ 2 kcal∕mol and chemical rates within
an order of magnitude for reactants of well-known bond energies. One of the essential
assumptions underlying this approach is that – at least for hydrogen-atom transfer reac-
tions – the sum of the bond orders n1 of the breaking and the newly formed bond n2 is
unity, that is, n1 + n2 = 1. Or in the words of the authors, that "At all stages of the reaction
the formation of the second bond must be ’paying for’ the breaking of the first bond.”[8]

A more general method that is based on the concept of bond order and its relation-
ship to bond length and bond energy is ReaxFF.[9] In this force field, van der Waals
and Coulomb terms are included from the beginning and the dissociation and reac-
tion curves are derived from electronic structure calculations. Central to ReaxFF is that
the bond order can be calculated from the distance between two atoms. For a CC-bond
this expresses the fact that two carbon atoms can be found to form anything in between
“no bond” (bond order = 0) to triple bond. From the bond order the bonded energy
term Ebond is calculated. To correct for over-coordination, a penalty term Eover is added
to ReaxFF and for under-coordinated atoms additional favorable energy terms Eunder
reflecting resonance energies between 𝜋−electrons are introduced. A last, non-standard
term usually not present in conventional force fields is the conjugation energy Econj. With
these terms, the total potential energy in ReaxFF can be written as

E = Ebond + Eover + Eunder + Econj + Eval + Epen + Edihe + EVdW + Ecoul (1.11)

Here, Eval,Edihe,Evdw and Ecoul are the well-known valence-angle, dihedral, Van der
Waals, and electrostatic terms, whereas Epen reproduces the stability of systems with
two double bonds sharing an atom in a valence angle. All energy terms and their
parametrizations are explained in detail in the references.[9]
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Illustrative applications of ReaxFF range from the study of shock-induced chemistry
in high energy materials[56] to activation and dissociation of H2 on platinum surfaces[57]

and the oxidation of nanoparticles on aluminum surface.[58] Using ReaxFF and
nonequilibrium MD simulations it was found that depending on the impact velocities
cyclic-[CH2N(NO2)]3 decomposes into a variety of small molecules on the picosecond
time scale or only into NO2, both of which are consistent with experiments.[56] Such
simulations provide considerable insight into the time dependence of concentration
changes of particular species.

1.8 Other Approaches

Multiconfiguration Molecular Mechanics (MCMM): More recently, a procedure that is
parametrized entirely with respect to information from ab initio calculations has been
put forward. It was termed multiconfiguration molecular mechanics (MCMM). In the
light of other existing algorithms MCMM is probably best viewed as a particular variant
of EVB.[47–50] One of the particular features of MCMM is that it uses Shepard interpo-
lation to represent the off-diagonal matrix element H12 (see also section on EVB).

Quenching dynamics: Instead of explicitly breaking and forming chemical bonds the
possibility has been explored to approximately locate the transition state between the
reactant and the product states of a system and subsequently use quenching (down-
hill) dynamics to relax the system. Such an approach was employed to investigate the
rebinding of CO in myoglobin.[59] More generally, the approach is reminiscent of using
an interpolating Hamiltonian as in the theory of electron transfer.[60]

1.9 Applications

1.9.1 Protonated Water and Ammonia Dimer

Protonated water dimer has received substantial attention from both experiment[61–64]

and theory.[65–69] The MMPT potential has been used to investigate the proton transfer
dynamics and infrared spectroscopy of protonated water dimer.[70] The MMPT potential
allows to investigate the long-time (several 100 ps) bond-breaking and bond-formation
dynamics and how this impacts the vibrational spectroscopy.[70] MD simulations pro-
vide time series of coordinates and dipole moments which are then used to obtain vibra-
tional spectra by Fourier transforming the dipole-dipole autocorrelation functions. For
calculating the spectra, the 15 dimensional dipole moment surface of Huang et al.[71]

was used. Most experimental line positions, for example the absorptions at 750, 900,
1330, and 1770 cm−1, correspond to features in the calculated infrared spectra. Analyz-
ing power spectra associated with different degrees of freedom, it was established that
motion along the O-H∗ coordinate involved in the O-H∗-O asymmetric stretch is cou-
pled to the O-O stretching and the O-H∗O and HOH∗ bending coordinates.[70] Here,
H∗ is the transferring hydrogen atom. Vibrational excitations estimated from other cal-
culations are well reproduced by the MD simulations with MMPT PES thus validating
the approach.[70] In particular, the MD simulations by Bowman and co-worker[71] on a
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Figure 1.3 Proton Transfer Rates:Rates For Proton Transfer as a Function of T For NH+
4

•NH3 Together
with Error Bars. Rates are given for different energy scaling factors 𝜆E (proton-transfer barrier heights):
𝜆E = 2.0 (black), 1.0 (blue), 0.75 (red), and 0.5 (green). For high temperatures the energy scaling has a
smaller effect on the barrier than for low temperatures. This also explains why the rates agree within
statistical fluctuations for T ≈ 300 K. The figure is taken from the reference [36]. (See color plate section
for the color representation of this figure.)

high-quality 15-dimensional surface find the O-H∗-O stretching vibration at 860 cm−1

which agrees well with 830 cm−1, calculated with an MMPT potential.
Unlike protonated water dimer, the protonated ammonia dimer represents a sym-

metric double minima (SDM) potential. Earlier computational studies on protonated
ammonia dimer include semiempirical calculations, EVB methods as well as approxi-
mate DFT (SCC-DFTB) simulations.[72–75] Using a SDM potential for the MMPT part
and standard force field parameters for the remaining degrees of freedom, MD simu-
lations were carried out at various temperatures between 30 and 300 K. For the SDM
potential, no proton transfer was seen below 40 K whereas between 40 K and 150 K
a nearly linear increase in the rate is found, beyond which the rate remains constant,
see Figure 1.3. To further characterize the rate dependence on the barrier separating
the reactant and product, simulations were carried out on morphed PESs where the
coordinate-independent morphing parameter 𝜆 in Eq. 1.4 was 𝜆 = 0.5, 0.75, and 2.0,
respectively. The onset of proton transfer is seen at lower temperatures for potentials
with lower barrier, while the high-temperature limit of the proton transfer rate remains
unchanged, suggesting that a property common to all surfaces controls the maximum
possible rate. Proton transfer probabilities of 8.8 to 10 transfers/ps are found for all bar-
riers investigated. This corresponds to a frequency range associated with the symmetric
stretch vibration of the donor and acceptor atoms, which acts as a gating mode.[36]
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1.9.2 Charge Transfer in N2 − N+
2

In a recent study, the charge-transfer (CT) reaction N+
2 + N2 → N2 + N+

2 between
Coulomb-crystallized N+

2 ions at mK temperatures and N2 molecules from an 8 K
beam was investigated by monitoring the change in spinrotational-state population of
N+

2 ions.[33] The collision of the two interacting partners results in the electronically
adiabatic formation of a vibrationally highly-excited [N-N · · ·N-N]+ complex (the
well depth is about 29 kcal∕mol). After its decay the neutral N2 leaves the ion trap,
whereas the N+

2 ions remain trapped and were found in rotationally excited states in
the experiments.

Interpretation of the experimental findings required computational modelling of the
collision process using “quasiclassical trajectory calculations” on an MS-ARMD PES.
The PES was fitted accurately (RMSD = 1.4 kcal/mol) to 5565 of UCCSD/cc-pVTZ
energies obtained from a global 6D scan. To achieve this accuracy, 24 force fields were
needed for describing the three states (bound or complex, 2 unbound: charge-preserving
and charge-transferring), which were obtained as follows. Within the complex, 4 con-
nectivities (N1N2-N3N4, N1N2-N4N3, N2N1-N3N4, N2N1-N4N3) can be distinguished.
However, at large deformations the complex becomes highly polarized (i.e., either
[N1N2](𝛿+) · · · [N3N4](𝛿++) or [N1N2](𝛿++) · · · [N3N4](𝛿+)). Therefore, instead of using
a single FF with a symmetric point-charge distribution for a given connectivity, two
FFs with opposite polarization are required. Hence, altogether 8 FFs were needed for
the 4 complex connectivities and 2 FFs correlating with them were necessary for each
unbound state. For the parametrization of individual FFs, Coulomb interaction based on
point charges (1-4 interaction in the bound state), Morse and Lennard-Jones potentials
were used and within each of the three states, the FFs were related through permutation
of the atom indices. The force fields were joined with the MS-ARMD method within
the complex (8 FFs), the charge-preserving (2 FFs) and charge-transferring states (2
FFs). During complex formation, the active unbound state was smoothly connected to
the bound state with a center of mass (N+

2 -N2) distance-dependent switching function
in the range of 7.09 − 7.56 a0. During dissociation, upon reaching separation 7.09 a0,
the dissociated state with lower potential energy was determined and the bound state
was connected to that in the same manner. For an accurate fit of reference energies the
flexibility of the global surface was increased by doubling the number of states (and
adjustable parameters) to 24.

MS-ARMD simulations showed that the complex is formed up-to large impact
parameters of 13a0, corresponding to large angular momentum. Upon complex forma-
tion (N+

4 ) the system accelerates towards the energetically favoured linear arrangement
which immediately induces vivid bending vibrations with magnitudes that depend on
the impact parameter and the relative orientation of the diatomics. Usually, several
rearrangements of the diatomics take place before its decay within 1 − 100 ps. The long
average lifetime (10 ps) of the complex provides sufficient time for energy transfer from
its overall rotation into bending and torsional vibrational modes, which eventually
evolve into enhanced product state rotations after breaking of the central bond.

1.9.3 Vibrationally Induced Photodissociation of Sulfuric Acid

The MS-ARMD method was also applied to the vibrationally induced photodissociation
of sulfuric acid (H2SO4),[35,41] which can explain the anomalous enhancement of the
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H2O + SO3 and Along the Minimum Energy Paths For Water Elimination and For Intramolecular
H-Transfer. (See color plate section for the color representation of this figure.)

polar stratospheric sulfate aerosol layer in springtime.[76–79] Previous dynamical studies
have shown that after significant vibrational excitation of the O-H stretching mode
(𝜈o = 4, 5, 6 ← 0 corresponding to 38.6, 47.2 and 55.3 kcal∕mol), H2SO4 can undergo
intramolecular H-transfer (Vbarr = 32.2 kcal∕mol) and H2SO4 → H2O + SO3 water
elimination (Vbarr = 36.6 kcal∕mol).[41,80]

To explore the ground-state potential energy surface of the system, calculations at
MP2 / 6-311G++ (2d,2p) level were carried out for thousands of geometries taken from
a 2D rigid dihedral scan of H2SO4 and from MD simulations at 300 K using previously
developed FFs[41] for H2O, SO3, H2SO4, and the H2O… SO3 vdW complex. New force
fields were constructed using conventional FF terms, Morse and MIE potentials, and
were fitted accurately (with RMSDs 0.02, 0.47, 1.23 and 0.55 kcal∕mol) to MP2 energies,
as shown in Figure 1.4.

Similarly, the minimum energy paths (MEPs) were determined and parameter ΔV
and GAPO functions of the global MS-ARMD PES were optimized. Using 3 GAPOs
with first-order polynomials for the H2O elimination, and 2 GAPOs with second-order
polynomials for the H-transfer reactions an accurate fit (RMSD = 0.55 kcal/mol) could
be achieved, which is also shown in Figure 1.4.

After intramolecular H-transfer a sulfuric acid with different connectivity is obtained.
Similarly, altogether, 8 H2SO4 and 4 H2O + SO3 states can be derived as both H atoms
can be transferred and water elimination can involve any of the O atoms. Both sets
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Figure 1.5 Reaction Network For H2SO4: The Network of States (Circles) and Possible Reactions
Between Them (Edges) For H2SO4 Represented as a Symmetric Graph. States labelled by two-digit
numbers denoting the O indices of atoms to which atoms H1 and H2 bind. The four thick-line circles
with identical digits indicates H2O + SO3 states, whereas the remaining 8 are H2SO4 states. Four states
highlighted in green and given as a ball-and-stick representation were observed in a typical trajectory
(12 → 32 → 12 → 42 → 22) showing three subsequent intramolecular H-transfers and water
elimination at the end. (See color plate section for the color representation of this figure.)

of states are chemically equivalent to one another, therefore their FF and GAPO
parametrizations need to be the same, but with permuted indices. The network of 16
states and possible 24-24 H-transfer and H2O -elimination reactions between them can
be represented as a graph (Figure 1.5).

Vibrational excitation by 4-6 quanta of thermalized (300 K) H2SO4 molecules was
invoked by scaling the velocities along the OH-local mode.[41,81] Then free dynamics
was followed for several thousand trajectories until water elimination took place or at
most for 1 ns. While several H-transfers and the final dissociation occurred, the total
energy was conserved, which served as the validation of the MS-ARMD implementation
in CHARMM.

Compared to previous studies,[41,81] the MS-ARMD simulations were based on a more
accurate PES which also enabled the competing intramolecular H-transfer process[35]

and thus lead to quite different lifetime distributions. The MS-ARMD description also
allowed the analysis of products states, which showed distinct excitations that can help
experimentalists to establish the vibrationally induced decay mechanism proposed by
Vaida et al.[79] Furthermore, kinetic analysis of the lifetime distributions lead to the con-
clusion that vibrationally induced photolysis rate drops significantly with decreasing
altitude in the stratosphere due to the competing quenching process.
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1.9.4 Proton Transfer in Malonaldehyde and Acetyl-Acetone

Proton Transfer in Malonaldehyde: Malonaldehyde (MA) has long served as a typical
hydrogen transfer system to test and validate various computational approaches. Exper-
imentally, the ground state tunneling splitting was determined to be 21.58314 cm−1 by
different experiments with very high accuracy.[82,83] Infrared spectra of MA have also
been recorded at high resolution.[84–87]

MMPT simulations with a generalization of the method to nonlinear H-bonds were
carried out in order to determine the tunneling splittings for H- and D-transfer and to
locate the position of the proton-transfer band in the infrared.[88] Building on a har-
monic bath averaged Hamiltonian (HBA) the effective reduced mass was chosen such
as to reproduce the tunneling splitting for H-transfer. The effective reduced mass dif-
fers from the mass of the transferring hydrogen atom due to kinetic coupling in the
system.[88] However, the effective mass of the deuterated species is then determined by
usual isotopic mass ratios which allows to validate the model because no new param-
eters are required. The computed tunneling splittings of 22.0 cm−1 and 2.9 cm−1 com-
pare favourably with the experimentally determined ones which are 21.583 cm−1 and
2.915 cm−1, respectively.[82,83,89] The proton transfer mode exhibits a large red shifts rel-
ative to usual OH-stretching vibrations and is found at 1543 cm−1.

Building on this MMPT potential a quantum mechanical treatment of the kinetic
isotope effect (KIE) in MA was attempted. The KIE relates the rate constants for hydro-
gen and deuterium transfer via KIE = kH∕kD. The KIE for the intramolecular hydrogen
transfer in MA has not been determined experimentally. Combining a fully dimensional
and validated PES[88] based on molecular mechanics with proton transfer (MMPT)[36]

with quantum instanton (QI) path integral Monte Carlo (PIMC) simulation the primary
H/D KIE on the intramolecular proton transfer in MA was found to be 5.2 ± 0.4 at
room temperature.[90] For higher temperatures, the KIE tends to 1, as required. Periodic
orbit theory-based tunneling rate estimates and detailed comparisons with conventional
transition state theory (CTST) at various levels suggest that the KIE in MA is largely
determined by zero-point energy effects and that tunneling plays a minor role.

Proton Transfer in Acetyl-Acetone: Related to MA is acetyl-acetone (AcAc) but
the proton transfer dynamics is far less well characterized. Although infrared and
microwave spectra have been recorded, the symmetry of the ground state structure is
still debated.[91–96] Recent infrared experiments combined with atomistic simulations
using an MMPT force field and quantum chemical calculations have considered the
dynamics of the hydrogen transfer motion in AcAc.[97] The morphed potential exhibits
a barrier of 2.35 kcal/mol and was used in finite-temperature MD simulations from
which the IR spectra was determined.

Experimentally, the fundamental OH-stretching band is observed as a broad band red-
shifted relative to usual OH-stretching transitions by several hundred wavenumbers.[97]

The IR and power spectra from the MMPT simulations reproduce most experimen-
tally recorded features and clearly assign the 𝜈OH proton transfer (PT) mode to the
band experimentally observed in the 2000 − 3300 cm−1 region. The location of this band
was found to sensitively depend on the barrier for PT. Simulations with varying barrier
heights and comparison of the power spectra with the experimental IR spectrum yield
a barrier of ≈2.5 kcal∕mol. This compares with a value of 3.2 kcal/mol from CCSD(T)
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calculations and suggests that such an approach is meaningful to determine approxi-
mate barrier heights for proton transfer reactions which is difficult if not impossible
from experiment alone.

1.9.5 Rebinding Dynamics in MbNO

Myoglobin, besides being an important model system for understanding the relation
between structure and function of proteins, has also been of interest due to its ligand
binding properties. In particular, the migration pathways and rebinding dynamics of
diatomic ligands such as O2, NO, and CO inside the protein matrix have been studied
by both experimental and computational methods. While rebinding of CO is nonexpo-
nential at low temperature, it becomes exponential at high temperature with a time scale
of 100 ns, rebinding of NO is nonexponential at all temperature, with time constants of
the order of tens of picoseconds.[98,99]

The rebinding dynamics of MbNO was studied employing the ARMD method. To this
end, two force fields were prepared corresponding to the bound and dissociated states,
differing in a number of energy terms. The dissociating Fe-N bond was described by
a Morse potential to describe the anharmonic nature of the bond. Multiple trajectory
simulations were carried out for Δ = 60, 65, and 70 kcal/mol.[38]

To visualize the crossing seam all observed crossing geometries are projected onto a
plane containing the Fe-N distance and the angle formed by Fe and the ligand NO. The
most probable iron-ligand distance lies around 3 Å.[38] The distribution is rather wide
along the bond angle coordinate and the crossing seam is found to be rather insensitive
towards the value of Δ, see Figure 1.6.

The time series of fraction of trajectories without showing crossing provides informa-
tion about the kinetics of rebinding. The choice of Δ is found to have a substantial effect
on the time constant associated with the rebinding reaction, although for all values of
Δ the rebinding remains nonexponential. For Δ = 65 kcal∕mol, the time constants are
found to be 3.6 and 373 ps[38] compared to the experimental (from ultrafast IR spec-
troscopy) value of 5.3 and 133 ps.[99,100] While the fast rebinding component is well
reproduced by ARMD, the agreement for the slower component is poor which arises
due to an insufficient sampling of the slow time scale by ARMD.

1.9.6 NO Detoxification Reaction in Truncated Hemoglobin (trHbN)

Truncated hemoglobin is a recently discovered heme protein found in plants, bacteria,
and lower eukaryots. The trHbN of Mycobacterium tuberculosis has been proposed to
play an important role in the survival of the bacteria causing tuberculosis in host cells
by converting toxic NO to harmless NO−

3 . The large second-order rate constant of 7.5 ×
108 M−1 s−1 has been attributed to the existence of a continuous tunnel inside the protein
which assists ligand migration.[101,102] However, an atomistic understanding about the
mechanism of the detoxification reaction had remained illusive.

ARMD was used to shed light on the reaction by dividing the overall reaction into
following four steps:[103]

Fe(II) − O2 + NO → Fe(III)[−OONO] O2 − N distance, (I)
Fe(III) [−OONO] → Fe(IV) = O + NO2 O1 − O2 distance, (II)
Fe(IV) = O + NO2 → Fe(III)[−ONO2] O1 − N, (III)
Fe(III)[−ONO2] → Fe+(III) + [NO3]− Fe − O1 distance. (IV)
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Figure 1.6 Crossing Seam For NO-Rebinding: The Crossing Geometries of NO Rebinding to Mb For
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lines denote Δ = 60, 65, and 70 kcal/ mol, respectively. The figure is taken from Reference [38]. (See
color plate section for the color representation of this figure.)

The right-hand side column of the above reaction steps indicates the bond bro-
ken/formed bond in the reaction step. First, oxy-trHbN reacts with free NO and forms
a peroxynitrite intermediate, which then undergoes homolytic fission. This is followed
by the rebinding of free NO2 to the oxo-ferryl species to form the heme-bound nitrato
complex, which then undergoes heme-ligand dissociation, resulting in free NO−

3 and
penta-coordinated heme.

The force field parameters associated with the reactants and products of each of
the reaction steps are obtained from ab initio calculations. Each of the reaction steps
was then studied by running multiple ARMD trajectories with a range of Δ values.[40]

For reaction steps I, III, and IV, the ARMD simulations yielded rate constants on the
picosecond time scale. The choice of the free parameter Δ had only limited effects on
the reaction rate.

For step II, however, no reactive events even on the nanosecond time scale were
found.[40] From DFT calculations it is known that this step involves a barrier of
6.7 kcal/mol.[104] Umbrella sampling simulations with ARMD yielded a barrier of
12-15 kcal/mol which corresponds to timescales on the order of micro- to milliseconds.
Since experimentally, the overall reaction is on the picosecond time scale, it is unlikely
that the reaction occurs via step II. This proposition is in line with the lack of exper-
imental detection of free NO2 radical in several studies which propose an alternative
mechanism where peroxynitrite intermediate rearranges to nitrato complex.[105,106]
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To further corroborate this, ARMD simulations for the rearrangement reaction were
carried out and found this process to occur within picoseconds, explaining the fast
overall detoxification reaction.[40]

1.9.7 Outlook

This outlook summarizes the methods presented in this chapter and describes potential
improvements in investigating reactions using force fields.

The common feature of the EVB, ARMD and MS-ARMD methods is that they
combining force fields by giving preference to the lowest energy surface, thus inherently
the energy difference between the surfaces serves as a reaction coordinate. In EVB,
the smooth switching is carried out by formally carrying out an adiabatization of
diabatic PESs, which is controlled by couplings between the states. These coupling
terms have to decay when moving away from the dividing surface, which is assumed to
depend on a predefined geometric reaction coordinate, whose determination, however,
in complex reactions is not straightforward. Contrary to that, smooth switching in
ARMD and MS-ARMD is carried out by time- and energy-dependent switching
functions controlled by the switching time ts or a switching parameter ΔV , respectively.
These latter switching variables are one dimensional thus naturally serve as a reaction
coordinate, whereas in the case of geometrical switching variables the determination
of reaction coordinate is neither straightforward nor unambiguous. Furthermore, the
potential energy and its gradient are analytic functions of the individual force field
energies, whereas in EVB the matrix diagonalization allows efficient analytic evaluation
only for a small number of surfaces due to the diagonalization involved.

Due to the explicit time-dependence of the ARMD Hamiltonian, the ARMD cross-
ing is inherently a dynamical method and this is also the reason for violations of energy
conservation observed during crossing in gas-phase reactions of highly-excited small
molecules. On the contrary, in the MS-ARMD and EVB methods the PES is stationary
and thus they can be used in NVE simulations. The ARMD method cannot describe
crossings in regions properly where more than two surfaces are close in energy, whereas
the MS-ARMD technique can be applied to the simultaneous switching among mul-
tiple PESs. Finally, in MS-ARMD, the height and the shape of the crossing region can
be adjusted in a flexible manner, which makes it very similar in functionality to EVB,
but without the need of referring to any geometrical reaction coordinate. This exten-
sion makes the CHARMM implementation of MS-ARMD method[39] comparable to
QM/MM methods in capability of modelling complex chemical reaction in gas, sur-
face, and condensed phases albeit at the accelerated speed of a conventional force field
simulation and with the only added effort of parametrization.

Future improvements of the ARMD and MS-ARMD methods include the more rou-
tine development of accurate force field parametrizations which still poses an obstacle
to a more routine use of such approaches in all areas of chemistry and biopysics. For
ARMD, which requires an asymptotic offset Δ between the states, an improvement
could be achieved by making this parameter coordinate-dependent. On the other hand,
this would introduce one or several geometric progression coordinates whose definition
may be difficult. Nevertheless, a recent study of nitric oxide rebinding to Mb found that
indeed, Δ is not constant but depends on the iron-out-of-plane position in this partic-
ular situation.[107] Hence, a better reaction energetics and a more realistic modelling of
the ligand-(re)binding dynamics is obtained from such improvements.
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The current implementation of MS-ARMD requires the separate definition and eval-
uation of force fields for each possible product connectivity. This means several possi-
bilites in solvent-phase or surface-phase simulations where the reaction can take place
with any of the solvent molecules or at any of the surface sites. Even though the common
part of all force fields are evaluated only once, the calculation and even the enumeration
of all cases is unnecessary. In future developments, this will be constrained to a small
number of momentary physically sensible connectivities by an automatic geometrical
preselection.

At present, MMPT supports the transfer of one proton/hydrogen atom between one
designated donor/acceptor pair. Combining this with the MS-ARMD philosophy will
allow one to automatically determine the most probable H-bonding pattern and the
dynamics involving them, which would bring the method much closer to QM/MM sim-
ulations.

Force field-based approaches to study chemical reactions is becoming more
widespread as the functionalities are made available in commonly used atomistic
simulation programs. They allow to study chemical reactivity on time scales relevant
to the real processes and provide insight complementary to experiment provided that
the underlying force fields are accurate. The fitting of reactive force fields remains a
challenge but generalizing and simplifying this step will make such approaches valuable
additions to the toolbox of computational and experimental chemists interested in
chemical reactivity.
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2.1 Introduction

The award of the 2013 Nobel Prize in Chemistry to Martin Karplus, Michael Levitt
and Arieh Warshel for “the development of multiscale models for complex chemical
systems”[1] has demonstrated how mature the field of biomolecular modeling has
become. In particular, increases in computer power, including the availability of
tailor-made massively parallelized computer architectures, together with specialized
and more efficient computer algorithms, have allowed for spectacular advances in
terms of both the size of molecular systems that can be studied and overall simulation
timescales.[2]

Despite the many advances in the field, the rigorous modeling of chemical reactions in
condensed phase is still challenging. Key underlying issues for a correct description of
these processes are: (1) an accurate and computationally efficient description of the bond
breaking/forming processes and (2) proper modeling of the complex environment of the
reaction, which involves efficient configurational sampling of the energy landscape. In
principle, the use of high-level quantum mechanical (QM) approaches provides an accu-
rate description of the electronic rearrangements during chemical processes. However,
due to their very demanding computational cost, their use is still limited to relatively
small systems consisting of up to hundreds of atoms. To address the second issue, an effi-
cient sampling method is required. The use of molecular mechanics (MM) approaches,
which are based on classical potentials, is extremely helpful as they allow inclusion of
environmental effects (from either solvent molecules or enzymes) in a cost-efficient way.
However, MM force fields are unable to describe the electronic changes taking place
during a chemical reaction.

A solution to these challenges is the use of multilayer approaches, in which the
interesting part of the system (usually where the chemical reaction takes place) is
described at the electronic level by high-level QM approaches, while the rest of the
system is represented by empirical force fields (or by a lower-level QM method).
Multi-layer approaches have now become established state-of-the-art computational
techniques for the modeling of chemical reactions in the condensed phase, including
complex processes in organic chemistry, biochemistry, and heterogeneous catalysis,
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among other examples. Over the past decade, a number of so-called combined quantum
mechanical and molecular mechanical (QM/MM) methods have been implemented,
using different approximations and interaction schemes.[3]

Within the QM/MM methods, the primary models for representing the QM
region can be grouped into molecular orbital (MO) and valence bond (VB)–based
approaches. While MO-based approaches are currently the dominant computational
method, VB-based approaches remain equally important conceptual tools for studying
chemical mechanisms and reactivity. Herein, we will demonstrate that VB approaches,
and in particular the empirical valence bond (EVB) method, provide a powerful way
to incorporate the classical concepts of physical organic chemistry to the study of
chemical reactions by means of computation. We will start this chapter with a historical
overview of the use of both MO and VB methods in the context of (bio)molecular
modeling, introducing the basic theoretical aspects of both approaches. Tying in
with the overarching theme of the book, our focus will be on the EVB method, its
applications to the study of biological processes, and the more recent developments
and extensions of this approach.

2.2 Historical Overview

2.2.1 From Molecular Mechanics to QM/MM Approaches

Molecular mechanics (MM) calculations were first performed in the early 1960s with the
arrival of digital computers in universities.[4] The initial applications were the conforma-
tional analyses of cycloalkanes by several groups, including James Hendrickson at UCLA
and Brandeis,[5] Kenneth Wiberg at Yale,[6] Norman Allinger at Georgia,[7] and Shneior
Lifson at the Weizmann Institute.[8] In the late 1960s, Lifson and Warshel[9] developed
the first “consistent force field” (CFF), which formed the basis for the most common
biomolecular force fields used today, that is, force fields such as AMBER, CHARMM,
GROMOS, and OPLS.[10] Initially, they focused on small molecules. However, in 1969
Levitt and Lifson extended the use of the CFF to perform the first energy minimizations
of entire proteins, specifically myoglobin and lysozyme.[11]

At around the same time, the first ab initio MO calculations on diatomic molecules
began to appear and chemical applications for larger π-electron systems became pos-
sible at the semiempirical level, for example, by using the Pariser–Parr–Pople (PPP)
method.[12] However, calculations on chemical processes were still very rare, both due
to the limitations in the available methodology as well as the corresponding limitations
in hardware performance at the time. In 1971, Karplus and Honig implemented a hybrid
approach to study the conformational energetics and electronic spectra for π-conjugated
molecules.[13] Within this approach, the π-system was described using the PPP SCF-CI
calculations, while Buckingham terms were used to estimate the change in non-bonded
interactions for different conformers. This approach was subsequently generalized by
Warshel and Karplus,[14] in which a CFF treatment of the σ-framework was merged
with PPP calculations for the π-system. This hybrid approach was further improved and
presented by Warshel and Levitt in their seminal work, Theoretical Study of Enzymatic
Reactions: Dielectric, Electrostatic and Steric Stabilization of the Carbonium Ion in the
Reaction of Lysozyme.[15] In this work, all of the basic concepts of the QM/MM method
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were introduced, including the partitioning of the system, the form of the potential
energy function, and the interactions between the QM and MM parts.[15] All these devel-
opments, which laid the foundations of the entire current field of QM/MM calculations,
are part of the motivation for the 2013 Nobel Prize in Chemistry.[1]

Ten years after Warshel and Levitt’s seminal paper,[15] Singh and Kollman[16] devised
a combined QM/MM approach, implemented in the QUEST program, that merged the
Gaussian 80 UCSF package with the AMBER force field. They applied this method to
study the methyl chloride/chloride exchange reaction in solution and the protonation
of polyethers in the gas phase.[16] In this work, Singh and Kollman introduced the
notion of junction dummy atoms to saturate the free valencies of the QM atoms
linked to MM atoms. This approach, later presented as the link-atom approach[17]

remains one of the most popular strategies in combined QM/MM applications today.
Inspired by this work, Karplus and coworkers[17] implemented a combined QM/MM
model using semiempirical methods (MNDO and AM1) in the CHARMM program
to study (bio)chemical reactions. Despite the advances made since 1970s, when the
basic ideas of combined QM/MM methods were introduced, it was not until the 1990s
that these approaches became widely used for the study of chemical and biomolecular
systems.[17,18]

2.2.2 Molecular Orbital (MO) vs. Valence Bond (VB) Theory

Equally important to the technical advances of both MM and combined QM/MM
methods has been the development of more efficient and accurate QM approaches
for describing the reactive region of the system. Among them, the most common
choice, whether ab initio or semiempirical, have been Molecular Orbital (MO)-based
approaches. However, as discussed below, this was not always the case. A more detailed
historical account of VB theory can be found in the reference.[19]

From 1927 to the mid-1950s, VB theory competed neck-and-neck with MO-based
approaches and at times even dominated the field. This started with Heitler and Lon-
don, who used VB theory to explain covalent bonding in the H2 molecule.[20] This was
a major advance for chemistry in general, as it provided an explanation for one of the
biggest problems in chemistry at the start of the last century, namely: how can neutral
molecules be bonded?[20] Further advances and refinements of VB models allowed VB
theory to go from strength to strength, culminating with Marcus’ use of VB theory to
describe electron transfer in the mid-1950s,[21] an achievement that ultimately led him
to be awarded the 1992 Nobel Prize in Chemistry.[22]

At the end of 1920s, closely after VB theory was established, Mulliken[23] and
Hund[24] developed an alternative approach, called molecular orbital theory, where the
many-electron wave function of a molecule was described by delocalized molecular
orbitals. Mulliken received the Nobel Prize in Chemistry in 1966 for this contribution.[25]

However, it was the work of Hückel[26] that gained MO theory its current popularity
within the chemistry community. With these two alternative approaches available, the
VB-MO rivalry began. As a result of this rivalry, the 1950s to 1980s were particularly
challenging for VB theory. This was mainly due to two key reasons, one scientific and
one pragmatic. The first one was a number of perceived failures of VB theory, which led
the community to abandon it in favor of MO theory.[27] Briefly, these can be centered
on the hybridization of the O2 molecule, which early VB theory would describe as
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diamagnetic, but which is actually paramagnetic,[28] as well as the “war over benzene,”
which is eloquently described in the references [29, 30]. As demonstrated by Shaik[27]

these perceived failures of VB theory are in fact due to misuse and oversimplified
interpretations of the VB approach, rather than the method itself. At a more pragmatic
level, while correct programming of VB was extremely challenging, by 1950 one could
already correctly program a model for benzene using MO theory.[31]

Despite these difficult years for VB theory, from the 1980s onward, the use of
VB-based methods in computer simulations has seen a renaissance, including both
applications of the theory and developments for its computational implemen-
tation.[32–35] This resurgence culminated in the indirect award of a second Nobel Prize
for valence bond theory,[1] which included Warshel’s empirical valence bond (EVB)
approach.[36] Today, the range of VB-based methods used is broad and involves a
variety of techniques and approaches, including both ab initio and empirical variants.
We recently provided an introductory generalized review on How VB Theory can Help
You Understand Your (Bio)chemical Reaction.[35] Here we will only briefly review the
key aspects of VB theory and focus on the EVB approach and other semi-empirical
incarnations of VB theory. For a more complete overview of different modern
VB methods, we refer the reader to, for example, the work of Shaik, Hiberty and
coworkers.[19,27,32]

2.3 Introduction to Valence Bond Theory

In this section we will briefly discuss the main features of valence bond (VB) and molec-
ular orbital (MO) theory, as well as their differences in the context of modeling chemical
reactions. In the VB formalism the exact molecular wave function of a system is approxi-
mated as a linear combination of canonical (valence bond) chemical structures based on
pure atomic orbitals (AOs) or hybrid atomic orbitals (HAOs).[32] In classical VB theory,
only the electrons that participate in the electronic reorganization during the bond mak-
ing/breaking process are distributed in these orbitals. The wave function of the system
is then optimized with respect to the structural coefficients, leading to a self-consistent
field-type wave function.

In the case of the H2 molecule, with its two AOs, 𝜒a and 𝜒b, the wave function is given
as a linear combination of a covalent (H•−• H) and two ionic (H+ ∶ H− and H∶− H+)
structures, see Figure 2.1. The covalent structure can be mathematically represented by
the Heitler-London (HL) wave function:

ΦHL = |𝜒a𝜒b| − |𝜒a𝜒b| (2.1)

where |𝜒i𝜒 j| are the determinants of the form:

|𝜒a𝜒b| = 1√
2
[𝜒a(1)𝛼(1)𝜒b(2)𝛽(2) − 𝜒a(2)𝛼(2)𝜒b(1)𝛽(1)]

|𝜒a𝜒b| = 1√
2
[𝜒a(1)𝛽(1)𝜒b(2)𝛼(2) − 𝜒a(2)𝛽(2)𝜒b(1)𝛼(1)] (2.2)

that describes the two atomic spin-orbitals a and b, each having one electron (labeled
1 and 2); the bar on the AO description means a 𝛽 spin, while no bar denotes an 𝛼
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abHa

Ha Hb

Φion(1) = Φion(2) =

ΦHL =
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σg
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Valence Bond Molecular Orbital
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aaaa

ΦMO =  σg σgΦVB = λ( ab + λ ba ) + μ( aa + λ bb )

+

Figure 2.1 Valence Bond (VB) and Molecular Orbital (MO) Representations of the H2 Molecule. In the
VB description, the bonding of this molecule is represented by a covalent structure (also called a
Heitler-London (HL)) structure, as well as two ionic structures where one of the atoms posses two
electrons and the other one none. In the MO description, the atomic orbitals mix to yield bonding (𝜎g)
and antibonding (𝜎u) orbitals. Each orbital accommodates two electrons and the two electrons of the
H2 molecule fill the 𝜎 MO.

spin. Taking into account both the covalent (Eq. 2.1) and ionic contributions (|𝜒a𝜒a|
and |𝜒b𝜒b|), the VB wave function can be written as:

ΨVB = 𝜆(|𝜒a𝜒b| − |𝜒a𝜒b|) + 𝜇(|𝜒a𝜒a| + |𝜒b𝜒b|) 𝜆 > 𝜇 (2.3)

At the equilibrium bond distance, the bonding is predominantly covalent (about 75%),
but it also includes some ionic component. As the bond is stretched, the weight of the
ionic structures (𝜇) gradually decreases until a sufficiently long distance is reached, at
which point the VB wave function is completely described by the HL wave function,
such that at infinite distances, the molecule dissociates into two radicals.

In contrast, MO theory describes the state wavefunction of a given chemical system
using delocalized molecular orbitals, which are generated as a linear combination of
atomic orbitals. In MO theory, two types of molecular orbitals are defined: bonding
(𝜎g) and antibonding (𝜎u) MOs. In the case of the H2 molecule, one of the MOs (𝜎g) is
constructed by adding the mathematical functions for the two 1s atomic orbitals, while
the antibonding orbital (𝜎u) is formed by the difference between the two AOs, due to
destructive interference:

𝜎 = 𝜒a + 𝜒b ; 𝜎∗ = 𝜒a − 𝜒b (2.4)

where normalization constants are omitted for simplicity. At the simplest MO level, the
ground state of H2 is described by the configuration 𝜎2, in which the bonding 𝜎gorbital
is doubly occupied. Expansion of the MO determinant into its AOs leads to:[27]

ΨMO = |𝜎 𝜎| = (|𝜒a𝜒b| − |𝜒a𝜒b|) + (|𝜒a𝜒a| + |𝜒b𝜒b|) (2.5)

The first half of Eq. 2.5 is the HL wave function of Eq. 2.1, while the remaining part is
ionic. Eq. 2.5 provides an incorrect description of the dissociation process, as the wave
function is always half-covalent and half-ionic, irrespective of the bonding distances.
However, this can be corrected by including an appropriate configuration interaction
(CI), describing the mixing of the ground state configuration (𝜎2

g ) with the di-excited
one 𝜎2

u, which is the same as 𝜎2
g , but coupled with a negative sign:

Ψ∗ = |𝜎u𝜎u| = −(|𝜒a𝜒b| − |𝜒a𝜒b|) + (|𝜒a𝜒a| + |𝜒b𝜒b|) (2.6)
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In this way the MO-CI wave function is written as:
ΨMO−CI = c1|𝜎𝜎| − c2|𝜎u𝜎u|

= (c1 + c2)(|𝜒a𝜒b| − |𝜒a𝜒b|) + (c1 − c2)(|𝜒a𝜒a| + |𝜒b𝜒b|)
(c1 + c2) = 𝜆; (c1 − c2) = 𝜇 (2.7)

Because c1 and c2 are variationally optimized, expansion of ΨMO−CI leads to the same
description as ΨVB in Eq. 2.3, with (c1 + c2) = 𝜆 and (c1 − c2) = 𝜇. From Eqs. 2.3 and
2.7, it is clear that both theories, when properly implemented, are correct and mutually
transformable.[37] Moreover, despite the differences in language used by each of them,
both theories are exact in their more elaborate versions. This equivalence was recog-
nized as early as 1935 by van Vleck and Sherman,[38] but unfortunately not appreciated
by the chemistry community, which is why VB is only recently observing the resurgence
it deserves.[33] Despite the simplicity of the model presented here, the MO-VB corre-
spondence is general. In fact, any MO wave-function can be exactly transformed in a
VB wave function, provided it is a spin-restricted eigenfunction.[27,37] A systematic pro-
tocol for doing this transformation is provided by Shaik and coworkers in Chapter 4 of
their book.[27]

Today, VB theory is back and it comprises a variety of approaches, including
methods that use purely localized orbitals (also named classical VB methods) and
methods involving semi-localized orbitals.[32] Among the former are the valence
bond self-consistent field (VBSCF) method[39] and its variants,[40,41] while the sec-
ond approach includes the generalized VB (GVB) method,[42] the spin-coupled VB
(SCVB) approach,[43] and the molecular mechanics-valence bond (MMVB) method.[44]

Additionally, several other variants of VB approaches that facilitate the study of
chemical reactions in solvents and/or protein have been proposed. These include the
VB polarizable continuum model (VBPCM),[45] the VB solvation model (VBSM),[46]

and the QM(VB)/MM method of Shurki et al.[47,48] A major contribution to the field
has been the empirical VB (EVB) method of Warshel et al.,[36] from which several
other approaches have been developed (see Section 2.8). In the next section we will
discuss in detail the theory behind EVB and related methods in the context of modeling
(bio)chemical reactions.

2.4 The Empirical Valence Bond Approach

Despite significant advances in computational power, the use of higher-level QM
approaches for representing the potential energy surface of complex (bio)chemical
processes remains cumbersome. A strategy to address this problem is the empirical
incarnation of valence bond theory (EVB). This approach is a semi-empirical QM/MM
method that uses a fully classical description of the different VB configurations along
a chemical reaction. The advantages of this approach are that it is fast, allowing for
extensive conformational sampling, while carrying a tremendous amount of chemical
information, allowing for a physically and quantitatively meaningful description of
chemical reactivity.[49]

As within a standard VB framework, EVB uses a set of VB configurations, which
can involve covalent, ionic, or a mixture of bonding types, to describe the reactive sys-
tem through the course of the chemical reaction. However, in this case, each VB state
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corresponds to different bonding patterns of key energy minima (reactants, products,
and any intermediates) instead of electronic configurations. In order to illustrate the
basis of the method, we will examine the simple case of a SN2 reaction as a didactic
example, building on the model originally used by Warshel and coworkers.[50,51] The
same EVB treatment can be used for three or more states, as has been already shown by
others.[52–54]

2.4.1 Constructing an EVB Potential Surface for an SN2 Reaction in Solution

For the simple case of an SN 2 reaction between a halide and halomethane (Figure 2.2),
the reaction can be written as:

X− + CH3Y → XCH3 + Y−

Depending on the identity of the nucleophile (X−) and the leaving group (Y−), the over-
all number of valence electrons may vary. However, independent of the specific system,
there will always be at least four active electrons, that is, two electrons of the C–Y bond
and the lone pair electrons of the X− nucleophile, and three fragments, that is, the nucle-
ophile (X), the CH3 group (C), and the leaving group (Y). Hence, the chemical process
can be described according to the general prescription of the four-electron three-orbital
model.[55]

The VB wavefunction for this system can be represented by a linear combination of six
VB configurations resulting from this active space. Inspection of the bonding diagram
in Figure 2.2a indicates that three of these configurations have high energy: states 4 and
5 have an unfavorable juxtaposition of negative charges, while state 6 has an almost
completely broken bond as well as a carbanion. In a full treatment one would need to
use all these resonance structures to recover the correlation energy. However, for the
approximate empirical treatment, one can neglect these high-energy configurations,

(a) (b)

Figure 2.2 (a) Different VB Configurations Describing All Possible Independent Arrangements of Four
Active Electrons Within Three Centers (X, CH3, and Y). (b) Relative Approximate Energy Levels of the VB
States; see Table 2.1 For the Estimation of These Energies. (See color plate section for the color
representation of this figure.)
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Table 2.1 Back of the Envelope Estimation of the Energies of the Valence-Bond
States (kcal/mol) Used in Calculating the Energies of the States Shown in
Figure 2.2. This table was originally presented in reference [50].

Parameter Abbreviationa) Value

Halogen (X) atom IPX 250
EAX 70

Methyl (CH3) group IPCH3 230
EACH3 ≈0

C-X covalent bond DC−X 60
4.0 Å X-X bond DX−X 0
+-- Charge distribution VQQ(+--) −60
-+- Charge distribution VQQ(-+ -) −180

Approximate Valence-Bond State Energies

E(1) = reference state energy = 0

E(2) = reference state energy = 0

E(3) = VQQ(-+ -) + IPCH3, − EAX + DC−X = +40

E(4) = VQQ(+--) + IPX − EACH3 + DC−X = +250

E(5) = VQQ(+--) + IPX − EACH3 + DC−X = +250

E(6) = IPX − EACH3 + DC−X − DX−X = +310

a) IP: Ionization potential; EA: Electron affinity; D: dissociation energy.

assuming that their contribution is small and that the error involved by doing so will
be absorbed in the parametrization procedure. Using the three low-energy states the
basis set for the electronic wavefunction can be defined as:

Φ1 = [X−C--Y]𝜒1

Φ2 = [X--CY−]𝜒2

Φ3 = [X−C+Y−]𝜒3 (2.8)

where X, Y, and C designate atomic orbitals on the corresponding atoms, the 𝜒 ′s are the
wave functions of the inactive electrons moving in the field of the active electrons, Φ1
and Φ2 correspond to the reactant and product states, respectively, and Φ3 is a Zwit-
terionic state, having two halide anions separated by a carbocation. Here, the usual
EVB procedure would involve diagonalizing a 3 × 3 secular equation. However, since the
energy of Φ3 is higher than Φ1and Φ2, the three resonance states can be reduced to an
effective two-state problem (𝜓1 and 𝜓2), where one state is mostly Φ1 (which describes
the electronic structure of the reactant state) and the other is mostlyΦ2 (which describes
the electronic structure of the product state):

𝜓1 = 𝛼1Φ1 + 𝛽1Φ3

𝜓2 = 𝛼2Φ1 + 𝛽2Φ3 (2.9)
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The lowest electronic eigenvalue, that is, the potential energy surface, is then given by
the solution of the 2 × 2 secular equation:|||||

H11 − Eg H12 − EgS12

H21 − EgS21 H22 − Eg

||||| = 0 (2.10)

where the matrix elements are given by Hij = 𝜀ij = ⟨𝜓i|H|𝜓j⟩ and Sij = ⟨𝜓i|𝜓j⟩. These
matrix elements can in principle be evaluated using standard quantum chemical
methods. However, this evaluation is tedious and the assumptions made above will lead
to errors in the matrix elements. In the EVB framework, no electronic matrix elements
are actually calculated. Instead, H11 and H22 are described by empirical functions that
incorporate bond stretching, as well as electrostatic and nonbonded interactions, in
order to describe the potential surface of each reactant and product state. H11 and
H22 are often referred to as diabatic potential surfaces, in contrast to the Eg itself,
which is the adiabatic potential surface. Additionally, in the classical EVB approach the
overlap integral, Sij, is neglected and it is assumed that its effect is absorbed into the
parametrization of H12.

In our example of a bond breaking/forming process, the energy 𝜀0
i of each individual

VB state in gas phase (indicated by the superscript 0), can be approximated by potential
functions of the form:

𝜀

0
1 = H0

11 = ΔM(b1) +
1
2
∑

m
K (1)
𝜃,m(𝜃

(1)
m − 𝜃(1)m,0)

2
+ U (1)

nb + U (1)
inact

𝜀

0
2 = H0

22 = ΔM(b2) +
1
2
∑

m
K (2)
𝜃,m(𝜃

(2)
m − 𝜃(2)m,0)

2
+ U (2)

nb + U (2)
inact + 𝛼

0
2

H12 = A exp{−𝜇(r3 − r3,0)} (2.11)

where ΔM(bi) is a Morse-type potential function taken relative to its minimum value
(ΔM(bi) = M(bi) − D), U (i)

nb is the sum of nonbonded interaction in the given configu-
ration, b1, b2, and r3 are the X-C, C-Y, and X-Y distances, respectively, and 𝜃s are the
X-C-H and H-C-Y angles defined by the covalent bonding arrangement for a given res-
onant structure. The subscript 0 in r3,0 and 𝜃m,0 refers to the equilibrium distance and
angle, respectively. In this case no torsion parameters exist, otherwise the change in
these parameters should also be considered. The potential U (i)

inact represents the interac-
tion with the inactive part of the reactive system and is generally described by:

U (i)
inact =

1
2
∑

bonds
K (i)

b (b − b(i)
0 )

2
+ 1

2
∑
angle

K (i)
𝜃

(𝜃 − 𝜃(i)0 )
2

+
∑

torsions
K (i)
𝜙

(1 + cos(n(i)
𝜙

(i) − 𝛿(i))
2
+ U (i)

nb,inact (2.12)

where the bs, 𝜃s and 𝜙s are, respectively, the bond lengths, bond angles, and dihedral
angles in each state. Finally, 𝛼0

2 is the energy difference between 𝜓1 and 𝜓2 with the
fragments at infinite separation. It should be pointed out that 𝛼0

2 can, in principle,
be applied to either of the diabatic states in order to raise or lower the energy of the
relevant parabola. However, irrespective of which state is chosen, once the reaction
has been calibrated in one environment, it is absolutely crucial to apply it to the
same state consistently.[35] The key point about the functional form of 𝜀0

i is that
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the experimental properties of the reactants and products at infinite separation are
reproduced exactly.[50] The behavior at the transition-state region can then be obtained
by adjusting the off-diagonal matrix elements, H12, to fit ab initio calculations and/or
experiments. One may also use different functional forms for the off-diagonal matrix
elements, as shown by Chang and Miller,[56] who use generalized Gaussians, or by
Schlegel and Sonnenberg,[57] who use quadratic polynomials combined with a spherical
Gaussian. The most important aspect here is that the energetics and geometries of the
transition-state region, where the coupling between the two adiabatic states is stronger,
can be reasonably well represented.[58]

Having obtained all the matrix elements of the Hamiltonian, the ground-state poten-
tial surface Eg of the system is obtained as the lowest eigenvalue of the 2 × 2 secular
equation (Eq. 2.10):

(𝜀11 − Eg)(𝜀22 − Eg) − H2
12 = 0 (2.13)

This is a quadratic equation in Eg , applying the general solution for such equations
(ax2 + bx + c = 0) gives:

Eg =
1
2

[
(𝜀1 + 𝜀2) −

√
(𝜀1 − 𝜀2)2 + 4H2

12

]
(2.14)

The effect of the surroundings (solvent or enzyme, designated as S) on the reaction
Hamiltonian is obtained by adding the corresponding energies to the diagonal matrix
elements:

𝜀

S
1 = H11 = H0

11 + V 1
rs + Vss

𝜀

S
2 = H22 = H0

22 + V 2
rs + Vss

H12 = H0
12 (2.15)

where V i
rs is the interaction potential between the solute atoms in the ith VB config-

uration and the surroundings and Vss is the surroundings–surroundings interaction
potential. It should be noted that the gas-phase shift has been demonstrated to be
phase-independent, and rigorous constrained density functional theory (CDFT)
calculations have shown that the off-diagonal elements remain the same for any
electrostatic environment.[59] This is a powerful feature of the EVB approach, as it
allows one to model the same chemical reaction in distinct chemical environments,
using the same gas-phase shift and off-diagonal values, and thus directly observe how
environmental changes affect the reaction. The nature of this analytical expression can
best be understood from Figure 2.3. In this figure, the diabatic energy profiles of the
reactant (𝜀1) and product (𝜀2) states represent a microscopic equivalent of the Marcus
parabolae. The mixing of these diabatic states results in the ground-state potential
surface Eg , where the stabilization resulting from the mixing of the two states at the
activation barrier is given by H12.

2.4.2 Evaluation of Free Energies

So far we have only considered how to obtain the potential energy surface for a
given reaction. Although it is clearly of interest in itself, the objective is to calculate
the corresponding free energy function, in particular the Gibbs free energy, which
isothermal–isobaric (NpT) ensemble is closer to the real experimental conditions.
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Figure 2.3 Relationship Between the Diabatic
Parabolas 𝜀1 and 𝜀2 and the Adiabatic Ground State
Energy Eg of a Hypothetical Two-State Reaction,
Using an EVB Description. (See color plate section for
the color representation of this figure.)
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The strategy for this involves the free-energy perturbation (FEP) approach and the
so-called umbrella sampling (U.S.) procedure.[60] The perturbation formula[61] for the
free energy difference between two states is:

𝛿G(1 → 2) = −kBT ln ⟨exp{−(𝜀2 − 𝜀1)∕kBT}⟩1 (2.16)

here, 𝜀1and 𝜀2 denote the potentials of the two diabatic states 1 and 2 and ⟨ ⟩1 denotes
an ensemble average obtained on the potential 𝜀1. Although the expression in Eq. 2.16
is exact, it converges very slowly if states 𝜀1 and 𝜀2 are far away from each other in con-
figurational space. However, by introducing a coupling parameter, 𝜆m (0 ≤ 𝜆m ≤ 1), the
two states can be connected via a set of intermediate potentials that are sufficiently sim-
ilar for allowing an adequate sampling between these two potentials.[62] This is done by
defining a mapping potential (𝜀m) of the form:[63]

𝜀m(𝜆m) = 𝜀1(1 − 𝜆m) + 𝜀2𝜆m (2.17)

The subscript m in Eq. 2.17 is used to distinguish 𝜆m from the reorganization energy,
𝜆r , to be discussed in Chapter 7. Note that 𝜀1 has a minimum at the reactant geometry
and 𝜀2 has a minimum at the product geometry so that as 𝜀m changes, the system is
forced to move from the reactant state to the product state. The free energy increment
𝛿G(𝜆m → 𝜆m′ ) associated with the change of 𝜀m to 𝜀m′ can be evaluated by:

𝛿G(𝜆m → 𝜆m′ ) = −kBT ln ⟨exp{−(𝜀m′ − 𝜀m)∕kBT}⟩m

ΔG(𝜆n) = 𝛿G(𝜆0 → 𝜆n) =
m=n−1∑

m=0
𝛿G(𝜆m → 𝜆m′ ) (2.18)

where the average ⟨ ⟩m is evaluated in the potential surface 𝜀m. It must be emphasized
that ΔG(𝜆n) only represents the free energy associated with moving from 𝜀1 to 𝜀2
on the constraint potential 𝜀m and it is not sufficient for evaluating the activation
free energy, ΔG‡, which reflects the probability of being at the transition state on the
actual ground-state potential surface Eg . In order to obtain the free energy, ΔG(x),
corresponding to the trajectories moving on the actual ground-state potential, Eg , one
needs to define a reaction coordinate for the reaction of interest. A general reaction
coordinate, x, can be defined in terms of the energy gap, Δ𝜀, between the two diabatic
states (Δ𝜀 = 𝜀1 − 𝜀2).[51,63] The advantage of such a coordinate is that it allows for the
projection of the full multidimensional space onto a single reaction coordinate, without
assuming a pre-defined reaction path. In addition, it has been demonstrated that it can
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greatly accelerate the convergence of free energy calculations.[64] The corresponding
free energy is given by:

exp{−Δg(X)∕kBT} ≅ exp{−ΔG(𝜆m)∕kBT}⟨exp{−(Eg(X) − 𝜀m(X))∕kBT}⟩m

(2.19)

This expression allows us to calculate the energy difference between the mapping
potential 𝜀m and the ground-state potential Eg at each point of the MD trajectory and
use the Boltzmann average of this difference to correct the free energy obtained on the
mapping potential.[58] The evaluation of ΔG(x) for an exchange reaction is described in
Figure 2.3. Then, ΔG(x) can be used to determine the values of ΔG‡ and ΔGo, and adjust
𝛼

0
2 and H12 until the calculated and observed values of these free energies coincide with

the experimental values.

2.5 Technical Considerations

Since the original work of Warshel and Weiss,[36] more than 30 years ago, the EVB
approach has been continuously developed and increasingly applied to the study of
chemical and biochemical reactions.[49,58,65–70] Additionally, as will be discussed in
Section 2.8, several other approaches based on the EVB philosophy have since been
formulated. However, the concerns about the reliability of this approach have also been
raised.[71] Therefore, in this section we will highlight key technical considerations that
could be considered potential weaknesses of this approach and describe how they are
addressed within an EVB framework.

2.5.1 Reliability of the Parametrization of the EVB Surfaces

The EVB approach is a semiempirical QM/MM method that relies on proper parame-
terization of the force fields describing the individual reacting states. Extensive work by
Warshel and coworkers has focused on searching for an effective and reliable parame-
terization approach.[72] Such parametrization can, in principle, be done based on either
ab initio or experimental data. Reproducing exact gas-phase ab initio results has his-
torically been one of the most popular alternatives for calibration of semi-empirical
models,[56] as they allow one to perform high-level electronic structure calculations
at affordable computational cost. However, gas-phase ab initio calibration is neither
a requirement nor the only option for obtaining quantitatively accurate EVB surfaces.
In fact, they might be inaccurate when studying reactions in condensed phases, where
polarization and screening effects can be difficult to parameterize. In such cases, the
inclusion of either implicit or explicit solvation models is required in order to obtain
physically meaningful results. Even more so, where available, the use of relevant experi-
mental data is clearly the most meaningful way for obtaining accurately calibrated reac-
tion surfaces. An example of this is the study of the first step in the reaction catalyzed by
haloalkane dehalogenase (DhlA), where a key unresolved question has been the activa-
tion energy in water.[72] Warshel and coworkers first tried to use ab initio calculations for
the calibration of this reaction; however, the presence of negatively charged ions turned
out to be challenging. Instead, the use of relevant experimental information, including
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careful analysis of LFER results, proved to be the best alternative for parametrization.[72]

The accuracy of this parametrization has been later confirmed by quantitative ab initio
FEP calculation on this system.[73]

In conclusion, the use of ab initio data in the parametrization of EVB surfaces is not
a particular feature of new EVB approaches nor a requirement for obtaining quantita-
tively accurate EVB surfaces. Since the 1980s, the EVB approach has used ab inito data as
well as experimental information in the parametrization of EVB surfaces. Both sources
of information, when carefully used, can provide important insights for the proper cal-
ibration of EVB surfaces.

2.5.2 The EVB Off-diagonal Elements

The power of the EVB is largely due to its simple orthogonal diabatic representation and
the assumption that the off-diagonal elements of the EVB Hamiltonian do not change
significantly when transferring the reacting system from one phase to another. This
approximation has been rigorously validated using the frozen density functional the-
ory (FDFT) and the constrained density functional theory (CDFT) models to examine
the relationship between the diabatic and adiabatic surfaces, as well as the correspond-
ing effective off-diagonal elements, in a prototype SN2 reaction.[59] In the FDFT/CDFT
approach, the system is divided into subsystems and the Kohn−Sham formulation is
applied to each subsystem separately. For the case studied in reference,[59] the system
was divided into two subsystems: Cl−A ion and the CH3ClB, in order to obtain the dia-
batic energies of the reactant (𝜀1) and product state (𝜀2). The adiabatic ground-state
energy (Eg) was then obtained by treating the whole system at the same level with a
regular DFT calculation. Performing such calculations in the gas phase and in solution
provides per definition the rigorous off-diagonal element:

H12 =
√

(𝜀1 − Eg)(𝜀2 − Eg) (2.20)

The result of this relationship is shown in Figure 2.4 and demonstrates that the use of a
solvent independent H12 is therefore an excellent assumption. This study demonstrated
that using formally orthogonal diabatic surfaces, where the solvation of each diabatic
state is included in the diabatic energies, is an excellent approximation.

2.5.3 The Choice of the Energy Gap Reaction Coordinate

As shown before (Eq. 2.17), the EVB U.S.-FEP mapping is a particularly effective
mapping that uses the energy gap (Δ𝜀 = 𝜀1 − 𝜀2)[63] as a generalized reaction coor-
dinate. This is a particularly powerful choice of reaction coordinate when dealing
with multidimensional reaction coordinates, as it allows for the projection of the
full multidimensional space onto a single reaction coordinate,[50] without assuming a
pre-defined reaction path, while at the same time accounting for the full environmental
reorganization along the reaction coordinate. Additionally, it has also been demon-
strated that the use of the energy gap as the reaction coordinate greatly accelerates the
convergence of free energy calculations.[64] Therefore, the EVB mapping approach and
its associated energy gap reaction coordinate is an increasingly appreciated approach
in the scientific community.[64,74]
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Figure 2.4 (left) Diabatic and Adiabatic FDFT Energy Profiles For the Reaction,
Cl− + CH3Cl → ClCH3 + Cl−, in Gas Phase and in Solution, Where the Reaction Coordinate is Defined
as the Energy Difference Between the Diabatic Surfaces, Δ𝜀 = 𝜀1 − 𝜀2. (Right) Plot of the Hij of the
reaction, Cl− + CH3Cl → ClCH3 + Cl−, both in the gas phase and in solution.[59] Reprinted with
permission from reference [59]. Copyright 2006 American Chemical Society. (See color plate section for
the color representation of this figure.)

2.5.4 Accuracy of the EVB Approach For Computing Detailed Rate Quantities

Finally, the reader may have some concerns[71] about whether the EVB can reliably cal-
culate detailed kinetic quantities such as kinetic isotope effects, which require accurate
treatment of the underlying potential energy surface, as well as zero-point energies
(ZPE) and quantum mechanical tunneling. The power of the EVB for performing such
calculation has been demonstrated in numerous studies (by Warshel,[75] Åqvist,[76]

Hammes-Schiffer,[77] among others). In fact, as will be shown in Section 2.7, the EVB
approach is one of the most effective ways of reproducing isotope effects and there are
no reasons for concern over neither qualitative nor quantitative accuracy.

2.6 Examples of Empirical Valence Bond Success Stories

In the previous sections we have outlined the most important theoretical aspects to the
modeling of chemical reactions using the EVB approach. In this section we will briefly
describe how the EVB method has contributed to our understanding of the mechanisms
and function of various biological systems and to the understanding of the molecular
basis of enzymatic catalysis in general.

2.6.1 The EVB Approach as a Tool to Explore Electrostatic Contributions
to Catalysis: Staphylococcal Nuclease as a Showcase System

The early work of Warshel and Levitt on the catalytic reaction of lysozyme suggested
electrostatic interactions as being the most important factor for enzymatic rate
enhancement,[15] in contrast to other more popular contemporary proposals, such as
ground-state destabilization.[78] Since then, a growing number of experimental and
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theoretical studies (see discussion in references [66, 79] among others) have identified
electrostatic effects as being a key factor in enzyme catalysis. In particular, EVB studies
have provided quantitative understanding of the contributions of these electrostatic
effects to enzyme catalysis, helping also to discriminate between different catalytic
proposals.

One of the earliest calculations of the absolute free-energy surfaces for enzymes
was presented by Åqvist and Warshel, who studied the cleavage of nucleic acids by
staphylococcal nuclease (SNase).[80,81] This work, which combined the EVB method
with FEP/MD simulations, showed that the large catalytic effect of this enzyme could
be directly attributed to electrostatic interactions between the active-site Ca2+ ion and
the transition state. In a subsequent study of metal ion substitution in the active site
of SNase, the same authors were able to reproduce the free energy changes associated
with the substitution of different metal centers in the SNase active site. This study
demonstrates that SNase was optimized to use Ca2+ as the catalytic metal, as Ca2+

provides an optimum balance between the energetic cost of the proton-transfer step,
the interaction of the metal with the formed OH− group, and the stabilization of
the accumulating negative charge on the 5′-phosphate group at the transition state
(Figure 2.5). This work provided one of the first examples of applying computer simula-
tion methods to examine the role of metal ions in enzymes in a semi-quantitative way,
and demonstrated that their major catalytic effect is associated with large electrostatic
contributions. The study also provided a good example of how the use of relevant
experimental information provides a powerful baseline for the calibration of the
energetics of the background reaction in aqueous solution.
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presented in reference [80]). Copyright 2006 American Chemical Society.
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2.6.2 Using EVB to Assess the Contribution of Nuclear Quantum Effects to Catalysis

Nuclear quantum effects (NQE), particularly tunneling, play an important role in
reactions involving transfer of light particles, such as in electron-transfer reactions and
hydrogen-transfer reactions (H, H+, or H−). However, the contribution of those effects
to the total rate enhancement provided by enzymes has been highly debated.[82,83]

Experimentally, kinetic isotope effects (KIE) have been largely used as a proof of the
manifestation of NQE in a given reactive process. However, clear evidence for the role
of NQE in the enzymatic rate enhancement has been more difficult to obtain.

The calculation of NQE in enzymes using the EVB approach was first presented by
Hwang and Warshel in their study of the hydride-transfer step in the catalytic reaction
of lactate dehydrogenase (LDH).[84,85] Their approach, which combined the classical EVB
approach with the newly developed Quantum Classical Path (QCP) approach, provided
grounds for using classical simulation methods in the evaluation of NQE in enzymatic
reactions. The QCP method uses the Feynman’s path integral (PI) centroid formulation,
where each quantum particle is represented by a ring of quasiparticles subjected to a
potential, to calculate the partition function at the transition state (TS) and reactant
state (RS) of a given reaction. First, classical trajectories are generated along a collective
reaction coordinate using an EVB potential in conjunction with FEP/US techniques.
The nuclear quantum contribution is then determined for each configuration sampled
at the RS and TS by performing PI calculations of the quantum mechanical partition
function. Since calculating centroid probabilities in condensed-phase reactions is gen-
erally very challenging, the centroid of the beads are constrained to be at the position of
the corresponding classical particle. The efficiency of this approach, which arises from
the separation of the PI calculation from the classical MD simulation of the entire sys-
tem, has been exploited in studies of quantum mechanical rate constants in solution[85]

and enzymatic active sites.[76] These studies have greatly contributed to advancing our
understanding of the role of NQE in enzyme catalysis. That is, it has been shown that
even though NQE are present in reactions involving the movement of light-particles, the
same NQE that occur in the enzyme-catalyzed reaction also occur in the corresponding
reference reaction in solution. Therefore, while an inherent feature of the reaction itself,
the NQE apparently do not make a significant contribution to the observed catalytic
effect of the enzyme.[75,82]

Following the original work of Warshel and coworkers, additional approaches have
been introduced in studies of NQE in enzymatic reactions, such as the Molecular
Dynamics with Quantum Transitions (MDQT) method of Hammes-Schiffer and
coworkers[86] and the Variational Transition State Theory (VTST) approach of Truhlar
and coworkers.[87] Like the QCP treatment, both methods allow one to include the
protein motions in the classical region and thus provide a fully microscopic way of
exploring vibrationally assisted nuclear tunneling.[75]

2.6.3 Using EVB to Explore the Role of Dynamics in Catalysis

One of the proposals for the rationalization of the enormous catalytic power of
enzymes is that dynamics plays a significant role in catalysis.[88,89] Here, the concept of
dynamical effect refers to the ability of enzymes to promote a certain vibrational mode
along the reaction coordinate. As this hypothesis cannot be directly tested, its analysis
has mainly being done through indirect considerations, such as the observed effects
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of mutations on the catalytic activity of enzymes[90] or by means of computational
studies.

Theoretical studies addressing this hypothesis are computationally challenging, as
they require extensive sampling of the full enzymatic models on the relevant time
scales. Warshel et al. used the EVB approach[36] in combination with coarse-grained
(CG) models[91] to investigate the experimentally observed effects of mutations on
the catalysis of dihydrofolate reductase (DHFR) – one of systems most commonly
used to investigate the dynamical proposal.[92] This combined approach allowed them
to compute free-energy landscapes as a function of both conformational flexibility
and chemical step of the catalysis.[92] By using CG models, the authors achieved
sufficient sampling of the conformational coordinate at an affordable computational
cost. Then, from structures generated from CG-based conformational landscape, they
calculated the catalytic chemical step using the EVB approach. Finally, by combining the
activation energy calculated at different conformations of the enzyme, a full catalytic
landscape was obtained. Similarly to previous studies[93], the calculations showed that
conformational motions are fully randomized before they can be transferred to the
chemical coordinate, and therefore dynamical effects cannot be used to accelerate
chemical reactions. Instead, the largest contribution to the catalytic effect was found to
come from the electrostatic preorganization.[92]

Two key concepts of EVB that make it a particularly powerful choice for exploring
dynamical effects in catalysis are the energy gap reaction coordinate and the reorgani-
zation energy (see Section 2.4.2 of this Chapter and Chapter 7). As mentioned before,
the energy gap reaction coordinate is especially useful for examining conformational
space, since it allows for the projection of multidimensional space onto a single reaction
coordinate, without predefining any reaction path. At the same time, the calculation
accounts for the full environmental reorganization along the reaction coordinate. The
reorganization energy, on the other hand, allows one to precisely probe the determinants
of chemical step of the catalysis, which is also particularly relevant when examining the
contribution of conformational changes to the enzyme’s catalytic ability.

2.6.4 Exploring Enantioselectivity Using the EVB Approach

During the last decade the use of enzymes to catalyze enantioselective reactions
has experienced rapid growth and several efforts have been made to optimize these
natural systems for industrial purposes.[94] In particular, the development of both
experimental and computational protein engineering tools has allowed for tremendous
advances in the field. However, quantifying and manipulating the molecular aspects
that govern enzyme selectivity still remains a significant challenge for current compu-
tational approaches. This is in part due to the very small energy differences that define
selectivity, as well as the tight interplay between steric and electronic effects, making
it necessary to use an approach that is both very precise and also allows extensive
conformational sampling.[95–97]

In this regard, the EVB approach has been shown to be a powerful tool for
computer-guided design of enantioselective enzymes.[95,97] For example, Fruschicheva
et al.[95] studied the enantioselective hydrolysis of α-substituted esters by both
wild-type Candida antarctica lipase A (CALA) as well as a number of different
mutant forms of this enzyme. Using the EVB approach for effective sampling and
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free-energy calculations, in combination with several screening strategies, the authors
were able to reproduce the overall observed enantioselectivity and to explore the
effect of different mutations that switch the catalytic activities between the R and S
enantiomers. Additionally, it was found that faster strategies for identifying mutations
that could guide directed-evolution experiments, although useful, require further
refinement if they are supposed to be used in a more quantitative manner. This work
was later extended to CALB,[97] which shows a switch in enantioselectivity from R-
to S-preference upon mutating the active site tryptophan into the smaller alanine
residue (W104A). Through a combination of the EVB and the restraint release (RR)[98]

approaches, the authors rationalized the experimentally observed switch in selectivity,
which were found to be primarily steric and entropic in origin.[97] These works have
highlighted the importance of proper sampling to reliably rationalize enantioselectivity
in enzymes, in particular when large conformational effects, due to mutations, are
involved.

More recently, we have used the EVB approach to establish the principles underlying
selectivity in potato epoxide hydrolase 1 (StEH1).[99] This enzyme is also biocatalytically
important as it catalyzes the ring opening of epoxide substrates to yield the correspond-
ing vicinal diols. Using a combined approach, based on computational, biochemical, and
structural characterization of the hydrolysis of trans-stilbene oxide by StEH1, we pro-
vided a unifying molecular model that, for the first time, explained the pH-dependent
catalysis observed for this system, its regiopreference, and changes in activity and selec-
tivity upon mutation. Additionally, our computational results suggested that this sub-
strate regioselectivity is determined not at the first (alkylation) step of the reaction, but
rather in the subsequent hydrolytic step, where a lack of electrostatic stabilization of one
of the benzyl rings leads to a preference for the intermediate formed by attack at one
of the carbon atoms. In addition, our results indicated the involvement of a previously
neglected residue, H104, which is electrostatically linked to the general base H300. In
combination, these insights obtained through the EVB approach together with exper-
imental work allowed us to understand the main factors driving catalysis and regios-
electivity in this enzyme, as well as identifying targets for subsequent enzyme design
efforts.

2.6.5 Moving to Large Biological Systems: Using the EVB Approach in Studies
of Chemical Reactivity on the Ribosome

Apart from numerous studies on the origins of enzymatic catalysis and enzymatic reac-
tion mechanisms in general, there exist other notable examples of the application of the
EVB methodology to study biological systems, including the work on elucidating the
mechanisms involved in ribosomal translation processes.[70,100–103]

For example, the possible catalytic mechanisms for ribosomal peptidyl transfer were
first explored using the EVB approach by Trobro and Åqvist,[100,101] who considered the
different possible reaction mechanisms shown in Figure 2.6. Extensive simulations per-
formed on a model of the reactive peptidyl transfer system with aminoacylated CCA
fragments bound in the A- and P-sites indicated that the reaction does not proceed
via general acid-base catalysis, as was previously hypothesized.[104,105] Rather, out of
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Figure 2.6 Possible Pathways For Ribosomal Peptidyl Transfer Involving the Aminolysis of the P-Site
Peptidyl-tRNA Ester Bond by the Amino Group of the A-Site. A presumed ribosomal group acting as a
base in the reaction is indicated. Adapted from reference [101]. Copyright (2005) National Academy of
Sciences, U.S.A.

three possible pathways examined, the most feasible pathway involved the attack of the
A-site α-amino group on the P-site ester, followed by an intramolecular proton shut-
tle proceeding via the P-site adenine O2’ oxygen. The simulations allowed the authors
to identify the groups involved in the peptidyl transfer reaction. Additionally, based
on the comparison with the uncatalysed reaction, it has been also suggested that the
catalytic effect in ribosomal catalysis of peptidyl transfer is purely entropic and stems
from the decrease of the solvent reorganization energy rather than proper positioning of
the substrate.[106,107] These findings have been further discussed in subsequent work by
Trobro and Åqvist,[100] which focused on the analysis of the predictions for the mech-
anisms of peptidyl transfer and peptidyl-tRNA hydrolysis obtained from crystal struc-
tures and molecular simulations. Apart from drawing vital conclusions on the reactions
of interest, these studies have demonstrated how computer simulations, and EVB in par-
ticular, can be used to examine structure-function relationships in biomolecules that are
difficult to obtain from experimental work alone.

The details of the peptide bond formation in the ribosome have been also investi-
gated by Sharma et al.,[102] who specifically focused on the nature of the overall catalysis
and its implications for the understanding of the catalytic factors in modern enzymes.
Specifically, a systematic EVB study comparing the substrate-assisted peptidyl transfer
in water and in the ribosome allowed the authors to examine the catalytic effect of the
latter on the studied reaction. One of the main conclusions of this work was that elec-
trostatic effects play a major role in reducing the activation barrier for the peptide bond
formation catalyzed by ribosome, shedding light on the principles of the catalytic action
of this ancient enzyme.

Another important subprocess in protein synthesis, namely guanosine triphosphate
(GTP) hydrolysis catalyzed by the elongation factor (EF-Tu), has been also widely
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studied using EVB. Adamczyk and Warshel explored the GTPase reaction of EF-Tu by
performing extensive simulations on the wild type and several mutant forms of EF-Tu
in an isolated form and in a complex with the ribosome.[103] The EVB model employed
in the study helped to advance the understanding of the long-distance EF-Tu activation
by the ribosome and the origins of its catalytic effect, which, in the view of the authors’
findings, is associated with an overall allosteric transition to a preorganized active
form of EF-Tu, with the indirect effect of the ribosome playing the major role in the
activation of the GTPase hydrolysis. It has been also found that the conserved His84
residue, although having a critical influence on the GTPase’s catalysis by occupying a
pivotal position in the active EF-Tu/ribosome/aa-tRNA complex, is not likely to act as
a general base in the reaction. This finding was further supported by an EVB study of
the activation of EF-Tu and Ras GTPase activating protein,[70] which has also indicated
that His84 does not serve as a base in the reaction, and that the origin of the catalytic
effect is the transition state stabilisation through electrostatic allosteric effects. In a
more recent contribution, Åqvist and Kamerlin[108,109] have also employed the EVB
approach to study various competing pathways of the GTP hydrolysis by the activated
EF-Tu/ribosome complex. The simulations revealed several key features underlying the
observed catalytic effect, focusing in particular on the role of the protonation state of
His84 and the importance of the catalytic loop conformation for the GTPase activity
of the EF-Tu/ribosome complex. It has been demonstrated that GTP hydrolysis is
governed by the electrostatic interactions within the reaction center, where the net
charge effect is the driving force for the reaction and leads to the stabilization of the
transition state. The origins of the exceptional catalytic efficiency of EF-Tu, which is
the fastest known GTPase, has been further investigated by performing extensive EVB
calculations at various temperatures to determine the activations enthalpy (ΔH‡) and
entropy (ΔS‡) for the EF-Tu catalyzed GTP hydrolysis.[109] The catalytic effect of EF-Tu
was shown to lie in the remarkably large positive entropy term (TΔS‡), which is specific
to the reaction mechanism used by the translational GTPases.

In this section we have illustrated only a few out of many examples of how the EVB
approach has been successfully applied to studying enzyme catalysis. Over the years, the
EVB method has proven to be an effective tool for understanding the reaction mecha-
nisms of various biological systems and played a key role in exploring the origins of
enzyme catalysis. In particular, the EVB approach has been used to quantify the molec-
ular basis for enzymatic catalysis and to address and verify various proposals for the key
factors underlying the enormous catalytic power of enzymes.

As discussed above, the EVB studies have played a key role in demonstrating that
enzyme catalysis is driven by electrostatics, that is, that the electrostatic preorganization
of the enzyme active site is the origin of the catalytic power of enzymes. At the same
time, it has been shown that nuclear quantum effects, particularly electron tunneling,
proposed as key factors behind the rate acceleration in enzymes, have no contribution
to catalysis, as the same effects appear in reactions taking place in solution. Finally, the
EVB studies have proven that there is no link between dynamical effects and enzyme
catalysis, inferring that the rate acceleration observed in enzymes is not related to their
flexibility and structural dynamics.

Undoubtedly, the EVB method has not only contributed to improving our understand-
ing of the mechanisms of various enzymes, but also, most importantly, this approach
has played a key role in building the foundations of our overall understanding of the
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factors driving enzyme catalysis at the molecular level. Owing to its powerful features
and numerous successful applications, it continues to be used today in exploring enzy-
matic reaction mechanisms and understanding how enzymes function.

2.7 Other Empirical Valence Bond Models

In the last decades, new variations of the original EVB approach have been developed.
Here, we will briefly review the main features of each method (Table 2.2). In brief, the
main differences among them are (1) the approach used to evaluate the off-diagonal
term Hij, (2) the level of theory at which parametrization is done, and (3) the detail of
description of the global shape of the potential energy surface (PES). For a more com-
plete overview of these approaches and their usage, we refer the reader to the original
works.

2.7.1 Chang-Miller Formalism

One of the first variants based on the original EVB method[36] was the EVB approach of
Chang and Miller,[56] where the square of the off-diagonal element, H2

12, is represented
by a generalized Gaussian positioned at or near the transition state (TS):

H2
12(r) = A exp

(
B•Δr − 1

2
ΔrCΔr

)
(2.21)

Here, Δr = r − rTS, where rTS is the TS geometry, and A, B (a vector), and C (a matrix)
are parameters chosen to yield a desired barrier height, transition state geometry, and
transition state Hessian, respectively.[56] In order to avoid divergence problems caused
by negative exponents in C[115,116] and also in order to improve the accuracy of the fit,
more elaborate functions of the interaction matrix elements have been developed. They
include work by Minichino and Voth,[117] Truhlar and coworkers,[114] and Schelegel and
Sonnenberg.[57] These methods, even though elegant, are limited to cases where accu-
rate ab initio calculations are feasible.

2.7.2 Approximate Valence Bond (AVB) Approach

The AVB approach of Grochowski and McCammon[112,118] is similar to the EVB
approach, but it uses ab initio rather than empirical parameterization of the off-diagonal
matrix element, as well as a different parameterization strategy. In the particular case
of a two-state system, the off-diagonal matrix element is expressed as follows:

H12 =
√
(𝜀1 − E0)(𝜀2 − E0) (2.22)

where E0, which is a function of the atomic positions (and therefore limited to the
TS), can directly be determined by fitting its analytical representation to quantum-
mechanical and experimental energy data. Like in the EVB approach, H12 is assumed
to be independent of the environment and such an effect is included into the diagonal
terms. The effect of the surroundings is added as a perturbation expansion of the
AVB ground state. Additionally, when modeling proton dynamics, the time-dependent
Schrödinger equation for the proton motion is integrated in parallel with the classical
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Table 2.2 Taxonomy of the EVB and Related Methods. This table is partially reproduced from
reference [110].

Method VB[111] EVB[36]
Miller-
EVB[56] AVB[112]

Extended
EVB[113]

MS-
EVB[53]

MC-
MM[114]

Year 1954 1980 1990 1996 1997 1998 2000
Hij

function
Exponential Exponential Exponential Constant Exponential General General

Hii
function

Morse Morse +
MM

Morse +
MM

Morse +
MM

Morse +
MM

Morse +
MM

MM

Inclusion
of Solvent

No In Hii No In Hii In Hii In Hii
and Hij

In Hii

dynamics for other atoms.[118] The AVB approach, which was originally incorpo-
rated into the Gromos 96 MD package, has been successfully applied in studies of
large biomolecular systems.[112,118] However, for new systems it requires extensive
parameterization, which limits its functionality.[119]

2.7.3 Multistate Empirical Valence Bond (MS-EVB)

The MS-EVB by Schmitt and Voth[53] was specifically designed to model proton
transport in water. The approach extends the two-state EVB method by introducing
an exchange charge distribution in the off-diagonal terms to mimic transition dipole
moments. In contrast to the original EVB approach, the off-diagonal term depends
explicitly on the solvent configuration. That is, the coupling between state i and j has
the following form:

Hij = (V ij
const + V ij

ext)
∗A(Ro−o, q,w) (2.23)

where V ij
const is a constant coupling term, V ij

ext denotes the electrostatic interactions
between the exchange charge distribution and the remaining water molecules, and
A(RO−O, q,w) is a product of functions of the distance between the two oxygens in
the H5O2

+ dimer (RO−O = |⃗RO1 − ⃗RO2|), the distance between the positions of the
transferring proton (q = |r⃗3 − 0.5(⃗RO2 + ⃗Ro2)|), and w (the O-H-O bond angle within
the dimer). This model has provided an excellent representation of bulk transport of
protons and it has been extended to numerous biological and chemical systems.[54,120]

2.7.4 Multiconfiguration Molecular Mechanics (MCMM)

The MCMM approach of Truhlar and coworkers[114,121] is almost identical to the EVB
approach of Warshel, except for the choice of the off-diagonal term, which is obtained
following the Chang-Miller formalism in combination with the Shepard interpolation
scheme.[122] In this case, unlike the Chang-Miller model, H12 is being fit not only at the
TS, but also at a sequence of reference points, q(k) (called Shepard points), such that
the lowest eigenvalue of the multiconfigurational H12(q) matrix reproduces a quadratic
expansion around each point.[114] Once the quadratic expansion of H12(q) is completed
for all the Shepard points, H12(q) can be evaluated at other points by means of Shepard
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interpolation as a linear combination of the quadratic expansions around these q(k)
points:

H12(q) =
M∑

k=1
W (q)Hmod

12 (q, k) (2.24)

where W (q) are normalized weights and Hmod
12 (q, k) is a modified quadratic function,[114]

as defined in reference.[114] Once the interpolation is constructed, H12(q) and its deriva-
tives are available analytically at any desired geometry, following Eq. 2.24.

As one can see from the above procedure, the accuracy of an MCMM surface depends
on the accuracy of the Shepard data points obtained by QM or QM/MM calculations
used as an input. In principle, the inclusion of more Shepard points provides a better
description of the PES. However, it comes at a higher computational cost.

2.7.5 Other VB Approaches for Studying Complex Systems

In addition to the above empirical VB approaches, there has been an increasing inter-
est in combining ab initio VB calculations with approaches that allow description of the
effect of the environment in chemical process. Here we will briefly mention the ab initio
VB molecular mechanics (VB/MM) methodology,[47] its variant the density-embedded
VB/MM (DE-VB/MM) approach[123] (which includes electrostatic instead of mechan-
ical embedding), the molecular orbital VB (MOVB),[124,125] and the VB with effective
fragment potential (VBEFP).[126] For a detailed description of each approach, we refer
the reader to the original works.

• Molecular orbital valence bond method (MOVB/MM). This method is based on
the construction of diabatic states using the block localized wavefunction (BLW)
approach followed by configuration interaction calculations to obtain the adiabatic
potential energy surface.[124] As in EVB and its extensions, a calibration procedure is
adopted. Thus, the off-diagonal matrix elements are adjusted by a scaling parameter
or by shifting them to produce the experimental or ab initio barrier heights. In addi-
tion, an extension of this method called effective Hamiltonian-MOVB (EH-MOVB)
also introduced a diabatic coupling scaling factor to uniformly scale the ab initio
off-diagonal matrix element H12 such that the computed energy of activation from
the EH-MOVB method is adjusted to be in exact agreement with the target value,
either directly from experiment or from high-level ab initio calculations. The MOVB
approach has been used to study a number of nucleophilic substitution reactions and
proton transfer processes both in the gas phase and in aqueous solution.[124,125]

• Ab Initio Valence Bond Molecular Mechanics (VB/MM): The VB/MM method,
introduced by Shurki et al.[47] is a QM/MM method that combines the ab initio VB
method with MM. As in the classical EVB approach, the diagonal matrix elements of
the Hamiltonian represent the energy of the corresponding ith diabatic state. However,
in contrast to EVB, the overlap integral for the isolated part of the reactive system (Sij)
is not negligible and therefore has to be considered when calculating the off-diagonal
term. In this case, Hij is given by:[47]

Hij = 𝛽ij +
1
2
(Hii + Hjj)Sij Hii = Hjj (2.25)
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where 𝛽ij is the reduced resonance integral. Within the VB/MM framework it is
assumed that both Sij and 𝛽ij are independent of the environment. The DE-VB/MM
approach, which considers electrostatic instead of mechanical embedding, has
been used to demonstrate that mechanical embedding used in VB/MM can in fact
account for most of the effect of the surroundings at a much lower computational
cost compared to electrostatic embedding.[123] The method has been used to study
reactions in gas and solvent phases, as well as enzymatic processes.[47,48]

• VB with Effective Fragment Potential (VBEFP). Within the VBEFP approach,[126]

the QM part of system is treated within the ab initio VB scheme (VBSCF) and envi-
ronment is accounted by the effective fragment potential (EFP) method, which is a
polarized force field approach developed by Day et al.[127] The Hamiltonian, therefore,
has the following form:

HVBFEP = HVB + HEFP (2.26)

where HVB is the Hamiltonian of the isolated reactive part and HEFP is the EFP rep-
resented by a set of one-electron potentials. The method has been used to study
hydrated metal–ligand complexes and n → π∗ vertical excitation of formaldehyde and
acetone in aqueous solution.[126,128]

In this section we have briefly presented some of the methods that use the (E)VB
framework to study chemical reactions in complex systems. We note that there are
many additional VB- based methods, both ab inito and semiempirical, not discussed
in this review. For detailed reviews on these methods we refer the reader to references
[32, 35, 129]. Additionally, a list of popular simulation packages for performing (E)VB
simulations is provided in Table 2.3. These developments in both methodologies and
computational implementations of (E)VB methods demonstrate the explosion of inter-
est in valence bond approaches. VB theory has demonstrated to be a conceptually pow-
erful and particularly efficient tool to describe reactivity in complex systems, includ-
ing reactions in the condensed phase and bio(molecules). It is expected that, in par-
allel with the growth in computational power, the developments of E(VB) approaches
will continue to increase, providing more accurate and efficient approaches that will
allow us to address some of the challenges still present when modeling reactivity in the
condensed phase.

2.8 Conclusions and Future Perspectives

Recent decades have seen tremendous advances in computational power and in
methods for studying biochemical reactions. Hybrid molecular orbital QM/MM
(MO-QM/MM) approaches are the most popular computational tool for studying
chemical reactivity in biomolecular systems. However, with the renaissance of valence
bond (VB) theory, the use of QM/MM methods in which the QM part is based on VB
methods has become increasingly popular in the field.
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In this chapter, we have built on the concepts presented in the introductory chapter
to briefly familiarize the reader with the general theoretical background of VB theory.
We have described different aspects of the theory, including its historical development
and relationship with MO theory, as well as its basics concepts and general application
for the study of chemical reactions. Our focus has been on the empirical incarnation
of VB theory, that is, the EVB approach developed by Warshel and coworkers. Through
illustrative examples we have demonstrated that EVB is a powerful tool for studying
chemical processes both in the condensed phase and in enzymes. Finally, we have dis-
cussed some technical aspects that could be considered potential weaknesses of this
approach and outline how they are addressed within an EVB framework.

Currently, many research groups are actively developing and applying different
approaches based on the EVB philosophy. These recent developments, which included
new methodologies and program packages, have greatly expanded the scope of prob-
lems that can be studied with EVB, enabling applications from small to large-scale
molecular systems. Some of these approaches will be discussed in detail in the following
chapters and here we have only provided a brief summary of them.

It is expected that future work may see greater use of methods that combine both ab
initio and semiempirical VB more intimately to MM approaches. Such developments
would allow one to combine the conceptual power of VB with the development of com-
putational approaches for the study of enzymatic reactions.
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Using Empirical Valence Bond Constructs as Reference
Potentials For High-Level Quantum Mechanical Calculations
Nikolay V. Plotnikov

Department of Chemistry, Stanford University, United States

This chapter describes the paradynamics (PD) approach – a computational algorithm
for evaluating the free energy changes in chemical processes at a target Quantum
Mechanical (QM) level using sampling with a simplified reference potential. This
method aims to reduce the high computational cost of the free energy calculations
arising from an extensive sampling with the target potential. While reduction of the
computational cost often means reduction in accuracy, the PD approach avoids the loss
of accuracy while computing activation barriers. Here, the PD approach is formulated
to closely reproduce activation free energies obtained from the Potential of Mean Force
(PMF) which involves extensive sampling with the target QM potential. In fact, the
most recent formulation of the PD approach involves computing the PMF (also known
as the free energy surface) locally, at the Reactant State (RS) and at the Transition State
(TS), and positioning these regions relative to the reference free energy shifts. These
reference free energy levels are obtained with the direct PMF approach from sampling
with a reference potential. It is, therefore, imperative to understand how the PMF is
computed before proceeding to the understanding of the PD model.

The goal of this chapter is to introduce the reader to the key concepts of the PD
approach: use of free energy perturbation and of thermodynamic cycles methods, refine-
ment of the reference potential to mimic behavior of the target QM potential for a system
of interest (to improve convergence of the free energy perturbation), and to identify loca-
tion of the reactants and of the transition state on the target low-accuracy free energy
surface. A secondary objective is to show how the PD approach is related to and derived
from more general approaches of statistical thermodynamics, such as free energy esti-
mation algorithms, the umbrella sampling approach and self-consistent force-fields. The
aim of this chapter is to provide a good starting point for researchers interested in appli-
cation or adaptation of this and related algorithms in order to reduce computational
time for screening libraries of compounds with physics-based models or for validating
proposals of rational design. The chapter assumes basic knowledge of statistical thermo-
dynamics and molecular modeling techniques. Some of the key concepts are reviewed
in the text with appropriate references to dedicated books given alongside.

Theory and Applications of the Empirical Valence Bond Approach: From Physical Chemistry to Chemical Biology,
First Edition. Edited by Fernanda Duarte and Shina Caroline Lynn Kamerlin.
© 2017 John Wiley & Sons Ltd. Published 2017 by John Wiley & Sons Ltd.
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3.1 Context

Equilibrium and rate constants for chemical processes are determined by the corre-
sponding free energy changes.[1–5] Computational models can substitute more expen-
sive experiments if they can predict these changes in a quantitative and timely fashion.
Particularly promising are ab initio models based on the first principles of physics, since
they deliver chemical accuracy for gas-phase experiments.[6] However, application of
these models to the condensed phase becomes very computationally expensive, because
of the steeply increasing cost of each energy evaluation with the system size and due
to an extensive sampling, which is required to capture energetically relevant solvent
fluctuations. These methods, nevertheless, proved to be extremely insightful in eluci-
dating multiple fundamental problems of chemical biology (as covered in the reviews
cited above and by others[7,8]), and can greatly facilitate solving practical problems in
life sciences, such as the design of enzyme inhibitors[9,10] and artificial enzymes.[11,12]

Still, the high cost prevents routine application of ab initio quantum mechanical and
hybrid quantum mechanical/molecular mechanical (QM/MM) free energy methods to a
broad spectrum of problems in chemical biology, particularly with high-level electronic
structure methods.

Chemical processes of biological significance take place in complex polar environ-
ments and involve interactions between thousands of atoms, due to the long-range
nature of electrostatic forces.[13] However, in many processes of interest, such as
the solvation of small molecules, enzyme-substrate binding, photo-excitations, and
chemical reactions in condensed phases, one can often identify a reaction center, or a
solute – a group of atoms, where the most significant changes in electronic density take
place. This allows the use of QM/MM[14] potential energy surfaces for computational
modeling. In this hybrid multi-level formalism, the solute is described by QM methods,
while the solvent (whether it is water, protein or nucleic acid chains) is described using
empirically parameterized MM force fields. Use of the QM/MM description of the
potential energy surface significantly reduces the computational cost (compared to
a QM description of the full system). However, in any case, describing interactions
between electrons in the QM (sub) system remains by far the most computationally
expensive part of the simulations.[15]

A statistical thermodynamic definition of the free energy of an electronic state is
given[16] through the partition function, Q, which describes interactions between N
particles with a model potential energy surface, E:

Q(N ,V ,T) ≡ 1
Λ3N N!∫

drN exp[−𝛽E(rN )] (3.1)

F = −𝛽−1 ln Q(N ,V ,T) (3.2)

Here, 𝛽−1 = kBT (kB is the Boltzmann constant and T is the absolute temperature);
Λ =

√
𝛽h2

2𝜋m
is the thermal de Broglie wavelength; r is the coordinate vector; and N is the

number of particles. Consequently, different models for the potential energy surface will
correspond to different free energy values. The quality of the potential, in turn, deter-
mines the quality of the theoretical (and quantitative) description of transitions between
the final states, or to the transition state of a chemical process. In practice, the use of
ab initio QM potentials involves a higher computational cost, which can easily become
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computationally prohibitive for an adequate configurational sampling. Yet, these poten-
tials are needed to adequately describe changes in electronic density of species involved
in chemical processes and to reach chemical accuracy.[6] However, one can represent a
high-level target potential (ETGT ) as a low-level reference potential (EREF ) with an added
perturbation:

ETGT = EREF + (ETGT − EREF ) (3.3)

Altering the force-law in Eq. (3.1) causes changes in the free energy. This computational
technique of switching the model potential is called free energy perturbation (FEP).[17,18]

The overall computational cost of calculating QM/MM free energy changes is further
increased by: 1) The extensive sampling needed to capture energetically relevant
fluctuations in combined solvent-solute degrees of freedom; and 2) the presence of
high barriers in the energy landscape, which, in turn, requires long simulation times
or enhanced sampling algorithms. To minimize the high computational cost of ab
initio QM/MM free energy modeling and related tasks, Warshel and coworkers have
developed a method,[19–25] which is now called the Paradynamics (PD) approach.[24] In
this approach, the target QM free energy change is computed perturbatively using a
thermodynamic cycle, which is schematically illustrated below (Figure 3.1).

Configurational sampling in the PD approach is predominantly performed with a
computationally cheap reference potential, which allows for significant reduction in
the amount of computer time, which is required to calculate the activation free energy
barrier at a target QM level, compared to when the sampling is performed with the
target potential directly. A limited amount of sampling with ETGT is performed at RS
and at TS, while evaluating the free energy perturbation of moving from the reference
to the target free energy surface (Figure 3.2). In other words, this method minimizes
the number of configurations evaluated with expensive electronic structure methods
while exploring the reaction free energy surface. The computational gain achieved with
this algorithm depends on the cost difference between the reference and the target
potential. Not surprisingly, the empirical valence bond[26] (EVB) potential has been one

EVB Transition State, x≠EVB

EVB Free Energy Surface

QM Transition State, x≠QM

QM Free Energy Surface

EVB Reactant State, xRS

EVB Free Energy Surface
EVB

QM Reactant State, xRS

QM Free Energy Surface
QM

EVB
Δg≠

ΔΔGEVB   QM x≠EVB x≠QM

QM
Δg≠

EVB
ΔΔGEVB   QM xRS

QM
xRS

Figure 3.1 The Thermodynamic Cycle Used in Calculating the Ab Initio QM/MM Activation Free
Energy. The QM/MM activation free energy (denoted here as QM and shown by a vertical dashed
arrow) is calculated as the sum of the EVB barrier (vertical solid arrow) evaluated by the EVB FEP/US
method and the perturbations between the QM and EVB surfaces at the RS and TS (horizontal solid
arrows), which are evaluated using the LRA approach. Reprinted with permission from reference [24].
Copyright 2011 American Chemical Society.
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Figure 3.2 Thermodynamic Cycle Used in Calculation of the Activation Free Energy by Positioning
Regions of the Target Free Energy Surface (Blue Solid Line) at the Final States and at the Transition State
Relative to the Reference Free Energy Shifts (Red Dots). Black empty dots show the target free energy
shifts which are computed with a potential of mean force (PMF); the complete target free energy
profile (from the PMF) is shown with a dashed black line. The red arrows show the thermodynamic
detour that is an alternative to computing the full target PMF. Note that red vertical arrows correspond
to the free energy changes of moving between the reference and the target potentials with the same
bias. Adapted from reference [35]. (See color plate section for the color representation of this figure.)

of the most practical choices for the reference potential, since its computational cost is
only (roughly) n times higher of that for the classical force field, where n is the number
of EVB states.

While one could assume that the reaction path is the same on both target and refer-
ence free energy surfaces, this is not necessarily correct, as the two paths can also be
substantially different, in which case even convergent free energy perturbations lead to
incorrect estimates of the activation energy (Figure 3.3). The main approach to address
this problem involves constructing a reasonable approximation for the target free energy
surface to locate the minimum free energy path of interest. The PD method incorporates
a number of computational techniques to achieve that and to improve the convergence
of the perturbative treatment. For example, self-consistent refinement[27] of the EVB
reference potential is used to accelerate convergence of the free energy perturbation
while moving from the reference EVB to the target free energy surface; this refinement
is combined with the linear response approximation[28] (LRA) to efficiently evaluate this
perturbation. The PD model and other related reference potential strategies, such as
those presented in references[29–33] were recently formulated in terms of the umbrella
sampling[34] technique in order to established the connection between the PMF and the
PD approach, as well as to reach the accuracy of the PMF approach with the PD model
in a systematic way. Since the PMF approach is a traditional method for calculating the
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Figure 3.3 Challenges in Application of the PD Approach. The first challenge is the existence of a
difference between the reaction paths on the reference (RED) and on the target (BLUE) free energy
surfaces. The reference reaction path (dashed red line) is concerted while the target reaction path
(dashed blue line) is dissociative (or associative). If sampling is performed only along the reference
path – the explored region (between two red solid lines) does not contain the target transition state
(TS). Thus, the free energy change of moving to the target potential at the reference TS does not
provide the actual correction for the target free energy barrier. Secondly, moving from the reference
TS to the target TS while computing the free energy perturbation (red arrow) will lead to a slow
convergence since not only the force law changes, but also the system moves along the
reaction surface. (See color plate section for the color representation of this figure.)

activation free energies using the direct sampling with the target potential, the ability
to reproduce the PMF results with the PD approach is critical for the practical signifi-
cance and validation of the latter. In order to reach this task, several reference potential
strategies were combined in a multi-step algorithm. That is, at first, a low-accuracy mul-
tidimensional target free energy surface is computed to locate the RS and the TS regions.
Next, high-accuracy target free energy surface (i.e., PMF) is constructed locally at these
regions. Finally, accuracy of positioning these PMF regions relative to the reference free
energy levels is systematically improved.[35]

The rest of the chapter is organized as following. The concept section introduces the
basic ideas of both the PD and PMF approaches. Here, again, the two are considered
together, because we are trying to get the barrier from the PMF for a fraction of its
computational cost by applying the PD method! In the next section, two main practi-
cal challenges of using the PD approach instead of the PMF are presented, as well as
some ways to solve them. Then, the statistical thermodynamics formulation is given
for a general reference potential strategy. This section is followed by discussing techni-
calities of using the EVB method as a reference potential, in particular the parametric
and functional EVB refinement strategies and formulation of the TS constraint to esti-
mate the free energy perturbation while moving to the target free energy surface. The
problem of computing the free energy perturbation with different estimators concludes
the methodological part of the chapter. This last section discusses efficiency of the free
energy estimators in the regime, which is likely to be encountered in the reference poten-
tial approach – when the overlap with the target potential is small or poor.
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3.2 Concept

To accurately compute the activation barrier on a reaction path one has to establish the
free energy difference between the TS and the RS, in other words, to position the cor-
responding regions relative to each other on the free energy scale. This difference can
reach tens of thermal units of energy, kBT (for macroscopic system with NA particles
at 298 K, RT = kBT ⋅ NA = 0.593 kcal ⋅ mol−1). However, all existing free energy algo-
rithms can accurately and reliably estimate free energy differences on the order of only
few kBT . Consequently, the activation barrier is computed by connecting the TS to the
RS (or the product state) on the free energy scale in a step-wise fashion, for instance by
moving along the reaction path. Within this approach, all steps connecting the TS to
the RS should be computed with equally high desired accuracy, since the error is depen-
dent on the largest error made in the computation of previous steps. Discretization of
the reaction path in the FEP-based PMF approach[36,37] is achieved using the multi-step
approach by gradually moving from the RS towards the TS (Figure 3.2). This also allows
one to efficiently sample the elevated regions of the reaction free energy surface. That is,
the original potential (e.g., ETGT ) is modified by introducing a bias, wm, (e.g., a harmonic
constraint), centered at a particular value of reaction coordinate, thus creating a biased
potential, Tm:

Tm = ETGT + K(𝜉 − 𝜉0
m)2

≡ ETGT + wm (3.4)

Here 𝜉 designates a chosen reaction coordinate; 𝜉0
m is the center of the harmonic bias;

and K is the force constant. Note, that the same construction, which is based on the
reference potential will provide a biased reference potential, which is further referred
to as Rm. In order to properly sample the full range of the reaction coordinate, a set of
harmonic biases is created by changing the mapping (coupling) parameter (𝜆m) incre-
mentally from 0 to 1:

𝜉

0
m = (1 − 𝜆m)𝜉0

LB + 𝜆m𝜉
0
UB (3.5)

Here 𝜉0
LB and 𝜉0

UB correspond to the values of the selected 𝜉 at the lower and the upper
bounds, respectively. Generalization of Eq. (3.4) to the case of a multi-dimensional reac-
tion coordinate is straightforward and involves introducing a harmonic constraint for
each component of the reaction coordinate.

The unbiased probability distribution of the reaction coordinate is related to the con-
figurational averages computed with the modified (biased) target potential, Tm, through
the umbrella sampling formula:[34]

⟨𝛿(𝜉 − x)⟩ETGT
=

⟨𝛿(𝜉 − x) exp[−𝛽(ETGT − Tm)]⟩Tm⟨exp[−𝛽(ETGT − Tm)]⟩Tm

=
⟨𝛿(𝜉 − x) exp[𝛽wm(𝜉)]⟩Tm⟨exp[−𝛽(ETGT − Tm)]⟩Tm

(3.6)

Note that here and further ⟨…⟩E denotes a time (or ensemble) average computed with
a potential E. Rewriting this equation in terms of the free energy[36] changes and in the
case of the harmonic bias of Eq. (3.4) gives three terms:

ΔgTGT (x) = ΔG(ETGT → Tm) − 𝛽−1 ln ⟨𝛿(𝜉 − x)⟩Tm
− wm(x) (3.7)
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The first right-hand side term of Eq. (3.7) corresponds to the denominator of Eq. (3.6).
It is the free energy penalty for introducing a bias, which is also known as the free energy
shift for a biased potential, Tm. This shift can be calculated by any FEP method with a
multi-step scheme (see Estimation of the Free Energy Perturbation Section). The last
two terms of Eq. (3.7) correspond to the numerator of Eq. (3.6), and include the biased
probability distribution of the reaction coordinate minus the bias. In fact, this is the
local free energy surface, which is positioned relative to other local regions using the
corresponding free energy shift.

The total computational cost for computing the PMF is proportional to the number of
independent trajectories in the multi-step free energy perturbation. Naturally, the larger
the space of interest (in particular, its dimensionality) the more trajectories one has to
propagate in order to explore the corresponding free energy surface. However, if the
locations of the RS and the TS regions are known, even approximately, the relative posi-
tion of these regions can be established at a fraction of the computational cost, and to
the same degree of accuracy, as with the direct sampling. The solution is simple: first, the
reaction free energy surface is explored with a computationally cheap reference poten-
tial; secondly, the vertical free energy perturbation is computed from the reference to
the target free energy surface at the RS and at the TS regions, and the target free energy
surface is computed locally (Figure 3.2).

Thus, the free energy shifts computed with the target potential are simply replaced by
the free energy shifts computed with the reference potential, augmented with the free
energy change of moving to the target potential with the same bias. The free energy is
a function of state, and its difference between two states is determined solely by those
states, independently of the transformation path. In the PD model, the transformation
path used to calculate the free energy change is different: a computationally cheaper
route is taken by moving from the RS to the PS along the reference free energy surface
instead of directly moving on the target free energy surface. However, moving between
the two surfaces incurs a computational cost, which has to be lower than computing the
PMF directly in order for the method to be efficient.

3.3 Challenges

While the PD scheme, with a 1D reaction coordinate, can already reduce the computa-
tional cost by up to two orders of magnitude,[24] compared to direct PMF calculations
corresponding to Eq. (3.7), obtaining quantitatively reliable estimates for the ab initio
QM/MM activation free energy with these approaches can be challenging.[25,38] The first
challenge involves identifying the location of the RS and TS (or the target path) on the
target free energy surface, while the second challenge is obtaining convergent estimates
for moving from the reference to the target free energy surface. The following paragraphs
illustrate solutions to these problems.

3.3.1 Different Reference and Target Reaction Paths

In principle, the target reaction path is a priori unknown and approximating it with a
reference counterpart can lead to incorrect estimates, since the reference free energy
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surface can be substantially different from the target free energy surface (Figure 3.3).
Consider the following example: a reaction path on the reference free energy surface
corresponds to a concerted mechanism, while the reaction path on the target free energy
surface corresponds to a different (e.g., a dissociative or associative) mechanism. In this
case, the position of the transition state (TS) will be completely different between the
two free energy surfaces, and evaluating the perturbation while moving to the target
potential, at the TS, will not provide a correct estimate of the activation free energy for
the actual target path. This situation can be encountered, for example, when computing
the minimum free energy path for phosphate monoester hydrolysis,[39,40] where different
methods or computational protocols can predict associative, concerted and dissociative
mechanisms.

3.3.2 Convergence of the Free Energy Estimates

The second challenge involves obtaining convergent estimates for moving from the ref-
erence to the target free energy surfaces at particular values of the reaction coordinate.
Convergence in FEP calculations is fast if the change in energy depends evenly on many
degrees of freedom, but it is slow if the dependence is strong on few particular degrees
of freedom.[35,41] Examples of the latter case include moving along the reaction path
in addition to altering the force law (see Figure 3.3) or moving across barriers in other
degrees of freedom (e.g., conformational transition or change in coordination). A simple
solution to this problem involves freezing the reacting fragments at a specific config-
uration (obtained from a pre-determined reaction path) when moving from one sur-
face to the other, which is equivalent to evaluation of a higher-level-of-theory solvation
free energy for a given solute configuration.[1,2,30,31,42] However, some disadvantages of
this approach include missing the solute entropic effects and reliance on relevance of
the pre-determined path (see the previous paragraph on some possible pitfalls of this
assumption).

A related problem concerns obtaining the least-error free energy estimate for a given
sample size or performing the minimum sampling to compute the free energy change
below a given error. This question will be discussed in details in the section “Estima-
tion of the Free Energy Perturbation”, where a particular emphasis is made on the free
energy interpolation algorithms, which provide better results for two non-overlapping
ensembles of the energy gap between the target and the reference potential. At any rate,
while one can leverage emerging advances in development of free-energy estimators,[43]

the most important question (as far as the method efficiency is concerned) is how to
minimize the number of bridging ensembles in the multi-step FEP approach. Naturally,
every step in the multi-step formulation decreases the efficiency of the PD approach
over direct PMF calculations.

Finally, sampling with a biased reference potential provides a non-Boltzmann distri-
bution for the target potential. Recovery of the Boltzmann distribution (reweighting)
requires, strictly speaking, removal of the effect of both biases on the reaction coordinate
and due to the reference potential. Reweighting, in fact, was an early implementation of
the method.[19,21] However, it was found that obtaining convergent free energies is prob-
lematic in a naïve implementation, due to poor overlap between the reference and the
target potentials. This, in turn, leads to the regime where the umbrella sampling becomes
inefficient.[34] Computational approaches for overcoming these challenges are discussed
in the next section.
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3.4 Implementation of the Reference Potential Methods

Computing the activation free energy barrier at a target level of theory requires locating
the minimum free energy path. An alternative task, however, might consist of quantify-
ing possible reaction pathways.[39,44] In general, if several mechanistic options are possi-
ble – the free energy barriers along the corresponding paths have to be computed. These
competing pathways can be formulated and explored in terms of some multidimen-
sional order parameter – such as breaking/forming bonds in More O’Ferrall–Jencks[45]

plots (Figure 3.3); this particular case of great importance in chemistry is considered
in the next section. In other cases, clarifying reaction mechanisms requires more elab-
orated schemes based on empirical chemical knowledge,[44] which, however, can often
be reduced to a collection of 1D and 2D surfaces. The question of locating the mini-
mum energy path is, however, not unique to the PD approach. It is highly relevant, since
the minimum-energy paths are generally different between two levels of theory. What is
important, therefore, is to ensure that the target free energy path is sampled. Thus, the
main focus is to sample with the RP those degrees of freedom along which larger energy
changes occur. Some of the suggested solutions to this problem involve: 1) Performing
sampling with the RP in some extended space, which guarantees to contain the target
path, and perturbatively computing the low-accuracy target surface; 2) Pre-defining the
target reaction path and biasing sampling with the RP along it, and 3) Matching the
reaction paths by refining the RP along the pre-determined target path. The key thing to
keep in mind is that we need to find the RS and TS in order to compute the FEP and to
position those regions of the target free energy surface. The only way to find the target
reaction path is to compute the full target free energy surface. This is done, however, at a
low accuracy or with a reduced dimensionality, for example, with a continuum solvent,
in order to reduce the computational cost. These possible scenarios are described in the
next section.

3.4.1 Locating the Target Reaction Path

3.4.2 Low-accuracy Target Free Energy Surface from Non-equilibrium Distribution

The first approach for locating the target path involves computing the target free energy
surface at low-accuracy, but in an extended space, which contains all possibilities for the
minimum energy path.[35,46] A particularly important example in chemistry is the More
O’Ferrall–Jencks plot, which describes the possible available mechanisms for a chemical
reaction as a function of a geometric parameter. The RP potential is first used to sample
the complete 2D surface, and then the target potential energy is evaluated for a set of
points at each simulation window. This data are used to construct an approximation of
the target free energy surface, from which the target minimum energy path is identified.

The first approach for processing these points involves a reweighting strategy, such
as umbrella sampling.[19] That is, the sampling is performed with a set of biased refer-
ence potentials, Rm = EREF + wm (compare to Eq. (3.4)), and the target distribution is
recovered using:

⟨𝛿(𝜉 − x)⟩ETGT
=

⟨𝛿(𝜉 − x) exp[−𝛽(ETGT − Rm)]⟩Rm⟨exp[−𝛽(ETGT − Rm)]⟩Rm

(3.8)
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The free energy change of introducing a combined bias to the target potential corre-
sponds to the denominator of Eq. (3.8). This free energy change can be represented as
the sum of two free energy terms:

ΔG(ETGT → Rm) = ΔG(ETGT → EREF ) + ΔG(EREF → Rm) (3.9)
where ΔG(ETGT → EREF ) does not depend on the bias 𝜉0

m and the dependence on the
reaction coordinate is integrated out. Therefore, it is just a constant free energy shift,
which can be subtracted from the free energy shifts for all mapping potentials, Rm. The
second term is accurately evaluated from sampling with the RP using the multi-step FEP
approach (i.e., by computing the free energy function of the reaction coordinate,[36,47] or
the potential of mean force[37]). The estimated free energy surface from multiple map-
ping potentials can be further improved by requiring smoothness of the reaction surface,
and by applying some appropriate interpolation technique.

Thus, evaluation of the numerator of Eq. (3.8) is the most challenging part of the calcu-
lation in terms of accuracy for approximating Eq. (3.6). Re-writing the numerator of Eq.
(3.8) shows that with a poor overlap in the phase space the free energy estimate diverges
due to the large energy gap:

⟨𝛿(𝜉 − x)⟩ETGT
=

⟨𝛿(𝜉 − x) exp[𝛽wm(𝜉)] exp[−𝛽ΔE]⟩Rm⟨exp[−𝛽(ETGT − Rm)]⟩Rm

(3.10)

In other words, configurations generated with the reference potential are, mostly,
unlikely configurations for the target potential. In which case, the sampling obtained
with the reference potential is not representative for the target potential. As a result, the
convergence of the free energy estimate with Eq. (3.10) is slow, and the corresponding
estimate is of low accuracy. However, obtaining this estimate doesn’t require sampling
with the target potential, only evaluating energy for a selected set of configurations.
Furthermore, the resulting low-accuracy free energy surface, while quantitatively unre-
liable, can be used to identify the location of the RS and of the TS.

3.4.3 Obtaining a Low-Accuracy Target Free Energy Surface from Free Energy
Perturbation

An alternative approach for computing the low-accuracy target free energy surface from
sampling with a reference potential in a high-dimensional space with the reweighting
approach of Eq. (3.6) is based on approximating the target free energy shifts (blue empty
circles in Figure 3.2) by adding a perturbative correction (red vertical arrows) to the
reference free energy shifts (red solid circles). That is, another thermodynamic cycle is
introduced in computing the Eq. (3.6). Note, that while moving from the reference to the
target free energy surface at a particular value of the reaction coordinate we are switch-
ing between the biased potentials that govern interaction in the system (also known as
the force law). This correction is computed with the FEP approach from sampling gen-
erated with the reference potential only. The FEP exponential average estimator can also
be approximated with its linear expansion (see “Estimation of the Free Energy Pertur-
bation” below). Then, the free energy change corresponding to the denominator in Eq.
(3.6) (the free energy of introducing the bias to the target potential), is computed via the
following thermodynamic cycle:

ΔG(ETGT → Tm) = ΔG(ETGT → EREF ) + ΔG(EREF → Rm) + ΔG(Rm → Tm)
(3.11)
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where the first two terms were discussed in the previous section and the last term is the
FEP exponential average for moving from the biased reference potential to the biased
target potential:

ΔG(Rm → Tm) = −𝛽−1 ln ⟨exp[−𝛽ΔE]⟩Rm
≈ ⟨ΔE⟩Rm

(3.12)

where ΔE = Tm − Rm = ETGT − EREF if the bias is the same in Rm and Tm. This method
of computing the perturbation is very similar to a number of other reference-potential
based strategies,[32,48,49] where it is used as the final free energy estimate for the target
path. Mathematically, this approach also corresponds to approximating the numerator
of Eq. (3.6) with the reference potential distribution:

⟨𝛿(𝜉 − x)⟩Tm
≈ ⟨𝛿(𝜉 − x)⟩Rm

(3.13)

The final approximation of Eq. (3.6) is:

⟨𝛿(𝜉 − x)⟩ETGT
≈

exp[𝛽wn(x)]⟨𝛿(𝜉 − x)⟩Rm

exp[−𝛽ΔF(EREF → Rm)]⟨exp[−𝛽ΔE]⟩Rm

(3.14)

While the convergence of Eq. (3.14) is limited by the convergence of the free energy
perturbation in the denominator, the accuracy of the final estimate is also affected by
the assumption of Eq. (3.13), which can be further improved using:

⟨𝛿(𝜉 − x)⟩Tm
=

⟨𝛿(𝜉 − x) exp[−𝛽ΔE]⟩Rm⟨exp[−𝛽ΔE]⟩Rm

(3.15)

Then, substitution of Eq. (3.15) into Eq. (3.14) yields:

⟨𝛿(𝜉 − x)⟩ETGT
≈

exp[𝛽wn(x)]⟨𝛿(𝜉 − x) exp[−𝛽ΔE]⟩Rm

exp[−𝛽ΔF(EREF → Rm)]⟨exp[−𝛽ΔE]⟩2
Rm

(3.16)

Free energy shifts from multiple potentials can be further smoothed to minimize the
overall error. While the error of these estimates is usually too high for quantitative pur-
poses, the topology of the target surface is likely to be qualitatively correct, which allows
one to locate the target path.[35]

3.4.4 Pre-Computing the Reaction Path

Another approach to deal with the mismatch between the reference and the target reac-
tion paths involves pre-computing the target reaction path. In this case, the target reac-
tion path is defined in terms of solute degrees of freedom, but with a simplified solvation
model.[50] This can be done using one of the energy minimization methods[51] for locat-
ing the minimum energy path or by performing a potential energy scan. Then, this path
is used as an approximation to the path with an atomistic solvent model. It, however,
needs to be defined only in terms of the reaction coordinate, by letting all other degrees
of freedom relax. At the next step, sampling with the RP is biased to the identified reac-
tion path. An additional refinement procedure in this region can be used to maximize
the overlap with the TP (see more below on the refinement procedure).

Conceptually, this approach is similar to the previous two: the target reaction path is
identified on a coarse target free energy surface. While in the previous two examples
the coarsening is done in terms of accuracy, in this example the coarsening is achieved
by a simplified (continuum) representation of solvent. Once the target path is located,
sampling with the reference potential can be biased along this path.
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3.4.5 Reference Potential Refinement: the Paradynamics Model

The PD model introduced another way to circumvent difficulties arising due to the
mismatch between the target and the reference reaction paths. It employs an iterative
refinement procedure, which brings the reference potential and the reaction path close
to the target counterparts. Here, we only introduce this concept, while details of the
implementation are presented below. The refinement of the reference potential starts
along a guess for the target path, which can either be pre-computed or approximated
by the reference path. In any case, with every iteration the PD refinement increases the
overlap between the two potential and minimizes the mismatch between the paths. The
proximity of two paths ensures that the target reaction path is sampled with the refer-
ence (e.g., EVB) potential. A limited sampling with the target potential is used to improve
convergence of the free energy estimates and to provide a framework for the refinement
procedure. The error in evaluating Eq. (3.6) is reduced by performing a limited sampling
with the target potential while computing the free energy change from the end-point
distributions within a two-step LRA approach:

ΔGLRA = 1
2
(⟨Tm − Rm⟩Rm

+ ⟨Tm − Rm⟩Tm
) (3.17)

The LRA approach is applied to compute the free energy perturbation while switching
from the reference potential to the target potential (with the same bias at the RS and the
TS, e.g., [22,25]). With the same bias, Eq. (3.17) becomes:

ΔGLRA = 1
2
(⟨ΔE⟩Rm

+ ⟨ΔE⟩Tm
) (3.18)

Then, with the approximation of Eq. (3.18), the free energy perturbation reproduces the
difference between two free energy functions,[25] which are computed locally from the
limited sampling. That is:

ΔG(Rm → Tm) ≅ ΔgTGT (x = 𝜉

‡
TGT ) − ΔgREF (x = 𝜉

‡
REF ) (3.19)

However, if the reference reaction path differs from the target path, that is, 𝜉‡REF ≠

𝜉

‡
TGT , application of Eq. (3.18) will cause convergence problems, since during the per-

turbation process the system will move along the reaction path. Therefore, if the target
TS is known, it is more efficient to choose the closest mapping potential, Rm , compute
the vertical perturbation with Eq. (3.18), and then move towards the closest to the tar-
get TS mapping potential, Tm+n.[22] Finally, the accuracy of evaluating the free energy
cost of moving to the target free energy surface can be systematically improved with a
multi-step FEP procedure, which requires more local sampling with the target potential,

3.4.6 Moving From the Reference to the Target Free Energy Surface at the TS Using
Constraints on the Reaction Coordinate

Formulation of constraints on the reaction coordinate for moving from the reference
free energy surface to the target free energy surface is one of the key prerequisites for
obtaining the convergent estimates for the free energy perturbation. This subsection
describes a protocol for computing the free energy perturbation at a particular value of
the reaction coordinate, for example, at the TS.

The free energy perturbation of moving between the reference and the target free
energy surfaces (ΔG(Rm → Tm)) (red vertical arrows in Figure 3.2) has to converge much



�

� �

�

3 Using Empirical Valence Bond Constructs as Reference Potentials 75

faster than the free energy perturbation of moving to the TS along the reaction path
on the target free energy surface, (ΔG(ETGT → Tm), shown with empty blue circles in
Figure 3.2. Otherwise, the reference potential approach becomes impractical compared
to PMF calculations. As was noted above, the free energy change of altering the force
law converges faster when the energy difference is distributed among many degrees of
freedom (such as solvent polarization) rather than strongly depends on few particular
degrees of freedom (for example, on the reaction coordinate). Therefore, in comput-
ing the free energy perturbation of moving from one potential to another, the degrees
of freedom on which the energy difference depends strongly and unequally between
the two potentials should be constrained/frozen. For instance, the perturbation has to
be vertical relative to the reaction coordinate (Figure 3.2 and Eq. (3.18)), and it should
not involve overcoming high barriers in the transverse degrees of freedom or any other
chemical events (such as changes in the coordination number). The vertical perturbation
means that the bias to the target potential and to the reference potential should be the
same. This is achieved by setting the same bias center and the force constant parameters
in Eq. (3.4) for Rm and Tm. This bias should be sufficiently strong to contain sampling
within the desired value of the reaction coordinate, which is typically close to the bias
center.

For the EVB method this formulation is more sophisticated due to a particular
solute-solvent coupling. Here, one important distinction between EVB and molecular
orbital-based QM/MM methods is the natural reaction coordinate. In EVB it corre-
sponds to the energy gap, also called the global reaction coordinate (see the section
on EVB below and Chapter 2 of this book), whereas for ab initio QM/MM it is the
nuclear reaction coordinate. While it is possible to compute the EVB free energy
profile vs. the nuclear reaction coordinate (Figure 3.4), imposing constraints on the
nuclear reaction coordinate within the EVB approach is inefficient, since the solvent
is relatively insensitive to it. In the EVB method, the solvent has to be polarized and
moved towards the TS,[25] since the EVB charges in the condensed phase are artificially
strongly dependent on the existing solvent configuration and insensitive to the nuclear
configuration (see Eq. (1.23)). In ab initio (or semi-empirical) QM/MM, on the other
hand, the solute electronic density is highly sensitive to the nuclear (solute) reaction
coordinate and the solvent is polarized towards it by new QM charges. This minor
inconvenience requires a special formulation of constraints when moving from the
EVB surface to the ab initio QM/MM surface.[25]

For the EVB potential, a more efficient approach to contain sampling within its TS
(where E

1

= E
2

) involves using one of approximations[52] for the EVB mapping potential,
in addition to a harmonic constraint on the nuclear reaction coordinate used on the
target potential. One formulation for the EVB mapping (biased) potential is given by:

EEVB(x
‡
EVB) ≈ 0.5E1 + 0.5E2 − H12 (3.20)

While this approximation closely follows the EVB adiabatic potential at the TS,
the off-diagonal element in the EVB approach is often chosen by calibration while
post-processing the calculations. Thus, the presence of the off-diagonal element in
the biased potential can be undesirable. Note that Eq. (3.20) is equal to the adiabatic
EVB at the TS (cf . Eq. (3.36)). The use of this expression is equivalent to constraining
the eigenvector components to be equal (so that both EVB diabatic states equally
contribute to the adiabatic state). In another approximation for the mapping potential,
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Figure 3.4 PM3/MM Activation Free Energy Barrier For MeCl+Cl- SN2 Reaction Computed with the
Paradynamics Model[25] Using EVB as a Reference Potential (Which was Parametrically Refined[24]). The
dashed blue line is the PM3 target free energy surface generated with the PMF approach. To compute
the activation barrier with the PD approach, the EVB profile is computed first (black “+” symbols). Next,
local free energy functions are computed at the TS (empty blue flipped triangles for PM3 and empty
red triangles for EVB) and at final states (solid blue squares for PM3 and red circles for EVB). The relative
positions of the local free energy functions are computed using the LRA estimator (black arrows). The
EVB reference free energy functions are aligned to match the full EVB free energy profile (red triangles
with black “+” symbols), thus the local PM3 free energy function at the TS is positioned relative to the
ones at the final states (flipped blue triangles). Adapted with permission from reference [25]. Copyright
2012 American Chemical Society. (See color plate section for the color representation of this figure.)

the off-diagonal element in Eq. (3.20) is omitted. Finally, the mapping potential can be
the adiabatic EVB surface with a harmonic constraint on the energy gap.

3.4.7 High-Accuracy Local PMF Regions from Targeted Sampling

Once constraints on the TS are promptly formulated, and any other degrees of free-
dom that influence energy particularly strongly are frozen, the question of convergence
of the free energy perturbation becomes a technical issue, which can be formulated
to give a systematically improved estimate. Using the limited sampling with the tar-
get potential at the RS and TS regions, one can evaluate the numerator of Eq. (3.6),⟨𝛿(𝜉 − x) exp[−𝛽(ETGT − Tm)]⟩Tm

, at the same level of accuracy as with the direct sam-
pling (in calculating the full PMF). With the denominator evaluated using Eq. (3.11),
the only difference in computing the reaction barrier from direct PMF calculations is
that the denominator is computed using the thermodynamic cycle of the PD model
(Figure 3.2). Thus, the overall efficiency of this approach is determined by convergence
of Eq. (3.11). For a reference potential retaining an adequate physical description of
changes in the electron density of the reacting fragments, the corresponding structural
changes in the system, upon switching to the TP biased at the same region of the free
energy surface are smaller than changes caused by moving the system on the target
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surface from the RS to TS. Furthermore, the perturbation of Eq. (3.11) should converge
with fewer simulation windows (trajectories propagated with the target potential) than
the perturbation associated with the first term of Eq. (3.7). The computational cost of
calculating the activation barrier (or the reaction free energy change), relative to con-
ventional PMF approaches, will be smaller and the difference in the cost between the
PMF and the PD approach will increase as the dimensionality of the reaction coordinate
increases.

3.4.8 Improving Accuracy of Positioning the Local PMF Regions

In practice, better estimates for the energy difference between the RS and the TS regions
of the target free energy surface can be obtained by averaging over perturbations for
several mapping potentials, which are biased to sample the respective regions using the
procedure described below. That is, the perturbation is computed for several adjacent
bias centers (shown with solid blue circles in Figure 3.2). This operation also extends the
region of the target free energy surface computed locally.[35] These simulation windows
are processed with Eq. (3.6) and, thus, are connected via the target free energy shifts,
ΔG(Tm → Tm+i). On the other hand, several LRA free energy estimates for moving from
the reference to the target potential, ΔG(Ri → Ti), are available for each bias location,
𝜉

0
m+i. These estimates are related:

ΔG(Rm → Rm+i) + ΔGLRA(Rm+i → Tm+i) = ΔGLRA(Rm → Tm) + ΔG(Tm → Tm+i)
(3.21)

Therefore, one can compute the average free energy perturbation over n adjacent sim-
ulation windows:

ΔGLRA(Rm → Tm) =

1
n

n∑
i=1

[ΔG(Rm → Rm+i) + ΔGLRA(Rm+i → Tm+i) + ΔG(Tm+i → Tm)] (3.22)

and use this improved estimate to position the corresponding region of target free
energy surface.

Systematic accuracy improvement of the positioning of the local free energy surface
regions involves multi-step FEP. Additional simulation windows can be easily intro-
duced by scaling the perturbation of Eq. (3.3) until Eq. (3.11) converges. Once ΔG(Rm →
Tm) is converged, the estimate of the activation free energy barrier is of the same accu-
racy as the one computed with Eq. (3.7) using the PMF approach.

3.5 EVB as a Reference Potential

The EVB potential is very advantageous to be used as a reference potential due to its low
computational cost. A detailed technical description of the EVB potential can be found
in Chapter 2 of this book, and in dedicated review articles and books.[13,53] Arguably, one
of the main advantages of the EVB description of a chemical reaction is the natural rela-
tionship to valence bond theory and the concept of resonance structures, which are intu-
itive to most chemists. That is, essentially every resonance structure can be described by
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a corresponding EVB diabatic state, and a set of EVB states forms an active space for the
configuration interaction treatment. The EVB adiabatic potential is obtained by mixing
EVB diabatic surfaces with the corresponding coupling elements.[26,52] In practice, the
number of relevant states is often limited (to a good approximation) to only the reac-
tants and the products states, however a great deal of development has been made in the
multi-state EVB models.[54] From a computational point of view, the main advantage of
the EVB approach is its low computational cost (compared to other methods for describ-
ing chemical processes). This is due to the fact that within the classical EVB approach,
diabatic states are described with a specialized force-field. A notable difference from the
classical MM force-fields is the description of chemical bonds with a Morse potential,
incorporating bond-angle coupling and a description of van der Waals interaction with
a Buckinghame-type potential. In any case, the computational cost of the EVB treatment
is only (roughly) n times higher of that for the classical force field, where n is the number
of EVB states. This allows addressing very computationally demanding problems such
as estimating the effect of mutations on the reaction free energy profile[55] or extracting
entropic contributions.[56]

Another advantage of the EVB approach is its ability to describe chemical processes
in the condensed phase. First, it provides a simple yet robust way of training the EVB
potential on available experimental results for simulations in the condensed phase. The
most frequently adjusted EVB parameters are the gas-phase shifts and the coupling ele-
ment described in Chapter 2, for which a number of empirical functional forms have
been suggested[13,57] (see also the summary in Table 2.1). This parametric refinement,
which is often called EVB calibration, lets one calibrate the EVB potential using avail-
able experimental and/or high-level ab initio information for reactions in vacuum or in
solvent. The derived parameters are transferrable to reactions in proteins without fur-
ther recalibration. This is possible since the solvent-solute interactions are included only
in the diagonal elements of the EVB matrix.

Lastly, the EVB approach gives a microscopic interpretation of the Marcus
parabolas,[58] which in turn provides valuable theoretical insight into the thermody-
namics of enzymatic catalysis, and a molecular interpretation of linear free-energy
relationships. The energy gap between the EVB diabatic states is also a microscopically
defined global reaction coordinate, which includes both solvent and solute degrees of
freedom, and is capable of naturally capturing the non-equilibrium solvation effect.

Diagonal Hii = ⟨i|H|i⟩ and off-diagonal Hij = ⟨i|H|j⟩ elements of the EVB config-
uration interaction (CI) matrix are approximated using analytical expressions. This
makes the EVB method extremely fast even compared to semi-empirical methods, but
it requires empirical parameterization. Each EVB diagonal element is approximated by
the analytical energy function for the i-th VB diababtic state |i⟩:

Ei = Ebonded + Enonbonded + 𝛼i (3.23)
The first term of Eq. (3.23) describes bonded interaction within the QM region and

the bonded QM/MM coupling; the second term accounts for electrostatic and Van der
Waals interactions within the QM region and the corresponding nonbonded QM/MM
coupling; the third term is the gas phase shift of the diabatic state.

The first term of Eq. (3.23) contains the terms describing bond stretching, angle bend-
ing and deformation of torsional (and improper torsional) angles:

Ebonded = Ebond + Eangle + Etors (3.24)
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Breaking and forming bonds are described using Morse potentials:

Ebond =
∑

bonds
D
(
1 − e−𝛽(r−r0)

)2 (3.25)

Where D is the potential well depth; r0 is the bond equilibrium distance and b is the
parameter controlling the steepness of the well.

Angles deformations are described using the harmonic potential with a force constant
KΘ and the equilibrium value Θ0:

Eangle =
∑

angles
KΘ(Θ − Θ0)2•Φcoupl (3.26)

whereΦcoupl is the coupling element which is introduced when an angle formed by atoms
i, j, k exists only in one of the EVB states due to breaking/forming bond between atoms
i, j or j, k:

Φcoupl =

{
1, r ≤ r0

2e−𝛽(r−r0) − e−2𝛽(r−r0)
, r > r0

(3.27)

Torsional angles deformations are accounted for by:

Etors =
∑
tors

K
𝜙

(1 + cos(n𝜙 − 𝜑0))Φcoupl (3.28)

where Φcoupl (Eq. (3.27)) is the coupling element which is introduced for a torsional
angle formed by atoms i, j, k, l which exists only in one of the EVB states due to break-
ing/forming bond between atoms i, j or k, l atoms.

In the case of a non-polarizable force field, the second term of Eq. (3.23) incorporates
electrostatic and Van der Waals interactions:

Enonbonded = Eelec + EVdW (3.29)

Electrostatic interactions consist of those within the QM region and of the interactions
between the QM and MM regions. They are described with a classical Coulomb law:

Eelec =
∑
QM

∑
i<j

C
QiQj

rij
f (rij) +

∑
QM

∑
MM

C
Qiqj

rij
(3.30)

here C is a constant that depends on the units of energy used (332 for kcal/mol); Q is
the charge of a QM atom and q is the charge on the MM atom; f (rij) is the screening
function defined as:

f (rij) = 1 − e−𝛼r2
ij (3.31)

Van der Waals interactions within the EVB region are described by either a
Lennard-Jones potential or a Buckingham potential:

EVdW =
∑
QM

∑
i<j

[
Cije−𝛽ijrij +

Aij

r12
ij

−
Bij

r6
ij

]
+
∑
QM

∑
MM

[
Aij

r12
ij

−
Bij

r6
ij

]
(3.32)

The calibration of the EVB method, and transferability of parameters between differ-
ent phases is possible since the effect of solvent is included only in Hamiltonian diagonal
elements.
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The off-diagonal elements can be conveniently approximated by Gaussian functions:

Hij = Ae−𝛼𝜉2 (3.33)

where ξ is the reaction coordinate defined as the difference between the forming and
breaking bond lengths.

After diagonalization of the EVB CI matrix the lowest eigenvalue is identified:

EEVB = ⟨𝜓|H|𝜓⟩ (3.34)

The corresponding normalized eigenvector ⟨𝜓| = ⟨c1 … cn| has components
c1, c2, .., ci, .., cn. Nuclear derivatives are calculated using Hellman-Feynman
theorem:[59]

𝜕

𝜕x
EEVB = ⟨𝜓 |||| 𝜕𝜕x

H
||||𝜓⟩ (3.35)

For example, for the 2 x 2 EVB Hamiltonian Eq. (3.34) and Eq. (3.35) become:

EEVB = c2
1E1 + c2

2E2 + 2c1c2H12 (3.36)
𝜕

𝜕x
EEVB = c2

1
𝜕

𝜕x
E1 + c2

2
𝜕

𝜕x
E2 + 2c1c2

𝜕

𝜕x
H12 (3.37)

The EVB approach considered above is based on a very intuitive picture of diabatic
states, which are closely related to the concept of resonance structures. Due to the ana-
lytical form of empirical approximations the computational cost of the EVB method is
very low compared to standard QM/MM methods, which allows one to perform exten-
sive configurational sampling and to achieve quantitatively reliable results, which are
determined by the quality of the EVB parameterization.

3.5.1 EVB Parameter Refinement

EVB parameters have been mostly derived by fitting to experimental data and/or
high-level QM calculations. However, EVB parameters can be fitted to any target
potential. The chosen set of EVB parameters will determine the reference reaction path.
As was already mentioned in the discussion above, one of the approaches for locating
the target reaction path involves pre-computing it with a simplified solvent model. In
that case, the reference potential can either be forced to follow the target path with a
bias, or refined to improve the overlap with the target potential. The refinement can
involve parametric fitting[24] of the reference potential to the target potential energies,
derivatives or partial charges. The EVB refinement procedure can leverage emerging
advances in force-field optimizations schemes based on force-matching.[60,61] An
alternative strategy[25] involves functional refinement of the RP by adding the difference
between the reference and the target potentials along the reaction coordinate, which
is approximated by Gaussian functions. In recent works,[32,48] an implicit refinement
strategy was used by choosing a suitable semi-empirical reference potential. A similar
approach can easily be used with EVB parameters by creating parametric libraries
optimized to specific QM methods.

Parametric refinement brings the EVB potential closer to the target potential and
improves the convergence of the FEP calculations. Since the perturbation is computed
at both the TS and at the RS, the PD refinement procedure is often performed on
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configurations generated around these critical points. The EVB parameters are refined
by seeking the minimum of the least square penalty function:[24]

ℑ(p, r) = k1

N∑
i=1

(EEVB
i (p, r) − EQM

i (r))2

+ k2

N∑
i=1

3∑
j=1

(
𝜕

𝜕xj
EEVB

i (p, r) − 𝜕

𝜕xj
EQM

i (r)
)2

(3.38)

by either using a simplifed Newton-Rhaphson approach where one EVB parameter, pi ,
is refined at a time, with the result of k + 1-th iteration given by:

pi
k+1 = pi

k − g[𝜕ℑ∕𝜕pi]∕[𝜕2ℑ∕𝜕pi
2]k (3.39)

or by refining the vector of EVB parameters, p, in the optimal steepest descent approach
with the result of (k + 1)-th iteration given by:

pk+1 = pk − s•gradℑ(pk) (3.40)

One might want to restrict the boundaries of the parametric space in order to avoid
overfitting, and to stay within physically meaningful values. Note that parameters here
include those used to describe bonding interactions, the nonbonded van der Waals
interactions, and the coupling element for a given set of EVB charges, which, in turn, are
usually derived by fitting the electrostatic potential of a molecule in an implicit solvent.
While the refinement scheme given above is for EVB parameters, it can be generalized
to semi-empirical RPs by fitting parameters to a particular level of theory.[62] Thus, the
PD approach can be applied to any reference potential.

3.5.2 EVB Functional Refinement

An alternative to parametric refinement is the functional refinement scheme.[25] This
approach utilizes the data obtained from the potential energy scan, if it was performed
in implicit solvent to locate the target path (see pre-computing the reaction path). First,
charges computed for the final states are used as charges for corresponding EVB diabatic
states (see Eq. (3.30)). Second, the potential energy scan (after subtracting the solvation
effect) is fitted with a set of k Gaussian functions:

ΓTGT =
∑

k
Ak exp(−𝛼k(𝜉 − 𝜉0

k )
2) (3.41)

See Figure 3.5. This can be done, for instance, by the least-square minimization of the
difference between the fit and the potential energy scan, ETGT , represented by N points
along the reaction path:

ℑ({𝛼k}, {Ak}) =
N∑

i=1
(ΓTGT (𝜉i) − ETGT (𝜉i))2 (3.42)

Similarly, the reference potential (e.g., EVB) is evaluated for the same set of geometries
and with updated charges for EVB diabatic states. The resulting energy profile is fitted
using the same procedure with a set of Gaussians, ΓREF . In the next step, the difference
between the two fitted functions is used to refine the original reference potential:

E′
REF = EREF − ΓREF + ΓTGT (3.43)
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Figure 3.5 Fitting PMFs with Gaussian Functions. (A) ΓEVB (green line) is a fit to the EVB gas-phase PMF
(red triangles), which was obtained by subtracting contributions of the EVB distance constraints on
the RC values from the actual EVB free energy profile (blue squares). (B) ΓPM3 and ΓPM6 (green line) are
fits of potential energy scans obtained with semiempirical PM3 and PM6 hamiltonians. Reprinted with
permission from reference [25]. Copyright 2012 American Chemical Society. (See color plate section for
the color representation of this figure.)

The aim of this refinement procedure is to bring the reference potential close to the
target potential in the region of interest along the reaction path (this procedure can be
easily generalized to multiple dimensions). The refined reference potential is more likely
to follow the target reaction path defined by the chosen reaction coordinate. When EVB
is used as a reference potential, the fitting procedure is performed only for intramolec-
ular interactions in order to transfer parameters to other phases (see the next section).

The solute-solvent coupling in EVB is included in the EVB diagonal elements.[52] Thus,
with the functional refinement derived for the intramolecular interactions within the
solute, the EVB potential can be represented (see Eq. (3.36)):

E′
EVB = EINTRA + ΔΓINTRA + c2

1E1,sS(QTGT
RS

) + c2
2E2,sS(QTGT

PS
) (3.44)

Where ΔΓINTRA = ΓTGT − ΓEVB refines only the intramolecular part of the EVB poten-
tial. And the solute-solvent electrostatic interactions are refined by using a new vector
of EVB charges, which is derived for the reactant and product with the target poten-
tial with a continuum solvent model. This procedure allows to refine the EVB reference
potential to be used with different target potentials in the condensed phase (Figure 3.6).

3.6 Estimation of the Free Energy Perturbation

One of the main computation tools in the PD approach is the FEP, which is used to esti-
mate the free energy change while moving from the reference to the target free energy
surface. FEP as was already mentioned earlier involves altering the force law. That is, the
process of moving between the free energy surfaces consists of switching the potential
that describes interactions in a system. As was also mentioned earlier, once the target
high-accuracy PMF is computed locally at the RS and at the TS regions, the accuracy
becomes limited by the convergence of the FEP in Eq. (3.11). Thus, it becomes critical
to use the best available free energy estimator in the FEP approach. Below a number of
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Figure 3.6 Demonstrating the Refinement of the EVB Reference Potential in Condensed Phases, Using
the Correction Potential −ΓEVB + ΓTARG Represented by Gaussians And a Vector of New EVB Charges
Derived With the Target Potential. The free energy profiles obtained by the EVB FEP/US approach
along the EVB energy gap (A) and along the nuclear RC (B). (blue) the original EVB reference potential
with parameters refined for the gas phase PM3; (red) the EVB reference potential refined for PM3/MM
target potential; (green) the EVB reference potential refined for PM6/MM target potential. Reprinted
with permission from reference [25]. Copyright 2012 American Chemical Society. (See color plate
section for the color representation of this figure.)

such estimators is presented, and they can be implemented concurrently. In fact, the
difference between the free energy estimators can be used to check the quality of data,
and to estimate the error, since in the limit of infinite sampling all free energy estimators
converge to the same answer.

3.6.1 Exponential Average

The free energy change of moving from the reference potential to the target potential
is formulated in terms of the FEP approach.[17,18] Computing this perturbation involves
evaluating the exponential average of the energy gap between these two potentials. For
instance, the free energy of moving from the reference potential to the target potential
EREF → ETGT is equivalent to adding the perturbation, ΔE = ETGT − EREF , to the ref-
erence potential (Eq. (3.3)). Then the classical FEP approach provides the exponential
average free energy estimate:

ΔF = −𝛽−1 ln
∫ exp(−𝛽ΔE) exp(−𝛽EREF )dxN

∫ exp(−𝛽EREF)dxN
≡ −𝛽−1 ln ⟨exp(−𝛽ΔE)⟩EREF

(3.45)

This configurational average can be computed over time or over an ensemble using
molecular dynamics or Monte Carlo simulations. Recall, that ⟨…⟩Ei

indicates that the
sampling is performed with the potential Ei, while obtaining the Helmholtz free energy
for the canonical (NVT) ensemble. This formulation can be easily generalized to the
Gibbs free energy (NPT) and other thermodynamic ensembles.[63] Below we assume
that the mechanical contribution to the free energy change is negligible and the Gibbs
and the Helmholtz free energy changes are equal: ΔG = ΔF .

The free energy change for the reverse process can be computed by taking the config-
urational average with the TP:

− ΔG = −𝛽−1 ln ⟨exp(−𝛽ΔE)⟩ETGT
(3.46)
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Computing the corresponding average with the target potential (e.g., in Eq. (3.46)) is
computationally more expensive than computing it with the reference potential. While
Eq. (3.45) provides an efficient free energy estimate for sampling obtained from a single
distribution, obtaining quantitatively more reliable estimates requires sampling from
both end-point distributions. While the average of Eqs. (3.45) and (3.46) can be used
to obtain such an estimate,[47] another way of improving the FEP estimate is to imag-
ine the existence of an intermediate point between the two potentials, such that EINT =
0.5EREF + 0.5ETGT , and apply the FEP twice. Then

ΔG(EREF → ETGT ) = ΔG(EREF → EINT ) + ΔG(EINT → ETGT ) (3.47)

The two terms on the right hand side are computed using:[64]

ΔG(EREF → ETGT ) = −𝛽−1 ln ⟨exp(−0.5𝛽ΔE)⟩EREF
+ 𝛽−1 ln ⟨exp(0.5𝛽ΔE)⟩ETGT

(3.48)

3.6.2 Linear Response Approximation (LRA)

It was demonstrated[41] that, in the context of the various free energy calculations[28,65]

and for the PD approach in particular,[22,25] a more reliable estimate of the correspond-
ing free energy change of altering the force law is obtained from the both end-point
distributions (i.e., from sampling with the reference and with the target potentials). In
the reference potential scheme, the LRA approach gave the same accuracy as multi-step
perturbative schemes with various estimators. The LRA approach of Eq. (3.17) can be
derived[66] by double expansion of Eqs. (3.45) and (3.46) into power series in perturba-
tion, truncating[18] to the linear term and taking the average.

However, such formal derivation creates a false impression on limited applicability
of this approach to only small perturbations, ΔE << kBT . First, the LRA, Eq. (3.17)
can be derived by applying the trapezoid rule to the Thermodynamic Integration (TDI)
approach,[35,64] after taking the analytical derivative of the free energy with respect to
the perturbation parameter 𝜆 (defined by Em = (1 − 𝜆m)EREF + 𝜆mETGT ):

ΔGTDI =
∫

1

0

𝜕G
𝜕𝜆

d𝜆 =
n−1∑
m=1

1
2

(⟨
𝜕G
𝜕𝜆

⟩
Em

+
⟨
𝜕G
𝜕𝜆

⟩
Em+1

)
Δ𝜆 (3.49)

Second, the derivation of this approach based on Marcus parabolas[28] reveals its true
computational power as a physics-based recipe for free-energy interpolation (see the
dedicated section below).

3.6.3 Bennet’s Acceptance Ratio

Bennet[41] has shown that the least-error free energy estimate, given two sufficiently
overlapping distributions of the energy gap between the target potential and the refer-
ence potential, can be obtained by solving these two equations self-consistently:

ΔGi
BAR = 𝛽

−1 ln
⟨f [𝛽(C(i) − ΔE)]⟩T⟨f [𝛽(ΔE − C(i))]⟩R

+ C(i)

C(i+1) = ΔGi
BAR + 𝛽−1 ln

nT

nR
(3.50)
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Where f is the Fermi function:

f [x] = 1
1 + ex

And nT and nR are number of points from the reference and target distributions.
A good overlap between distributions of the energy gap is achieved in the multi-step

free energy perturbation schemes. In this case, using the acceptance ratio or weighted
histogram method[67,68] can be the most optimal choice for minimizing the relative free
energy compared to other estimators,[69] even though the absolute error in the limit of
adequate sampling might be negligible. In contrast, when moving from one potential
to another in the reference potential approach, a problem can be a poor or no overlap
between two energy gap distributions. In this case, the free energy interpolation schemes
(or the curve-fitting method[41]) has an advantage over the extrapolation methods.

3.6.4 Free Energy Interpolation

In the free energy interpolation scheme (also called the curve-fitting method[41]), the
free energy functions of the energy gap are fitted with polynomials, which are extrapo-
lated across the gap. However, if the system response is linear to the perturbation, the
functional form of this polynomial is a parabola. By further assuming the equal curva-
ture of two parabolas (or equal width of two Gaussian distributions, which means the
same variance of the energy gap) one arrives to the LRA method.[35] The advantage of
knowing the functional form of the polynomial a priori is that it allows for a straightfor-
ward implementation (numerical solution versus graphical solution) thus minimizing
the risk of overfitting.

Two free distributions are related to the free energy shifts that can be shown from the
umbrella sampling equation:

− 1
𝛽

ln pTGT (x) = −1
𝛽

ln pREF (x) + x − ΔG(EREF → ETGT ) (3.51)

Assuming the linear response approximation in Eq. (3.51) and recognizing that the
distribution of the energy gap corresponding to a parabola is a Gaussian, one can not
only recover the LRA formula but even go beyond the approximation of the equal
curvature:[35]

ΔG(EREF → ETGT ) =
𝜇REF + 𝜇TGT

2
−
𝜎

2
TGT

4𝛽
(𝜇REF − 𝜇TGT )2

+
𝜎

2
REF

4𝛽
(𝜇TGT − 𝜇REF )2 − 1

𝛽

ln
(
𝜎REF

𝜎TGT

)
(3.52)

Where 𝜇i = ⟨ΔE⟩i and 𝜎i = (⟨ΔE2⟩i − ⟨ΔE⟩2
i ).

This allows for correction of the parabolic polynomials of unequal curvature, or
uneven variance of the energy gap between the two distributions. One can also compute
both distributions of the energy gap (from sampling with the RP and with the TP) and
inspect their overlap and functional forms to choose the most appropriate free energy
estimator. Computing the free energy change with several estimators, or evaluating the
perturbation in a multi-step way, can also be used to assess the error and convergence
of the perturbation.
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3.7 Overcoming Some Limitations of EVB Approach as a
Reference Potential

Using EVB as a reference potential has certain technical subtleties, which are often
compensated by its low computational cost. First, the EVB free energy surface is usu-
ally mapped and expressed as a function of the energy gap between two diabatic states
(Figure 3.6A). Ab initio QM/MM free energy surfaces, on the other hand, are mapped
and expressed in nuclear reaction coordinates. Mapping the EVB free energy surface
along the nuclear reaction coordinate in the condensed phase is, however, inefficient
since adiabatic EVB charges in the condensed phase show a strong dependence on the
current solvent polarization and weak dependence on the solute configuration. This is
easily overcome by mapping along the global reaction coordinate and forcing solvent to
move to the transition state configuration. The EVB sampling, obtained this way, can be
used to construct a free energy profile along the nuclear reaction coordinate (Figure 3.4
and 3.6B). Ab initio QM/MM methods don’t automatically provide diabatic states, and
defining and mapping along the global reaction coordinate is problematic, even though
some attempts to use this approach have been made.[70] The free energy surfaces in
nuclear reaction coordinates can be used to provide a detailed quantitative insight into
reactions mechanisms (as those are often defined in terms of nuclear coordinates like
associative, dissociative, and concerted).

Constrained density functional theory[71–73] (CDFT) approach allows one to obtain
the diabatic states from first principles, which can then be used to parameterize EVB
diabatic states. It combines the frozen density approach[74] with valence bond theory and
provides an electronic structure description of VB diabatic states in terms of developed
DFT functionals. Furthermore, it lets the coupling elements be estimated, thus giving
a full configuration-interaction matrix,[75,76] the elements of which can be used in the
refinement procedure.

Since EVB mapping along the global reaction coordinate only samples the minimum
reaction path, one has to make sure that EVB is parameterized and follows the ab initio
QM/MM reaction path. Alternatively, computing local PMF on the target free energy
surface from the reference TS to the target TS is necessary.[22] This in turn requires
computing the reaction path from energy minimization technique with an implicit sol-
vation model and reliance on its relevance. Alternatively, this problem can be overcome
by exploring alternative pathways with corresponding EVB diabatic state.

3.8 Final Remarks

In recent years, a great deal of progress has been made towards development of sam-
pling schemes, based on the reference potential approach, which resulted in various
simulation protocols proposed by different workers. The EVB potential, due to its low
computational cost, allows to overcome the high-computational cost of calculating the
free-energy changes for chemical processes in the condensed phase. The PD approach
provides a physically rigorous way to perturbatively improve the level of theoretical
description. This chapter is not an exhaustive review, which an interested reader can
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find elsewhere,[33] but a summary of the key concepts of the field.
The main objective of this chapter is to present the key elements of the PD strategy,

which allows one to compute the QM free energy barrier at the same level of accuracy
as the PMF approach, but at a fraction of its computational cost. In order to achieve
this, several elements are critical. First, one has to identify the target reaction path (at
least RS and TS). This is achieved by constructing a low-accuracy (coarse) target free
energy surface. Once the target path is identified, the target PMF (high-accuracy target
free energy surface) is computed locally at the RS and at the TS from a limited sampling
with the target potential. Finally, free energy levels of local PMF regions are established
relative to the reference free energy surface using the free energy perturbation approach,
which is formulated for switching from the reference to the target potential at a con-
strained value of the reaction coordinate. Thus, the accuracy of the target activation
free energy estimate is limited by convergence of the free energy perturbation, which
can be systematically improved in a multi-step fashion and by choosing an optimal free
energy estimator. Refinement of the reference potential can significantly improve qual-
ity of the low-accuracy target free energy surface and the convergence of the free energy
perturbation.

It should be noted that the PD method is not a specialized approach, which specif-
ically works with the EVB method. In fact, recent advances in the PD method have
focused on developing a rigorous statistical thermodynamics formalism for using
sampling with two arbitrary levels of theory in free energy calculations and related
tasks. Recent advances have been made in studying reactions in water and in proteins
with semi-empirical PM3[77] and PM6[62] reference potentials.[25,35] Furthermore,
recent developments of density functional tight-binding methods[78,79] opened up new
opportunities for applications of these methods as reference potentials in PD-related
approaches.

References

1 Kamerlin, S.C., Haranczyk, M. and Warshel, A. (2009) Progress in ab initio QM/MM
free-energy simulations of electrostatic energies in proteins: Accelerated QM/MM
studies of pKa, redox reactions and solvation free energies. Journal of Physical
Chemistry B, 113 (5), 1253–1272.

2 Hu, H. and Yang, W. (2008) Free energies of chemical reactions in solution and in
enzymes with ab initio quantum mechanics/molecular mechanics methods. Annual
Review of Physical Chemistry, 59, 573–601.

3 Gao, J., Ma, S., Major, D.T. et al. (2006) Mechanisms and free energies of enzymatic
reactions. Chemical Reviews, 106 (8), 3188–3209.

4 Acevedo, O. and Jorgensen, W.L. (2014) Quantum and molecular mechanical Monte
Carlo techniques for modeling condensed-phase reactions. Wiley Interdisciplinary
Reviews: Computational Molecular Science, 4 (5), 422–435.

5 Senn, H.M. and Thiel, W. (2009) QM/MM methods for biomolecular systems. Ange-
wandte Chemie International Edition, 48 (7), 1198–1229.



�

� �

�

88 Theory and Applications of the Empirical Valence Bond Approach

6 Helgaker, T., Jørgensen, P. and Olsen, J. (2000) Calibration of the
Electronic-Structure Models, in Molecular electronic-structure theory, John Wiley
& Sons, Ltd, pp. 817–883.

7 Friesner, R.A. and Guallar, V. (2005) Ab initio quantum chemical and mixed quan-
tum mechanics/molecular mechanics (QM/MM) methods for studying enzymatic
catalysis. Annual Review of Physical Chemistry, 56 (1), 389–427.

8 van der Kamp, M.W. and Mulholland, A.J. (2013) Combined quantum mechan-
ics/molecular mechanics (QM/MM) methods in computational enzymology.
Biochemistry, 52 (16), 2708–2728.

9 Shaw KE, Woods CJ, Mulholland AJ, Abraham DJ. (2003) QM and QM/MM.
Approaches to evaluating binding affinities. Burger’s medicinal chemistry and drug
discovery. (John Wiley & Sons, Inc.).

10 Rathore, R.S., Reddy, R.N., Kondapi, A.K. et al. (2012) Use of quantum mechan-
ics/molecular mechanics-based FEP method for calculating relative binding affinities
of FBPase inhibitors for type-2 diabetes. Theoretical Chemistry Accounts, 131 (2),
1–10.

11 Frushicheva, M.P., Mills, M.J., Schopf, P. et al. (2014) Computer aided enzyme design
and catalytic concepts. Current Opinion in Chemical Biology, 21, 56–62.

12 Kries, H., Blomberg, R. and Hilvert, D. (2013) De novo enzymes by computational
design. Current Opinion in Chemical Biology, 17 (2), 221–228.

13 Warshel, A. (1991) Computer modeling of chemical reactions in enzymes and solu-
tions, John Wiley & Sons, New York.

14 Warshel, A. and Levitt, M. (1976) Theoretical studies of enzymic reactions: Dielec-
tric, electrostatic and steric stabilization of the carbonium ion in the reaction of
lysozyme. Journal of Molecular Biology, 103 (2), 227–249.

15 Kamerlin, S.C.L., Vicatos, S., Dryga, A. and Warshel, A. (2011) Coarse-grained (mul-
tiscale) simulations in studies of biophysical and chemical systems. Annual Review of
Physical Chemistry, 62 (1), 41–64.

16 Frenkel, D. and Smit, B. (2001) Understanding molecular simulation: From algo-
rithms to applications, Academic Press.

17 Zwanzig, R. (1954) High temperature equation of state by a perturbation method. I.
Nonpolar gases. Journal of Chemical Physics, 22 (8), 1420.

18 Landau, L.D. and Lifshitz, E.M. (1969) Statistical physics, Pergamon Press, Oxford.
19 Luzhkov, V. and Warshel, A. (1992) Microscopic models for quantum mechanical

calculations of chemical processes in solutions: LD/AMPAC and SCAAS/AMPAC
calculations of solvation energies. Journal of Computational Chemistry, 13,
199–213.

20 Bentzien, J., Muller, R.P., Florián, J. and Warshel, A. (1998) Hybrid ab initio quantum
mechanics/molecular mechanics calculations of free energy surfaces for enzymatic
reactions: The nucleophilic attack in subtilisin. Journal of Physical Chemistry B, 102
(12), 2293–2301.

21 Muller, R.P. and Warshel, A. (1995) Ab initio calculations of free energy
barriers for chemical reactions in solution. Journal of Physical Chemistry, 99,
17516–17524.

22 Rosta, E., Klahn, M. and Warshel, A. (2006) Towards accurate ab initio QM/MM
calculations of free-energy profiles of enzymatic reactions. Journal of Physical Chem-
istry B, 110 (6), 2934–2941.



�

� �

�

3 Using Empirical Valence Bond Constructs as Reference Potentials 89

23 Rosta, E., Haranczyk, M., Chu, Z.T. and Warshel, A. (2008) Accelerating QM/MM
free energy calculations: Representing the surroundings by an updated mean charge
distribution. Journal of Physical Chemistry B, 112, 5680–5692.

24 Plotnikov, N.V., Kamerlin, S.C.L. and Warshel, A. (2011) Paradynamics: An effective
and reliable model for ab initio QM/MM free-energy calculations and related tasks.
Journal of Physical Chemistry B, 115 (24), 7950.

25 Plotnikov, N.V. and Warshel, A. (2012) Exploring, refining, and validating the
paradynamics QM/MM sampling. Journal of Physical Chemistry B, 116 (34),
10342–10356.

26 Warshel, A. and Weiss, R.M. (1980) An empirical valence bond approach for com-
paring reactions in solutions and in enzymes. Journal of the American Chemical
Society, 102 (20), 6218–6226.

27 Lifson, S. and Warshel, A. (1968) Consistent force field for calculations of confor-
mations, vibrational spectra, and enthalpies of cycloalkane and n-alkane molecules.
Journal of Chemical Physics, 49 (11), 5116–5129.

28 Lee, F.S., Chu, Z.-T., Bolger, M.B. and Warshel, A. (1992) Calculations of
antibody-antigen interactions: Microscopic and semi-microscopic evaluation of
the free energies of binding of phosphorylcholine analogs to McPC603. Protein
Engineering, 5 (3), 215–228.

29 Polyak, I., Benighaus, T., Boulanger, E. and Thiel, W. (2013) Quantum mechan-
ics/molecular mechanics dual Hamiltonian free energy perturbation. Journal of
Chemical Physics, 139 (6), 064105.

30 Claeyssens, F., Harvey, J.N., Manby, F.R. et al. (2006) High-accuracy computation of
reaction barriers in enzymes. Angewandte Chemie, International Edition in English,
45 (41), 6856–6859.

31 Rod, T.H. and Ryde, U. (2005) Quantum mechanical free energy barrier for an enzy-
matic reaction. Physical Review Letters, 94 (13), 138302.

32 Hou, G. and Cui, Q. (2013) Stabilization of different types of transition states in a
single enzyme active site: QM/MM analysis of enzymes in the alkaline phosphatase
superfamily. Journal of the American Chemical Society, 135 (28), 10457–10469.

33 Duarte, F., Amrein, B.A., Blaha-Nelson, D. and Kamerlin, S.C. (2015) Recent
advances in QM/MM free energy calculations using reference potentials. Biochimica
et Biophysica Acta (BBA) – General Subjects, 1850 (5), 954–965.

34 Torrie, G.M. and Valleau, J.P. (1977) Nonphysical sampling distributions in Monte
Carlo free-energy estimation: Umbrella sampling. Journal of Computational Physics,
23 (2), 187–199.

35 Plotnikov, N.V. (2014) Computing the free energy barriers for less by sampling
with a coarse reference potential while retaining accuracy of the target fine model.
Journal of Chemical Theory and Computation, 10 (8), 2987–3001.

36 King, G. and Warshel (1990) Investigation of the free-energy functions for
electron-transfer reactions. Journal of Chemical Physics, 93 (12), 8682–8692.

37 Roux, B. (1995) The calculation of the potential of mean force using computer simu-
lations. Computer Physics Communications, 91 (1–3), 275–282.

38 Heimdal, J. and Ryde, U. (2012) Convergence of QM/MM free-energy perturbations
based on molecular-mechanics or semiempirical simulations. Physical Chemistry
Chemical Physics, 14 (36), 12592–12604.



�

� �

�

90 Theory and Applications of the Empirical Valence Bond Approach

39 Plotnikov, N.V., Prasad, B.R., Chakrabarty, S. et al. (2013) Quantifying the mech-
anism of phosphate monoester hydrolysis in aqueous solution by evaluating the
relevant ab initio QM/MM free-energy surfaces. Journal of Physical Chemistry B,
117 (42), 12807–12819.

40 Prasad, B.R., Plotnikov, N.V. and Warshel, A. (2013) Addressing open questions
about phosphate hydrolysis pathways by careful free energy mapping. Journal of
Physical Chemistry B, 117 (1), 153–163.

41 Bennett, C.H. (1976) Efficient estimation of free energy differences from Monte
Carlo data. Journal of Computational Physics, 22 (2), 245–268.

42 Valiev, M., Yang, J., Adams, J.A. et al. (2007) Phosphorylation reaction in cAPK pro-
tein kinase-free energy quantum mechanical/molecular mechanics simulations. Jour-
nal of Physical Chemistry B, 111 (47), 13455–13464.

43 Chipot, C. and Pohorille, A. (2007) Free energy calculations, Springer, p. 2007.
44 Bora, R.P., Plotnikov, N.V., Lameira, J. and Warshel, A. (2013) Quantitative

exploration of the molecular origin of the activation of GTPase. Proceedings
of the National Academy of Sciences of the United States of America, 110 (51),
20509–20514.

45 Jencks, W.P. (1985) A primer for the Bema Hapothle. An empirical approach to the
characterization of changing transition-state structures. Chemical Reviews, 85 (6),
511–527.

46 Ensing, B., Laio, A., Parrinello, M. and Klein, M.L. (2005) A recipe for the com-
putation of the free energy barrier and the lowest free energy path of concerted
reactions†. Journal of Physical Chemistry B, 109 (14), 6676–6687.

47 Kato, M. and Warshel, A. (2005) Through the channel and around the channel: Val-
idating and comparing microscopic approaches for the evaluation of free energy
profiles for ion penetration through ion channels. Journal of Physical Chemistry B,
109 (41), 19516–19522.

48 Polyak, I., Benighaus, T., Boulanger, E. and Thiel, W. (2013) Quantum mechan-
ics/molecular mechanics dual Hamiltonian free energy perturbation. Journal of
Chemical Physics, 139 (6): 064105.

49 Lonsdale, R., Hoyle, S., Grey, D.T. et al. (2012) Determinants of reactivity and selec-
tivity in soluble epoxide hydrolase from quantum mechanics/molecular mechanics
modeling. Biochemistry, 51 (8), 1774–1786.

50 Klamt, A. (2011) The COSMO and COSMO-RS solvation models. Wiley Interdisci-
plinary Reviews: Computational Molecular Science, 1 (5), 699–709.

51 Henkelman, G. and Jónsson, H. (2000) Improved tangent estimate in the nudged
elastic band method for finding minimum energy paths and saddle points. Journal of
Chemical Physics, 113 (22), 9978–9985.

52 Hwang, J.K., King, G., Creighton, S. and Warshel, A. (1988) Simulation of free
energy relationships and dynamics of SN2 reactions in aqueous solution. Journal of
the American Chemical Society, 110 (16), 5297–5311.

53 Kamerlin, S.C.L. and Warshel, A. (2011) The empirical valence bond model: Theory
and applications. Wiley Interdisciplinary Reviews: Computational Molecular Science,
1 (1), 30–45.
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4.1 Introduction

In this chapter, we will review the use of empirical valence bond (EVB)[1] methods for
studying the dynamics of chemical reactions. The focus will be on recent work that we
have done in our groups studying reactions in solution, but we will also include examples
of other work on gas-phase reactions. By reaction dynamics, we mean the detailed way
in which atoms move during, prior to, and after a bond-making or breaking event.

Dynamics can be studied experimentally, for example, through the determination of
state-dependent cross-sections and angular distribution functions. Huge progress in
this field was obtained using the crossed-molecular beam approach, which was instru-
mental in the award of the 1986 Nobel prize in Chemistry to Dudley Herschbach, Yuan
T. Lee and John Polanyi.[2] Indirect information about the atomic motions during the
chemical reaction is obtained from the observed distribution among energy levels for
the products, as a function of the collision energy and of the initial rotational and vibra-
tional states of the reactants. Also important is the spatial distribution of the products
for a particular initial collision geometry.

Because the information provided by such experiments is somewhat indirect, theory
has always played an important role in understanding reaction dynamics, by provid-
ing simulated models for the chemical reaction events. Such simulations are of various
types. In the simplest case, with which we will mostly be concerned here, the atomic
motions are assumed to occur classically on a potential energy surface as defined within
the Born-Oppenheimer approximation. Multiple sets of initial conditions (atomic posi-
tions and velocities) are chosen based on some classical interpretation of the reaction
conditions, and Newton’s equations of motion are then integrated numerically. Reactive
trajectories are monitored, the final positions and velocities mapped onto the exper-
imental observables, and comparison is made to experiment. In more sophisticated
methods, quantum effects on the nuclear motions are introduced, for example, through
a classical representation of the nuclear zero-point energy[3] or through use of quantum
mechanical laws of motion in place of Newton’s laws.[4,5] Also, the existence of multiple
electronic states and motion of the system from one state to another may be treated. In
all these cases, it is necessary to be able to evaluate the potential energy (and its gradient)
for many different arrangements of the atoms making up the reacting system.

Theory and Applications of the Empirical Valence Bond Approach: From Physical Chemistry to Chemical Biology,
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One obvious way to do this is to solve the electronic Schrödinger equation for the
corresponding nuclear coordinates. In the context of classical simulations of nuclear
motions, this leads to the direct dynamics approach, or to the related Car-Parrinello
simulation approach.[6] However, these approaches are rather computationally demand-
ing, especially for extended systems, since electronic structure methods typically scale
badly with the number of atoms. In this respect, it should be noted that development
of new computer architectures and of efficient algorithms is increasingly making such
methods applicable to treat dynamics in solution. However, another challenge with such
techniques is that the electronic structure method used always involves approxima-
tions, and thereby one is not necessarily guaranteed a potential energy surface of the
required accuracy for the chemical question at hand. It is not straightforward to tune
electronic structure methods to correctly predict important quantities such as barrier
heights, reaction energy, and so on.

It is against this background – that is, accuracy balanced against efficiency – that
we elected to use EVB methods in our recent work investigating the dynamics of
solution-phase reactions. Over the last few years, ultrafast experimental pump-probe
techniques, where a chemical reaction is initiated with one short laser pulse, followed
by a spectroscopic analysis of the reaction mixture using a second fast pulse have
yielded new insights into the dynamics of a number of reactions (for a recent overview,
see[7]). Like the crossed-beam and other gas-phase dynamical studies mentioned above,
these approaches yield valuable but indirect information about the elementary reaction
behaviour – usually in the form of a transient spectral band. Hence theory can play an
important role in helping to interpret the experimental results. This requires accurate
simulation of the reactions in solution, and we elected to use EVB for this given the
accuracy that it can achieve with a relatively low computational cost.

4.2 EVB and Related Methods for Describing Potential
Energy Surfaces

There are many different varieties of the EVB method, as discussed in Chapter 2. They
have found widespread use in studying a number of problems. In the present chapter,
we want to focus only on those studies where the EVB approach has been used to study
reaction dynamics, taken in the narrow sense of quantum or classical studies of nuclear
motion during chemical reactions, in both non-equilibrium and equilibrium regimes.
We thus do not include studies of rate constants in the framework of various versions
of transition state theory, or the related problem of characterizing potentials of mean
force. We do note however that the borderline between advanced versions of transition
state theory and ‘reaction dynamics’ is ill-defined.[8] Also, given the table of contents
of the present volume, we explicitly do not set out to discuss the work that has been
performed by others on the use of EVB to study the kinetics of biochemical reactions,
or the dynamics of proton transport in aqueous solutions, as these topics will be covered
by several other chapters.

Using this narrow definition of ‘reaction dynamics’ – that is, the detailed atomic
motions that take place as part of a chemical reaction – it turns out that (to our knowl-
edge) there have been rather few studies using EVB. This is an interesting observation
in itself, and we start by considering the methods that have been used for this purpose.
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Classical or quantum studies of reaction dynamics for reactions involving small num-
bers of atoms have tended to use other methods to represent the potential energy sur-
face, especially various forms of global fit of the energy surface to multiple ab initio
energies.[9] For systems with a small number of atoms, this is a reasonable approach,
since it is possible to calculate accurate ab initio energies, to do so at the many points
needed to survey the surface, and to fit the resulting large number of points using a
flexible and accurate (but complex) set of analytical basis functions. However, for larger
systems, all three aspects become more challenging, and fitting global ab initio potential
energy surfaces is no longer a viable option. As a result, many studies of reaction dynam-
ics tend toward so-called “direct dynamics,” where the potential energy is calculated at
each time step using electronic structure theory – usually involving a computationally
inexpensive method like semiempirical theory, but also Hartree-Fock or density func-
tional theory (DFT). Apart from choice of the atomic orbital basis set, these methods
have the benefit of needing no fitting, and are able to represent a “model chemistry” that
encompasses a range of possible reactions within the system under study. This includes
reaction pathways which are known in advance, and also those which are unknown.
However, electronic structure theory is computationally demanding, especially for more
accurate methods, and affordable approaches can be very inaccurate indeed, as dis-
cussed for some examples below. For the purposes of running dynamics, one has the
liberty to select among a number of related methods that which best reproduces some
known features of the potential energy surface. Semiempirical methods afford some flex-
ibility insofar as it is possible to modify their parameterization in order to obtain a better
agreement with benchmark values, giving rise to the so-called specific reaction parame-
ter (SRP) semiempirical methods.[10,11] There have similarly been attempts to formulate
versions of DFT which allow one to enact a diabatization into separate reactant and
product states, with tuneable coupling interactions to bring barrier heights into better
agreement with more accurate approaches.[12]

The EVB approach represents a good alternative choice in constructing reactive
potentials for systems that are too large to be exhaustively mapped out using electronic
structure methods. It effectively relies on molecular mechanics force fields as the “basis
functions” for representing chemical reactions, and such force fields are known to be
able to capture the broad features of the potential energy surface around a given energy
minimum. Since EVB is a fitted method, it can also be adjusted to reproduce exactly
(or near-exactly) the energies of key stationary points on the potential energy surface.
The only major disadvantage from the point of view of dynamics is that EVB potentials
typically only treat reactive channels that have been explicitly included; it is not possible
(usually) to “discover” new reactive channels when running dynamics, as happens with
direct dynamics or in some cases with fitted potentials.

One elegant study of reaction dynamics was carried out by Chang, Minichino and
Miller in 1992.[13] The EVB method was used to construct a reactive potential for the
CH2O system, describing the minimum energy configuration, the transition state (TS),
and the CO + H2 dissociation region (neither the HCOH hydroxycarbene secondary
minimum nor the TS leading to it was described). The surface was parameterized by
requiring the local Hessian at the TS to match the quantum chemical Hessian. The
quantum mechanical method used was either second-order Møllet-Plesset perturbation
(MP2) or coupled-cluster (CCSD), together with a medium-sized basis set. These elec-
tronic structure approaches yield fair agreement with the best experimental estimates
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of barrier heights and reaction energy, but the EVB surfaces were ultimately tuned so as
to fit the experimental values.

The fitted EVB surfaces were used to propagate quasiclassical trajectories for dis-
sociation. Based on the target experimental observations, the initial conditions were
chosen to represent CH2O formed by internal conversion of specific S1 photoexcited
states – that is, with high levels of initial rovibrational excitation. The trajectories were
initiated close to the dissociation TS, in order to increase the efficiency of obtaining
dissociated products, thereby making it possible to have meaningful comparisons with
experimentally measured translational, vibrational and rotational energy of the H2 and
CO products. Especially with the CCSD-fitted surface, the agreement with experiment
is overall rather good.

Beyond Chang et al.’s approach to modelling this reaction, several other quasi-
classical trajectory studies have been performed.[14–18] For example, direct dynam-
ics studies have been performed using Hartree-Fock,[14] MP2,[16] DFT[16] and SRP
Hamiltonians.[15] The semiempirical methods do not yield very good agreement with
experiment; arguably they are even less good than the EVB approach, prompting the
authors of that study to write that even reparameterized semiempirical Hamiltonians
“might be well suited for locally interpolating ab initio data, but not for quantitatively
describing global potential energy surfaces.”[15] The MP2 and DFT studies perform
reasonably well, more or less on a par with EVB. With Hartree-Fock, the relative energy
of the TS is incorrect (overestimated by 26 kcal/mol), so it is necessary to express the
average translational energy release as a proportion of the available energy in order to
make a meaningful comparison with experiment. The EVB approach does not require
this scaling, since by construction, the energetics on the surface are very good.

The benchmark potential energy surface for this system is one generated by Bowman
and co-workers, which has formed the basis for a number of quasiclassical trajectory
studies.[17,18] Along with careful experimental analysis, these studies have led to the dis-
covery of a novel mode of dissociation for formaldehyde, in which one C-H bond nearly
breaks, and the corresponding H atom travels (or “roams”) around the molecule prior
to “abstracting” the other H atom en route to H2 formation. This minor pathway, which
is characterized by nascent H2 with significant internal vibrational energy excitation,
was not discovered in the EVB or direct dynamics studies, in part no doubt because the
corresponding regions of the potential energy surfaces were not accurate enough, and
also because dissociation was initiated in those studies at the standard TS, rather than at
the minimum. It is nevertheless notable that the much earlier EVB study is qualitatively
reasonably accurate for describing the dynamic behaviour along the main pathway. Pre-
sumably, re-parametrization of the EVB surface could be carried out if desired to include
a description of those regions of the PES which are important for the “roaming” pathway.

Another dynamical study of a gas-phase chemical reaction using an EVB-type
surface was performed by Tishchenko and Truhlar,[19] for the OH + H2 → H2O + H
reaction. This too is a good test, since the dynamical behaviour of this reaction has
been extensively studied both experimentally and theoretically. In fact, there has been
even more work on this reaction than on the formaldehyde dissociation. In this case,
the “EVB” potential energy surface used was in fact generated using a modification of
the multi-configuration molecular mechanics (MCMM) procedure.[20] It was noted
in the paper that the study of dynamics, as opposed to rate constants with transition
state theory, provides a more stringent test of potential energy surface accuracy – an
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observation which is certainly in line with our own work and discussed in further detail
below. Tishchenko and Truhlar were more focussed on testing the accuracy of the
potential energy representation scheme rather than on comparisons to experiment,
and it was found that the MCMM approach is in fact very accurate.

To close this section, we again reiterate that there seem to be relatively few studies of
reaction dynamics using EVB potential energy surfaces. For systems with small numbers
of atoms, this is easy to understand, since more accurate methods exist which are able
to describe several different regions of the energy surface in a balanced way, enabling
very subtle aspects of dynamics to be discovered. The example of formaldehyde disso-
ciation and roaming is a case in point. To a certain extent, this is also understandable
for larger systems, in that “direct dynamics” methods have the huge advantage of being
“off-the-shelf” techniques that can be applied immediately, without the need for pre-
cious coworker time to be invested in fitting of surfaces beyond that which is already
baked into the basis sets.

However, we believe that the many advantages of EVB methods mean that they should
be used more frequently for dynamical studies, especially for larger systems, where only
qualitative or semi-quantitative accuracy is needed. A significant strength of EVB mod-
els of reactive potentials in complex systems is the fact that they build on the significant
work (i.e., tens of thousands of man-hours) within the chemical molecular dynamics
community that has been invested into the parameterization of molecular mechanics
force fields. In what follows, we outline recent work we have recently undertaken in
applying the EVB methodology to describe non-equilibrium reaction dynamics in the
gas phase, and also in solution – that is, for solutes which are embedded in both weakly
and strongly coupled solvents. Much of this work has been motivated by close collabo-
ration with experimental colleagues carrying out ultrafast time-resolved infrared spec-
troscopy. As a result, careful comparisons with time-resolved experimental data have
been an important aspect in our use of the EVB method, providing good insight into the
performance of EVB methods in non-equilibrium regions of the potential energy surface
in condensed phases. As our work with the EVB method has expanded to treat increas-
ingly complex systems (particularly the solution phase dynamics results in strongly cou-
pled solvents) by a growing user base, we have been forced to think carefully about the
computational efficiency, transparency, and usability of our EVB software implementa-
tions and their ability to exploit the power of modern parallel computer architectures.
For this reason, we have included within this chapter a section discussing the EVB algo-
rithms that we have implemented as well as those which we are testing, along with
measures of their performance. Readers who are interested only in the chemical appli-
cations should feel free to skip the section on algorithms; however, more expert readers
may be interested in the lessons that we have learned as we have undertaken this work.

4.3 Methodology

The most common approach to EVB reactive dynamics involves a pseudo-Hamiltonian
matrix H(q), which is constructed from two diabatic basis functions – a reactant (R)
and product (P) function – yielding a 2 × 2 matrix with the following structure:

H(q) =
[

VR + 𝜀R H12
H12 VP + 𝜀P

]
(4.1)
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where VR and VP are expressions for the potential energies of the reactant and prod-
uct diabatic states at a given structure, obtained from fairly standard MM force fields.
The 𝜀R and 𝜀P values in Eq. (4.1) are constant diagonal energy shifts, usually chosen
so as to reproduce the known exo or endo-thermicity of the reaction in question. H

12

is an off-diagonal element that couples the reactant and product basis functions. The
off-diagonal coupling elements are usually taken to be simple functions of the nuclear
coordinates – in our work, typically a Gaussian function of one or two internuclear
distances. H is then diagonalized, that is, one finds the matrix U such that:

D = UTHU (4.2)

where D is a diagonal matrix, whose elements 𝜆 are the eigenvalues of H. U is a matrix
containing the corresponding eigenvectors, Ui. The adiabatic ground state energy is
taken as 𝜆0, the lowest eigenvalue of H; the corresponding eigenvector U0 contains the
coefficients describing the extent to which each diabatic basis state (or force field) con-
tributes to the state with energy 𝜆i. Application of the Hellman-Feynman relation then
gives a matrix of Cartesian atomic forces F:

F = −dD
dq

= −UT dH
dq

U (4.3)

which contains vectors Fi for the gradients of those adiabatic states which have corre-
sponding eigenvalues in D. The F0 vector contains those forces which correspond to
the lowest eigenvalue 𝜆0, and is used for dynamics propagation on the adiabatic ground
state.

To obtain an EVB potential, the diagonal forcefields are first compared to ab initio
results (or experiment) for the corresponding stable species, and if necessary, small
adjustments are made in order to reproduce the structures or perhaps vibrational
frequencies. Then, the behavior of the diagonal forcefields (shifted appropriately to
take reaction energy into account) along the reaction coordinate is assessed, and

V

V

q

V2

V1

V2
ʹ

Figure 4.1 Schematic Representation of an EVB Reactive Potential Energy Surface, V , Obtained From
Two Diabatic States V1 and V2 Corresponding to Reactant and Product States. V is very similar to V1 for
values of the coordinates lying in the reactant region, and to V2 in the product region. An example of
an inappropriate product diabatic state function, V ′

2, that lies lower than the target potential energy
for some values of q, is also shown as the dash-dotted line (-⋅-⋅-). (See color plate section for the color
representation of this figure.)
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compared to ab initio data. As shown in Figure 4.1, the effect of diagonalization of the
EVB pseudo-Hamiltonian can only be to lower the energy relative to the lowest of the
diagonal state energies. Hence if one or more of the diagonal states is significantly lower
in relative energy than the ab initio data in one section of the reaction coordinate, as for
the case of V ′

2 shown in the schematic Figure 4.1, then it will be impossible to get a good
fit of the potential energy surface. Note also that in Figure 4.1, V1 and V2 are shown
to cross each other rather close (both in terms of energy and in terms of the reaction
coordinate) to the maximum of the ab initio energy profile. Figure 4.1 highlights an ideal
scenario for obtaining a good fit to the ab initio data in the EVB model. Appropriate
choice of the dependence of the off-diagonal coupling matrix element on coordinates
can however in principle lead to a good fit even when the crossing occurs away from
the maximum.

In this respect, it should be noted that along a reaction coordinate with bond-making
and/or breaking, one or both of the diagonal states becomes severely anti-bonding in
the region corresponding to the minimum of the other state. Consider a case where
the states involve atom or group transfer, with V1 corresponding to an X-Y · · · ⋅ Z con-
nectivity and V2 corresponding to X · · · ⋅ Y-Z connectivity. For a structure at which V1
is low in energy, because r(X-Y) is small and r(Y-Z) is large, V2 will be high in energy
due to unfavourable bond-stretching (large r(Y-Z), far from equilibrium), and due to
unfavourable close approach of two atoms that are considered to be non-bonded in
this state (X and Y). The very steep behavior of typical non-bonded potentials (such as
the Lennard-Jones 12-6 potential used in many forcefields) with respect to interatomic
distance means that this second factor is typically dominant, accounting (in the case
considered) for a very high relative energy for V2. We have found that it is often neces-
sary to turn off non-bonded energy terms (of the type Y—Z for V1 and X—Y for V2) to
obtain accurate EVB potentials.

Once it has been established that the diagonal forcefields produce an acceptable
description, the off-diagonal terms can be fitted to the target ab initio data, usually
through application of a non-linear least-squares protocol. In many cases, even a
constant off-diagonal element can produce qualitatively reasonable results. In order
to avoid persistent coupling away from the intended coupling region, the off-diagonal
element can be obtained as a Gaussian function (or a sum of two or more Gaussian
functions) of one or more of the key interatomic distances, and this is the approach we
have mostly used to date. For a typical “one-dimensional” Gaussian function (i.e., one
which depends on one interatomic distance, or on the difference between two such
distances), there are three parameters to be fitted: the amplitude, centre, and width.
This means that only a small amount of ab initio data is needed in order to obtain a
numerically meaningful fit. Even with a sum of two Gaussian functions, there are only
six parameters to be fitted. Typically, we use data along the minimum energy reaction
path, as well perhaps as a few points displaced from the reaction path (e.g., for an atom
abstraction reaction X—Y · · · ⋅ Z → X · · · ⋅ Y—Z, a grid of energies for different values
of r(X-Y) and r(Y-Z) could be used). A typical fitting set in our work might contain
of the order of 50-200 structures and relative energies, though of course more data
can always be incorporated into the fitting set. We note that using higher-dimensional
Gaussian functions for the coupling matrix element is possible,[13] but this requires
caution as the corresponding element can remain quite large even quite far from the
reference structure.
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Some of the applications discussed in the remainder of this chapter concern reaction
dynamics in the gas phase; in this case, the ab initio calculations used to fit the EVB
potential are of course carried out in vacuum. However, our primary focus – and the
applications which initially led us to explore the EVB methodology – concern reactions
in solution. Some of the reactions which we have studied involve relatively non-polar
solutes and relatively weakly-coupled solvents.[21,22] In such cases, it has seemed rea-
sonable to us to fit the EVB potential in the gas phase, based on gas-phase ab initio data.
The solute-solvent terms are then simply added in the appropriate way to the diagonal
potential energy terms within the framework set up in the corresponding force-field,
with the overall diagonal element obtained as a sum of “solute” (meaning the react-
ing sub-system) terms, solvent terms, and solute-solvent terms. The system was then
treated with periodic boundary conditions, and a cut-off for interactions at long range.
In a typical forcefield approach, the intra-solvent terms will be the same for all diagonal
elements, though obviously the solute terms are very different. Even the solute-solvent
terms may be somewhat different, due to different non-bonding interactions (electro-
static, where used, and van der Waals). We have assumed that the off-diagonal terms
are not modified by the solvent, an approximation that has been shown elsewhere to be
accurate.[23]

We have also studied systems with stronger solute/solvent coupling. One of the sys-
tems, which is described in further detail below, features a more polar solvent (acetoni-
trile), together with a fairly polar product (hydrofluoric acid, obtained from fluorine
atoms by hydrogen atom abstraction from solvent). In this system, we faced the problem
of needing to describe the solvent-product interaction, and we found that one conve-
nient way to do so was by significantly expanding the EVB matrix to include states for
which proton transfer has occurred between the hydrofluoric acid and the solvent.

4.4 Recent Applications

In this section, we describe some recent applications of EVB to generate reactive poten-
tial energy surfaces for the study of reaction dynamics in both solution phase and in the
gas phase. The work discussed is from our groups in Bristol and Leuven.

4.4.1 Cl + CH4 in the Gas Phase

A first simple example is the gas-phase reaction of chlorine atoms with methane to
yield HCl and methyl radical. This reaction has been extensively studied experimentally,
focussing on such aspects as the distribution of HCl rotational states formed. It has also
been studied computationally in several groups. From the point of view of this chapter,
this is not a particularly challenging system for which to construct an EVB potential: at
the energy regime we are interested in, there is only one reaction possible, and the num-
ber of atoms involved is very small. Nevertheless, this system provides a good test of the
accuracy of the EVB approach as we use it, since results can be compared both to exper-
iment and to more accurate theoretical approaches. In the latter respect, we emphasize
in particular the very accurate coupled-cluster based potential developed by Czako and
Bowman.[24] This is based on over 16,000 CCSD(T) energies extrapolated to the infi-
nite basis set limit, and also includes corrections for spin-orbit coupling. The ab initio



�

� �

�

4 Empirical Valence Bond Methods For Exploring Reaction Dynamics 101

data are fitted with a mean accuracy of 0.2 kcal/mol in the low-energy regime where
reaction occurs. The ab initio calculations and the dynamical studies can be used to
compare experiment and theory for this system. For example, it is useful to compare the
predicted distribution of rotational states of the product HCl with the experimentally
observed distribution.

To model this system, we constructed a 5 × 5 EVB Hamiltonian, allowing for abstrac-
tion of each of the four hydrogen atoms of the methane.[25] Because the potential energy
expressions are identical by symmetry, and only two (at most) of the diagonal potential
energies are at reasonable energy at any given structure, the effort involved in fitting
is similar to that used for a simpler 2 × 2 case. The calculations were performed using
an in-house code specifically designed to carry out EVB calculations, together with the
VENUS code[26] to drive the quasiclassical trajectories. Because the potential energy
routines were written specifically for this and related gas-phase problems, it was possi-
ble to write efficient serial code, that is, we did not use the MPI or other parallelization
frameworks mentioned in later sections. Individual bond stretching, bending, and tor-
sional terms, as well as non-bonded van der Waals terms, were computed, and assem-
bled as needed for the different diagonal energy states. The off-diagonal terms were only
introduced between the reactant state and each of the product states. In each case, these
were expressed as Gaussian functions of the C-H and H-Cl distances for the respective
hydrogen atom.

Only a small amount of ab initio data was necessary in order to obtain a reason-
ably accurate EVB surface. In fact, two surfaces were constructed, with the first using
only 300 ab initio calculations for the reactive surface within the minimum energy path
region, that is, with C3V symmetry corresponding to collinear approach of the chlorine
atom to one of the C-H bonds. In the second approach, a set of 500 points were sampled
from reactive trajectories, and ab initio energies computed at these points. In this case,
no structures with C3V symmetry were considered, since such points are not visited
during classical trajectories using random initial coordinates and velocities. For both
surfaces, the reactant and product state molecular mechanics expressions were fitted to
further ab initio data for the CH4, CH3 and HCl molecules. Both surfaces yielded good
fits to the corresponding ab initio data, with mean unsigned fitting errors of 0.3 and
0.6 kcal/mol respectively.

We also computed the structure of the transition state saddle-point, and found that
it matched that obtained with MP2 and CCSD(T) very well. Similarly, the vibrational
frequencies at the transition state were computed and compared to those obtained with
CCSD(T). The agreement was again found to be very good, with frequencies on both
EVB fitted surfaces differing by about 6% from the ab initio values on average, and by
less than 25% for all modes. This is impressive, given that the EVB parameterization
based on collinear input has no ab initio input concerning the distorted structures lying
away from the minimum energy, collinear, path. It is to be noted that others[13] have used
more complex expressions for the off-diagonal coupling terms that can guarantee exact
matching of the ab initio Hessian at a number of points – but this has not been used
here. This means that the bending frequencies at the TS are described reasonably well
only thanks to a reasonable admixture of terms such as H-C-H bending terms in the
reactant state. The fact that these provide an adequate description of the TS region is a
sign that the pseudo-Hamiltonian formulation of EVB incorporates the correct “physics”
and hence has some predictive power.
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The EVB potentials do not return perfect results for the reaction dynamics, but they
do provide very good results. The HCl product is predicted to be rotationally cold, albeit
slightly less so than observed either in experiment or in trajectories with the best fully ab
initio potential.[24] The slight discrepancy appears to be due to slight inaccuracies in the
treatment of the potential away from C3V symmetry in the transitional region between
the TS and products. The predicted reaction cross-section is in good agreement with
the best theory.

4.4.2 CN + c-C6H12 (CH2Cl2 Solvent)

Our first EVB potential was developed for the reaction of the cyano radical with cyclo-
hexane, CN + c-C6H12 → HCN + c-C6H11 in CH2Cl2 solvent. This reaction was car-
ried out by experimental colleagues using an ultra-fast pump-probe set-up, wherein
the nascent HCN was detected using time-resolved infra-red spectroscopy, which could
discriminate between different HCN vibrational states. Remarkably, a large fraction of
the nascent HCN product appeared to form vibrationally hot (i.e., in a v = 1 excited
vibrational quantum state), and then undergo subsequent cooling by energy transfer to
solvent, both of which could be monitored using time-resolved spectroscopy.[22] Sur-
prised by the observations of relatively long-lived excited vibrational quantum states
in the products, our experimental colleagues asked us whether the conclusions they
had reached based on their spectral assignments could be reproduced by a molecular
dynamics model.

Initially, we planned to use direct dynamics, and a gas-phase model system. This was
based on previous good experience with direct dynamics methods. However, this reac-
tion is not well suited to this approach: test calculations using high-level ab initio meth-
ods for the related abstraction of a secondary hydrogen atom from propane showed a
highly exothermic reaction, with essentially no barrier, but instead a submerged plateau
in the reactant region. Van der Waals attraction on first approach of reactants leads to
a drop in energy, and then chemical reaction occurs with essentially no barrier. Using
a variety of cheaper ab initio, DFT and semiempirical methods, we obtained a poten-
tial energy barrier that was much too high with some methods; with other methods, we
failed to obtain any barrier, or indeed the plateau indicated by the benchmarks, giving
energies along the reaction path that were too low. There were also problems with the
calculated reaction energy, and some difficulties due to multi-reference character of the
wavefunction were found in simple correlated ab initio methods. Overall, even consider-
ing the wide range of DFT functionals we tested, no suitable method could be found. The
combination of wanting to get a low (or no) barrier with a plateau, a long-range attrac-
tive interaction, and a reasonable account of the exothermicity proved too demanding.
The best functional considered, BB1K, was only of marginally acceptable accuracy.

Essentially, it was these difficulties with on-the-fly direct dynamics approaches that
prompted us to investigate the suitability of the EVB method. Using the same benchmark
CCSD(T) ab initio data, the MMFF forcefield was modified to provide an acceptable
description of the reactant and product states. Then, a simple 2 × 2 EVB model [as in
Eq. (4.1)] was constructed and fitted to the ab initio data. A good fit was obtained, and
this potential was subsequently used to model the dynamics of reactive events both in
the gas phase and in dichloromethane solution. The details of the simulations are of less
importance in the present context, and the reader is referred to the original papers for
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this aspect.[21,22,27] The key point here is that the efficiency of the EVB potential allowed
us to examine the reaction dynamics in a solvent box in a well-converged way. Two hun-
dred and fifty reactive trajectories were sampled, based on different equilibrated initial
conditions, and using a simulation system comprised of the CN radical, the cyclohex-
ane co-reactant, and 125 dichloromethane solvent molecules, in a periodically-repeated
cubic box of length 23.7 Å. Each simulation involved an equilibration phase (200 ps,
0.5 fs timestep, 4 × 105 steps) and a production phase (200 ps, 0.1 fs timestep, 2 × 106

steps). In total, this makes 6 × 108 propagation steps – which is what is required in order
to obtain a converged model for the reactive dynamics.

The availability of an accurate and efficient reactive potential enabled us to carry out
extensive sampling and also enabled us to perform various numerical “experiments,” in
which we varied the initial conditions in order to explore the effect on the dynamics.
One of the most fascinating microscopic insights that came out of the MD modelling
had a direct impact on the interpretation of the experimental results: we noted that the
rate of vibrational cooling of the vibrationally hot HCN seemed to be nearly an order
of magnitude faster at very short times (i.e., in the immediate wake of reaction) com-
pared to longer times. We hypothesized that this arose because transfer occurs faster
to the cyclohexyl radical co-product than it did within the bulk CH2Cl2 solvent itself.
Additional simulations were run in which the HCN and cyclohexyl radical were con-
strained to lie close to one another, and indeed the rate of energy transfer was extremely
high – making it much faster than the energy transfer that occurred for HCN in bulk
CH2Cl2 solvent. In interpreting their data, our experimental colleagues had reasonably
assumed that energy transfer from the nascent HCN had a rate identical to that which
occurs in bulk CH2Cl2 solvent. Our EVB MD simulations showed that the energy trans-
fer rate out of the hot HCN is in fact time-dependent – very fast at short times, and
significantly slower at long times. We used our conclusions to re-analyze the experimen-
tal data, and we found that a time-dependent energy transfer rate led to significantly
better fits of the experimental data at short times, providing strong evidence for the
nascent HCN product emerging from the reaction even hotter than our experimental
colleagues had initially guessed.[27] These extensive simulations, which furnished con-
siderable microscopic insight into the measurements that could not have otherwise been
obtained experimentally, were largely possible using the EVB approach. In retrospect, it
is actually serendipitous that our initial investigations using direct dynamics were partly
unsuccessful, since it encouraged us to explore alternative approaches in the first place.

4.4.3 CN + Tetrahydrofuran (Tetrahydrofuran Solvent)

In a closely related study, our experimental colleagues in the group of Andrew
Orr-Ewing also examined the reaction of CN radical with tetrahydrofuran (THF)
solvent (and its perdeuterated form), using the same UV pump/IR probe approach.[28]

In this reaction, experimental measurements of the vibrational state of the product
HCN and DCN was more difficult due to overlap of vibrational bands, but it was still
possible to get insight into the dynamics and subsequent vibrational cooling. Similar
to the cyclohexane reaction, ab initio calculations were carried out, and used as a basis
to construct an EVB potential describing the hydrogen atom transfer. Both abstraction
from the 2- and 3- positions of THF were considered in the ab initio calculations, and
the more exothermic reaction was found to be the one adjacent to the ether oxygen in
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the 2 position. However, both reactions are very exothermic, and have very small or
no potential energy barriers. The EVB model was constructed for abstraction in the
3-position.

In the case of HCN formation in cyclohexane discussed above, the timescale for vibra-
tional cooling of HCN in the simulations was in fair agreement with the experimentally
measured one, with the initially developed, MMFF-based EVB potential. With CN in
THF, this was not the case, apparently due to poor description of the spectral over-
lap of the C-H stretch with the vibrational spectrum of the THF. Using an adjusted
second-generation potential, tailored to attempt to describe the effect of solvent inter-
action on the C-H stretch, much better results were obtained.

4.4.4 F+CD3CN (CD3CN Solvent)

This case has been mentioned briefly above in the context of our description of method-
ology. Again, the study was motivated by collaboration with experimental colleagues
studying the reaction using pump-probe experimental methods.[29] Whereas our previ-
ous investigations were aimed at understanding thermal reaction dynamics of solutes in
relatively weakly coupled solvents, this system was chosen to investigate solute dynamics
where the solvent coupling was considerably stronger. UV photolysis of xenon difluo-
ride gives rise to fluorine atoms, which then react with the solvent to produce DF. The
D—F bond is much stronger than the reactant C—D bond, and therefore the reaction is
considerably exothermic. Similar to gas-phase reactions of fluorine atoms, the nascent
DF therefore has considerable vibrational excitation, with essentially zero product in
the v=0 vibrational state, and the bulk of the population in either v = 2 or v = 3. The
fate of the DF was then probed over the ps time scale using a probe IR laser pulse. The
difference with respect to the cyano radical reactions (already mentioned) is that DF is
quite polar, and interacts quite strongly with acetonitrile solvent molecules, as well as
the CD2CN by-product, forming a strong hydrogen bond. It was anticipated that these
features would lead to interesting dynamics both for the atom abstraction reaction and
the post-reaction structural adjustments and energy redistribution.

Accordingly, we constructed an EVB model for the reaction.[29,30] As described pre-
viously, this proved more challenging than in the earlier cases mentioned here, as we
required a potential that would describe both the atom abstraction (this proved rel-
atively easy to achieve) and the hydrogen-bonding in product. This second feature is
described reasonably well at least with respect to the structure and energy of the equi-
librium structure through the electrostatics and van der Waals terms in the product
state forcefield. Also, since DF is such a weak acid, no deuteron transfer is expected in
the process, and indeed no evidence for it was observed experimentally. In fact, our
CCSD(T)-F12 ab initio calculations show that there is no secondary potential energy
surface minimum corresponding to a CD3CND+---F− arrangement of the nuclei. How-
ever, for high vibrational excitation of the DF, partial transfer to the solvent can occur.
The molecular mechanics force-field does not describe this feature very well, yielding
energies which are much too high for the corresponding structures compared to the ab
initio results, by failing to describe the significant anharmonicity in the potential energy
surface, coupling the D—F bond stretch to the CD3CN—DF hydrogen bond.

In principle, description of this feature in the product region does not require an EVB
treatment. A carefully constructed single-state molecular mechanics potential energy
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surfaces could instead be used, likely requiring a polarizable forcefield to describe the
required potential energy surface features. However, we elected to use an EVB approach
as described earlier, adding extra EVB states corresponding to CD3CND+---F— “states”
CD3CND+---F− ‘states’ of the system. This is effectively an alternative strategy for
describing the significant polarizability of the DF and the acetonitrile upon close
approach to one another. Specifically for this system, we treated a fluorine radical
embedded in n solvent molecules with a matrix having a dimension of (n + 2) × (n + 2),
with the following structure:

H =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

V1 + 𝜀1 H12 0 0 · · · 0
H12 V2 + 𝜀2 H23 H24 · · · H24

0 H23 V3 + 𝜀3 0 · · · 0
0 H24 0 V4 + 𝜀4 · · · 0
⋮ ⋮ ⋮ ⋮ ⋱ ⋮
0 H24 0 0 · · · Vn+2 + 𝜀n+2

⎤⎥⎥⎥⎥⎥⎥⎥⎦
(4.4)

where the diagonal elements V
1

and V
2

correspond to the respective energies of the reac-
tant (F + nCD3CN) and product (DF + CD2CN + (n-1)CD3CN) states, respectively.
Diagonal element V

3

treats a state involving proton transfer from the product DF to the
CD2CN co-product (i.e., F− + CD2CND+ + (n-1)CD3CN), while elements V

4

…Vn+2
correspond to the states in which the DF transfers its proton to all possible solvent
molecules (i.e., F− + CD3CND+ + CD2CN + (n-2)CD3CN). The off-diagonal matrix
element H

12

(modelled using a two-dimensional ellipsoidal Gaussian function of the
C—D and D—F distances for the transferring deuterium atom) is responsible for
coupling together reactant and product diabatic states i and j. The matrix elements
between state 2 and states 3 to n + 2 are one-dimensional Gaussian functions, and
describe the mixing of deuteron-transfer character to the product state.

The abstraction and post-reaction potentials, shown in Figure 4.2 with comparisons to
the CCSD(T)-F12 results, reproduce very well the solvatochromatic shift of the infra-red
stretching frequency observed between gas-phase DF, and DF within an equilibrium
CD3CN solvation environment. It also provides an excellent description of the exper-
imentally observed abstraction dynamics, and again enables efficient reaction simula-
tion. MD simulations using this EVB model predict a DF product formed with a very
high vibrational excitation, on the order of v = 2 − 3, in essentially quantitative agree-
ment with experimental observations. The subsequent vibrational cooling that takes
place as DF’s excess energy leaks into the solvent is also observed to occur on the same
timescale as that measured experimentally. Once again, the EVB approach is key to
being able to sample enough dynamics to obtain well-converged statistical treatment
of the reaction. Many hundreds of simulations were performed, each involving many
hundreds of thousands of timesteps, which is affordable given the short time required
to evaluate the EVB potential, despite its complexity in this case.

As in the case of the cyano radical reaction, one of the other benefits of the EVB
approach is that it is affordable enough to enable simulation with modified physics,
which provide insight into the origin of the phenomena observed. In the present case,
two sets of modified simulations were key to unravelling two competing effects that
influence the appearance of the DF’s transient IR spectrum. The first effect is vibra-
tional cooling, which brings the DF from a very anharmonic region of the potential
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Figure 4.2 Comparison Between CCSD(T)-F12 and Multi-State EVB (MS-EVB) Potential Energy Surfaces
For the F + CD3CN Reaction, Along the Reaction Profile (Left) and For the Solvent-DF Hydrogen
Bonding Region (Right).

energy curve into a harmonic region of its potential energy curve, and thereby leads to
an increase in the vibrational frequency (manifest as a spectral blue-shift in the transient
IR spectrum of DF).

The other effect is hydrogen bond formation. In the reactants, the F atom is neu-
tral, and interacts only weakly with solvent, perhaps through two-centre three-electron
bonding with the nitrile nitrogen lone pair. Upon reaction, DF is formed, but the D is
initially oriented towards the carbon atom from which it has just been abstracted. There
is no possibility for hydrogen bonding to appear during the abstraction step – the nitro-
gen of the CD2CN co-product radical is not in an orientation that allows it to participate
in H-bonding, and neither are the other solvent molecules. Motions of the DF rapidly
allow it to form H bonds, on the sub-ps timescale, and this in turn leads to a significant
loosening of the D—F bond, and an associated red shift in the transient IR spectra.
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Simulations with modified physics furnished the microscopic insight that allowed us
to understand these red and blue shifts separately. The first key part of this analysis was
the ability to carry out reactive trajectory simulations of a rather special variety – that
is, modified so as to remove the excess vibrational energy of the nascent DF by suitable
damping of the atomic velocities at the moment of DF formation. Hence the nascent
DF is formed in the correct post-reaction solvation environment (i.e., without hydrogen
bonding), but is vibrationally cold. These trajectories (with DF in post-reaction solvation
environment, but with its vibrational excitation damped) were critical in examining
non-equilibrium post-reaction solvation dynamics. They showed a significant red shift
that accompanies relaxation of DF’s post-reaction solvation environment in the picosec-
onds following reaction – providing a clear link between the observed transient DF
spectral profile and the ultrafast onset of the hydrogen bond following reaction.

The second key part of our spectral analysis for this reaction involved simulations in
which a DF molecule was first allowed to reach an equilibrium solvation environment,
and then underwent a modification of its atomic velocities so as to inject an amount of
vibrational energy similar to that yielded by the reactive trajectories. These simulations
effectively amounted to a Franck-Condon excitation of DF within an equilibrium
solvation environment. These simulations of non-equilibrium vibrational relaxation
dynamics showed that the DF – which was both hydrogen bonded and vibrationally
excited – did indeed cool down, at roughly the same rate as observed in the full
non-equilibirum reactive dynamics simulations, and that relaxation was linked to a
significant blue-shift in the calculated IR stretching band.

Using these two sets of additional simulations to analyze the full non-equilibrium
reactive dynamics simulations was possible owing to the efficiency of the EVB poten-
tial. They also provided valuable microsopic insight into various reactive and solvation
dynamics phenomena (and their associated timescales). Experimentally, and in the full
simulations, only a modest shift in the DF infra-red absorption spectrum is observed
for the nascent product, which the simulations allow us to attribute to a cancellation of
the blue-shift and red-shift observed following DF formation.

4.4.5 Diazocyclopropane Ring Opening

Our final example concerns a much more complex reaction: ring-opening of a
diazo-cyclopropane, through loss of nitrogen to form a carbene, which undergoes
C—C bond cleavage to yield an allene (Figure 4.3). This reaction was chosen by our
collaborator, Barry Carpenter, as a possible candidate for solvent-induced enantiose-
lective amplification. The reactant has a plane of symmetry, and is hence non-chiral,
but the product allene can exist as either of two enantiomers (both shown in Figure
4.3). The hypothesis (at this stage only a hypothesis, since the reaction has not been
carried out experimentally) is that carrying out the ring-opening in a chiral solvent
might lead to observation of the product in a chiral form, enriched in one or other of
the enantiomers. This would be a dynamical effect,[31] since the minimum energy path
from reactants, over a transition state for N2 loss, and then formation of product, starts
out completely symmetric, then “splits” at a valley-ridge inflexion point[32] into two
equivalent but chiral paths leading to the two enantiomers of product.

This suggestion was initially tested through some simulations using a simple model
potential,[33] then through direct dynamics simulations with DFT.[34] In the latter cal-
culations, a chirally-arranged set of point charges were used to simulate the effect of a
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Figure 4.3 Ring-Opening of a Diazocylopropane, Leading to Enantiomeric Products. (See color plate
section for the color representation of this figure.)

chiral solvent.[34] However, it was clearly desirable to be able to model the reaction using
a full solute + solvent model. Accordingly, an EVB model was constructed, and used to
explore the dynamics in explicit solvent.[35] Intriguingly, it does appear that with some
chiral solvents, a very significant excess of one enantiomer of product over the other
should be obtained – and this is being further investigated.

This final example shows that the EVB approach is not limited to atom-abstraction
reactions – the fact that the earlier examples we have studied have been of this type is
due to the nature of the projects that our experimental collaborators have worked on as
we have endeavoured to push the limits of the EVB methodology for non-equilibrium
reaction dynamics, rather than an intrinsic limitation of the EVB protocol.

4.5 Software Implementation Aspects

Throughout the course of our EVB studies of fundamental reaction dynamics, increas-
ing numbers of colleagues, collaborators, post-docs, and students have gotten involved,
and there has been a steady increase in the efforts to extend the methodology to sys-
tems of increasing complexity (e.g., solution phase). Therefore, we have found that it is
in our interest to build EVB frameworks which are able to benefit from the substantial
research effort that has been invested in popular MD software packages and force fields
developed over the last few decades, with which many workers across chemistry already
have some familiarity. Some established simulation codes have EVB functionality (e.g.,
AMBER), but it has not been of the type that we wished to use, nor has it been sufficient
to handle cases where one wishes to include large numbers of states. In our groups, we
have developed three different types of code. The first – perhaps the most “bespoke” – is
for the simple gas-phase Cl + CH4 system, in which we have simply coded all aspects
of the calculation of the diagonal and off-diagonal matrix elements of the EVB matrix,
together with the diagonalization and gradient computation.[25] Second, for the more
complex solution-phase simulations, we have instead chosen to adapt existing codes to
carry out EVB calculations. Third, we have recently added EVB functionality to acceler-
ated force field routines that we have been developing over the last few years, and which
are designed to run interactively for real-time steering by human users on multi-core
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mobile and laptop architectures.[36] Whereas the first code uses fairly traditional serial
programming, the latter two codes have relied heavily on hardware-adapted paralleliza-
tion algorithms, both as a strategy that enables existing force field codes to carry out
EVB calculations in a fashion that is relatively transparent, and also to ensure compu-
tational efficiency. In the rest of this section, we give an overview of the parallelization
strategies that we have implemented to accelerate our EVB MD simulations on mod-
ern computer architectures – that is, the latter two classes of code mentioned in the
previous paragraph.

It needs pointing out that (by the standards of modern biomolecular simulations) the
solution-phase chemical dynamics applications discussed in this chapter which we have
carried out to date are rather small in terms of the number of atoms involved in each
simulation: typically a few hundred. Nevertheless, they incur non-trivial computational
effort, for the following reasons: (1) because we have undertaken detailed comparisons
with time-resolved infrared spectroscopy measurements, we need to obtain results over
a wide range of initial conditions and ensure that we have converged the simulation
statistics, meaning that many trajectories are required, and (2) when large numbers of
EVB states are involved – for example, in the case of F in CD3CN solvent, the compu-
tational cost increases significantly. In an effort to speed up our EVB molecular dynam-
ics simulations and increase their efficiency for future studies, we have experimented
with different parallelization strategies over the past couple years. The first strategy,
which we outline below, is based on the message-passing interface (MPI) and exploits
multi-core computer processing unit (CPU) architectures. We have also investigated
strategies designed to run efficiently on single-instruction-multiple-data (SIMD) stream
processing architectures like graphical processing units (GPUs).

4.5.1 CPU Parallelization Using MPI

As discussed above, our production simulations for F + CD3CN in CD3CN solvent,
which described the reactive dynamics of an F radical embedded in 62 solvent
molecules, yielded a 64 × 64 H(q) matrix. The decision to utilize a 64-state matrix
was determined through consideration of the number of CPU cores which we could
reasonably exploit on the architectures available to us, the minimum size of the sim-
ulation required to quench DF without unduly heating the bath, and the fact that our
computational resources consisted of 8-core CPU nodes. These simulations relied on
the parallelized dynamics propagation strategy schematically illustrated in Figure 4.4.
The propagation algorithm works by instructing each diabatic state to calculate its
energy and forces in parallel as a separate thread within an MPI framework. The master
thread then: (i) gathers together the results for each state to construct the diagonal
matrix elements for H(q); (ii) calculates the off-diagonal matrix elements of H; (iii)
undertakes the diagonalization required to solve Eq. (4.2), yielding the 𝜆0 eigenvalue of
the D matrix and its corresponding eigenvector U0; and (iv) solves Eq. (4.3) to yield the
Hellman-Feynman force vector F0. Once this is done, F0 and 𝜆0 are then dispatched to
each MPI thread, overwriting the force and energy data held on each thread from the
previous timestep. Each thread then propagates forward a single dynamical timestep,
with the identical forces and energies ensuring that the new geometry on each thread
is identical. Each thread then carries out its own energy and force calculations, the
results of which are specific to the connectivity of the particular diabatic state. This
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Figure 4.4 MPI State-Parallelized EVB Propagation Scheme.

parallelized propagation strategy, which we henceforth refer to as state-parallelism,
scales nearly linearly in the number of EVB states so long as: (1) a large enough
multi-core architecture is available across which to parallelize the MPI threads, and
(2) the cost for any given thread to carry out a force field calculation is significantly
larger than what it costs the master thread to diagonalize the Hamiltonian matrix
and calculate the Hellman-Feynmann forces at each time step. Figure 4.5 shows the
scaling that we see for our MPI-parallelized CHARMM implementation up to 64 cores
(i.e., eight 8-core nodes), tested on the 64-state F + CD3CN systems described above,
along with analysis of the timings spent on particular computational tasks. For very
large matrices, diagonalization will eventually emerge as the computational bottleneck;
however, we have yet to arrive at this point for any of the examples discussed above.

Since beginning the work described in this chapter, we have implemented the
state-parallelized MPI scheme shown in Figure 4.4 (and benchmarked in Figure 4.5) in
both CHARMM and TINKER, allowing us access to the wide range of flexible force
field methods and related molecular modeling algorithms available within both of these
programs. Figure 4.5 shows that we get scaling that is close to linear as one increases the
number of cores used to construct and diagonalize the 64-state H(q). The fact that we
have been able to implement the Figure 4.4 scheme in well-known simulation programs
highlights another key aspect of the MPI parallelization described above: because
it essentially involves several very similar replicas of the same executable, relatively
little modification is required to the underlying simulation code itself. The resulting
MPI-parallelized EVB code rather requires only top level modifications, and ends up
looking rather like a sort of parallel wrapper, in which the routines for calculating energy
and forces are modified so as to include the appropriate MPI_GATHER commands,
a matrix diagonalization, and a Hellman-Feynmann multiplication routine. To run an
EVB calculation using this framework, the user has only to run the appropriate MPI
executable, specifying the number of MPI threads to launch, the state topology for each
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Figure 4.5 Left-Hand Panel Shows the Scaling of the State Parallelized EVB Scheme in Figure 4.4
(Tested For F+CD3CN) Versus the Number of 8-Core CPU Nodes Utilized, up to a Maximum of 64 CPUs.
The right-hand panel shows a decomposition of the relative timings required to carry out various
computational tasks during the MS-EVB runs for the F + CD3CN. (See color plate section for the color
representation of this figure.)

thread, the functional form and parameters for the coupling elements, and the diagonal
offsets.

4.5.2 GPU Parallelization

Modern molecular mechanics simulation codes are increasingly making use of GPUs
for force field evaluation. For example, AMBER, GROMACS, and NAMD all have GPU
implementations of their force-field routines, which allow the fast evaluation of force
fields for very large systems, and which we henceforth refer to as force-field parallelism.
Molecular simulation code parallelized on GPUs often ends up looking rather differ-
ent than CPU-parallelized code like that discussed above, as a result of the differences
in their underlying hardware architectures. CPUs are suited to heavy or complex pro-
cessing of no more than a few parallel tasks: they excel at fast sequential execution of
programs with complex logic. GPUs, on the other hand are designed to exploit mas-
sive parallelism in which (typically) thousands of lightweight threads (each with a small
memory space) are run on thousands of cores designed to carry out efficient parallel
floating-point arithmetic. They excel at multi-threaded, fine-grained, data parallel com-
puting.

The observation that data-parallelism (i.e., performing the same operation on a large
amount of data) is prevalent in many scientific algorithms including molecular dynam-
ics, is in fact what has led to the widespread adoption of GPU-accelerated routines
in scientific applications. GPUs have their origins in graphical rendering applications,
where a single thread is often tasked with evaluating a relatively simple operation on a
specific pixel or small subset of pixels (in an image which is potentially composed of mil-
lions of pixels). Scientific software applications often have a structure which is not too
different – for example, force field evaluation potentially requires millions of identical
calculations, each of which is largely independent of any another. The current trend in
CPU architectures is also one of increased parallelism: this includes increasing the num-
ber of cores within a CPU, and also hyper-threading and vector parallelism within a core.
Devoting time to optimally exploit parallelism in modern algorithms will be beneficial
both now and in the future, as parallel computer architectures continue to evolve.
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The simplest way to exploit the parallel capabilities of GPU accelerated molecular
mechanics codes in efficiently evaluating EVB forces is essentially to stick with the
state-parallel framework in Figure 4.4, organizing tasks such that a given state-specific
force evaluation (each of which occurs on a separate MPI thread in Figure 4.4) is
executed on a GPU rather than a CPU. For most force fields, the terms contributing to
a given diagonal element Vi are expressed as follows:

Vi = Vnonbond + Vbond + Vangle + Vtorsion

For a single state that includes N atoms, evaluation of Vnonbond is a formally O(N2)
operation that involves computing non-bonded interaction between all pairs of atoms,
while other terms typically scale linearly. The overall scaling of the evaluation of energy
and gradients, in big-O notation, for a system with M states, is then O(MN2). Assum-
ing that GPU-accelerated routines for fast force calculations within a particular state
are available, then the most obvious strategy for GPU-accelerated parallelism involves
sequentially evaluating Vi for each state, but with the internal force field terms for each
Vi computed in parallel on the GPU.

The two parallel approaches discussed so far – state parallelism and force field par-
allelism – highlight the two factors at play in achieving high performance. State paral-
lelism performs best where there are a large number of states, each with relatively few
atoms. An example of this case is the F + CD3CN work described above, where less than
a thousand atoms were simulated, and sequential evaluation of the force fields was not a
massively limiting factor. The force field parallelism approach would perform poorly in
this case, because the number of atoms N needs to be sufficiently large to fully saturate
the large number of stream processors typically available on the GPU, and sequentially
computing a large number of states becomes the limiting factor on performance. Con-
versely, when the number of states is small, and N is sufficiently large, then the force field
parallelism approach takes advantage of the large degree of parallelism offered for the
computation of Vi on the GPU. The latter case is more typical of most EVB applications
one finds within the literature.

Below we outline a hybrid approach incorporating aspects of both state parallelism
and force field parallelism, which we have implemented on the GPU in a custom package
designed to carry out real-time user guided reactive MD.[36] While there are a num-
ber of programming languages designed to expose the parallelism of the GPU, we have
used the Open Computing Language (OpenCL), which provides a hardware portable
framework for writing high performance programs on GPUs and multi-core CPUs. In
OpenCL, the basic unit of work is referred to as a work-item, which may be thought
of as a lightweight thread performing an operation on a unique portion of data. The
code for a specific work-item (i.e., a C function) is referred to as a kernel. Work-items
are grouped into work-groups, each of which is computed independently of every other
work-group. Expressing the task in this way allows one to exploit significant parallelism
in accomplishing the overall task, because each work-group can be enqueued indepen-
dently. Work-items with a specific work-group will typically perform the same operation
on a different piece of data; this structure allows for further parallelization in the form
of vector operations, which perform the same task on a contiguous array of data, and
lead to considerable computational acceleration. This method for expressing parallelism
works well on GPUs, where large groups of threads or vector operations are computed
simultaneously.
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In our hybrid approach, we constructed an OpenCL kernel for each of the force field
terms included in Vi. As described above, the force field for a given state may be com-
puted in parallel, and each term contributing to Vi may be also be computed in parallel.
This provides an ample amount of parallelism which can be used to accelerate EVB
force field evaluation for several coupled states; however, the parallelism is fundamen-
tally two-dimensional, involving both the state index and the force field term index.
OpenCL is particularly well suited to this task, because it contains within it the notion
of multi-dimensional work-items – that is, a work-item may be expressed in terms of a
particular state i and also to a particular term within state Vi. For example, in the cal-
culation of Vnonbond a work-item will compute the Lennard-Jones force for a particular
atom in a particular state. The parallelism within a state is performed on a per-atom
basis – that is, a work-item for a particular atom in a particular state includes a loop for
Lennard-Jones interactions between that atom and the other N-1 atoms in the system.
This parallelization strategy involves a certain amount of redundant computation (e.g.,
there are N(N-1) Lennard-Jones calculations rather than N(N-1)∕2 calculations). This
may seem wasteful, but for GPU architectures this actually turns out to be the more
efficient strategy owing to the fact that it allows for coalesced memory access to atomic
data, which is the greatest concern in achieving high-speed access to device memory.
With this parallel strategy, the number of work-items is then M × N , which for large N
and/or M generates a significant number of lightweight threads that can be executed
in parallel. This feature is what makes the approach well suited to exploiting massively
parallel architectures such as GPUs. For efficiency in both computation and memory
access, the forces acting on an atom for a particular state are also accumulated during
the evaluation of each term in Vi.

Once the state energies and forces are computed, the state energies are copied from
the GPU to the host and H is constructed and diagonalized using LAPACK routines.
The eigenvalues and eigenvectors of H are then obtained, and the forces acting on the
system may be computed. Off-diagonal terms in the H matrix are presently calculated
sequentially on the CPU; parallelizing their computation on the GPU would require a
separate kernel for each type of off-diagonal term, and this work is in progress.

Figure 4.6 provides a schematic that illustrates the overall hybrid parallel approach
that we have implemented to accelerate the EVB method on GPUs, highlighting how
the notion of a multi-dimensional work-item allows one to create sufficient lightweight
threads to saturate the GPU cores, and thereby most effectively exploit the parallelism
available on the architecture. We benchmarked our implementation on an interactive
MD simulation[36] of OH embedded in a bath of methane (CH4) molecules, which is
able to undergo one of atmospheric chemistry’s most prototypical reaction sequences:
CH4 + OH → CH3 + H2O. Because the hydrogen atoms on each methane molecule are
able to undergo abstraction by the OH radical, an increase in the number of methane
molecules in the system increased the number of EVB states. The benchmarking was
run on a 2014 Macbook Pro with a relatively modest NVIDIA GTX 570M GPU (336
CUDA cores). Figure 4.7 shows results obtained for two different GPU acceleration
approaches – a force-field only parallelization, in which the force fields for different
states are calculated sequentially, and the hybrid strategy in which parallelization is
implemented across both the states and the force fields. Figure 4.7 shows timings for
the construction of H using the two different approaches, and also for the diagonal-
ization of H . The force-field only parallelization strategy exhibits poor performance
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for even just one OH and one CH4 molecule, and the hybrid parallelization strategy
gives a significant speed-up. Up to approximately 41 states, the hybrid implementa-
tion does not saturate the parallel cores of the GPU, and therefore scales sub-linearly.
After the saturation point, the quadratic scaling of the nonbonded term is evident (with
over an order of magnitude speedup compared to the force-field only parallel imple-
mentation!). Beyond 50 states, diagonalization of H , which scales as O(N3), begins to
take longer than the force evaluation. The Figure 4.7 benchmark-tests utilized a serial
LAPACK diagonalization algorithm; a parallelized implementation should exhibit better
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performance. Because condensed-phase EVB systems typically consist of many atoms
and relatively few states, the cubic scaling of matrix diagonalization does not typically
become a bottleneck.

4.6 Conclusions and Perspectives

In this chapter, we have provided an overview of the use and development of EVB poten-
tials for exploring reaction dynamics. We first compared the EVB approach to other
methods to describe reactive potential energy surfaces, especially global fits based on
extensive ab initio data, and “direct” or “on the fly” dynamics where the potential is calcu-
lated using DFT or other cheap electronic structure methods at each time step. Globally
fitted potentials are able to be highly accurate, and for small systems, EVB will not gen-
erally be competitive with them for accuracy – though we discuss one example, the
reaction between Cl and methane, where an EVB potential is at least similarly accurate as
a global fit. For larger systems, especially for describing dynamics in condensed phases,
EVB will likely carry on as an attractive option, and is much more efficient than direct
dynamics. This enables a more systematic exploration of reaction dynamics, including
modifying the physics of the system to attempt to unravel the impact of different effects
on the observed behaviour. We also reviewed some other applications of EVB to reaction
dynamics studies – though there are relatively few such studies.

Next, we described briefly the way in which we have developed EVB potentials for
studies of reaction dynamics, based on ab initio calculations, and fitting of relatively
simple functional forms for off-diagonal coupling matrix elements. We then reviewed a
number of recent applications we have made of the EVB approach to describing reaction
dynamics. A simple system, abstraction of hydrogen atom from methane by chlorine, is
an example of a gas-phase reaction that has been studied by many other theoretical
approaches. The EVB potential we developed is of good accuracy, in terms of its abil-
ity to both reproduce the reference ab initio data, and its ability to predict dynamical
observables that agree with experiment. We next covered three other atom abstraction
reactions, for abstraction of hydrogen atoms by the cyano radical from cyclohexane or
tetrahydrofuran, and by the fluorine atom from acetonitrile. In each case, we carried out
simulations in solution, using periodic boundary conditions within the EVB framework.
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The high efficiency of the EVB framework allowed us to carry out extensive simulations,
well converged in terms of the observables that were monitored by our experimental col-
laborators. For the reactions of cyano radical, relatively non-polar species are involved
and simple 2 × 2 EVB models were adequate to describe the dynamics. For fluorine atom
reaction in acetontrile, the product hydrogen fluoride forms strong hydrogen bonds with
the solvent, and we found that a more complex EVB model was needed, in which addi-
tional EVB states were included to describe partial proton transfer. Finally, we discuss
an example of a more complex reaction, ring-opening of a diazocylopropane in a chiral
solvent.

We also discussed the algorithmic progress that we have made in developing efficient
EVB codes which are adapted to modern parallel architectures. The most obvious paral-
lel strategy (e.g., that which we have implemented in CHARMM and TINKER) utilizes
state parallelism, and involves using MPI to parallelize force fields on different states
across different CPU cores. Another approach involves hybrid parallelism: this is a par-
allel two-dimensional strategy across both the state index and force field term index. Our
efforts in this algorithmic and software domain are ongoing. For example, we are inves-
tigating strategies for parallelizing across multiple GPUs on separate compute nodes.
The most straightforward way to accomplish this is to use a hybrid MPI/GPU parallel
framework – for example, in the case where one has access to multiple GPU compute
nodes, each node is assigned the task of calculating GPU-accelerated force fields for a
particular state. This will require a distributed memory approach, involving data reduc-
tions of the energies and forces across nodes in order to achieve scalable performance.
We are also experimenting with identifying matrix elements of H with extremely high
energies (and hence contribute nearly nothing to the final eigenvector), so that they can
be screened from inclusion in H , thereby reducing the total cost of force evaluation, and
the cost of diagonalization.

Overall, the EVB method, which has had much success in modeling other aspects of
chemical reactivity, seems very well suited to exploring reaction dynamics of quite com-
plex systems in solution. It is efficient, so that extensive classical (or quantum, though
this has not been done here) simulation is possible. Yet it is also fairly easy to parame-
terize EVB potentials based on limited ab initio data.

Molecular mechanics force fields continue to be improved – techniques for fitting to
non-standard systems are becoming more available, accuracy is being improved, and
important effects such as polarizability are now being treated increasingly frequently.
As EVB is a method that builds upon molecular mechanics, this also means that EVB
potentials will continue to improve. The approach we have used is but one member
of the family of empirical methods based on pseudo-Hamiltonian valence-bond tech-
niques, and the many other formalisms discussed in this volume will also continue to be
successful.

In closing, it is also worth pointing out that the study of chemical reaction dynam-
ics has traditionally focused on simple gas-phase reactions. This is not so much because
only these reactions display interesting dynamical effects – but rather because these are
the systems that are the most amenable to study using spectroscopic methods that are
sensitive to the timescales involved. Ultrafast spectroscopy is increasingly used to study
dynamics in more complex systems, and theory is often an essential partner for such
studies, as the confounding effect of solvent often means that less precise experimen-
tal is available than for simpler gas-phase systems. We believe that dynamical effects
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will start to become investigated for systems that are of genuine relevance to synthetic
chemistry – and EVB-based theoretical methods will be ideally placed to form a strong
partnership with experiment in such investigations.
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5.1 Introduction

Proton transfer (PT) through hydrogen bond networks plays a major role in chemi-
cal and biochemical processes.[1] For instance, a major part of biochemical reactions
operates under controlled pH conditions, because the protonation state of the chemi-
cal groups involved is essential. Furthermore, proton transport in biological media and
through membranes governs cellular activity to a large extent. In addition, organization
at the molecular level strongly influences physical and chemical properties of the solvent
but also the solute itself. This influence can be indirect through the environmental con-
ditions being imposed, but also more direct through the hydrogen bond network and
the possible exchange of mobile protons. In recent years the number of works focused
on the study of hydrogen bond networks and their capacity for charge transportation
has dramatically increased.[2–4]

Infrared (IR) spectroscopy is a powerful tool to probe the structure of hydrogen-
bonded compounds, especially biomolecules. In proteins, the so-called fingerprint
range (i.e., 1000–2000 cm−1) is particularly informative. The amide I and II bands
(corresponding to the C=O stretching and CNH bending modes, respectively) found in
this region are very sensitive to hydrogen bond networks. Furthermore, charged groups
such as NH+

3 and CO−
2 make strong hydrogen bonds that also give rise to characteristic

bands.[5] The best appraisal of the intrinsic impact of hydrogen bonds on vibrational
frequencies can be gained in the gas phase, whereby in absence of the environment the
local effects can all be appreciated. While conventional absorption spectroscopy cannot
be directly used in gas phase, specific techniques such as infrared multiple photon
dissociation (IRMPD) have been developed for compounds in vacuo. The IRMPD
method has been found to be particularly suited to probe the structures of gaseous
ions,[6–8] providing a wealth of insight into the intrinsic properties of biomolecular ions
in their local environment.

Despite the large amount of experimental data available for infrared signatures of
biomolecules in the gas phase, theoretical calculations remain an essential tool to assist
interpretation of spectra as they provide fundamental knowledge about the role and the
relative magnitude of hydrogen bonds in such species. Usually, energetic and spectro-
scopic properties are obtained applying quantum mechanical (QM) methods on static
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conformations. These calculations are typically (but not always) based on density func-
tional theory (DFT), which allows systems of biological interest such as peptides of small
proteins to be studied at a relatively low computational cost. However, in many situations
the agreement between experimental and computed spectra is poor and corrections to
account for anharmonicities (which can be noticeably important at room temperature)
have to be included.[9–13] Anharmonicities are particularly important in proton trans-
fer, and therefore the conventional QM approach has to be overtaken in order to include
dynamical effects. Several computational approaches have been previously developed to
address the spectroscopic manifestations of PT.[14–22]

Early attempts at modeling PT in molecular systems include the pioneering work of
Goldblum,[23] which relies on highly parametrized potential energy surfaces. In this
work, the semi-empirical MNDO method was adapted to consider proton migration
between two OH− anions, using an analytical function of the two states to weight the
proton evolution along the interoxygen distance.[23] A similar two-state function was
also used in the so-called “hydrogen dynamics” or HYDYN method, which allows PT
processes to be modeled both with nonpolarizable and polarizable force fields. The
method was used to study structural and dynamical properties of small protonated
water clusters, such as Eigen and Zundel complexes.[24] This multistate description
has become widespread with the development of the empirical valence-bond (EVB)
model by Warshel and coworkers.[25,26] The EVB approach has been extended by
several groups for the study of proton transport in water, most notably by Voth and
coworkers[14] and by Borgis et al.[21] Using molecular dynamics (MD) simulations based
on a multistate EVB (MS-EVB) model, Voth et al. interpreted a broad absorption as a
characteristic infrared signature of the strong hydrogen bond.[15] More recently, this
approach has been extended to incorporate nuclear quantum effects in the description
of proton diffusion, highlighting the concept of presolvation in which multiple weak
hydrogen bonds on the hydronium ion facilitate PT.[16] The use of EVB for exploring
reaction dynamics is reviewed in Chapter 4 of this book.[27]

With the development of first-principle molecular dynamics methods, either of the
Born-Oppenheimer (BOMD) or Car-Parrinello (CPMD) types, it has become possible
to explicitly model PT processes in molecular systems. These approaches combine
electronic structure methods with a classical or quantum mechanical description of
nuclear motion. CPMD simulations have notably been used to study PT in protonated
dialanine[17] and protonated nicotine in water.[28] Proton transfer dynamics in the
(HCO−

3 )2 dimer, and the corresponding vibrational spectrum, have also been studied
by CPMD and path-integral molecular dynamics simulations.[18] Quantum dynamical
methods have also been employed to treat smaller size systems containing only a
few tens of degrees of freedom. For instance, the multiconfiguration time-dependent
Hartree (MCTDH) approach has been applied to model the Zundel cation and was
found to reproduce fairly well its experimental IR spectrum,[19] despite many Fermi
resonances. The MCTDH method was also succesfully applied to model the vibrational
spectrum of malonaldehyde.[20]

These calculations, although very accurate, are computationally expensive and there-
fore limited in size and time scales. This has motivated the use of semi-empirical meth-
ods to address the behavior of PT in water clusters using approaches such as AM1 or
PM3.[29,30] Semi-empirical methods have also been used to describe the diabatic states
in EVB models.[31] Alternatively, fully QM methods on parametrized potential energy
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surfaces have been applied to model PT processes in (bio)molecules. Hybrid approaches
combining classical MD and QM derived proton hopping have also been developed to
simulate proton transport in extended systems.[32] QM/MM methods have been applied
to model an excess proton in water and enzymatic activity.[33,34] Finally, reactive force
fields such as ReaxFF[35,36] (for details see Chapter 1), have also been applied to treat PT
reactions in the context of heterogeneous catalysis.[37]

In this chapter, we describe an accurate computational framework for modeling the IR
spectra of biomolecules undergoing proton transfer in the gas phase. Briefly, our model
combines the AMOEBA (atomic multipole optimized energetics for biomolecular sim-
ulation) polarizable force field,[38,39] as implemented in the Tinker program,[40] with an
EVB approach. AMOEBA includes an explicit self-consistent polarization term and a
multipole expansion treatment of the electrostatic effects,[38] both ingredients appear-
ing necessary to reproduce accurate IR spectra of anharmonic systems, especially those
bearing electrically charged sites.[41,42]

We first present the experimental motivation behind the development of our frame-
work, which is focused on the aspartate molecule, and proceed by showing the limi-
tations of standard QM approaches, as well as the simulations with non reactive force
fields, for reproducing IR spectra. Subsequently we introduce the ingredients of the force
field that allow proton exchange between the two anionic sites to be accounted for within
the EVB framework. The success of the model for reproducing the experimentally mea-
sured spectrum is discussed in the light of the underlying dynamics of the proton. The
dynamical and spectroscopic pictures are related to one another and evolve jointly as
a function of temperature. Possible extensions and perspectives of the EVB-AMOEBA
approach in the context of IR spectroscopy of biomolecules in the gas phase are finally
discussed.

5.2 Infrared Spectra of Aspartate and Non-Reactive
Calculations

Aspartate and glutamate are amino acids bearing a carboxylic acid function in their
side chain, which at biological pH is deprotonated. As a single unit, these molecules
have two carboxylate anions and a single proton that can be bound to either carboxylic
group or bridging between them in a sharing configuration (Figure 5.1). Thus, they are
potential candidates for a dynamically shared proton configuration in the gas phase. This
was first demonstrated by Oomens et al.[43] using IRMPD. Herein, we take this case
to illustrate our implementation of the EVB methodology, which we have devised for
simulating infrared spectra of gaseous ions. However, before discussing the performance
of the EVB approach, we show how standard QM approaches compare to experimental
measurements.

5.2.1 Experimental Approach

Oomens et al. measured the IR spectra of different amino acids using IRMPD.[43] In the
fingerprint region, sharp differences between deprotonated Trp, Tyr, Phe, Cys and Ser
on one hand, and Asp and Glu on the other hand were observed.[43] In the former case,
they were assigned to carboxylate signatures near 1630 and 1330 cm−1, arising from the
antisymmetric and symmetric OCO stretching modes, respectively. In the second case,
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O2O1
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q

Figure 5.1 Most Stable Structures of Aspartate: Bent Conformation (Left) with Definitions of the R and
q Distances, and Linear Conformation (Right). (See color plate section for the color representation of this
figure.)

the Asp and Glu spectra were found to be dominated by a very broad absorption feature
extending from ca. 1300–1700 cm−1, which was attributed to dynamical proton sharing
between the two carboxylate groups. This unusually broad band was not reproduced
by harmonic spectrum calculations. Using the same IRMPD technique, we recorded
these spectra again at room temperature in the 1100–1800 cm−1 range (Figure 5.2, top),
and the relatively similar experimental setup at CLIO (Centre Laser Infrarouge d’Orsay,
France).

The IR spectra were recorded using a free-electron laser (FEL) coupled to a 7T FT-ICR
mass spectrometer and obtained by plotting the fragmentation efficiency, Feff as a func-
tion of wavelength. Feff is defined as Feff = − log[Ip∕(Ip +

∑
Ifrag)], in which Ip and Ifrag

are the parent and fragment ion intensities, respectively. By optimizing carefully experi-
mental parameters, we were able to record a better resolved spectrum (for experimental
details please, see references [43,44]). The spectrum displayed in Figure 5.2 is clearly differ-
ent from those of other deprotonated amino acids, with a main broad feature extending
from 1470 to 1680 cm−1, which is likely to be a signature of C=O or OCO stretching
when a proton is shared between the two anions. On the red side of this band, a shoulder
appears near 1450 cm−1.

5.2.2 Quantum Chemical Calculations

Most of our finite temperature simulations rely on the use of the AMOEBA polariz-
able force field,[38,39] which is parametrized on ab initio data. To extend this approach
within the EVB framework for the study of PT processes, we aim to follow the same
lines, that is, to parametrize the coupling term between the diabatic states involved in
the proton sharing using electronic structure data. It is important to keep in mind that
the intrinsic performance of the QM approach should be also assessed with respect to
experiments and within its limits of feasibility, where assumptions such as the harmonic
approximation for both the potential energy and the dipole moment surface are used.
The static IR spectra of Asp were thus calculated for two different conformers using DFT
and the modern M06 functional, as well as at the post-Hartree-Fock MP2 level using the
Gaussian09 software package.[45]

Among the two conformers considered for Asp, the bent conformer is the most stable
structure at all levels of theory tested here (by 7.4 kcal/mol at the MP2/aug-cc-pVTZ
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1250

MP2/6-31++G(d,p) [anharmonic freq. + harmonic int.]

MP2/6-31++G(d,p) [harmonic]

DFT/M06/6-31++G(d,p) [harmonic]

experiment

MP2/aug-cc-pVTZ [harmonic]
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wavenumber (cm–1)
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Figure 5.2 IRMPD Spectrum Measured For Aspartate and Spectrum Predicted by Static QM
Calculations Using Different Methods, at the Harmonic Levels of DFT/M06/6-31++G(d,p),
MP2/aug-cc-pVTZ and MP2/6-31++G(d,p), and Using Anharmonic Frequencies at the
MP2/6-31++G(d,p) Level but with Harmonic Intensities.

level of theory). For this conformer, two different isomers exist, which differ in the loca-
tion of the proton (see Figure 5.1). In the most stable isomer, the proton is bound to
the side chain, that is, an oxygen of the COO− group farthest away from the amine. The
geometry slightly depends on the level of theory, the OO distance varying from 2.46 Å at
the DFT/M06/6-31++G(d,p) level to 2.44 Å at the MP2/aug-cc-pVTZ level, the shortest
distance of the proton to an oxygen being equal to 1.08 Å for both methods.

As usual after the computation of the IR spectra,[46,47] the harmonic frequencies were
scaled by a factor of 0.98 for MP2/aug-cc-pVTZ, 0.96 for MP2/6-31++G(d,p)
and 1.03 for M06/6-31++G(d,p) to reproduce the intensity maximum of the
experimental spectrum (Figure 5.2). As can be seen from Figure 5.2 (top), the
C=O stretching modes in the harmonic spectra cannot account for the broad
band experimentally observed. Furthermore, there is no computed frequency
at the MP2 level that corresponds to the experimental band at 1450 cm−1.
These results are not improved when calculating anharmonic frequencies at the
MP2/6-31++G(d,p) level of theory. Finally, the anharmonic intensities predict
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very intense bands around 1300 and 1400 cm−1, which overshadow the rest of the
spectrum. This means that QM approaches, even when anharmonicity is included,
cannot reproduce the signature of the shared proton experimentally observed in
aspartate.

5.2.3 Finite Temperature IR Spectra Based on AMOEBA

5.2.3.1 The AMOEBA Force Field
A direct way to include both anharmonicities and dynamical effects in the computed IR
spectrum consists of performing MD simulations. The AMOEBA polarizable force field
was selected for its ability to reproduce various physicochemical properties in both the
gas and condensed phases. It has been successfully used to reproduce structures and
relative energies of peptides,[38,48,49] and also to model the hydration process of various
multicharged ions.[50–53] One of the main differences with first-generation force fields
such as AMBER or CHARMM lies in its more realistic description of the nonbonded
intermolecular terms (vide infra):

ΔEint = ΔEvdw + ΔEelec + ΔEpol

In particular, the electrostatic interactions (Eelec) originate from the interaction of
atomic multipoles (up to quadrupoles) derived from QM calculations[38] in order to
ensure a greater accuracy than the Coulomb interaction based on point charges used in
standard force fields and valid at first order only. Another valuable feature of AMOEBA
is the inclusion of many-body polarization effects (Epol) in which the induced dipoles
are treated self-consistently.[38,54] The combination of such a refined electrostatic term
and an explicit treatment of polarization effects leads to a good reproduction of the
electrostatic potential and an accurate description of the hydrogen bonds both in their
strength and directionality.[41,48] The van der Waals term (Evdw) takes into account
exchange-repulsion and dispersion interactions between pairs of nonbonded atoms
using a buffered 14-7 potential,[55] in contrast to the 12-6 potential usually employed in
standard force fields. The 14-7 form has the advantage of reproducing simultaneously
series of ab initio results in the gas phase and liquid properties on noble gases and
diatomic species. In addition, the bonding terms, consisting in bond stretchings, angle
bendings, torsions and stretch-bend couplings, are all derived from the MM3 force
field.[56] Except for multipoles, we used the AMOEBAbio-09 set of parameters available
in TINKER 7.[40]

5.2.3.2 Infrared Spectra From Molecular Dynamics Simulations
As mentioned before, theoretical IR spectra are most often obtained from harmonic QM
calculations. Aposteriori, and aswasactually showninFigure5.2, somescaling factorscan
be applied to partially account for anharmonicities and temperature effects. However,
a more rigorous way to include these effects is to perform simulations at finite temper-
ature MD using potential energy and dipole moment surfaces that are either classically
parameterized[41,57,58] or use an explicit description of electronic structure.[10,12] From
the trajectories the IR vibrational spectrum (𝜔) is obtained by Fourier transforming
the dipole moment time autocorrelation function (DACF), a standard harmonic weight
being applied to yield a quantity comparable to an absorption intensity:[10]

(𝜔) ∝ 𝜔[1 − exp(−𝛽ℏ𝜔)]
∫

e−i𝜔t⟨𝜇(t)•
𝜇(0)⟩dt,
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where we have denoted 𝛽 = 1∕kBT with kB the Boltzmann constant, 𝜇(t) the dipole
moment vector at time t, and ⟨•⟩ an average over the time origin.

This methodology has recently been shown to yield accurate IR spectra for model
peptides when compared against experimental measurements.[41] In this example, the
DACF procedure was performed as follows:
• All trajectories are initiated with an equilibration phase in the canonical ensemble

to reach the desired temperature, equilibration being reached using a Nosé-Hoover
thermostat. The equations of motion are integrated using the velocity Verlet algo-
rithm;

• At the end of the equilibration period, atomic coordinates are stored and three inde-
pendent simulations of 200 ps each are performed at constant total energy, again using
the velocity Verlet integrator. The dipole moment vector 𝜇(t) is recorded every time
step (0.1 fs) along the trajectory;

• The time autocorrelation function ⟨𝜇(t)•
𝜇(0)⟩ is calculated from the time series of

𝜇(t) and Fourier transformed to yield the infrared spectrum in the 1000–2000 cm−1

frequency range;
• The final IR spectrum is averaged over the contributions from independent trajecto-

ries (in this case three).

5.2.3.3 Role of the Multipoles
A key aspect of AMOEBA is the use of a set of multipoles for the electrostatic contri-
bution to the potential energy. In many applications, such as configurational sampling,
MD at thermal equilibrium or for determining solvation energies, the dependence of the
computed properties on the multipolar component is usually disregarded. However, in
the context of IR spectroscopy, this contribution can be important in the calculation
of the dipole moment and the IR frequencies. Furthermore, the multipolar description
improves the calculation of the infrared intensities, as was notably shown in the case of
the Ace-Phe-NH2 peptide.[42]

The original version of AMOEBA suitable for biomolecules and employed here
(AMOEBAbio-09)[38] includes a standard multipolar set, which we denote as O. In our
study we have considered new multipoles, extracted from ab initio calculations at the
MP2/aug-cc-pVTZ level of theory on the MP2/cc-pVTZ geometry. The multipoles
were obtained from the ab initio electron density using the distributed multipole
analysis method.[59] Furthermore, atomic dipoles and quadrupoles were refined on the
electrostatic potential while keeping the charges fixed.[39] In this optimization process,
the density was evaluated around each atom with a fixed radius r usually taken as 0.65
Å for all atoms except hydrogen, for which either r = rH = 0.325 Å or rH = 0.31 Å have
been recommended.[41,48,60] Using these values, we have thus obtained two alternative
sets of multipoles for the aspartate molecule in its most stable configuration, which we
denote as set I and set II. Likewise, two corresponding sets were obtained for the other
configuration in which the proton has transferred to the other carboxylate. Only one
isomer exists at the MP2 level (Figure 5.1), protonation of the other site leading to the
transfer back to the initial site. However, the two isomers differ when Asp is modelled
using a non reactive force field because two distinct sets of parameters are required.

In order to get an energetic reference property that should be reproduced by the force
field, we used the difference in MP2 single-point energies between the AMOEBA equi-
librium configurations of the two isomers. The performance of these multipolar sets
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Table 5.1 Relative Energies of Aspartate at the MP2/aug-cc-pVTZ Level
and with the AMOEBA Force Field Using the Original Multipole Set (O)
and Two Newly Proposed Versions I and II Differing by the Value of rH
Where the Reference Electrostatic Potential is Evaluated Around Each
Hydrogen Atom During the Adjustment Process.

Multipolar set original (O) new (I) new (II)

rH(Å) 0.65 0.325 0.31
ΔE(kcal/mol)
MP2/aug-cc-pVTZ −2.29 −2.30 −2.05
AMOEBA −11.09 −1.31 −1.15

against MP2 data is illustrated in Table 5.1, and the IR spectra obtained at 300 K with
the AMOEBA force field and the three sets of multipoles are represented in Figure 5.3.
Overall, the two spectra with reparametrized multipoles are very similar to each other,
but they differ in the 1200–1600 cm−1 wavelength range from the spectrum obtained
using the original set of multipoles. While these results confirm the importance of the
multipolar electrostatic description on IR spectra, they do not allow for a clear distinc-
tion between the reparametrized sets I and II based on experimental comparison.

experiment

Multipoles set O

Multipoles set I

Multipoles set II

1200 1350 1500

wavenumber (cm–1)

1650 1800

Figure 5.3 Non-Reactive AMOEBA Spectra For the Aspartate Molecule Obtained at 300 K For the Three
Sets of Multipoles O, I, and II as Defined in the Text.
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In the absence of spectroscopic discrimination, we turn to energetics and notice that
the original set of multipoles leads to a larger error in the relative stabilities between
the two isomers. In contrast, the two new sets of multipoles significantly improve this
situation. Following previous studies and based on this result, we chose the set II of
multipole parameters, using a value rH = 0.31 Å (Table 5.1).

The IR spectra obtained from AMOEBA for the most stable conformer are clearly
unable to account for the experimental features in this spectral range. In particular, the
C=O stretches remain excessively resolved and shifted to the blue below 1600 cm−1 and
above 1750 cm−1. Before invoking proton sharing, it is useful to consider additional pos-
sible causes for such discrepancies, namely the presence of the other isomer differing in
the protonated site, as well as temperature effects that are notorious in broadening and
shifting the vibrational peaks.[61] AMOEBA simulations with multipole set II were thus
repeated starting from the other conformer and at different temperatures (100, 200 and
400 K). The calculated spectra are shown in Figure 5.4. The consideration of another

experiment

400 K isomer 1 isomer 2

300 K

200 K

100 K

1200 1400

wavenumber (cm–1)

1600 1800

Figure 5.4 Finite Temperature Spectra Obtained From the Non-Reactive AMOEBA Model with
Multipole Set II and For the Two Isomers Differing in the Protonated Site, at Four Temperatures. The
experimental spectrum is shown in the upper panel.
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isomer and the inclusion of temperature effects are both insufficient to reach experi-
mental agreement.

5.3 Empirical Valence-Bond Modeling of Proton Transfer

The failure of both static QM methods and classical MD using a non-reactive force
field to reproduce the experimental IR spectra suggests that alternative approaches are
necessary in order to account for the essential missing feature, that is, the dynamical
signature of proton sharing between the two carboxylate sites. In principle, such a prop-
erty should be computed using ab initio MD[17] or classical but reactive force fields.[37]

However, given the computational cost or the extensive parameterization used in these
approaches, the EVB framework[15,26] combined with the AMOEBA polarizable force
field was chosen instead. The approach turns out to be highly accurate to reproduce the
missing spectral characteristics, giving thus a great insight into their dynamical origin.

5.3.1 Two-State EVB Model

The systems under consideration here are amino acids with two carboxylic groups shar-
ing a proton (Figure 5.1). The EVB methodology was used to represent the ground state
energy of the delocalized system as the linear combination of two diabatic valence states
𝜓i, each of them i having the proton only between oxygens of the two COO− groups
facing each other:

Ψ = g1𝜓1 + g2𝜓2 (5.1)
Strictly speaking, the molecules contain four carboxylate oxygen atoms that correspond
to four possible protonation sites. However, MD simulations indicate that the rotation
of a COO− group is a rare event considering the timescale of the simulations. This mere
observation is confirmed by evaluating the barrier for rotation, which for the present
force field is found to be 13 kcal/mol, in the same range than ab initio values. Therefore,
a two-state description can be safely used.

AMOEBA is used to describe the potential energy Vi of each diabatic state in which
the proton is covalently bound to either of the two oxygens participating to the exchange,
and only hydrogen-bonded to the other oxygen. In matrix representation, the 2 × 2
Hamiltonian can be written with V12 being the coupling between the two diabatic states
allowing proton sharing. For the present 2-state model the lowest eigenvalue of the
Hamiltonian explicitly reads

VEVB = 1
2
[V1 + V2 −

√
(V1 − V2)2 + 4V 2

12]

= 1
2
(V1 + V2 − D),

with D = [(V1 − V2)2 + 4V 2
12]

1∕2 (5.2)

Similarly, the excited state is given by 1
2
(V1 + V2 + D). The components (g1, g2) of the

eigenvector corresponding to the EVB state on the (V1, V2) basis are as follows:(
g1
g2

)
=
(
[1 + (VEVB − V1)2∕V 2

12]
−1∕2

(1 − g2
1 )

1∕2

)
(5.3)

with the eigenvector associated to the excited state being (−g2,g1).
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The trajectories on the EVB surface are generated by propagating the equations of
motion using the forces deriving from the potential VEVB:

𝜕VEVB

𝜕x
= 1

2

(
𝜕V1

𝜕x
+
𝜕V2

𝜕x

)
− 1

2D

[
(V1 − V2)

(
𝜕V1

𝜕x
−
𝜕V2

𝜕x

)
+ 4V12

𝜕V12

𝜕x

]
, (5.4)

which is equivalent to the expression obtained from the Hellmann-Feynman theorem:
𝜕VEVB

𝜕x
= g2

1
𝜕V1

𝜕x
+ g2

2
𝜕V2

𝜕x
+ 2g1g2

𝜕V12

𝜕x
. (5.5)

Finally, physical observables such as the dipole moment 𝜇 are obtained by linear com-
bination over their values on the diabatic states, e.g.

𝜇EVB = g2
1𝜇1 + g2

2𝜇2. (5.6)

5.3.1.1 Implementation of EVB Model with AMOEBA
The two-state EVB model used here relies on three ingredients V1, V2 and V12 all based
on analytical representations of the corresponding energies. For V1 and V2, the valence
terms are derived from the MM3 force field and are expressed using the following
form:[56]

Ushort−range = Ubond + Uangle + Ub𝜃 + Uoop + Utorsion, (5.7)

where the various terms on the right-hand side denote the bond stretching, bending,
bond-bending coupling, out-of-plane bending, and dihedral torsion terms, respectively.
In the present work, special attention was paid to the stretching potential between the
proton and its covalently bound oxygen, a term which is expanded to fourth order as:

Ubond(𝓁) = Ks(𝓁 − 𝓁0)2[1 + C(𝓁 − 𝓁0) + Q(𝓁 − 𝓁0)2], (5.8)

and for which Ks is the stretching constant, C and Q two factors for the cubic and quar-
tic terms, respectively. In conventional MM3 and AMOEBA these two terms adopt
values chosen to match the variations of a Morse potential with the same equilibrium
distance, frequency and well depth, and read C = −2.55 Å−1 and Q = (7∕12)2.552 Å−2

independently of the nature of the atoms involved in the bond.[38] This single-parameter
limitation is problematic for the present situation, in which the covalent bond experi-
enced by the sharing proton is more anharmonic than a regular bond. Hence we have
considered giving more flexibility to the potential by adjusting the parameters C and Q
in the specific case of the OH bonds involving the mobile proton.

5.3.1.2 Coupling Between Diabatic States
The off-diagonal coupling term V12 is used to represent the mixing between the two
diabatic structures that is necessary to allow for proton exchange. A broad variety of
expressions have been proposed in the literature to model this term, usually motivated
by computational efficiency. Typically, the coupling potential for a proton shared by two
atomic sites depends on the distance R between these two sites[14,62,63] and the distance
q of the proton[62,63] to the center of the line separating these sites (Figure 5.1),

q =
‖‖‖‖−→rH − 1

2
(
−−→RO1

+
−−→RO2

)
‖‖‖‖ .
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In the case of protonated water, Vuilleumier and Borgis used a simple form for V12 =
A exp(−𝛼R − 𝛾q2), with A, 𝛼 and 𝛾 three parameters.[62] For the present problem, this
expression turned out to be inaccurate at distances q > 4 Å, and a more suitable form
was found by still employing both R and q variables as well but a slightly different form
for the off-diagonal term,

V12 = A
exp(−𝛼R)

1 + 𝛾q2 , (5.9)

with A, 𝛼 and 𝛾 to be adjusted.
Compared to other forms available in the literature such as those advocated by Voth

and coauthors,[15,63] the present form for the coupling is deliberately simple, for two rea-
sons. First, we mainly rely on the accuracy of the AMOEBA force field to describe the
main part of the proton motion. Indeed, the role of the coupling is not to govern the
simulation, but just to connect the two valence states together. It can be noted that this
form does not depend on the ̂O1O2H angle, which could be necessary to account for the
deviation from linearity of the hydrogen bond. To some extent we expect the presence of
the multipoles to account for a satisfactory orientation of the bond. However, in order to
further justify the expression above we have performed MP2/cc-pVTZ calculations of
the ̂O1O2H angle around the proton-sharing configurations, varying the distance R and
evaluating this angle without constraining the geometry except along this coordinate.
The results of these calculations, shown in Figure 5.5, indicate that the angle is always
below 10∘ in the relevant range of O-O distance in the 2.4-2.9 Å range, which corre-
sponds to an usual hydrogen bond, thereby providing a better justification for the use of
R and q only as the useful coordinates.

A second justification for the relatively simple form of the off-diagonal EVB cou-
pling elements is to be found in the hopefully better transferability to chemically similar
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systems without having to go through further parametrization. We also note that no
additional properties such as dissociation energies or pKa, as previously considered by
several authors[14,25,64] were included here in the adjustment process.

The parameters of the EVB model were optimized to reproduce ab initio energy
surfaces initially obtained for the adipic acid (CH2)4(COOH)2, a molecule similar
to aspartate,[65] and found to be satisfactorily transferable to aspartate. The ab initio
calculations employed MP2 theory and the cc-pVTZ basis set, they were limited
to ranges in R and q relevant to PT between two nearby oxygen atoms, leading to
A = 420 kcal/mol, 𝛼 = 0.745 Å−1 and 𝛾 = 5.35 Å−2. The EVB parameters we obtained
by standard least-square fitting of the EVB-AMOEBA potential energy surface against
QM calculations, using a zero-temperature Monte Carlo procedure in the space of
parameters and periodically decreasing the maximum amplitude of the random moves.

A slight further adjustment was made in the case of aspartate based on reference
MP2/cc-pVTZ calculations performed by constrained geometry optimizations for each
R distance, followed by a scan to fix the position of the hydrogen, leading to 96 energy
points. The same geometries were kept to compute the AMOEBA energies with both V1
and V2 potentials for the two protonation sites, respectively. Based on these calculations
the parameter A was changed to A = 370 kcal/mol. Moreover, the cubic parameter C of
the Ubond term was adjusted to −2.60 Å−1 in order to achieve a better curvature of the
surface for larger R distances.

The performance of the EVB model for aspartate can be gauged from Figure 5.6 where
several potential energy profiles are shown following the R and rOH coordinates. The
level of agreement is overall very satisfactory, the EVB potential appearing capable of
reproducing the relative energies of the two minima and the energy barrier along the
proton transfer coordinate to within 4 kcal/mol at 2.7 Å.

This EVB model was implemented in Tinker 7[40] and the scheme in Figure 5.7 presents
the procedure. The main challenge was to have two force fields coexist at each step of the
dynamics while limiting the additional computational cost with respect to the original
implementation of AMOEBA. In order to avoid I/O bottlenecks, the data necessary to
compute V1 and V2 energies and the corresponding forces are stored in memory in the
initial step. A supplementary cost is due to the parameter attribution on each atom. At
each time step of the dynamics, V1, V2 and their gradients are computed, followed by the
calculation of the EVB coupling term and its gradient. Then, velocities and accelerations
are computed to generate the next step, and the dipole moment is recorded. For the
next step, the order of the two isomers forming the two states is reversed to limit the
initialization procedure to one state only. For a 50 ps simulation, the EVB-AMOEBA
simulation is approximately 1.6 times longer than the standard AMOEBA simulation.

5.3.2 Dynamics Under the EVB-AMOEBA Potential

MD simulations have been repeated with the form of the EVB potential and the asso-
ciated parameters described above. The time evolution of several properties is depicted
in Figure 5.8 along a typical trajectory at 300 K. In this trajectory, the proton is mainly
localized over either of the carboxylate sites, as shown by the corresponding EVB weight
gi being close to 1. The analysis of the trajectory highlights that this occurs about 95%
of the time. Occasionally, the proton can be trapped between the two sites, as occurs in
the portion between 6 and 8 ps (Figure 5.8a). Proton sharing is manifested by the two
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Figure 5.8 10-ps EVB-AMOEBA Simulation at 300 K, (a) Evolution of g1 (Green), g2 (Orange), (b) R and q
Distances (in Å). Short-time averaging over 50 fs windows has been used to improve visual quality. (See
color plate section for the color representation of this figure.)

(a) t = 0

R : 2.66; q : 0.35; g1 : 0.20; g2 : 0.98 R : 2.65; q : 0.05; g1 : 0.67; g2 : 0.74 R : 2.62; q : 0.20; g1 : 0.86; g2 : 0.50

(b) t = 3 fs (c) t = 9 fs

Figure 5.9 Proton Exchange During an EVB-AMOEBA MD Trajectory. The geometrical parameters R
and q, the EVB weights g1 and g2 and the time frames are indicated. (See color plate section for the color
representation of this figure.)

coefficients gi being both close to 1∕
√

2, and under such conditions the geometric vari-
ables R and q appear to experience much smoother variations, which indicates a much
more rigid conformation with the proton lying near the middle of the OO bond (small
q values). The mechanism of PT is also visualized in Figure 5.9 where three snapshots of
the molecule before, during and after PT are shown, as occurring after about 1.5 ps in
Figure 5.8.

Looking in more details into how the geometric parameters vary during such a reactive
trajectory, the distance R between the protonated sites fluctuates between 2.5 and 2.9
Å and the proton exchange appears to be fast as the gi coefficients oscillate between 0
and 1, unless the proton is locked in the shared position. The distributions of the R and q
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Figure 5.10 Distance Distributions For (a) R and (b) q, as Accumulated from 10 Simulations of 50 ps
Each at 300 K.

distances visited during 10 EVB trajectories of 50 ps each are represented in Figure 5.10a
and b, respectively. The O-O distance is spread out over and below the static equilibrium
value of 2.68 Å, such a spreading being of course caused by the finite temperature of the
simulation. More interestingly, the average R distance appears at a lower value closer
to 2.62 Å and also corresponding to the distance of the proton-shared configuration
in Figure 5.8b. The distribution of q distances appears bimodal, which is the expected
behavior in presence of proton sharing. Here the distribution extends on both sides of
the equilibrium which only corresponds to the proton being on the energetically lowest
carboxylate site.

5.3.3 Infrared Spectra with the EVB-AMOEBA Approach

Before discussing the spectroscopic manifestations of proton sharing as predicted by the
present EVB-AMOEBA model, we consider a simpler situation in which proton trans-
fer cannot operate, that is, where the molecule lies in its linear (extended) conformation
with the two carboxylate sites opposite to each other. In this case the coupling element
of the EVB matrix is extremely small and the two basis functions are effectively uncou-
pled, the proton being stuck at its initial site. The infrared spectrum obtained at 100 K for
the linear conformer of aspartate with the EVB model and the non reactive AMOEBA
model applied here with the same set of multipoles are barely distinguishable from each
other (data not shown). More importantly, and even considering the colder conditions
of these calculated spectra, they deviate qualitatively from the experimentally measured
spectrum. Incidentally this allows us to discard the linear conformer from further spec-
troscopic consideration.

The IR spectrum obtained for the bent conformer from the EVB-AMOEBA method
under the conditions discussed in the previous section is shown in Figure 5.11 together
with the experimental spectrum. We have also reported the spectra obtained from the
same EVB-AMOEBA approach but with the other two sets of multipole parameters
denoted as O and I, all at 300 K and using 10 independent trajectories of 50 ps each. The
main change in comparison with the non-reactive spectra is that CO modes become
closer, thus providing a clear signature of proton exchange with a broad band similar to
the experimental one. However, the spectral features clearly exhibit differences depend-
ing on the choice of the multipolar set, and the equilibrium distributions of R and q
distances obtained with the three parametrizations have been represented in Figure 5.12
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Figure 5.11 (a) Experimental (Top) and (b) Calculated IR Spectra at 300 K, as Obtained From the
EVB-AMOEBA Approach with the Three Multipole Parameter Sets O, I, and II.
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Figure 5.12 Equilibrium Distributions of (a) R and (b) q, as Obtained From the EVB-AMOEBA
Simulations at 300 K Using the Three Multipolar Sets O, I, and II. (See color plate section for the color
representation of this figure.)

to assist interpretation of these results. The spectrum obtained with the original set of
multipoles from AMOEBAbio-09 predicts a CO stretching band excessively shifted to
the blue. The distribution of q distances is largely unimodal, the shoulder on the larger
values indicating minor PT.

In contrast, the multipolar sets I and II obtained from taking rH = 0.325 Å and
rH = 0.31 Å, respectively, in the adjustment process predict a much more balanced
bimodal distribution in q, suggesting a much stronger importance of proton-exchange
configurations. Both spectra match very well the intensity maximum near 1575 cm−1

and give also a broad contribution around 1450 cm−1 which is undoubtedly present in
the measured spectrum although with lower relative intensity.

Having validated the present EVB-AMOEBA model for spectroscopic characteriza-
tion at room temperature, we have investigated the dynamics of the system under other
conditions. Temperature plays a key role in PT, and in the classical description of nuclear
motion it is expected to facilitate such transfer and possibly to promote proton sharing.
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Figure 5.13 EVB-AMOEBA Spectra as a Function of Temperature Between 50 and 400 K, with the
Experimental Spectrum Being Reported Again in the Upper Panel. The non-reactive AMOEBA
spectrum at low temperature is also superimposed in dot-dashed black lines.

In Figure 5.13 we have represented the IR spectra obtained from the EVB-AMOEBA
model with multipole set II at 50, 100, 300 and 400 K, all from 10 trajectories of 50 ps
each. As anticipated, the spectra at low temperature appear much more resolved, with
the peaks increasingly broadening and shifting as temperature increases.

At low temperature T < 100 K, the proton is shared between the two sites at
R = 2.6 Å and small values of q, which can be directly visualized on the distributions of
these distances in Figure 5.14a and b. To confirm that the proton is indeed shared by
the two carboxylate sites we have also calculated the distributions of the EVB weights
g1 and g2. These are shown in Figure 5.14c and d, and clearly exhibit highly probable
regions where g1 and g2 are both close to 1∕

√
2, indicating nearly equal delocalization

on both sites.
A transition to unequally shared proton on both sides of the barrier occurs already at

100 K, where the distribution of q becomes bimodal, the EVB weights localizing on more
extreme values close to 0 and 1. The spectroscopic signature of this transition is only



�

� �

�

5 Empirical Valence-Bond Models Based on Polarizable Force Fields for Infrared Spectroscopy 139

2.4

0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0

2.6 2.8 3.0 0.0 0.2 0.4 0.6 0.8

R (Å)

(a)

50 K
100 K
300 K

g1 g2

50 K
100 K
300 K

(b)

(c) (d)

q (Å)

Figure 5.14 Equilibrium Distributions of (a) R and (b) q Obtained at 50, 100 and 300 K, and
Distributions of the EVB Weights (c) g1 and (d) g2, as Obtained at 50, 100 and 300 K. (See color plate
section for the color representation of this figure.)

quite modest in Figure 5.13, the direct temperature effects being notably difficult to dis-
entangle from the pure contributions of proton hopping versus proton sharing. At this
temperature the EVB-AMOEBA spectrum significantly differs from the non-reactive
spectra obtained with AMOEBA only, and it could not be accounted for either by super-
imposing the non-reactive spectra obtained with the proton on each of the sites.

As temperature increases, the proton remains in a mixed state where it constantly
hops between the two carboxylate sites. The contributions to the C=O stretch modes
are shifted to the red until they reach the experimental position at 300 K, before
showing excessive shift and broadening above this temperature. These results show
that the dynamical transfer of the proton on both sides of the barrier is essential in
reproducing the experimental broadening of the IR spectrum in this range. Further-
more, and although such spectral features are intimately related to the motion of the
proton between the two carboxylate sites, they do not directly provide evidence for
the nature of this proton motion. Only through a detailed analysis of the trajectories,
we can interpret the proton behavior as evolving from an equally shared configuration
stabilized by resonance mechanism at low temperature to a constant hopping motion
between the carboxylate sites through an intermediate barrier at 100 K and above. Such
a qualitative change in the motion of the mobile proton originates from the thermal
motion of the molecular backbone: as temperature increases, the R distance enlarges
(Figure 5.14a), which results in a stronger barrier to proton delocalization (Figure 5.6)
and a change in the nature of proton motion.
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5.4 Concluding Remarks

In this chapter, we discussed our implementation of a two-state EVB model for the
computation of IR spectra, in particular for systems containing a signature of proton
motion in flexible molecules. In this model we used the AMOEBA polarizable force
field to describe the potential energy of the diabatic states and a simple form of the cou-
pling potential, following here previous works by Vuilleumier and Borgis for protonated
water.[62] As a representative example, the EVB-AMOEBA model was applied to aspar-
tate deprotonated amino acid, for which an experimental gas-phase IR spectrum was
newly recorded. The experimental spectrum provides a clear spectroscopic signature of
a dynamically shared proton between two carboxylate groups, which was not possible
to reproduce by standard QM and MD approaches. A careful parameterization from ab
initio calculations, used to obtained the multipoles for the AMOEBA potential and the
off-diagonal coupling term in the EVB model, was necessary to get a consistent dynam-
ical picture of the proton sharing and an accurate spectral signature that agrees with
experiments.

The work described in this chapter represents the first step in the extension of the
polarizable AMOEBA force field to address reactivity in relation with characteristic
spectroscopic features. Beyond this first successful assessment, further developments
are in progress in order to extend the methodology to a general two-state model in which
the protonation sites may differ, and subsequently to develop a multi-state EVB model.
While there is no fundamental restriction to the application of polarizable force fields as
a building block of a multistate EVB model, technicalities and the significant computa-
tional cost associated with the multipolar expansion will require efficient parallelization
algorithms in order to address time scales compatible with low-frequency motions and
slow rearrangements. The ultimate goal will be to extend the force field capabilities so
they include proton transfer reactions in peptides and in protein active sites in rela-
tion with experimental infrared signatures. Finally, the model will be used to study ionic
chemistry in large water droplets in the presence of acidic or basic impurities such as
sulfuric acid, and their infrared spectroscopy.
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6.1 Introduction

Understanding reactivity in biological systems and in particular in enzymes is one
of the most fundamental problems in biology. In recent years, molecular modeling
and computational methods have become increasingly relevant for the under-
standing of these biological processes at a molecular level. In particular, hybrid
quantum-mechanics/molecular-mechanics (QM/MM) approaches have played an
important role for understanding enzyme-catalyzed reactions, with QM methods
describing the electronic process, for example, the actual reaction, and the MM method
describing the rest of the system.[1–5]

The empirical valence bond (EVB) is one such method.[1,6–9] It involves a linear com-
bination of diabatic states that represent stable species along the reaction (e.g., reac-
tants, products). These diabatic states are described by MM potentials and represent the
diagonal matrix elements of the systems’ Hamiltonian. In order to obtain the adiabatic
ground state energy, which is the solution of the secular equations, the coupling between
these states is required. In the EVB approach, the coupling term is approximated by a
simple function, which is based on empirical parameters. This coupling term, in turn,
introduces the ability to describe the cleavage/formation of bonds, which is crucial for
description of chemical reactions. In other words, this coupling term is, in fact, what
turns the method into a QM/MM method, despite the use of pure classical states for the
description of the diabatic states.

Like any other QM/MM method, the EVB approach is particularly designed to study
chemical reactivity and can unravel the relevant reaction mechanism for any given reac-
tion. This chapter will focus on different abilities of the EVB, highlighting particularly
the various advantages of the approach.

One advantage involves the comparative aspect inherent to any EVB study. The
EVB approach relies on calibration of empirical parameters to describe the energetics
of a reference reaction, which can be the reaction in either vacuum, solution, or in
a wild-type (WT) enzyme. This parameterization, which is intrinsic to the reaction,
remains unchanged in different environments, allowing one to directly compare the
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effect of the enzyme on the reaction under study, as well as eliminating any systematic
computational errors between the reference and studied system, (e.g., WT and mutant
enzymes). This parameterization, therefore, guaranties reproducing the catalytic effect
of enzymes with high accuracy and even more so, obtaining reliable quantitative
predictions for the catalytic effects of enzymes with modified active sites.

Another advantage involves the method’s efficiency. Biological systems are large, con-
taining thousands of atoms and a reliable evaluation of the energetics often requires
extensive sampling of the configurational space involved. Despite the rapid increase in
the computational power, many methods still face a sampling problem, leaving many
important problems where sampling is crucial out of scope. In contrast to the compu-
tationally demanding QM methods, the efficiency of the EVB is comparable to that of
MM approaches. As a result, its sampling capabilities are higher by a few orders of mag-
nitude compared with other ab-initio–based QM/MM approaches. Therefore, the EVB
addresses problems with particularly high complexity and serves as a sampling tool for
other QM/MM methods.

A third advantage involves the definition of the reaction coordinate as the energy
gap between the VB states involved.[6] In order to calculate reaction barriers within a
biological system, usually one has to drive the system along a pre-chosen reaction coor-
dinate. Despite its importance, there is no clear definition of the reaction coordinate
and its selection is often arbitrary and depends on the user. Most reaction coordinates
are geometric and involve one or several coordinates of the reacting fragments. How-
ever, often these reaction coordinates ignore the presence of the environment and are
therefore deficient, particularly within a biological system. The definition of the reaction
coordinate within the EVB approach, as the energy gap between the two diabatic states,
(𝜒 = 𝜀1 − 𝜀2) is a simple definition which involves inclusion of all the systems degrees
of freedom. As such, this reaction coordinate is highly advantageous as it allows bet-
ter convergence and enables inclusion of non-equilibrium effects when evaluating the
reaction barrier.

Finally, a great advantage of the EVB approach is the fact that it is based on the VB
theory. VB theory, sometimes referred to as the more simplified and pictorial resonance
theory, proved to be very useful and important for understanding bonding and reactivity
in chemistry due to the simple and unique insights it provides.[10–12] One example for the
insights, which are unique to VB theory, is the demonstration that the barrier for any
reaction originates from the crossing between relevant VB states (the diabatic states)
along the reaction coordinate. Furthermore, the resonance structures/diabatic-states
composing the VB wavefunction – which are often equivalent to the well-known Lewis
structures – are chemically interpretable and serve as the thinking tools of chemists.
Thus, rather than describing the transition state (TS) by a delocalized wavefunction,
one can relate it to a linear combination of chemically well defined diabatic states with
known weights. Hence, the fact that EVB uses these VB structures as its building blocks
turns the EVB approach into a great tool to study reactivity and contributes to the under-
standing of chemistry.

All these advantages turn the EVB approach into a very powerful tool for studies
of chemical reactivity and this chapter will try to demonstrate it in a variety of com-
plex biological systems. Hence the first part of this chapter will demonstrate applica-
tion of the EVB for unraveling the reaction mechanism in two cases: the hydrolysis of
organo-phosphate compounds and in particular echothiophate in mutants of BChE[13,14]
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and the hydrolysis of GTP in G-proteins and in particular in Ras/RasGAP.[15,16] The sec-
ond part will focus on the advantage of the EVB as a comparative method. This will
be demonstrated by studies of GTP hydrolysis. In these studies, a guided reaction path
was used, leading to a deficient description of the mechanism. Nevertheless, the con-
clusions, which are based on a comparative study of the same reaction mechanism in
solution and in the protein, are still valid.[15,17] The advantage of the comparative nature
of the approach will also be highlighted in studies of the same reaction in relatively
similar environments, such as different conformations in the studies of the engineered
monomeric chorismate mutase,[18] or different mutants in the case of haloalkane dehalo-
genase (DhlA).[19] The third part will emphasize the efficiency of the EVB method and
its unique sampling abilities, for example in the calculation of the entropy contributions
within biological systems, such as citrate synthases,[20] trypsin[21] or in the correspond-
ing reactions in solution.[22] The use of these sampling abilities will also be illustrated
in cases where EVB provides configurations for ab-initio QM/MM calculations, as was
the case in the studies of copper-chaperones,[23,24] and ab-initio VB/MM calculations of
DhlA.[19] Finally, it will be shown by the usage of EVB as a reference potential.[25–30] The
fourth part will discuss the advantage of using the energy gap as the reaction coordinate.
This will be established by comparing studies of the identity SN2 reaction CH3Cl+Cl−
in solution, using two different reaction coordinates.[31] Finally, in the last part, it will
be demonstrated how EVB can be used as a great tool for providing better insight into
reactivity. This will be exemplified by the insights it gives on the role of various residues
in DhlA.[32]

It is noted that this chapter tried to give the flavor of the biological problems EVB
can solve with an emphasis on its advantages. However, it could not, of course, cover
the countless biological problems solved to date by the EVB. The reader is, therefore,
referred to various additional reviews that discuss these and many other complex bio-
logical problems studied by the EVB approach.[33–44]

6.2 EVB as a Tool to Unravel Reaction Mechanisms
in Biological Systems

Understanding enzyme catalysis requires detailed characterization of the mechanisms
involved. Often, several mechanisms can be proposed for a certain reaction and to
find the one that governs the kinetics, one has to reliably describe the relevant parts
of the system’s potential energy surface and quantitatively predict the activation free
energies. These quantitative predictions often require QM/MM calculations. Such
calculations of all possible alternative reaction mechanisms place high demands on
computer resources. The availability of an efficient QM/MM method such as the EVB
is clearly an advantage in such cases. Here, two examples where the EVB approach
served to reveal the reaction mechanism will be described.

6.2.1 Hydrolysis of Organophosphate Compounds in BChE

Acetylcholineserase (AChE) is a central enzyme in the nerve system. It hydrolyzes
acetylcholine, thus allowing the next nerve impulse to pass. Organophosphate esters
(OP) are highly toxic compounds due to their irreversible covalent inhibition of AChE.
Since OPs are in large use as pesticides and may serve as nerve agents in warfare, it is
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important to find a way to hydrolyze them in the body. Butyrylcholinesterase (BChE)
is a serine esterase which, similarly to AChE, is capable of hydrolyzing acetylcholine.
WT BChE is covalently inhibited by OPs; however, its G117H mutant was shown to
be able of hydrolyzing certain OPs and catalytically protect against their toxicity. The
rate of hydrolysis, though, is not sufficient for therapeutic use, and the role of the
G117H mutation, which is important for development of an improved mutant, was
not clear. The first step to achieve that goal involved establishing the structure of the
G117H-BChE mutant, which was not available at that time. Amitay et al. started from
the available WT-structure and replaced glycine at position 117 to histidine. They then
took advantage of both the fact that the mutation does not impair hydrolysis of ACh
and the efficiency of the EVB calculations, to validate the structure. This was done
by simulating acetylcholine acetylation within G117H-BChE, where the mechanism
is considered to be common knowledge, and reproducing the catalytic effect of that
step.[13]

Having a reliable structure Amitay et al. focused on the understanding of the hydrol-
ysis mechanism of OP compounds within this mutant. They studied the first step in the
dephosphorylation reaction of echothiophate – an OP compound that G117H-BChE is
capable of hydrolyzing. Various mechanisms were proposed for the hydrolysis of that
step, mainly differing in the role of the mutated histidine, His117. That is, while in some
mechanisms His117 non-covalently stabilizes various compounds along the reaction
coordinate, in others His117 is actually chemically involved. More specifically, one of
the proposed mechanisms suggested His117 to serve as a nucleophile, with formation
of a phosphoryl-histidine intermediate (Scheme 6.1-Ia). A second mechanism proposed
a nucleophilic attack of a water molecule activated by His117 that serves as a general
base in the first step of dephosphorylation (Scheme 6.1-Ib). Finally, a third mechanism
suggested that the general base role in the dephosphorylation step is played by a differ-
ent histidine (His 438) with diverse roles proposed, in that case, to His117 including,
for example, facilitating deprotonation of His438 by electron withdrawal together with
distortion of either the active site or the pentacoordinated TS, or perturbing the hydro-
gen bond between His438 and the OP (Scheme 6.1-Ic).[45] The first mechanism was
ruled out based on the structure of phosphorylated G117H BChE-mutant. This struc-
ture revealed a phosphorylated Ser198, thus ruling out the possibility that His117 acts
as a nucleophile, in which case phosphrylated His117 should have been observed. For
the remaining two mechanisms, different arguments were given against various roles of
His117, but none of them disproved the mechanisms. Therefore, the last two mecha-
nisms were examined. This was done by quantitatively calculating the catalytic effect of
G117H BChE on the first step of echotiophate dephosphnylation, with either His438 or
His117 serving as a general base and comparing the reaction profiles in the enzyme to
the one obtained in solution and is common to both mechanisms (Scheme 6.1-II).[14]

Various orientations of water attack are possible, resulting with pentacoordinated
intermediates with different groups in the apical positions. Furthermore, both a con-
certed and stepwise mechanisms were considered. Finally, different ionization schemes
including key residues in the vicinity of the reactive fragments were considered. All
these scenarios increase the number of profiles to calculate even further and therefore
the computational sources needed. In most QM/MM methods, calculation of each of
these profiles is independent. However, within the EVB approach parameterization
of the potential energy surface is done only once for each (sometimes hypothetical)
uncatalyzed reaction mechanism. The simulations of the catalyzed reaction in the
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Scheme 6.1 I. Different mechanisms proposed for echothiophate. In each mechanism only the first
step that involves His117 is shown. a. His117 serves as the nucleophile in the phosphorylation step. b.
His117 serves as a general base in the dephosphorylation step. c. His348 serves as the general base and
His117 is not chemically involved but rather stabilizes, for example, the intermediate. II. The reference
reaction in solution for the first step in the dephosphorylation with histidine acting as a general base.

mutated enzyme then follow using the same parameters, only each time the identity
of the histidine that serves as the general base, and the ionization scheme differs.
Parameterization is computationally demanding. Therefore, the fact that it should be
done only once per reaction mechanism, considerably reduces the computational effort
required for EVB calculations of the same reaction in different environments. The
concerted mechanism with His117 acting as a general base provided the best agreement
with the experimental data thus, suggesting that to be the mechanism of the first step
in the dephosphorylation of echothiophate and possibly other OP compounds.[14]

The efficiency of the EVB approach also allows one to simple examine the factors
that are important for the catalysis, thus, clarifying the details of the mechanism even
further. For example, for the preferred mechanism, the energy profiles were recalculated
with His438- positively charged, both with and without explicit protonation. From these
results it was possible to conclude that the positive charge on histidine is not sufficient
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for catalysis and that the hydrogen bond interaction is essential to stabilize the transition
state (TS).[14]

6.2.2 Hydrolysis of GTP in Ras/RasGAP

Ras is a molecular switch that through its GTPase activity controls a wide variety of
signaling processes, including cell differentiation, proliferation and apoptosis. Ras func-
tions by cycling between two states. In the Guanosine triphosphate (GTP)-bound state,
Ras is active and can interact with downstream effectors, initiating various signaling cas-
cades. In the Guanosine diphosphate (GDP)-bound state, Ras looses its ability to bind to
and activate effector proteins. The intrinsic GTPase reaction, which returns Ras-GTP to
its inactive GDP-bound form, is rather slow. However, it is accelerated by orders of mag-
nitude upon interaction with a helper protein called GTPase activating protein (GAP).
Several point mutations in Ras are associated with cancer and are found in 30% of human
tumors. Most common oncogenic mutations are located at three positions on Ras: 12,
13, and 61. The oncogenic Ras mutants are not able to convert GTP to GDP and hence
are locked in the “on” state, where they constantly activate cell cycle progression and
division. Therefore, understanding the mechanistic details of GTP hydrolysis, within
the protein and its complex with GAP, is highly relevant for the elucidation of the role
of Ras mutants in tumor formation.

Different mechanisms have been suggested in the literature (see Scheme 6.2 for a par-
tial list of proposed mechanisms).[16,46] They include both a dissociative mechanism,
with the phosphate dissociating prior to the nucleophilic water attack (Scheme 6.2a),
as well as an associative mechanism, with formation of the new Nu(O)-P

𝛾

bond simul-
taneous to the breaking of the phosphate-GDP bond (Scheme 6.2b-d).[46,47] In addition
to these mechanistic possibilities, the identity of the general base in the reaction has
also been a major source of debate; with some studies suggesting a conserved Gln61
residue as a general base, while others have pointed to a substrate assisted catalysis,
with GTP acting as the general base.[46,48,49] Furthermore, in the last case, the proton
transfer (PT) process can take place in different ways, either directly from attacking
nucleophilic water molecule to the 𝛾-phosphate oxygen (e.g., reference[15], Scheme 6.2b),
or through Gln61 or additional water molecules serving as proton shuttle (Scheme 6.2c
and 6.2d respectively).[16,50] Most of these possibilities can be described as either step-
wise or concerted and should be studied both in solution and within the enzyme. The
computational demand for studying such complex scenarios is further increased when
considering not only wild-type but also mutant forms of the enzyme either isolated or
in complex with GAP.

QM/MM studies have often focused on one particular mechanism, due to the compu-
tational cost of calculating the full surface. However, studying only the relevant guided
parts, may lead to wrong conclusions. Furthermore, these studies have been carried out
at different levels of theory, which makes their comparison problematic.

Warshel and coworkers[15,16,47,48,51,52] have used the EVB in order to efficiently and
quantitatively explore the full PES, including all the different possible mechanisms.
Their study ruled out the role of Gln61 as the general base in Ras, showing that the
energy of the relevant PT step in Ras is higher than the actual observed barrier for
the GTPase reaction in solution.[51] They then demonstrated, based on energy con-
siderations that GTP is the most likely general base, obtaining reasonable agreement
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Scheme 6.2 The first step of different suggested mechanisms for GTP hydrolysis. a) dissociative
mechanism. b) c) and d) present an associative mechanism with GTP as a general base while in c) and
d) PT takes place with Gln61 (in c) or additional water molecule (in d) serving as a proton shuttle.
(b)-(d) present only the concerted path, though stepwise options were also suggested. GMP stands for
guanosine monophosphate.

with the experimental data.[48] These results were further supported by a linear free
energy relationship (LFER) study of the reaction rate within Ras versus the pKa of
the 𝛾-phosphate in GTP.[49] The associative/dissociative character of the reaction
was tested in a subsequent study on Ras, RasGAP, and some of their mutants. Here,
using EVB, the effect of GAP was found to be similar on both the associative and
the dissociative mechanisms.[47] Hence, it was concluded that the PES in solution
dictates the mechanism in the enzymes. The experimental data in solution is limited
and does not provide sufficient information to dictate the exact shape of the PES.
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Therefore, Warshel and coworkers constructed QM(ai)/MM surfaces of the reaction
in solution.[52] They then used the shape of that surface to calibrate the full EVB PES
in RasGAP.[16] The reaction in solution identified a TS (referred to here as TS1) with a
significant barrier, which was common to various different mechanisms and involved
the approach of a water molecule to the phosphate group and shift of the substrate
negative charge towards the leaving group moiety. This TS1 was found as the first TS for
different mechanisms (e.g., Scheme 6.2c and 6.2d) and depending on the mechanism,
it was followed by one or several additional TSs that resulted from the PT step. The
different mechanisms were all studied within the RasGAP. One mechanism involved a
direct PT from the nucleophilic water to the GTP. Other mechanisms involved PT to
a second water molecule or to Gln61 that serve in that case as a proton shuttles and
transfer the proton to the GTP either in concerted or stepwise mechanisms.

The calculations demonstrated that the main effect of the enzyme is the electrostatic
stabilization of TS1, where most of the charge-shift towards the leaving group occurs.
In addition, it was shown that in RasGAP the reaction is likely to involve either water
or Gln61 assisted mechanisms, but no catalysis was observed in these PT steps.[16] Cal-
culations of the two water mechanism were repeated in various mutants of RasGAP to
examine the effect of mutations of Gln61 and hence, its corresponding role. The muta-
tions were shown to reduce the stabilization of TS1 and had almost no influence on the
PT step. It is noted in this regard, that there are other suggestions (e.g., reference [53]).
Yet, the focus of this chapter is to describe the abilities of the EVB rather then solving the
hydrolysis mechanism of GTP. The reader is referred to a recent review on that topic.[46]

6.3 EVB a Comparative Tool

An EVB calculation involves calibration of the parameters that define the reactive part
of the system. A reference reaction is first calculated and calibrated to reproduce experi-
mental/or best available estimated data. Then, using the same parameters the reaction is
calculated in the environment of interest (e.g., reference reaction in solution followed by
calculation within an enzyme). This process guarantees that one obtains reliable results
since the calculations account only for changes in the PES due to changes in the envi-
ronment, thus, minimizing the other sources of error. This approach is based on a com-
parative study, and therefore has several clear advantages in particular in cases of guided
reaction paths or studies of the same reaction in different environments.[38]

6.3.1 Guided Reaction Paths

Often, guided reaction paths are used when studying reaction mechanisms. The results
in such cases may be misleading as only part of the system has been explored rather
than the full potential energy surface. The advantage of a comparative EVB study in such
cases, as will be shown in the following example, is that it gives the best possible results
within the constraints of the calculations. That is, the calculations capture in such a case
only part of the reality, however, since it is a comparative study, the reality of the refer-
ence reaction, where calibration took place, is also partial. As a result, the conclusions
may not be wrong, despite the fact that they are based on partial information.

An example for that is the study of the role of Gln61 in Ras/RasGAP system, which is
described at length in the Section 6.2.2. An early study of that system considered only
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one water molecule and the GTP as reactive fragments (Scheme 6.2b). Clearly, in such
a case, where neither a second molecule nor Gln61 were considered as reactive, the
mechanism where Gln61 serves as a proton shuttle (Scheme 6.2c), or the two-water
mechanism where a second water molecule assists the PT (Scheme 6.2d) could not
be captured. These studies reproduced the overall trend of the experimental catalytic
effects of Ras and the RasGAP complex relative to the uncatalyzed reaction, while using
an associative mechanism with GTP as a general base.[15] Furthermore, the effects of sev-
eral real mutations including Q61L, Q61A and Q61NGln (where NGln is the isosteric
nitro analogue of Gln) as well as the mutation of Gln61 to its nonpolar analogue were
studied and demonstrated good agreement with the experimental data. The mutation of
Gln61 to its nonpolar analogue showed a very small anticatalytic effect, indicating that
Gln61 does not directly act by electrostatic stabilization of the substrate. Instead, it has
an allosteric effect, keeping a preorganized catalytic configuration of the active site of
the RasGAP complex.

Subsequent studies on this system[16,52] demonstrated that the hydrolysis mechanism
requires the assistance of either a second water molecule or Gln61 to serve as a pro-
ton shuttle. This implied, that the calibration of the reference reaction in solution using
one water molecule, directly transferring the proton to the substrate, was somewhat
deficient, leading to an underestimation in the activation barriers in both the reference
reaction and in the protein. See Scheme 6.3 for the description of the profile with one and
two water molecules. Still, these studies also demonstrated that the effect of the protein
is to stabilize the first TS, which involves the approach of the nucleophilic water to the
substrate and a shift of the negative charge towards the leaving group (TS1 in section
6.2.2). The following PT step, on the other hand, was not catalyzed by the protein.[16]

Therefore, it became clear that the conclusions derived based on the one water molecule
mechanism are still valid. That is, the deficiency was in the description of the PT in the
reference reaction, which was described as one step rather than two steps. The catalytic
effect of the protein was shown not to involve the PT but rather the preceding step
where the second water molecule does not play a role. This first step was considered in
the deficient description as part of the PT step, and therefore the effect of the mistake
diminished and the remaining of the conclusions continued to be applicable. This was
also proven in that later study.[16] Hence, the conclusions regarding the role of Gln61,
which was earlier demonstrated to be allosteric, were shown to still hold even in the case
of a mechanism that involves the assistance of a second water molecule.

Scheme 6.3 further clarifies that point. In the earlier calculation,[15] a second water
molecule was missing in the description of the reference reaction in solution. Hence, as
seen in Scheme 6.3, the resulting wrong calibration for the reference reaction (presented
by bold dashed lines in Scheme 6.3), led to wrong conclusions regarding the profile shape
and the barrier height of the direct PT mechanism in the protein, which was estimated to
be lower than its actual value (presented by plain dashed lines in Scheme 6.3). The study
however, is comparative and the catalytic effect does not involve the PT step, but a prior
step which in the deficient description is considered as part of the PT step. Therefore,
all other considerations continue to be valid as the picture obtained by the deficient
description, is very similar to the true picture.[16]

Comparable insights were obtained for the hydrolysis reaction of GTP within the acti-
vated (ribosome-bound) form of elongation factor-Tu (EF-Tu) and the role of His84.
Similar to the RasGAP system, initial calculations, in this case, also involved direct PT
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Scheme 6.3 EVB free energy profiles of the first steps in the hydrolysis of GTP in solution and in the
active site of RasGAP. Only the steps that lead to a PT to the substrate (GTP) are shown. The profiles of
the uncatalyzed reaction and within the RasGAP complex are in blue and green, respectively. Plain
lines display the profiles of the mechanism that involves a second water molecule, serving as a proton
shuttle. Dashed lines, on the other hand, exhibit the profiles of the mechanism that involved direct PT
from the nucleophilic water molecule. Here, bold and plain dashed lines correspond to the deficient
(based on the earlier study) and true calibration, respectively. Activation barriers and reaction free
energies are given with respect to the energy of their corresponding reactants regardless of the
mechanism used. (See color plate section for the color representation of this figure.)

from the nucleophilic water molecule and His84 was concluded to have an allosteric
role.[17] Later it was shown that a more correct description involves assistance of a sec-
ond water molecule.[16] Yet, the conclusions regarding the role of His84 in the catalysis
were proven to still be valid despite the different mechanism.[16]

It is noted in this regards, that these results are relevant also for other GTPases and
ATPases, where a direct PT mechanism was assumed and calibrated to reproduce exper-
imental data. Yet, it is likely to believe, that the conclusions reached in these studies
(e.g., regarding the role of the helical domain in Gsα,[54] or the ATP hydrolysis within
ATPase[55]) are still valid.
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6.3.2 Studies of the Same Reaction in Different Environments

The advantage of a comparative study increases with the similarity of the relevant PESs.
Therefore, the advantage becomes even more pronounced when the effect of a confor-
mational change within the protein or the effect of various mutations on the reaction
is of interest. Here, any inaccuracy in the description of the parent PES (e.g., the PES
of either the parent conformation or the WT-enzyme) is likely to appear in its entirety
also in the description of the subsequent systems (i.e., other studied conformations or
respective mutants) unless it concerns the particular change (the particular conforma-
tion or residue which has been mutated). Therefore looking at the relative values, the
effect of that inaccuracy is not apparent. Here, two of such examples will be discussed,
one that involves studies of conformational changes and a second one that focuses on
mutational effects.

6.3.2.1 The Effect of Conformational Changes
Most studies of enzyme catalysis suggest that a prerequisite for proper catalysis is an
exquisitely preorganized active-site structure, which often translates into a particular
fold along with specific residue orientations. Yet, several recent studies identified
catalysis within partially folded enzymes.[56,57] For example, the catalytic efficiency of
a recently engineered monomeric chorismate mutase was shown to be similar to that
of the naturally occurring dimer even though it has properties of an intrinsically disor-
dered molten globule, (i.e., an ensemble of poorly packed and rapidly interconverting
conformers).[56] Furthermore, when it binds a TS analogue it becomes more ordered
but retains a unique flexibility. This example, triggered an in-depth investigation of
the relationship between protein folding and catalysis in this case.[18] Warshel and
coworkers combined a coarse-grained model and the EVB approach to study the
catalytic behavior of this system in different folding states.[18] The folding landscape
of both the monomer and the dimer were explored as a function of radius of gyration
(Rg) and contact order (CO) and provided the probability to be at each conformation
along the surface. Conformations from three different regions of this surface were, then
considered. Region I involved native conformations (NMR and X-Ray for the monomer
and dimer, respectively). Region II involved near-native conformations, taken from
the minimum free energy surface of the simplified model while using small constraint
on the distance between the catalytic residues and the ligand to be near the native
distance. Region III involved conformations far from the minimum of the simplified
model, with the same small restraint on the distance between the catalytic residues
and the ligand (see Figure S1 in SI of reference[18]). Explicit models were generated for
conformations taken from the simplified model (regions II and III). All models were
then relaxed and served as starting conformations for the calculations of the catalytic
power in the monomer and in the dimer.[18]

Overall the calculated results reproduced the observed experimental trends. A shal-
low folding landscape was obtained. Catalytic conformations were found both in regions
I and II. Furthermore, the probability of finding low barriers in region II was high in the
monomer but rather low in the dimer. It was shown that the shallow landscape enables
the monomer fast interconversion between different preorganized catalytic conforma-
tions, without paying significant preorganization free energy.[18]

Using the EVB approach is probably the only way to conduct such a study
cost-effectively and reliably to date. Its efficiency enables extensive calculations of



�

� �

�

156 Theory and Applications of the Empirical Valence Bond Approach

reaction profiles on many different conformations, which is required to properly
describe the entire folding landscape. Furthermore, the calibration process within the
EVB, that essentially reproduces the observed barrier in one system, guarantees relia-
bility of the results due to the comparative character of the approach. The differences
between calculated reaction barriers in different conformations necessarily represent
only the effect of the conformational change. Using alternative QM/MM approaches in
such a study (let alone the fact that it would be computationally unfeasible with most
approaches) could result in differences that originate in an artifact of changes in the
energetics of the intrinsic reaction.

6.3.2.2 Mutational Studies
Mutational studies by the EVB approach, often nicely reproduce the effect of the
mutation due to the comparative character of the method (e.g., references[58–61]).
An example, that emphasizes the advantage of a comparative approach in studies of
mutational effects, is a recent study of the first SN2 step within DhlA to explore various
aspects of the linear response approximation (LRA) approach.[19] In the enzyme, the
carboxylic group of Asp124 attacks the substrate, a haloalkane, leading to a substitution
reaction which is the first step in the conversion of haloalkanes into alcohols. Thus, in
this study, different dielectric constants 𝜀, were used in different parts of the protein
as scaling for the electrostatic interactions. Here, 𝜀in and 𝜀out served as scaling factors
for ionizable residues within the interior of the protein (inner) and those located on
the protein surface (outer), respectively. The effect of different scaling schemes on the
solvation energy of the reacting fragments (including the haloalkane and the functional
group of Asp124) and on the overall barrier was examined. Scheme 6.4a demonstrates
the solvation energies of the reactive fragments in RS, ΔGRS
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various mutants. In addition, the relative catalytic ability of these mutants, ΔΔg‡wt→mut
is demonstrated (Scheme 6.4b). In both cases the results are shown using the different
scaling factors, (𝜀in, 𝜀out) used.

From the scheme it is clear that even though different scaling schemes resulted in dif-
ferent absolute values (in a range of over 100 kcal/mol), they all provided proper trends
when different mutants were compared with the WT-enzyme results. In other words,
proper trends are obtained regardless of the scaling scheme due to the comparative char-
acter of the approach.[19]

6.4 EVB – A Sampling Tool

The calibration process within the EVB approach requires special attention and may be
time consuming. However, since the parameters are intrinsic to the reaction, once cali-
bration is obtained it is very simple to calculate the same reaction in different conditions
(e.g., different temperatures, different initial conformations) and different environments
(e.g., solution, WT-protein and its mutants). These calculations are equivalent to MM
as each one of the VB states is described by an analytical force field (FF). These calcula-
tions are, therefore, also highly efficient. Here, several examples where the calculations
take advantage of this feature of the EVB approach will be demonstrated.

6.4.1 EVB – An Efficient Way to Run an Enormous Number of Calculations

The calculation of the energy profile of a reaction within a biological system requires
very large sampling due to the large number of degrees of freedom involved. Using var-
ious techniques (some of which will be discussed in the next section) along with the
fast development of computers, some QM/MM approaches are now able of calculating
free energies of activation. However, calculations of some properties, such as activation
entropy, still require particularly large sampling, which makes the use of most standard
QM/MM approaches impossible. In such cases the EVB approach provides an excellent
and efficient solution.

Two examples of the use of EVB in such context are the recent studies by Åqvist and
coworkers on the cold adaptation of citrate synthases[20] or trypsin enzymes.[21] The goal
of these studies was to understand how these enzymes survive in cold temperatures and
still stay stable and active. Cold-active enzymes are known to exhibit reduced activa-
tion enthalpy and entropy compared to their mesophilic and thermophilic homologues,
which makes their reaction rates less sensitive (approaching linear dependence) to tem-
perature. However, the origin of this effect was not clear. In order to answer this question
the authors computationally obtained Arrhenius plots trying to reproduce the exper-
imental rate-temperature dependence and decomposed the overall activation energy
into enthalpic and entropic components. The accuracy in such calculations is highly
important.

In the study of trypsin, for example,[21] Arrhenius plots were obtain by calculating
the activation free energy profiles at eight different temperatures. In order to obtain
converged results at least 100 independent FEP calculations, each of 500 ps length,
were used, resulting in over 400 ns in total for each point in the Arrhenius plot. This
was done for salmon and bovine trypsin, representing cold- and warm-active trypsins
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respectively, and for the WT and several mutant forms. The experimental reaction
rates as well as the thermodynamic activation parameters were reproduced by the
calculations at impressively high accuracy. It was shown that the reduction in the
activation enthalpy originates from interactions within the outer part of the protein.
That is, the origin for the exceptionally low enthalpy along with the low and negative
entropy is not associated with the active site, but rather with the protein surface, which
retains certain softness. Hence, while the enzyme has a relatively rigid core, its outer
region is relatively soft and flexible thus, creating a softer potential energy surface.
This conclusion was further supported by computational predictions on the effects of
various mutations in the protein surface which were verified.[21] Clearly this amount of
computations and the resulting conclusion could not have been carried out with any
other QM/MM approach but the EVB.

A second example involved the hydrolytic deamination of cytidine and 5,6-
dihydrocytidine in aqueous solution.[22] Here, various different mechanisms were
explored for the formation of the tetrahedral intermediate, 1 in Scheme 6.5, which is
rate limiting in this deamination. These include a stepwise mechanism, with proto-
nation of the N3 nitrogen followed by hydroxide ion attack on the C4 carbon (steps
a and b in Scheme 6.5), or a concerted mechanism where the two former steps occur
simultaneously, and formation of 1 due to the water attack is obtained in one step
(step c in Scheme 6.5). In the latter case, the involvement of additional water molecules
that participate in the reaction was also suggested, and various possibilities including
participation of either two or three water molecules were suggested.

Calculations in various approaches including both QM with varying solvent models
as well as EVB, showed that both the concerted and the stepwise mechanisms have very
similar activation energies. Therefore, to examine what is the mechanism that actually
dictates the reaction rate in this case, further calculations were performed to obtain the
exact enthalpy–entropy partitioning of the activation energy. This again, required cal-
culation of Arrhenius plots for each one of the mechanisms separately, which in turn
involved tremendous amount of calculations due to the accuracy requirement. Thus, in
the current system that yielded about 76 ns of simulation time for each reaction step at
each one of the seven different temperatures used and for each substrate (cytidine and
5,6-dihydrocytidine). Finally, the results for the concerted mechanism with three water

N

NO

NH2

R

+HN

NO

NH2

R

HN

NO

NH2

R

HO
OH–H2O

1

c

a b

Scheme 6.5 Formation of the tetrahedral intermediate, 1, in the hydrolytic deamination of cytidine. a
and b represent the stepwise mechanism whereas c stands for the concerted mechanism.



�

� �

�

6 Empirical Valence Bond Simulations of Biological Systems 159

molecules showed excellent agreement with the experimental thermodynamic activa-
tion parameters, suggesting that this mechanism is the main player.[22]

It is noted here, that since activation free energies were available from both experi-
ments and DFT calculations, two sets of calibration schemes of the EVB potentials were
used, exactly reproducing the experimental and calculated data. The overall energetics
as well as the thermodynamic properties, following these two schemes, were very simi-
lar, suggesting that the energetic is insensitive to the calibration scheme. This is actually
a direct result of the comparative character of the EVB and highlights this advantage of
the EVB.

This approach, calculating thermodynamic parameters and comparing to experiment,
is suggested as a means to make mechanistic predictions.[22] Yet, one has to remember
that extensive conformational sampling is a prerequisite and is currently feasible for
biological systems only with the EVB approach. This is nicely illustrated in a recent work
of GTP hydrolysis in EF-Tu, where entropy contributions were shown to enable the high
rates of GTP hydrolysis on the ribosome.[62]

6.4.2 EVB – An Efficient Way to Sample Conformations for Other QM/MM
Approaches

Evaluation of free energy surfaces with reliable QM(ai)/MM approaches (where ai stands
for ab-initio) encounter very serious sampling problems as they require major com-
putational resources. An elegant solution to this, is the use of the EVB approach as
a reference potential which allows collection of representative ensemble of conforma-
tions which are then calculated with higher-level QM(ai)/MM approaches. This allows
to efficiently sample the conformational space at a much lower computational cost, while
giving a relatively simple solution for cases where usage of QM(ai)/MM is of interest.
This approach, originally developed by Warshel and coworkers,[25–28] has several varia-
tions as discussed in the three examples below.

6.4.2.1 Copper-Chaperones
Copper ions, which are essential elements in living systems, are highly toxic if they
are not tightly regulated, and excess of copper is associated with a variety of neurode-
generative diseases. Controlled cellular copper transport is achieved through copper
binding proteins named copper-chaperones. These proteins tightly bind Cu(I) and
forbid undesired chemistry, yet they can efficiently release Cu(I) ions at the designated
locations. Understanding the Cu(I)-binding modes to copper-chaperones is therefore
of high importance. It was found that Cu(I) binding within Atox1 (the human protein) is
achieved through two conserved cysteine residues in a low (2-3) coordination number
due to possible binding of a third (external) ligand. The experimental observation
of coordination of two in the Atox1 vs. coordination of three in yeast and bacteria
homologues was puzzling, and required validation and better understanding. Ans-
bacher et al. established a computational method to predict the coordination number
of copper in the copper-chaperones. They utilized the density functional theory, using
PBE0 functional with the Pulay modified 6-31+G* basis set for Cu(I) and the 6-31+G*
basis set for the remaining elements. This level of theory was shown to be a good
compromise between accuracy and efficiency, predicting reliably coordination number
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Scheme 6.6 The two step (simultaneous) thermodynamic cycle used to calculate the free energy
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proteins present the different protein conformation ensemble, which is adjusted to the charge
distribution. (See color plate section for the color representation of this figure.)

of small Cu(I) complexes.[63] It was used therefore, for subsequent QM(ai)/MM study
of Cu(I) coordination within Atox1. The possibility of binding of a third external
ligand, was explored and the goal was to energetically discriminate between di- and
tricoordinated Cu(I) within the protein.[23]

Coordination within a protein complex can differ from the pattern found in small
Cu(I) complexes, and therefore free energy differences (and not only potential energy
differences) have to be evaluated. This was done by using the thermodynamic cycle
shown in Scheme 6.6.[23] It was based on assessing the solvation free energy of Cu(I)
and the third thiolato ligand in both the di- and tricoordinated states, either simulta-
neously or in steps (i.e., evaluation of the ligands’ solvation followed by the solvation
of Cu(I)). Here, solvation of a compound refers to its interaction with the remaining
system, while accounting for the reorganization required, and was calculated as the
free energy for setting its partial charges to zero. These free energies are calculated by
the LRA approach,[64] where considerable sampling is required. For example, ΔGa→b in
Scheme 6.6 is given by the following equation:

ΔGa→b = 1
2
⌊⟨Ub − Ua⟩a + ⟨Ub − Ua⟩b⌋ (6.1)

where ⟨⟩i designates an average over an ensemble of conformations of a dicoordinated
complex (i.e., when the thiolato ligand is not bound to Cu(I)) collected from trajectories
which are propagated on the potential energy surface Ui, where Cu(I) and the thiolato
ligand are polar, (Ua) and when their respective partial charges are set to zero, Ub. Fur-
thermore, for the results to be reliable, the ensemble has to be large enough, and properly
sample the PES of the relevant states. Such sampling using the QM(ai)/MM approach
would be computationally costly and the EVB served in this case to sample conforma-
tions. Thus, for each state (a, b, c or d in Scheme 6.6) the coordinates of the initially
QM(ai)/MM optimized reactive part were kept fixed and its corresponding electronic
structure (charge distribution) was set to reproduce the QM(ai) partial charges. The
rest of the system was subjected to relaxation using MD simulations where different
protein conformations were collected. Finally, single point calculations were performed
at the QM(ai)/MM level using protein conformations that were obtained by the EVB
approach.[23]
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The results obtained by the two step (simultaneous) cycle were found to agree with
the results obtained by the multiple step cycle (where uncharging of Cu(I) and the lig-
and was done in steps), suggesting the methodology is reliable.[23] Calculations showed
that there are two different conformations referred to as “in” and “out” differing by
their coordination preference. Thus, the “out” conformations exhibit higher preference
for di-coordinated Cu(I) within Atox1 than the “in” conformations.[24] Following these
results a unique explanation for the coordination and metal transfer enigma of copper
in Atox1 was suggested. It is noted that if MD simulations were to use QM(ai)/MM cal-
culations, without the assistance of the EVB in sampling conformations, these results
would have required significantly more computer resources.

6.4.2.2 Hybrid Ab Initio VB/MM Approach
The hybrid ab-initio VB/MM is a unique approach which similar to other QM(ai)/MM
approaches combines ab-initio VB with MM.[32,65–69] Similar to the EVB approach, the
wavefunction of the VB/MM is a linear combination of different VB structures and it,
therefore, contains unique chemical information (see also section 6.6). This approach,
however, is highly demanding and in the current state of computer power it faces signifi-
cant efficiency disadvantage compared with EVB. Furthermore, MD calculations at most
of the VB/MM levels are not possible currently, due to the difficulty to obtain the cor-
responding derivatives (currently derivatives may be obtained for only limited ab-initio
VB based methods, for example, reference [70]).

Transformation of the VB/MM wavefunction into an EVB wavefunction is, on the
other hand, straightforward and the corresponding PESs are expected to be very similar.
Therefore, in that case, using the EVB as a sampling tool is naturally expected. Thus,
the VB/MM approach is based on single point VB/MM calculations on conformations
which are collected on EVB surfaces, while the EVB wavefunction is dictated by the
VB/MM approach. These simbiotic relations are beneficial for the two methods which
are in fact complementary. EVB provides efficiency, while the VB/MM enables sim-
ple inclusion of as many VB structures as one wishes to the calculation, with minimal
effort, resulting with more accurate chemical information on the system.[32,65,68,71] Vari-
ous systems were studied successfully using this approach, and as will be demonstrated
in section 6.6, it has an added value due to the special chemical insight that it provides.

6.4.2.3 EVB – An Efficient Reference Potential
A different solution to the serious sampling problem of standard QM(ai)/MM methods
is the use of the EVB potential as a reference potential, an approach recently referred to
as paradynamics (PD).[25–30] A detailed description of PD can be found in Chapter 3 of
this book. Here, the EVB does not only provide coordinates of the protein conformations
which are later evaluated by the QM(ai)/MM approach, but rather performs the free
energy calculation as well. The idea is that the PESs of the EVB and the QM(ai)/MM
levels are reasonably similar. Hence, the EVB Hamiltonian is used to estimate the relative
free energy and then correct it with the difference in free energy between the QM/MM
and the EVB surfaces.[25–28]

The method uses a thermodynamic cycle, as shown in Scheme 6.7. The free energy
change, between the two states, RS and PS (representing, e.g., reactants and products,
respectively as in Scheme 6.7) is first estimated using the EVB potential, givingΔGRS→PS

EVB .
This estimate is then corrected to the QM(ai)/MM value by calculating the free energy
of moving from the reference (EVB) to the corresponding QM(ai)/MM potentials at
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RS→PS
ΔGQM(ai) / MM

PSRS→ΔGEVB

PS
ΔGEVB→QM(ai) / MM

RS
ΔGEVB→QM(ai) / MM

RS
QM(ai) / MM

PS
QM(ai) / MM

RS
EVB

PS
EVB

Scheme 6.7 The thermodynamic cycle used to calculate the QM(ai)/MM free energy difference
between the reactants, RS, and the products PS states, ΔGRS→PS

QM(ai)∕MM.

the two respective states, RS and PS, leading to ΔGRS
EVB→QM(ai)∕MM and ΔGPS

EVB→QM(ai)∕MM,
respectively. In principle, proper evaluation of these corrections would lead to the exact
QM(ai)/MM free energy difference, ΔGRS→PS

QM(ai)∕MM. However, these corrections are usu-
ally approximated, for the sake of efficiency, resulting therefore with only an approxi-
mated value of ΔGRS→PS

QM(ai)∕MM. That is, originally, these differences were evaluated by a
single-step free energy perturbation, where configurations were collected only from tra-
jectories on the reference (EVB) surface.[25–27] These works, however, encountered diffi-
culties in getting converging results whenever the differences between the QM(ai)/MM
surface and the reference potential are too large.

An improved version, involves a. refining the EVB surface by considering several
gas-phase model systems and fitting the EVB surfaces to the QM(ai)/MM surfaces,
and b. calculating the corrections, ΔGX

EVB→QM(ai)∕MM (X=RS, PS), using the LRA
approach.[28] This version was shown to provide reasonable estimates of the QM/MM
free energy, ΔGRS→PS

QM(ai)∕MM, even when the QM(ai)/MM and the simplified EVB poten-
tials are quite different.[28] Additional improvement, extended the use of the method
which was designed for calculations of reaction free energies and enabled in addition,
obtaining converging QM(ai)/MM activation free energies while considering the effect
of the substrate motion. This involved applying a constraint which fixes the TS at a
given value of the reaction coordinate allowing therefore to use the LRA at the TS.[29]

An improvement that related only to calculations of solvation free energies involves
representing the solute environment by an average solvent potential, which is then
added to the solute Hamiltonian. This approach was shown to reduce the computational
cost by up to 3 orders of magnitude for QM(ai)/MM-FEP calculations of solvation free
energies when the solute structure is kept fixed during the simulation.[72,73]

The idea is to have a reference potential that is as close as possible to the QM(ai)/MM
surface, since this is the main factor in accelerating the convergence of the LRA
approach, and hence the overall calculation. Therefore, the recent progress of the PD
approach involved an automated iterative refinement procedure for fitting the EVB
potential to the QM(ai)/MM potential, thus reducing the difference between the two
potentials.[30]

It is inevitable to comment about the metadynamics,[74] in this respect, as both
approaches (metadynamics and paradynamics) utilize simplified reference potentials to



�

� �

�

6 Empirical Valence Bond Simulations of Biological Systems 163

enhance sampling of QM(ai)/MM surfaces. Yet, while metadynamics creates a flattened
potential that enables faster sampling, the advantage of paradynamics is that the
potential is similar to the potential of interest and includes great amount of chemical
information. Furthermore, it was shown that paradynamics is far more cost-effective as
it requires considerably less quantum calculations.[30]

On a final note, it is stressed here that despite the efficiency gained by using the EVB
as a reference potential or using the PD potential, these treatments still involve extensive
calculations. Hence, if EVB alone can be used, it seems it would be the preferred option.

6.5 EVB Provides Simple Yet Superior Definition of Reaction
Coordinate

The quality of the sampling process is at least as (if not more) important as its quantity.
In other words, if the sampling process does not focus on relevant regions of the PES, it
leads to serious convergence problems and may even provide improper results regard-
less of the ensemble size. Here, the choice of the reaction coordinate (RC) is of crucial
importance. If a certain degree of freedom is missing in the description of the RC despite
its involvement in the reaction, it would lead to hysteresis due to uncontrolled sampling
of that degree of freedom. This problem, which is relevant for any system, increases with
the system’s size.[6]

In biological systems the RC should include degrees of freedom not only of the react-
ing fragments but also of the environment (i.e., protein and/or solvent) since confor-
mational changes or changes in solvent penetration to the active site, may considerably
affect the TS (e.g., reference[75]). Thus, a RC that may be fine for the reaction in the
gas-phase, may not be suitable when describing the same reaction in solution or in an
enzyme.

This is a difficult problem, as one has to define a multi-dimensional system using one
or two coordinates. In most methods, to date, the choice of the RC, albeit resulting by
usage of collective variables, is still arbitrary and does not include all the degrees of
freedom of the system (i.e., the reactive part and its surroundings (e.g., references[76–80]).
Using such RCs requires very long relaxations for the environment to accommodate
changes in the reactive part, and, in addition, they fail to account for the effect of
non-equilibrium solvation on the reaction barrier.[81–84]

The advantage of the EVB approach over other approaches when considering sampling
is not only a quantitative advantage, due to its efficiency, but also a qualitative advantage,
due to the unique definition of its RC. Here the RC, referred to as 𝜀gap, is expressed as
the difference between the energy of the diabatic resonance states describing the system.
That is

𝜀gap = 𝜀11 − 𝜀22 (6.2)

where 𝜀11 and 𝜀22 are the energies of the diabatic resonance states representing the reac-
tion. These are electronic structures that do not depend on the geometrical coordinates.
Thus, one does not have to decide which coordinates to include and which to keep aside.
In addition, the energy of these resonance structures accounts for the interactions of the
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whole system, thus, capturing all aspects of the reaction including both chemical and
environmental changes as well as their respective coupling.[6]

A recent study by Fuxreiter and coworkers demonstrated that 𝜀gap is by far the best
RC known to date and suggested to use it as a universal RC for modelling chemical
reactions.[31] In their study they showed that 𝜀gap can be used for simulations with any
quantum Hamiltonian. More importantly, they compared the results obtained by using
a standard geometrical RC and 𝜀gap. The reaction they studied was the identity nucle-
ophilic substitution reaction of methyl chlorine with a chloride ion, which is symmetric
and thermoneutral. In the gas-phase, accurate profiles, symmetry and barriers were
obtained when using the canonical RCs. However, in solution, 𝜀gap results in a better
profile that (contrary to the geometrical RC) still keeps the symmetry and leads to an
activation barrier which is closer to the experimental data.[31] Furthermore, the results
suggest that the TS region is not uniformly sampled when the geometrical RC is used,
and that 𝜀gap out performs the geometrical RC in TS localization as well. Examination
whether better TS localization with 𝜀gap is due to higher computational cost, revealed a
serious hysteresis with the geometrical RC in that case, while calculations with 𝜀gap were
shown to increase the efficiency of the calculations. In summary, it was concluded that
𝜀gap which is an outcome of the EVB approach, provides better sampling at a lower cost
and can be applied to any computational level of calculation.[31]

6.6 EVB – A Tool with Great Insight

The advantages of the EVB over other MO based QM/MM approaches, in particular
the efficiency of EVB, may gradually fade away with increasing computer power. Yet, a
special value of VB based QM/MM approaches including the EVB is the unique chemi-
cal insight they provide. This advantage has only recently been explicitly demonstrated
within the combined VB/MM – EVB study,[32] and its use is expected to increase and
improve with time. The valence bond structures contain chemical information, which
simplifies our understanding of the system’s wavefunction. This information, which is
easily accessible for any chemist, provides the method great capabilities that are not
possible with MO based methods. Here, one such example, that demonstrates how the
method facilitates understanding of the role of particular residues in catalysis, will be
discussed.

Catalysis and enzyme design are among the most fascinating and challenging
aspects of chemical and biological research. Here understanding the contribution of
specific residues to catalysis is an essential step in the fine-tuning process of enzyme
design.[58,85–91] Applying the linear response approximation (LRA) using electrostatic
interactions was shown to be useful to estimate these contributions in systems where
this approximation is valid and catalysis is governed by electrostatics. In a recent study
of DhlA, this ability of the LRA was further developed by combining it with EVB
sampling of a VB/MM wavefunction. As a result, the effect of various known mutations
on catalysis was successfully explained.[32]

This study focused on the first SN2 step in the conversion of haloalkanes into alcohols
and used methyl chloride as a model system with substituting the chloride by Asp124
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Enz-RCOO 
–
  CH3        Cl

Enz-RCOO

1

Enz-RCOO        CH3        Cl3

Enz-RCOO 
–
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–

–

–

+

CH3        Cl

Scheme 6.8 The different valence bond structures that govern the SN2 reaction within DhlA. Enz
stands for the enzyme, RCOO corresponds to residue Asp124.

from the enzyme. The contributions of particular residues to catalysis in both WT and
its various known mutants were compared identifying residues for which biggest dif-
ferences are observed. Due to the additive character of the LRA, these residues dictate
the overall change in catalysis within the mutants. In most cases the leading residue was
actually the one mutated, as would be expected from mutations that have little effect
on the overall structure of the enzyme. To fully understand the effect of the mutation,
the contributions of these residues to reactants, transition state as well as to the overall
catalysis were decomposed into their different VB components. The VB wavefunction
which is governed by four VB structures (Scheme 6.8), was obtained from VB/MM cal-
culations and the respective weights of the different VB structures were used for further
EVB/LRA calculations.[32]

This analysis provides clear chemical picture for the origin of the change in catalysis.
For example, the catalytic contribution of Trp175 in WT-DhlA was shown to be mainly
due to stabilization of VB structures 2 and 3 (Scheme 6.8), which is higher in the TS.
These two structures share a negatively charged Cl− ion. It is suggested therefore, that
the catalytic contribution of Trp175 originates from its interaction with Cl−. The partial
negative charge on this atom grows along the reaction leading to a higher stabilization in
the TS compared with the reactants and therefore to a catalytic effect of Trp175.[32] This
result, which is solely based on calculations, is in agreement with observed data, and
this residue is indeed known to be highly important for the stabilization of the leaving
chloride ion.

Once the chemical origin of the contribution of each residue to catalysis is fully under-
stood it is possible to suggest mutations that are expected to enhance/diminish/alter the
effect in a way that would lead to an overall improved catalysis provided that the overall
structure of the protein undergoes minimal changes due to the mutation. This strategy
was shown to be successful in predicting point mutations that led to computationally
enhanced catalysis in that system, where the VB character of the method and its unique
chemical insights greatly facilitated the choice of proper mutations.[32] Thus, for example
Glu56 which was shown to have an anticatalytic contribution due to its destabilizing
interactions with structures 2 and 3 and thus their common Cl− ion, was computation-
ally mutated to glutamine. This mutation converted the destabilizing interactions into
stabilizing interactions, and as a result, the anticatalytic into a catalytic contribution,
enhancing therefore the overall reaction rate.[32]

These insights, which are readily available within VB-based approaches, provide addi-
tional advantages to the EVB approach.
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6.7 Concluding Remarks

In summary, this chapter covered several examples that highlight the various advan-
tages of the EVB approach over other MO-based QM/MM approaches in studies of
complex biological problems. This included in particular its ability to conduct a com-
parative study, thus reducing mistakes, its efficiency that enables to confront problems
which are out of the scope of many other computational approaches, its clever definition
of the reaction coordinate which results in better sampling both qualitatively and quan-
titatively, and its readily available chemical insight which contributes to better under-
standing of the system. The EVB has many other aspects that were not discussed here
and the reader is referred to other chapters of the book for a complementary overview
of the EVB approach and its capabilities.
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7.1 Introduction

At the molecular level, enzymatic catalysis is a complex phenomenon involving a
fine-tuned set of interactions between the substrate and the enzyme all along the
chemical event, which results in several orders of magnitude increase of the catalytic
rate constant (kcat) as compared to the corresponding reference reaction in solution.

The active site of the enzyme includes residues, which are involved in the chemical
reaction either directly by forming covalent bonds or indirectly via electrostatic inter-
actions. Although the active site residues stand out in catalysis due to their geometric
proximity to the substrate, other distant regions of the enzyme can also provide sig-
nificant contributions. The impact of the whole enzymatic environment – including
residues that are located further from the active center – are less trivial to assess. The
proposal, that the enzyme acts as a “super solvent” of the reaction has gradually gained
recognition and is now widely accepted.[1] Therefore, atomistic simulations of reactions
should not be limited to the sole investigation of the active site using gas phase simu-
lations or cluster models;[2] instead, adequate models will need to consider the effect of
the entire enzymatic/solvent dynamics.

In the last 30 years, owing to the remarkable improvement of simulation approaches,
such as hybrid quantum mechanics/molecular mechanics (QM/MM) methods and
sampling approaches, several enzymatic reactions have been investigated and their
mechanisms have been revealed in atomistic details. In most cases, the interpretation
of these multiscale simulations has been primarily based on transition state theory
(TST),[3] which relates the activation free energy to the reaction kinetic rate, enabling
direct comparison of the simulation-computed free energy profile to experimental
results:

k = 𝜅

𝛽h
e−𝛽ΔF‡ (7.1)

Here, k is the rate constant, 𝜅 is the transmission coefficient, h is the Planck constant,
𝛽 = 1

kBT
is the inverse temperature (with Boltzmann constant kB and temperature T) and

ΔF‡ is the activation (Helmholtz) free energy.
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Formally, the activation barrier in Eq. 7.1 can be reduced in the enzymatic
environment either by destabilizing the ground state (GSD) or stabilizing the transition
state (TSS).[4,15] Over the years, several proposals, based on either structural and/or
computational studies, have been put forward in order to understand the origin
of enzyme catalysis. These include (i) the steric strain hypothesis,[5] (ii) dynamical
effects,[6,7] (iii) correlated modes,[8] (iv) near attack conformations (NAC),[9] (v) entropy
effects of the proximity of reactants,[10] and (vi) desolvation effects[11] (see Table 7.1).
As it will be detailed below, the catalytic effect stems from optimized interactions with
the transition state rather than from unfavorable contacts with the ground state. In
addition to the understanding gained about several biologically relevant reactions,
computational techniques have made it also possible to examine individual catalytic
factors quantitatively. This can serve as a basis for enzyme engineering or design
to achieve desired activities. Using simulation approaches it has been found[4] that
although each of the listed proposals can contribute to the catalytic power of enzymes,
the extent of the individual contributions of these factors can vary from enzyme to
enzyme and most of their effect is moderate (only few kcal⋅mol−1; < 104-fold increase
in kcat). Instead, the major catalytic effect has been associated to the electrostatic
preorganization of the active site,[12] which can lead to ∼ 107 − 108 fold increase in kcat
.[13] This observation is consistent with the prevalent concept that the stabilization of
the transition state is primarily responsible for the catalytic effect.[4,14,15]

Identifying and understanding those factors, which drive enzyme catalysis, is impor-
tant not only to explain the molecular mechanism, but also to predict the effect of
specific mutations. This connects simulations of enzymatic catalysis to rational enzyme
design. In this chapter, we present an overview of the current status of in silico enzyme
design and show how the Empirical Valence Bond (EVB) method can be applied as a
quantitative tool in current and future applications.

7.2 Proposals for the Origin of the Catalytic Effect

To reduce the activation barrier of a given reaction in an enzyme, as compared to the
uncatalyzed reaction in solution, the following equation should be considered:

ΔΔF‡
w→p = ΔF‡

p − ΔF‡
w = ΔΔH‡

w→p − TΔΔS‡
w→p (7.2)

where F‡, H‡ and S‡ are the activation free energy, enthalpy and entropy, respectively,
of the reaction in water solution (w) and enzymatic environment (p) and T is the tem-
perature. According to Eq. 7.2, the catalytic effect could be exerted by optimizing either
the enthalpic or the entropic terms. In Table 7.1 we summarize different proposals for
the origin of the catalytic effect.

It is straightforward to believe that enzyme active sites bring reactants into proximity,
which greatly reduces the activation entropy ( proximity effect).[16] This idea is derived
from organic chemical reactions, in which neighboring substituents are utilized to
increase catalytic rates.[17] Comparing the rates of mono- versus bimolecular gas-phase
reactions also support the proximity effect and entropy as the main catalytic factor(s).
In solution, however, the situation is considerably different. The concentration of
water in bulk water is 55M, which sets an upper limit for the “effective concentration”
of the reactants. Hence the maximum gain in the catalytic effect can be estimated
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Table 7.1 Theories Describing the Origin of Enzymatic Catalysis. Opposing reference corresponds to
the study, which argues against the given hypothesis.

Theory Definition Example Reference
Opposing
Reference

Proximity effect Reactants are closer to
each other in the enzyme
active site than in solution
(see also chelate effects).

[16,10] [20]

Entropic effect The configurational space
of the enzyme bound
substrate is significantly
reduced as compared to
that in solution.

cytidine deaminase [19,10] [20,33,34]

Steric strain The substrate
conformation is
constrained.

lysozyme [5] [21]

Near attack
conformation
(NAC)

Reactant configurations
with close interaction
distances are preferred by
the enzyme.

chorismate mutase [9] [22]

Orbital steering Angular displacement
from linear overlap in the
transition state of the
enzyme-substrate
complex.

ribozyme [18]

Quantum
tunneling

Tunneling effects for light
atoms, especially hydrogen
transfer increase the
preexponential factor.

glucose oxidase [35] [36]

Dynamic effects Dynamic contributions
significantly modulate the
preexponential factor (e.g.,
via coherent motions,
nonequilibrium solvation).

pancreatic trypsin inhibitor,
dihydrofolate reductase,
adenylate kinase

[37,6,38] [39]

Correlated
modes

Large correlated backbone
motions are required for
catalysis.

dihydrofolate reductase [40] [41]

Low-barrier
hydrogen bonds

Enzymes form low-barrier
(partially covalent)
hydrogen bonds with
charged substrates.

chymotrypsin, serine
proteases

[29,42] [43]

Medium effect Nonpolar environment
accelerates the reaction.

orotidine 5′- monophosphate
decarboxylase

[11] [32]

Desolvation Enzymes work similarly to
gas-phase reactions using
hydrophobic active sites.

acetylcholine esterase [30,31] [13]

Electrostatic
preorganization

Enzyme dipoles form a
preorganized
environment, which
establishes optimized
electrostatic interactions
with the transition state.

>50 enzymes (lysozyme,
chorismate mutase,
staphylococcus nuclease,
acetylcholine esterase,
orotidine 5′- monophosphate
decarboxylase)

[4]
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as −𝛽−1 ln(Vw∕Vp), which provides ∼ 1.5 kcal mol−1 reduction in the activation free
energy depending on the volume of the active site.[1] The real entropic effect originates
from decreasing the conformational freedom of the substrates within the active
center (e.g., in orbital steering).[16,18,19] This could also be quantified by comparing the
size of the configurational space of the substrate in enzyme and in solution[1] using
well-defined potential energy surfaces. As proteins are flexible entities, they cannot
constrain their substrates considerably.[20] Strain is distributed over many interatomic
contacts between the enzyme and the substrate, which could be characterized by
low spring constants.[5] Thus, proteins cannot exert much force by distorting their
substrates.[21] It has been also shown by Warshel and coworkers that favorable elec-
trostatic interactions provide a major contribution to the near attack conformation
(NAC), as well.[22] Orbital steering is a variant of reactant destabilization hypotheses,
which also deals with constraining the configurational space,[18] but again it cannot
provide large catalytic effects.[1] The importance of dynamic effects – that is, the
enzyme promotes certain vibrational modes, which are relevant for catalysis – is still
intensively discussed, albeit the concept dates back at least three decades. For a variety
of enzymes (e.g., in dihydrofolate reductase,[8] cyclophilin A,[23] purine nucleoside
phosphorylase,[24] triose phosphate isomerase[25]) connection between motions of
different timescales were concluded as the main catalytic factor. Systematic studies of
these effects by EVB showed that they do not have major impact on shaping the energy
landscape of the reaction (the chemical step), rather they influence substrate binding.
Correlated motions can increase the transmission coefficient and thus accelerate the
reaction, but these motions also exist in solution.[26] Similarly, correlated motions can
increase the efficiency of hydrogen tunneling, which, however, do not differ signifi-
cantly between catalyzed and uncatalyzed reactions.[27,28] The impact of other exotic
effects, such as partially covalent low-barrier hydrogen bonds[29] can be examined
by studying the pH dependence of the enzymatic reactions. This proposal as well as
the desolvation hypothesis[30,31] cannot reproduce the proper ionization state of the
catalytic groups and can lead to anti-catalysis.[13,32] The same argument holds for the
medium effect, where the enzyme is proposed to provide a hydrophobic, gas-phase like
medium.

To explain the catalytic effect of enzymes, it is crucial to define the proper reference
reaction in solution and consider the same mechanism. The only proposal, which can
quantitatively explain how enzymes work and produce catalytic rate constants compa-
rable to the experimental ones is electrostatic preorganization.[4] Accordingly, enzymes
have evolved to provide optimal solvation with the transition state of the reaction, which
is mostly achieved by electrostatic interactions. The energy to preorganize enzyme
dipoles is invested during the folding process. In uncatalyzed reactions in solution, the
dipoles of the solvent have to reorient constantly to follow charge redistributions along
the reaction. In enzymes, the optimal environment is “pre-set” such that it significantly
decreases the reorganization energy (see calculations below), which provides the largest
contribution to the catalytic effect. In acetylcholine esterase, for example, the decrease
in reorganization energy is 10 kcal mol−1 out of the 15 kcal mol−1 reduction in the
activation barrier.
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7.3 Reorganization Energy

Reorganization energy was introduced by Marcus in his renowned theory of electron
transfer reactions.[44,45] According to the original concept, the reorganization energy of
an elementary reaction step is the free energy required for the hypothetical transition
of the system between its product and reactant equilibrium states, while both are in the
electronic valence state of the product. Figure 7.1 illustrates the meaning of this concept,
that is, the reorganization energy is a free energy difference accompanying the vertical
transition between the diabatic reactant and product free energy curves at the reactant
state:

𝜆 = FPS(𝜉RS) − FPS(𝜉PS) (7.3)

where FPS is the free energy profile calculated on the diabatic product state, 𝜉 is the
reaction coordinate, and the subscripts RS and PS designate the reactant and product
states, respectively.

In general, the reorganization energy can be decomposed into two parts:

𝜆 = 𝜆in + 𝜆out (7.4)

where 𝜆in and 𝜆out are the inner- and outer-sphere (usually medium or solvent) reorga-
nization energies. The former corresponds to the reorganization energy accompanying
the structural changes of the reactants, whereas the latter is due to the reorganization
of the environment.

If the diabatic free energy profiles are described by two parabolas with the same cur-
vature, then the intersection of the curves represents the free energy of the transition
state. Within the framework of these approximations, Marcus theory introduces a very
useful relationship between the activation free energy (ΔF‡), the reaction free energy
(ΔF0), and the reorganization energy (𝜆):

ΔF‡ ≈ FRS(𝜉TS) − FRS(𝜉RS) =
(ΔF0 + 𝜆)2

4𝜆
(7.5)

Figure 7.1 Illustration of the
Definition of the Reorganization
Energy Concept on a Hypothetical
Free Energy Profile.
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Here, FRS is the diabatic free energy profile on the reactants surface. Marcus theory was
later extended by Warshel and coworkers[1,13] to reactions in solutions and enzymatic
environments, taking also into account the effect of the coupling between the diabatic
states. This results in the modified Marcus equation:[1,46]

ΔF‡ ≈ (ΔF0 + 𝜆)2

4𝜆
− ⟨H12⟩TS +

⟨H12⟩2
RS

ΔF0 + 𝜆
(7.6)

where ⟨H12⟩ denotes the average value of the off-diagonal element at the corresponding
reactant or transition state.

Equations 7.5 and 7.6 provide a qualitative guide to understanding how the activation
barrier can be reduced in enzymes as compared to the reference reaction in aqueous
solution. In general, reducing the reaction free energy (ΔF0) and/or the reorganiza-
tion energy (𝜆) leads to an increase in catalytic efficiency. We must note that due to
the dependence of ΔF‡ on 𝜆 and ΔF0, the relationship is more complicated (see Eq. 7.5
and 7.6). Schematically, enzymes can change the relative position of the diabatic free
energy functions both vertically and horizontally and the combination of the two results
in the ultimate decrease of the activation barrier. The two extreme cases are presented
in Figure 7.2.
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Figure 7.2 Schematic Representation of the Two Extreme Cases of How Enzymes Reduce Catalytic
Barriers by Shifting the Relative Position of the Diabatic States Vertically to Reduce ΔF0 and
Horizontally to Reduce 𝜆. Reprinted from reference [47]. Copyright (2014), with permission from
Elsevier. (See color plate section for the color representation of this figure.)
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Figure 7.3 Geometrical Representation of the Preorganization Effect in Water Solution (Left) and
Enzymatic Environment (Right). Reprinted from reference [47]. Copyright (2014), with permission from
Elsevier. (See color plate section for the color representation of this figure.)

From a chemical point of view, the significant difference between the solvent
reorganization energies in water solution and the enzymatic environment can be
explained by the change in the orientation of the dipoles in these two environments.
In water solution, the solvent dipoles have to follow the rearrangement of the reactant
dipoles as the reaction proceeds, which requires significant reorganization. In contrast,
in enzymes the dipoles are already preorganized to optimally interact with the substrate
throughout the reaction (Figure 7.3).

Several quantitative studies of enzymatic reactions demonstrated the importance of
reorganization energy in lowering the activation barrier. For instance, investigation of
the diabatic free energy profiles of a two-step catalytic reaction catalyzed by lactate
dehydrogenase (LDH) revealed that the enzyme significantly lowers the solvent reor-
ganization energy of the intermediate state as compared to the solution (26 kcal mol−1),
which led to the reduction of the activation barrier by ∼ 6 kcal mol−1.[48] In the case of
acetylcholinesterase (AChE), a ∼ 40 kcal mol−1 decrease of the reorganization energy
was observed for the rate determining nucleophilic attack step as compared to the ref-
erence water reaction.[13] This effect provided the majority of the total catalytic effect by
reducing the activation barrier by ∼ 10 kcal mol−1. Feierberg and Åqvist carried out a
series of simulations on enzymatic keto-enol isomerization reactions and found that the
reduction of the reorganization energy contributed to the TS stabilization by 30%, 34%
and 40% for the glyoxalase I (GlxI), triosephosphate isomerase (TIM) and ketosteroid
isomerase (KSI), respectively.[49] All these studies and many others[4] demonstrate that
the reorganization energy is the major source of the catalytic effect of enzymes.

7.4 Conventional In Silico Enzyme Design

De novo enzyme design, to engineer novel enzymes that catalyze reactions for which
no natural catalysts exist, is an intensively developing field.[50] This process consists
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of two main steps: i) in silico design to provide a computational model[51,52] and
ii) experimental optimization of the designed variant. The computational models
usually have moderate catalytic activities. Thus subsequent experimental optimization
is required, which in most cases is carried out using the directed evolution tech-
nique, including random mutagenesis and natural selection[53,54] (in vitro step). In
vitro optimizations can improve the catalytic rate constant by two to three orders of
magnitude.

The first stage can be further divided into the following steps:[50] i) Determination of
the transition state (TS) geometry and position of key functional groups to obtain the
maximal stabilization of the TS, using gas phase ab initio quantum calculations. This
small, theoretical model of the catalytic reaction is called theozyme.[55] This step limits
the number of applicable functional groups of the model (in most cases three or four),
as complicated theozymes would prevent straightforward scaffold selection; ii) Then an
appropriate scaffold, which can optimally embed the designed active center (theozyme),
is selected based on available crystal structures using geometrical constraints for an
optimal fit with the TS model and the surrounding functional groups; iii) Finally, the
scaffold candidates are ranked based on geometry, calculated interaction energy with
the theozyme, and binding energy with the substrate and optionally, additional active
site optimizations are carried out (Figure 7.4).

This computational design process primarily optimizes the local medium by selecting
the corresponding functional groups and their tight packing (i.e., proximity effect).
Medium effect however provides only limited contribution to catalysis, as it has been

Theozyme

II. Scaffold selection

III. Optimization of active site

Model A Model B 

I. QM 

calculation

Selected scaffolds

Reaction

Figure 7.4 Standard Protocol of In Silico Enzyme Design. (See color plate section for the color
representation of this figure.)
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shown earlier.[56,57] Increasing the packing within and around the active site might
constrain the reactants to certain conformations (entropic effects, NAC), but at the
same time also optimizes electrostatic interactions by optimizing the orientation of
the corresponding functional groups.[58] The latter effect accounts for decreasing
the activation barrier.[4] In case of the highly stereoselective and substrate specific
biomolecular Diels-Alder reaction, for example, the active site pocket of the design was
tightly filled by hydrophobic residues.[58] Mutational analysis, however, showed that this
nonspecific hydrophobic pocket did not contribute to the reduction of the activation
barrier (no medium effect), and the major catalytic effect arose from the close packing,
which resulted in an optimal orientation of the key functional groups. Another aspect
of the packing effect is its influence on the structure and subtle electrostatic interactions
at the active site. In the case of an active retro-aldolase design, the tight packing led to
an optimal hydrogen-bonding network, perturbation of which hampered catalysis.[56] It
is instructive to note that this hydrogen-bonded network also involved crystallographic
water molecules. Simultaneous mutation of water-coordinating residues increased the
mobility of the water molecules and, therefore, decreased the preorganization cost
at the active center, which led to a significant ∼ 103-fold reduction of the catalytic
activity.[59]

The limited size of the theozyme and the requirement for the tight fit also decreases
the structural flexibility of the active site. “Wobbling” indeed can be unfavorable by
rearranging the interaction network at the active site.[59] On the other hand, corre-
lated motions could increase the transmission factor and facilitate accessing the active
site.[60–62] A series of examples illustrate that increased packing optimizes preorganiza-
tion of the active site rather than optimizes catalysis by desolvation.[47]

To illustrate how computer-aided design process work, we select the Kemp elimina-
tion as a model reaction. The enzyme catalysts developed for this man-made reaction
are one of the most successful examples of computer-aided enzyme design.[63,61,64] The
overall net reaction of the Kemp elimination is the conversion of 5-nitrobezisoxazole
to cyanophenol[65,63] (Figure 7.5). The reaction requires a general base (:B), which
deprotonates the nitrobenzisoxazole. Proton transfer from the carbon atom takes place
in a concerted manner with the cleavage of the nitrogen-oxygen bond, which triggers
ring-opening and leads to the formation of the product.

Design of the active site was carried out using density functional theory (DFT) cal-
culations, where the relative orientation of three key residues around the reactant were
optimized.[63] For the general base two models were considered: i) a carboxyl group using
glutamate or aspartate and ii) an imidazole group of histidine coupled to the carboxyl
group of an aspartate (His-Asp dyad). Several hydrogen-bond donors were used to inter-
act with the phenolic oxygen atom of the substrate (including Lys, Arg, Ser, Tyr, His, and
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Figure 7.5 Reaction Catalyzed by Kemp Elimination Catalysts.
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Table 7.2 Scaffolds and Key Residues of the Most Effective Kemp Eliminase Designs.

Theozyme Scaffold General base H-bond donor
𝛑-stacking
stabilizer kcat (s−1)

KE07[63] TIM barrel
(1THF)

Glu (E101) Lys (K222) Trp (W50) 0.018

KE70[63] TIM barrel
(1JCL)

His-Asp diad
(H17-D45)

Ser (S138) Tyr (Y48) 0.16

KE59[63]
𝛼/𝛽 barrel
(1A53)

Glu (E230) Ser (S179, S210) Trp (W109) 0.29

HG3[61] TAX (1GOR) Asp (D127) Thr (T265) Trp (W44) 0.68

water). Finally, the aromatic moiety of the substrate was stabilized by π-stacking using a
tryptophan. Based on these criteria, several theozymes have been constructed. Scaffolds
were selected using the Rosetta program,[66] the most successful 3D structure prediction
method today. The most important features of the Kemp eliminase models discussed in
this chapter are presented in Table 7.2.

The resulted enzyme structures were based on either a TIM barrel scaffold (e.g., KE07
and KE70 variants, PDB codes 1THF and 1JCL, respectively) or an 𝛼/𝛽 barrel scaffold
(e.g., KE59 variant, PDB code 1A53). High-resolution crystallographic structure infor-
mation on the KE07 model showed an excellent match with the designed structure,
indicating the accuracy of the scaffold construction. However, the catalytic activity of
the most promising candidates (KE07, KE59, and KE70) was found to be relatively low,
with kcat ∕ KM values of 101 − 102 M−1s−1. The increase of the enzymatic catalytic rate
constant, as compared to the uncatalyzed reaction (kcat ∕ kuncat), was also found to be
moderate, only three to four orders of magnitude in contrast to>10 orders of magnitude
for natural enzymes.

Directed evolution experiments were subsequently conducted to improve the cat-
alytic activity of the designed models. After seven rounds of in vitro evolution, the cat-
alytic efficiency of the KE07 enzyme converged, resulting in a 116-fold improvement of
kcat ∕ KM relative to the originally designed KE07 model.[67] Out of the total 8 mutations
found during the evolution experiments, three active site hydrophobic residues were
substituted by polar ones, which increased the pKa of the general base and improved the
preorganization of the polar groups within the active site. In addition, surface mutations
(K19 and K146) increased the structural stability of the enzyme. In the case of KE70, nine
rounds of random mutagenesis increased catalytic efficiency (kcat ∕ KM) by ∼400-fold
relative to the original model, mostly owing to optimizing electrostatic interactions.[68]

Amongst the KE series, KE59 was found to be the most effective variant, with a kcat =
9.5 s−1 and a corresponding 2000-fold increase in catalytic activity after 13 rounds of
directed evolution.[69] Here, the mutations were proposed to increase the hydrophobic-
ity of the active site, resulting in an elevated pKa of the catalytic base (E230).

An alternative iterative approach has also been applied to obtain a highly effective
catalyst of the Kemp elimination reaction, using a similar initial model (HG1) as the
KE59 design.[61] The contacts in HG1 were essentially the same as those found with the
catalytic antibody 34E4.[70] In this model, a glutamate or aspartate residue was used
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as the general base, an aromatic residue was used to establish π-stacking interaction
with the aromatic moiety of the substrate, and serine/threonine/tyrosine residues
were used as the H-bonding donor. A modified xylanase of Thermoascus aurantiacus
(TAX),[71] with seven mutations based on the repacking of the active site, was used
as scaffold and its xylan binding pocket served as potential active site. However,
HG1 showed no Kemp elimination activity. X-ray crystallography and molecular
dynamic (MD) simulations revealed that the inactivity of the first-generation design
was due to the presence of solvent and the looseness of key residues at the active
site. Subsequent iteration with structural and dynamical characterization resulted in
tighter packing of the key residues and increased hydrophobicity of the active site.
HG2 employed an aspartate (D127) as the general base, a tryptophan (W44) as the
π-stacking residue and a serine (S265) as H-bond donor. Additional MD analysis sug-
gested that a threonine residue as hydrogen-bond donor could provide better packing
and improved catalytic activity. This third generation design (HG3) did indeed lead to a
threefold increase of kcat ∕ KM (425 M−1s−1) and to a considerable improvement in rate
(kcat ∕ kuncat = 5.9 × 105). A further, 17 rounds of directed evolution led to an enzyme
(HG3.17), which catalyzed the Kemp reaction with a kcat of 700 s−1 and 6 × 106 fold
rate acceleration as compared to the uncatalyzed reaction.[64] The performance of this
variant is in reasonable agreement with that of naturally evolved enzymes.

In the last case, the higher catalytic activity was assigned to medium effect and
increased hydrophobicity, which raises the pKa of the catalytic base.[72] However,
pH-rate profiles for the designed and evolved enzymes were similar, which argues
against medium effects. Instead, an alternative substrate conformation in the evolved
enzyme, which allowed a tighter packing and improved stabilization of the negatively
charged transition state, was suggested. This study provides an excellent example of
how dynamical effects and preorganization are important in order to improve the
evolvability of the initial designs.

As illustrated by many examples, the moderate efficiency of the in silico enzyme
designs might be related to the lack of the major catalytic factor: the reorganization
energy.

7.5 Computational Analysis of Kemp Eliminases

To underscore this point, reorganization energy has been studied in the evolved Kemp
variants.[73] EVB simulations on several models of the KE07 showed an excellent corre-
lation between the computed and experimental activation barriers,[73,74] corroborating
that the initial KE07 design does not lead to significant increase of the rate constant as
compared to the reference reaction in water. The catalytic effect was due to the entropic
effect resulting from placing the corresponding functional groups (reactant, general
acid, and base) in the same cage.

It was found that within the margin of error the reorganization energy of the initial
design does not differ from that of the corresponding reference reaction in water
solution. This is in a good agreement with both experimental and theoretical studies.[75]

A significant decrease of 27.4 kcal mol−1 of the reorganization energy, however, was
observed between the wild type and the evolved R7 1/3H variant, which indicates that
directed evolution actually optimized the electrostatic preorganization. Thus, structural
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and mechanistic studies of the Kemp variants also revealed that the reorganization
energy is optimized by in vitro evolution.[73]

In the following sections we will show how the EVB framework was used to draw the
conclusions above and, more generally, how it can be applied for computing the catalytic
effect and reorganization energy of enzymes.

7.6 Using the Empirical Valence Bond Approach
to Determine Catalytic Effects

7.6.1 General EVB Framework

A detailed description of the empirical valence bond (EVB) approach can be found
elsewhere,[1,76,77] including Chapter 2 of this book. Here, for convenience, we
re-summarize only the most important features of the method, which are exploited for
computer-aided enzyme design.

Within the EVB approach, in its simplest form, the system is represented by two reso-
nance structures that correspond to the reactant and product valence states. The ground
state potential energy surface of an elementary reaction step is then calculated as the
lower eigenvalue of a 2 × 2 Hamiltonian:

H =
(

H11 H12
H∗

12 H22

)
(7.7)

where H11 and H22 correspond to the potential energy functions of the reactant and
product states, respectively and H12 is the coupling between the two states. In this case,
the ground state reaction energy function (i.e., the lower eigenvalue of H) can be writ-
ten as:

Eg =
H11 + H22

2
− 1

2
√
(H11 − H22)2 + 4H12 (7.8)

It is important to note that although EVB applies a quantum mechanical formalism,
the individual elements in Eq. 7.7 can be and are in practice usually computed using
classical molecular mechanical approaches. The bond breaking and formation steps are
described by special energy terms, as will be described below. In other words, the EVB
formalism follows the QM framework, but technically it merits the simplicity and speed
of molecular mechanics. Taken together, the EVB approach is a good tool to construct
a reactive force field using interatomic potentials for the pure valence states and an
exponential or more complex function (see Chapters 2 and 4) for approximating the
off-diagonal elements:

Hii = V i
qq + V i

qs + V i
ss + 𝛼i (7.9)

Hij = 𝛿 exp[−{𝜇(rab − r0
ab) + 𝜌(rab − r0

ab)
2}] (7.10)

where i and j designate the diabatic valence states, Vqq is the (bonded and nonbonded)
potential energy of the EVB “quantum region”, that is, those atoms that change their
atom types and force field parameters during the chemical process, Vqs is the interaction
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energy between the quantum region and solvent, and Vss is the solvent-solvent interac-
tion energy. 𝛼 is an offset parameter that is responsible to adjust the surfaces of the
different valence states to reproduce gas phase energetics. In the off-diagonal element
𝛿, 𝜇, 𝜌 and rab

0 are parameters and rab is a characteristic distance between the atoms of
the bond to be formed/broken during the reaction.

It is important to note that in the EVB method, the off-diagonal elements depend
solely on the interaction of valence states and not on the environment around the reac-
tants, that is, their functional form is the same in gas phase, (aqueous) solution, and an
enzyme active site. This approximation also gives the possibility to calibrate the param-
eters by reproducing the free energy profile (i.e., activation barrier and reaction free
energy) of some reference reactions. Usually, the reaction in water solution is used as
a reference state, but in specific cases gas phase reactions can also be employed. For
studying the effect of mutations that do not alter the reaction mechanism on activities,
the reaction in the wild type enzyme can also serve as a reference.

7.6.2 Computing Free Energy Profiles Within the EVB Framework

Simulation of the reference reaction aims to create the ground state potential Eg by
parameterizing the empirical parameters used in Eqs. 7.9 through 7.10. To this end,
the reaction is carried out on a series of mapping potentials (Em), which are simple lin-
ear combination of the diagonal elements according to the conventional stratification
procedure of the Free Energy Perturbation theory:[78]

E𝛾m = (1 − 𝛾)H11 + 𝛾H22 𝛾 ∶ 0 → 1 (7.11)

where 𝛾 is an order parameter that is used to transform the system from the reactant
state (𝛾 = 0) to the product state (𝛾 = 1). Extensive molecular dynamics simulations
are carried out on each mapping potential (window), and the free energy differences
between the consecutive windows are computed (𝛿Fk→k+1). The free energy profile of
the ground state reaction potential energy surface then can be obtained by applying the
Zwanzig formula:[78]

F(𝜉) =

⟨ i−1∑
k=0

𝛿Fk→k+1 − 𝛽−1 ln ⟨𝛿(𝜉 − 𝜉(r)) exp{−𝛽[Eg − E𝛾m]}⟩𝛾
⟩

i

(7.12)

where the outer and inner angle brackets indicate an average over all and the indi-
vidual mapping potentials, respectively and 𝜉(r) is a genuine reaction coordinate. The
parameters are calibrated iteratively by using Eq. 7.12. The resulting parameters can
be employed to simulate the reaction on Eg using the reaction coordinate directly (i.e.,
computing and applying its bias on-the-fly during the dynamics).[79] Owing to code
implementation and historical reasons, however, the same formalism is applied as for
the reference reaction.

The EVB method has been successfully applied to study many enzymatic reactions,[4]
to reproduce the experimentally observed reaction rates,[73–75] and identify major cat-
alytic factors, which cannot be assessed experimentally. EVB has also been applied to
study other theoretical aspects of catalysis, for example, the connection between folding
and chemical energy landscapes.[80]
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7.7 Computing the Reorganization Energy

Computing the reorganization energy using the EVB formalism is straightforward.
According to Eq. 7.3, the reorganization energy is equal to the free energies difference
evaluated on the diabatic product resonance state at the reactant and product states.
Similarly to Eq. 7.12, the free energy profile of the product valence state can be
computed as:

FPS(𝜉) =

⟨ i−1∑
k=0

𝛿Fk→k+1 − 𝛽−1 ln ⟨𝛿(𝜉 − 𝜉(r)) exp{−𝛽[H22 − E𝛾m]}⟩𝛾
⟩

i

(7.13)

Note that the only difference compared to Eq. 7.12 is the use of H22 instead of Eg.
As the reorganization energy is evaluated based on a hypothetical diabatic state, which

is a mathematical construction to describe the reaction, its experimental determina-
tion is not feasible. Using theoretical approaches, however, it is possible to calculate
the reorganization energy in complex systems. A possible approach is to compute the
inner (reactants) and outer (surroundings) reorganization energies separately (accord-
ing to Eq. 7.4). There are standard methods to calculate the inner-sphere reorganization
energy. For example, in the case of the most widely used Nelsen’s four-point method[81,82]

the oxidants and reductants are separated and the inner reorganization energy is com-
puted based on four energy values as

𝜆

Nelson
in = [E(D+|D) − E(D+|D+)] + [E(A−|A) − E(A−|A−)] (7.14)

where E(X | Y) is the energy of state X calculated at the equilibrium structure of state Y
and A/A− and D/D+ denote the acceptor and donor species in their neutral and charged
states, respectively. In a more sophisticated approach a constrained DFT method
(CDFT)[83] is applied. This method also approximates the points of the corresponding
free energy curves by simple energy calculations but this time the reactants are not
separated:

𝜆

CDFT
in = E(D+A−|DA) − E(D+A−|D+A−) (7.15)

where the same notation is used as before. This method’s advantage is that it requires
only two constrained DFT geometry optimizations.

The outer part of the reorganization energy has to be computed separately, which
is a more complicated task due to the non-equilibrium polarization effect of the
environment.[84,85] Alternatively, the two components of the reorganization energy can
be computed simultaneously. In general, computing the total reorganization energy in
solution and enzymatic environment requires: i) a chemically accurate potential energy
surface (PES) for modeling the reaction, ii) a reaction coordinate that distinguishes the
reactant and product states and finds the proper pathway between them, iii) identifying
the value of this reaction coordinate at the reactant and product states, iv) a method,
which is able to provide the PES of the product diabatic state, and v) extensive sampling
to obtain statistical averages. It is very difficult to meet all these requirements. For
example, the previously mentioned CDFT[83] approach has been combined with the
hybrid QM/MM to provide diabatic PES for the entire system, but this method is still
relatively expensive for performing extensive dynamics. So far, the empirical valence
bond approach seems to be the most suitable method for computing reorganization
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energies.[48,86–88] Within this framework, the calculation of both the adiabatic and
diabatic states is straightforward and an excellent general reaction coordinate can be
defined (Egap), which outperforms the widely applied simple geometric variables.[79,89]

7.8 Egap: A General Reaction Coordinate and its Application
on Other PES

Both Eqs. 7.12 and 7.13 require a reaction coordinate 𝜉(r) along the corresponding free
energy profiles. EVB offers the opportunity to apply an excellent reaction coordinate,
termed as energy gap (Egap).[90] Egap, which was originally introduced by Marcus,[44,45] is
an energy based collective variable defined as the difference between the instantaneous
energy values of the diabatic states:

Egap(r) = H11(r) − H22(r) (7.16)

Unlike simple geometrical collective variables, which are mostly based on chemical
intuition and focus only on the geometry of the reactants, Egap contains all relevant
degrees of freedom of the system, including those of the environment.[79] Thus, in the
EVB formalism, any relevant mode, even far from the active site, could be considered as
part of the reaction coordinate via the application of Egap. This is an important difference
because considering only a limited set of degrees of freedom can lead to an inaccurate
TS, and consequently wrong energetics (and so free energies). For example, as it was
demonstrated,[79] even for a simple nucleophilic substitution reaction in water solution,
the geometrical coordinates such as interatomic distance or difference in different bond
lengths failed to catch the correct TS ensemble, whereas Egap precisely identified the TS.

Since the diabatic energies are computed in EVB on the fly, Egap is generally applied
in such simulations. It is also important to stress that Egap is not limited to the EVB
framework, rather, it can be used in any quantum chemistry Hamiltonian[79] and
in combination with any available (but preferably adaptive) potential of mean force
technique. In these simulations, the molecular dynamics calculation is performed on a
higher-level energy surface (e.g., DFT), but the atomic forces are modified according
to an Egap dependent bias, which is calculated within the EVB framework.[79] In other
words, the final atomic forces (f) used for the propagation of the dynamics are computed
based on the following concise form:

f = −∇EQM + FEVB(Egap(r))∇Egap(r) (7.17)

The first term in the right-hand side of Eq. 7.17 is the force vector calculated from
the underlying QM (or QM/MM) potential, whereas the second term is the bias and
FEVB(Egap(r)) is the Egap dependent biasing force that can be estimated by either as a
derivative of some potential (e.g., Metadynamics[91]) or directly (e.g., Adaptive Biasing
Force[92]). The peculiarity of this technique is that the computation of the collective vari-
able itself requires potential energy functions (provided by EVB) that differ from the
underlying one.

Such a combination gives the possibility to use this generalized reaction coordinate
even when the investigation of the enzymatic reaction requires a more accurate poten-
tial energy surface (i.e., ab initio QM/MM) than EVB. Although the quality of the EVB
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ground state energy surface is determined by force field parameters, which are used
to construct the diabatic potential energy surfaces, these parameters do not need to
be optimized to obtain a reasonable reaction coordinate. Varying the EVB force field
parameters within a reasonable limit, the distinct Egap coordinates still result in the same
free energy profiles on the higher-level energy surface.[89]

Recently, new variants of Egap have been introduced to cope with multistate reactions
simulated on higher-level energy surfaces.[89] In such multistate reactions, at least two
chemically equivalent topologies are applicable in the reactant and/or the product states.
Typical examples are proton transfer reactions involving water molecule (having two
equivalent protons) or carboxylate group (having two equivalent acceptor atoms). For
such reactions, conventional Egap would fail since undesired side reactions occur and
alter the true free energy profile. From a technical point of view, Egap is a single topology
coordinate, that is, the MM potentials H11 and H22 depend on the atomic indexes and
not the chemical identity. This prevents Egap to properly describe valence states that have
many alternative but chemically identical connectivities. To overcome this problem, new
Egap based collective variables were introduced that are invariant to these chemically
equivalent topologies. For example, the minimum energy multistate energy difference
(MinMSED) coordinate computes all possible reactant and product states’ energy value
and selects the lowest ones from both sets:

MinMSED(r) = min{Hi
11(r)}

nR
i − min{Hj

22(r)}
nP
j (7.18)

where the indexes i and j run over all reactant (nR) and product (nP) states, respectively.
Although MinMSED is a continuous function, its derivatives are not because of the min-
imum functions. This could cause some numerical instability[89] for some PMF methods,
so an alternative variant was also introduced whose derivatives are also continuous.
The energy-weighted multistate energy difference (EwMSED) coordinate is based on
a Boltzmann-weighted linear combination of all possible reactant and product states:

EwMSED(r, ̃𝛽) =
∑nR

i e− ̃𝛽Hi
11(r)Hi

11(r)∑nR
i e− ̃𝛽Hi

11(r)
−

∑nP
j e− ̃𝛽Hj

22(r)Hj
22(r)∑nP

j e− ̃𝛽Hj
22(r)

(7.19)

and ̃
𝛽 is a fictitious inverse temperature for the Boltzmann-weighting. It is worth noting

that although in principle both MinMSED and EwMSED require the computation of the
energy of all possible reactant and product topologies, the total computation time can be
significantly reduced by filtering out the chemically least sensible topologies, using sim-
ple geometric criteria. As it has been shown for the symmetrical proton-transfer reac-
tion between a hydronium ion and water molecule (including 10-10 equivalent reactant
and product states), both new variants are able to provide correct free energy profiles.[89]

Although evaluating free energy profiles of mutated enzymes by EVB is significantly
less time-consuming than using ab initio QM/MM models, it still requires extensive
geometry optimization, relaxation, and sampling. Therefore, calculating free energy pro-
files of enzymes with random mutations and then ranking them according to the cal-
culated barrier is not an efficient strategy to optimize enzymes. Instead, we propose
an alternative approach, which is based on evaluating the individual contribution of
residues to the reorganization energy and to the catalytic effect.
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7.9 Contribution of Individual Residues

In general, resultant total free energies are not additive and hence, the activation free
energy cannot be exactly decomposed into individual contributions. On the other hand,
breaking down the catalytic effect into individual terms and quantifying the contribu-
tions of residues is essential to designing mutations to improve enzymatic activity. Here,
we describe an approach to determine contributions to the activation free energy and
the reorganization energy, which can be used for screening in model selection during
the design process. It must be emphasized, that owing to the coupling between different
interactions (many-body effects), individual contributions should always be considered
as approximate values.

The electrostatic interaction energy between atoms of a given residue in the enzymatic
environment with the atoms of the QM region is given by:

E𝛾el(n) =
NQM∑

i

Nn∑
j

q𝛾i qj

rij𝜀ij
(7.20)

where E𝜈el(n) is the electrostatic interaction energy of the nth residue with the QM region
that is in the state of 𝛾 according to the mapping potential (Eq. 7.11). NQM and Nn are the
numbers of atoms of the nth residue and the QM region, respectively. q𝛾i = (1 − 𝛾)q11 +
𝛾q22 is the approximate point charge of the ith atom of the QM region at mapping state 𝛾
and qj is the point charge of the jth atom of the residue. 𝜀ij is the dielectric constant for the
specific interaction. The value of 𝜀ij depends on the actual simulation conditions,[93] and
can vary between 1 to 20. Now we can define the individual electrostatic contribution
to the catalytic effect as:

ΔF‡
el(n) = ⟨E𝛾=𝛾TS

el (n)⟩TS − ⟨E𝛾=0
el (n)⟩RS (7.21)

where 𝛾TS indicates the mapping potential that produces the most configurations around
the transition state and the angle brackets refer to an average on the corresponding map-
ping potential. For the reorganization contribution, we introduce a similar equation but
this time all charges of the reactants are considered in their product valence state:

ΔFreorg
el (n) = ⟨E𝛾=1

el (n)⟩RS − ⟨E𝛾=1
el (n)⟩PS (7.22)

In case of the KE07 design, electrostatic contributions indicated that replacement of
Ala9 by a polar residue (serine or asparagine) can stabilize the negatively charged oxy-
gen atom at the transition state.[75] The full free energy profile of the mutant enzyme,
which was derived from EVB simulations, did not support the prediction. This was also
corroborated by independent EVB studies on the wild type KE07 and its evolved vari-
ant, where electrostatic interactions were found to provide minor contributions to the
catalysis.[73] Besides the moderate change of electrostatic contribution to the catalytic
effect, it was also found that some mutated residues destabilized the transition state
(Figure 7.6a). Altogether, these observations indicated that laboratory evolution did not
optimize the electrostatic contribution to the TS.

Further analysis of the mutated residues revealed a significant and favorable total
change in the reorganization energy contribution.[73] This suggested that the optimiza-
tion of the reorganization energy was the driving force during the directed evolution.
To test this hypothesis an extensive screening was carried out for all residues within
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Figure 7.6 (a) The Effect of Directed Evolution on the Electrostatic Contribution of Residues, Which
Significantly Contribute to Catalysis (Favorable – Light Blue and Unfavorable – Light Red) and Residues
that Were Replaced During the In Vitro Evolution (Favorable – Dark Blue and Unfavorable – Dark Red).
(b) Mutations of KE07 design that occurred during directed evolution and were also predicted based
on their contributions to the reorganization energy (green). The substrate (cyan) and key residue
Glu101 (orange) are also displayed in both cases. Reprinted from reference [47]. Copyright 2014, with
permission from Elsevier. (See color plate section for the color representation of this figure.)

12 Å of the donor carbon atom of the substrate. Mutations were carried out for each
residue using 5 amino acids with different chemical characters (alanine, phenylalanine,
serine, glutamic acid and lysine). After a short geometry optimization, the reorganiza-
tion energy contributions of the in silico variants were determined and compared to the
KE07 design. Mutations with favorable or neutral reorganization energy contributions
predicted by this algorithm were in accord with the active variants that were isolated
during direct evolution (Figure 7.6b).[73]

7.10 Improving Rational Enzyme Design by Incorporating
the Reorganization Energy

To incorporate the reorganization energy into the scaffold selection step of the
computer-aided enzyme design, an efficient screening procedure based on this quantity
has to be developed. To this end, Eq. 7.13, which applies to the construction of the
full free-energy profile, needs to be simplified. An economic way to estimate reorga-
nization energy is to use the linear response approximation (LRA),[94] which requires
configurations only at the reactant and product states:

𝜆 = ⟨H22 − H11⟩RS +
1
2
(⟨H22 − H11⟩RS + ⟨H22 − H11⟩PS)

= 1
2
(⟨H22 − H11⟩RS − ⟨H22 − H11⟩PS) (7.23)

Indeed, the LRA approach has been successfully applied to many systems.[93,95]
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In silico enzyme design strategies primarily focus on the TS stabilization and lack
dynamic effects. As it has been demonstrated in references[61,64], dynamic effects can
be critical for increasing catalytic efficiency. Enzymatic preorganization has been
shown to be the key catalytic factor, which is also optimized by directed evolution.
If the design, however, lacks considerable flexibility or it is based on optimizing
the hydrophobic effect, random mutations and functional pressure cannot improve
the design significantly, as has been previously observed.[50] Hence, incorporation
of the reorganization energy in ranking the enzyme models can be pivotal for the initial
design and subsequent laboratory optimization of the catalytic activity. Based on these
findings, we recently suggested a new computational procedure,[47] which includes
reorganization energies of the whole enzyme and the contributions of individual
residues. The flowchart of the suggested procedure is shown in Figure 7.7. The first
two steps of this procedure follow the conventional design. Ab initio calculations are
employed to obtain the theozyme and to determine the reaction mechanism and TS
structure. Based on both steric and electrostatic complementarity a high-throughput
scaffold search is carried out using the TS binding energy. The potential scaffolds
are then ranked based on their computed global reorganization energy, which is an
additional step to the conventional strategy. The selected variants can be further
optimized by mutating residues based on the calculation of the individual contributions
to the reorganization energy. This process can provide an evolvable enzyme model,
where directed evolution has more room to improve the enzymatic activity, making it
comparable to that of natural enzymes.

7.11 Conclusions and Outlook

In this chapter, we described how the EVB approach can be implemented in
computer-assisted enzyme design to quantify the enzyme features that are the
major determinants of the catalytic effect. The EVB approach is a powerful and
efficient tool to compute free energy profiles, using a potential energy surface, which
is parametrized to experimental data. The EVB approach is computationally more
economical than ab initio QM/MM-methods to compare enzymatic reactions of wild
type and mutant enzymes, as it eventually applies a reactive force field built from
molecular mechanical terms. Another advantage of the EVB approach is the excellent
reaction coordinate, Egap, defined within its framework, which – unlike geometrical
variables – takes into account the environmental degrees of freedom to compute the
PMF. This results in more efficient and precise TS localization as well as enhanced
sampling as compared to conventional geometric variables. Egap can also be applied in
high-level ab initio QM/MM methods as a collective variable.

The diabatic state calculation in the EVB approach is also useful to obtain the reorgani-
zation energy, the major factor in enzymatic catalysis. Calculation of this quantity is not
as straightforward by other methods because they either address only the inner-sphere
reorganization energy or are computationally more expensive.

We have shown that the reorganization energy is optimized by directed evolution
of KE07 models and only variants with favorable or negligible contributions to the
reduction of reorganization energy have been selected. These observations offer an
opportunity to implement the reorganization energy as a feature to be considered
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Figure 7.7 Key Steps of the Recently Suggested New Computational Enzyme Design Including the
Computation of the Reorganization Energy. Reprinted from reference [47]. Copyright 2014, with
permission from Elsevier. (See color plate section for the color representation of this figure.)
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the computer-assisted design. Candidates could be ranked based on the reduction of
the reorganization energy, while determining the individual contribution of residues
to the reorganization energy can be exploited to refine computational models by
selected in silico random mutations. This methodology has the potential to not only
improve experimental evolvability of the designed models, but also to consider different
enzymatic mechanisms with more favorable free energy profiles due to the whole
enzymatic environment and dynamical effects.

Although the EVB approach is the most straightforward method that could be applied
for these purposes, the precision and efficiency of calculations of the reorganization
energy can be improved. That is, there is a long way to go in collaboration with exper-
imental laboratories to test the new strategy and develop a computationally efficient
approach for in silico enzyme design.
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8.1 Introduction

Biogenic amines are a large group of naturally occurring biologically active compounds,
most of which act as neurotransmitters – endogenous chemicals that allow the
transmission of signals from a neuron to target cells across synapses. There are five
established amine neurotransmitters: the three catecholamines (dopamine, nora-
drenaline and adrenaline), and histamine and serotonin. These substances are active
in regulating many centrally mediated body functions, including behavioral, cognitive,
motor and endocrine processes, and can cause adverse symptoms when they are
out of balance.[1] Despite immense functional importance, we are currently far from
understanding the complex cellular and molecular actions of biogenic amines, the
timing of their release and the full spectrum of processes that are influenced by them.
An important prerequisite to fully realize the actions of biogenic amines is to study, at
the molecular level, the mechanisms of both the catalytic activity and inhibition of their
metabolic enzymes, and the way these small molecules interact with larger systems
such as transporters and receptors. The present chapter focuses on the utilization
of modern multi-scale methods of computational biochemistry – from quantum
mechanics to combined QM/MM approaches within the Empirical Valence Bond
framework – in order to elucidate the catalytic mechanism of a common metabolic
enzyme, monoamine oxidase (MAO), responsible for regulating the concentration of
biogenic and dietary amines in various parts of the body.

Brain monoaminergic systems have been extensively implicated in the etiology and
course of various neurodegenerative disorders, including Alzheimer’s disease, Parkin-
son’s disease, and Huntington’s disease, causing problems with movement (ataxias) or
mental functioning (dementias).[1,2] Although perceived as the diseases of the elderly,
these disorders can have a much earlier onset, starting even before the age of 40, lead-
ing to long-term treatment and substantial financial burden for the public healthcare
systems.

In spite of this, there is, at present, no effective treatment able to substantially slow
down or even stop the deterioration of neurons resulting in impaired brain function.

Theory and Applications of the Empirical Valence Bond Approach: From Physical Chemistry to Chemical Biology,
First Edition. Edited by Fernanda Duarte and Shina Caroline Lynn Kamerlin.
© 2017 John Wiley & Sons Ltd. Published 2017 by John Wiley & Sons Ltd.
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All compounds employed nowadays exhibit a range of adverse effects, and drugs tend
to address only symptoms rather than the causes of the dysfunction. Early diagnosis is
close to impossible and, because it often occurs too late, treatment to mitigate the effects
of the illness remains limited. In view of this background, the development of novel
compounds for psychiatric manifestations in neurodegenerative disorders is not only
of scientific interest to advance understanding of the brain at a systems level, but also
fundamental to improving the management of symptoms, the therapeutic compliance
and the quality of life of patients.

Elucidating the precise atomistic details about the catalytic activity of MAO enzymes
is of paramount importance for understanding the chemistry of neurodegeneration on
molecular level. The knowledge gained in this area would facilitate the research on other
members of the large family of flavoenzymes and would, beside general biochemistry
and physiology, be of significant value for designing and preparing novel effective MAO
inhibitors as transition state analogues, which are potential clinical drugs for the treat-
ment of depression, Parkinson and Alzheimer diseases.[3]

8.2 Pharmacology of Monoamine Oxidases

Monoamine oxidase (MAO, E.C. 1.4.3.4) is a mitochondrial outer membrane-bound
flavoenzyme that catalyzes the oxidative deamination of a broad range of biogenic
and dietary amines into their corresponding imines, thus playing a critical role in the
degradation of monoamine neurotransmitters in the central and peripheral nervous
systems.[2] Formed imines are then non-enzymatically hydrolyzed to the final carbonyl
compounds and ammonia. The enzyme itself is regenerated to its active form by
molecular oxygen, O2, which is in turn reduced to hydrogen peroxide, H2O2, according
to the overall equation (Scheme 8.1):

MAO
R

H

NH2

H

+   HO   +   O2   +   NH3   +   H2O2

O

R H

Scheme 8.1 Overall Oxidative Deamination of Biogenic and Dietary Amines Catalyzed by the MAO
Enzyme. Amines are Enzymatically Converted to the Corresponding Imines, Which Leave the MAO
Active Site and are Non-Enzymatically Hydrolyzed to Aldehydes.

Subsequently, the aldehyde intermediate is rapidly metabolized, usually by oxidation
via the enzyme aldehyde dehydrogenase to the corresponding acid, or, in some circum-
stances, to the alcohol or glycol by the enzyme aldehyde reductase. MAOs operate using
the flavin adenine dinucleotide (FAD) cofactor, which is, in contrast to the majority
of other flavoenzymes, covalently bound to a cysteine through an 8α-thioether linkage
(Figure 8.1).[4] During the catalytic reaction, FAD is reduced to FADH2 by accepting two
protons and two electrons from the substrate. Although having around 70% sequence
identities and a conserved pentapeptidic sequence (Ser-Gly-Gly-Cys-Tyr) that binds
the identical FAD cofactor,[4] both the A and the B isoforms of the enzyme differ on
the basis of their substrate affinities and inhibitor sensitivities,[3] but it is assumed that
they act by the same mechanism. The two isoforms, encoded by separate genes located
on the X chromosome, are expressed in different amounts in all tissues. In humans,
MAO A predominates in the gastrointestinal tract, placenta and heart, whereas MAO B
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Figure 8.1 Position of the Active Site Within the MAO B Crystal Structure (2XFN.pdb) Indicating the
Flavin Cofactor (FAD) and Three Tyrosine Residues that all Form the “Aromatic Cage” Structural
Feature. Atom numbering of the FAD fragment is shown in the bottom-right box. (See color plate
section for the color representation of this figure.)

predominates in platelets and glial cells in the brain. Each isoform is present in specific
subsets of neurons, where they metabolize neurotransmitters, and both are found in
liver, where biogenic amines are rapidly metabolized to less bioactive forms for excre-
tion. Under normal physiologic conditions, noradrenalin and serotonin are the pre-
ferred substrates of MAO A, whereas β-phenylethylamine is the preferred substrate
of MAO B. Both forms of the enzyme metabolize dopamine, albeit with different effi-
ciency. Inhibitors that act mainly on MAO A are used in the treatment of depression, due
to their ability to raise serotonin concentrations, whereas MAO B inhibitors decrease
dopamine degradation and improve motor control in patients with Parkinson disease.[3]
Inhibition of MAOs has a notable neuroprotective effect, since the MAO catalyzed
reactions yield neurotoxic products such as hydrogen peroxide and aldehydes.[5–8] The
cloning of two separate cDNAs encoding two isoforms of MAO[9] provided the basis
for a range of important discoveries, thereby allowing the elucidation of their biologi-
cal roles and development of inhibitors. However, despite tremendous research efforts
devoted to MAOs over several decades, neither the catalytic nor the inhibition mecha-
nisms of MAO have been unambiguously established.

8.3 Structures of MAO A and MAO B Isoforms

After successful heterologous overexpression and purification of recombinant human
MAO in yeast,[10,11] the three-dimensional structures of human MAO A and MAO B
have been solved at a resolution of 2.2 Å and 1.65 Å, respectively.[12–14] The X–ray struc-
tures of both human MAOs showed that the enzyme is membrane bound, attached
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to the mitochondrial outer membrane, with the active site binding and decomposing
amines in the cytosol, and its α-helix transmembrane motif located at the C-terminus.
The active-site cavities are reached from the flavin-binding site at the core to the surface
of the protein and are mainly hydrophobic. The FAD cofactor binding site, which is also
highly conserved between the two enzymes, lies at the end of a long tunnel leading from
the outside of the protein close to the membrane surface. The tunnel is generally consid-
ered to be hydrophobic, ending in an aromatic cage near the flavin where two tyrosines
align the substrate towards the C4–N5 region of the flavin (Figure 8.1). Mutational stud-
ies of these residues in MAO B[15,16] have shown that even though none of these residues
is essential to catalysis, the affinity for and turnover of substrates is altered in the mutant
enzymes. For example, the Km for benzylamine increases by more than 10-fold in the
Tyr435Phe mutant.[15,16] The evidence reveals a clear role for these tyrosines in correctly
aligning the substrate for catalysis, perpendicular to the flavin N5 atom and on the re
face of the isoalloxazine ring. These residues also exert a dipole effect on the substrate,
that can make the amine more susceptible to oxidation.[15,16] Therefore, key features
for substrate-positioning in the active site are proximity and orientation relative to the
N5–C4a region of the flavin ring (Figure 8.1).

8.4 Mechanistic Studies of MAO

The general reaction of flavin amine oxidases, including MAO, can be divided into
two half-reactions. In the reductive half-reaction, a hydride equivalent is transferred
from the substrate to the flavin, thus reducing it to FADH2, whereas the oxidative
half-reaction involves the oxidation of the reduced flavin back to FAD by molecular
oxygen, producing H2O2 (Scheme 8.1).

The chemical mechanism of the reductive half-reaction of flavoprotein amine oxi-
dases has been the source of controversy and debate.[17] Oxidation of an amine substrate
by an amine oxidase necessarily involves the removal of two protons and two electrons
as the carbon–nitrogen single bond is converted to a double bond. Three-dimensional
structures of MAO A and MAO B isoforms,[12–14] together with extensive kinetic and
spectroscopic studies on mutant enzymes,[14–16] have led researchers to propose three
possible catalytic scenarios for MAO[17]: (a) the direct hydride mechanism, (b) the
radical mechanism, and (c) the polar nucleophilic mechanism (Figure 8.2). Studies on
deuterated substrate analogues have suggested that the rate-limiting step is the cleavage
of a carbon-hydrogen bond vicinal to the amino group[18] and, hence, the catalytic
proposals differ in the nature of the hydrogen being transferred, namely a hydride
(H– ) in (a), a hydrogen atom (H•) in (b), and a proton (H+) in (c),[19,20] commonly
by the flavin N5 atom. In contrast, the other hydrogen from the amino N–H moiety
is generally proposed to be abstracted as a proton.[21] Thus, establishing the MAO
catalytic mechanism necessarily requires the knowledge of the timing of the removal of
hydrogens from both the carbon and the nitrogen atoms.

The possibility of the hydride mechanism for MAOs (Figure 8.2a) was based on their
structural similarities to flavoprotein D–amino acid oxidases (DAAO), for which both
kinetic measurements[22,23] and related calculations[23] suggested a hydride or a single
electron transfer. Additionally, deuterium and 15N kinetic isotope effect studies of
flavin amine oxidases including DAAO,[22] tryptophan-2-monooxygenase (TMO),[24]
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Figure 8.2 Three Mechanisms For MAO Catalytic Activity Proposed in the Literature, Initiated by Either
(a) Abstraction of a Hydride Anion, (b) Removal of a Hydrogen Atom or (c) Deprotonation (H+

abstraction), All From the Substrate α–Carbon Atom. The final products from all three mechanisms are
the protonated iminium cation and semi-reduced flavin FADH– .

and N-methyltryptophan oxidase (MTOX),[23] are most consistent with a hydride
transfer mechanism. However, Erdem et al.[25] assumed that a hydride mechanism was
unlikely, because in MAO it would be associated with a barrier too high to be readily
crossed. In addition, a combined 15N and deuterium isotope effects demonstrated that
the C–H bond cleavage is not concerted with the rehybridization of the substrate
amino group,[17] which seem to rule out the feasibility of a concerted hydride transfer
mechanism.

According to Silverman and coworkers[26,27] the radical mechanism is initiated by a
single-electron transfer from the substrate amine to the flavin, producing an aminium
radical cation and a flavin semiquinone as transient intermediates. The lowered pK a
of the α–CH bond of the aminium radical cation can result in either a stepwise[26]

or concerted[28] deprotonation and a second electron transfer producing reduced
flavin and the iminium ion (Figure 8.2b). The main evidence in support of the radical
mechanism is the observation that both MAOs are inactivated by cyclopropylamine
analogues with subsequent ring opening, a process characteristic of radical reactions.[29]

An argument against the radical mechanism has been the failure of any laboratory to
detect semiquinone species during turnover in a stopped-flow monitored reduction
or using radical traps (see later). The chemistry of the cyclopropylamine probes and
resulting products supported the view that single electron transfer is possible at least
with these compounds, but the lack of inactivation by, and a ring-opened product from
trans-2-phenyl(aminomethyl)cyclopropane suggested that other mechanisms must
be possible.[30] In a modified single electron transfer mechanism, the involvement of
protein-based radicals has also been proposed but questioned.[31,32] Mutation of the
substrate-orienting tyrosines and isotopic labeling of the tyrosines in MAO A, and the
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fungal counterpart MAO B, provide evidence for radicals delocalized away from the
active site.[33]

The experiments by Edmondson and coworkers,[19] as well as related electron para-
magnetic resonance studies[34] and stopped-flow kinetic determinations,[35] failed to
provide any evidence for radical intermediates, and no influence of the magnetic field
on the kinetics of enzyme reduction was observed.[36] On the other hand, Taft corre-
lation studies of Miller and Edmondson with benzylamines showed that attaching the
electron-withdrawing groups to the substrate para-position increases the rate of the
reaction in both human[37] and rat[20] MAO A, implying negative charge build-up on
the substrate α–carbon atom, thus suggesting that proton transfer is an integral part of
the rate limiting step. This led authors to propose the polar nucleophilic mechanism
for MAO A[37] (Figure 8.2c), originally formulated by Hamilton.[38] This mechanism
involves the creation of a highly energetic substrate–flavin adduct which then decom-
poses to the protonated imine, with proton abstraction concerted with either the adduct
formation or the product formation. The crucial issue related to this mechanism is what
moiety on the enzyme would be strong enough base to perform this task, since the pK a
of a benzyl proton is expected to be around 25.[39] Structural analysis of both MAO
isoforms showed there are no active site basic residues that could act as proton accep-
tors. Also, no direct evidence for a stable amine–flavin adduct has been found exper-
imentally. A study on human MAO B, however, showed an inverse Taft correlation,[40]

supporting the hydride transfer mechanism, which led the authors to propose differ-
ent mechanisms for two isozymes: H+ transfer in MAO A and H– transfer in MAO B,
although, the same authors had previously ruled out H– transfer in human MAO B,
based on the nitrogen secondary kinetic isotope effects.[17] Based on the similarities in
the continuous wave electronic paramagnetic resonance spectrum between MAO and
D-amino acid oxidase, determined to operate by the H– transfer mechanism,[41] Kay
et al. suggested a hydride transfer mechanism should be re-examined for MAO.[31,32]

Therefore, it is clear that, despite the widespread use of MAO inhibitors, the mech-
anism of MAO catalysis is not unambiguously determined which calls for the rational-
ization using advanced computational techniques.

8.5 Cluster Model of MAO Catalysis

The past century has seen substantial advances, both in computational techniques
and in our understanding of how enzymes really work. The use of quantum chemical
methods to address enzymatic reaction mechanisms has become a booming area in
enzymology.[42–45] Nevertheless, studying an enzyme at atomic resolution is a compu-
tationally demanding task. In this case, the complexity of the system prevents resorting
to pure quantum-mechanical (QM) methods to treat the entire system, whereas the
phenomena under study cannot be accurately represented by molecular-mechanical
(MM) methods (since MM methods are in their traditional functional form unable to
describe chemical reactions). Currently, there are two popular approaches to describe
enzymatic processes: the quantum mechanics-only (QM-only),[46–48] which uses a
small but carefully selected cluster model of the active site, and the multiscale quantum
mechanics/molecular mechanics (QM/MM) method,[49,50] which uses a layer-based
approach using the entire protein. Both methods have been successfully applied to the
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study of various classes of enzymes, and in many cases similar results and conclusions
have been obtained.[42,43]

In the QM-only approach, commonly also called the cluster approach,[46–48] a model
of the active site is designed on the basis of available crystal structures. Density func-
tional theory methods are most frequently used for the calculation of the geometries
and energies of all stationary points along the reaction pathways. The missing steric and
electrostatic effects from the remaining part of the protein are considered by two sim-
ple procedures. The steric effects imposed by the protein matrix are taken into account
by applying position constraints to certain key atoms at the periphery of the cluster
model, while electrostatic effects are modeled by the dielectric cavity method, usually
with a dielectric constant of 4. Recent work even demonstrated that the solvation effects
saturate with increasing the size of a cluster and that the particular choice of dielectric
constant is then no longer of much concern.[51] On the basis of extensive calculations for
a large number of enzymes, the error of the cluster approach for modeling metalloen-
zymes has been assessed by Siegbahn and coworkers to be less than 5 kcal/mol.[48,52]

The first computational study on the complete mechanism of MAO catalysis was
performed by our groups,[53] employing DFT methodology within the cluster model
of the enzyme. The starting point for our calculations was the high-resolution (1.6
Å) X–ray structure of MAO B complexed with 2-(2-benzofuranyl)-2-imidazoline
(PDB code 2XFN).[12,13] We truncated the enzyme to the cofactor flavin moiety
(isoalloxazine group 2, Figure 8.3) and three tyrosine side-chains (p-hydroxytoluenes
of Tyr188, Tyr398 and Tyr435), which all form the mentioned hydrophobic “aromatic
cage,”[15,16] an important structural feature of MAO enzymes (Figure 8.1). Previously,
we calculated the pKa values of the Tyr residues with bound dopamine, employing the
full dimensionality of the protein,[54] and obtained an upward shift to 13.0–14.7 (10.1
in aqueous solution). This clearly confirmed the hydrophobic nature of the active site,
which indicates that gas-phase calculations on truncated MAOs are reliable. Also, we
showed that the pKa value of bound dopamine changes to only 8.8 (8.9 in aqueous
solution), a result of stabilizing cation–π interactions with the tyrosine side-chains.[54]

This implies that dopamine binds to the MAO active site as a protonated monocation,
but the free-energy cost to deprotonate it to the bulk, being as low as 1.9 kcal mol–1,
allows it to enter the chemical step either as an ionized or neutral molecule, which
led us to consider both alternatives. Based on both crystal structures[12,13] and our
MD simulations[54], which indicate the presence of few water molecules in the active
site, our model also included four crystal waters (HOH2157, HOH2181, HOH2329 and
HOH2372). It turned out that two of these waters are chemically involved in catalysis.
We manually placed dopamine 1 (Figure 8.3) within the so formed cluster, resulting
in the initial stationary-point (SP) complexes (Figure 8.4). The system was modeled at
the (CPCM)/M06–2X/6–311++G(2df,2pd)//(CPCM)/M06–2X/6–31+G(d) level of

Figure 8.3 Structures of Dopamine (1)
and Isoalloxazine Moiety (2) of the FAD
Cofactor Used in the Cluster Model of
the MAO Active Site.
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Figure 8.4 Structures of Relevant Stationary Points For the Newly Proposed Two-Step MAO Catalytic
Hydride Mechanism For the Degradation of Dopamine 1. (See color plate section for the color
representation of this figure.)

theory employing the M06–2X functional of Zhao and Truhlar, which has been shown
to be particularly successful in treating non-bonding interactions and accurately repro-
ducing thermodynamic and kinetic parameters.[55–58] To account for the polarization
effects caused by the rest of the enzyme, we included a conductor-like polarizable
continuum model (CPCM)[59] with a dielectric constant of 𝜀 = 4, taking the rest of the
parameters for pure water, as employed by Siegbahn, Himo and their coworkers to
elucidate the catalytic mechanism of a large variety of enzymes.[46–48]

For 1SP1 (Figure 8.4) we first considered the single-electron radical mechanism
(Figure 8.2b), which would initially create a biradical system either in the singlet or
triplet electronic states. (CPCM)/UM06–2X/6–31+G(d) calculations for the triplet
state led to a biradical system 54.2 kcal mol–1 higher in energy than 1SP1. For the singlet
state, we employed “symmetry-broken” open-shell calculations, defining dopamine
and the rest of the system as two different fragments each having an unpaired electron
of opposite spin, which resulted in a stable wavefunction with both the energy and
electron distribution identical to that in 1SP1. Overall, this suggests that the singlet-state
biradical is non-existent, whereas the free-energy cost to generate the triplet is too
high for an efficient catalysis. In addition, our calculations yielded the ionization energy
for isolated dopamine 1 of 148.2 kcal mol–1 and an electron affinity for the flavin 2 of
78.5 kcal mol–1. The latter, however, increases to 87.3 kcal mol–1 when the structure
of the whole MAO cluster is considered, still leaving a gap of around 60 kcal mol–1

between these two quantities, thus revealing a thermodynamic imbalance for a feasible
electron-transfer process. This agrees well with the experimentally observed mismatch
between the oxidation/reduction potentials of the FAD cofactor, which is too low
(–0.2 V)[60] for it to be an effective oxidant of the neutral amine (around +1.0–1.5
V).[45] Furthermore, on top of the fact that all X–ray analyses have confirmed that in
MAOs there are no classical radical initiators to start the reaction and that there is
no experimental evidence for a radical intermediate, our results suggest that it is very
unlikely that a radical pathway is feasible and we did not consider it further.

The polar nucleophilic mechanism is another alternative for the amine oxidation
and involves proton abstraction from the α–carbon atom as the rate-limiting step
(Figure 8.2c).[37] The crucial issue relating to this mechanism is what moiety on the
enzyme would be a strong enough base to perform this task, because the pK a of a
benzyl proton is expected to be around 25.[39] Structural analysis of both MAO isoforms
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shows there are no basic active-site residues that could act as proton acceptors.[13,62]

Edmondson and coworkers upheld their arguments by stating that in MAOs the flavin
is bent by around 30∘ from planarity about the N5–N10 axis,[62] which enhances
the basicity of the N5 atom and depletes the electron density on the C4a atom, thus
facilitating substrate–flavin complex formation with the former flavin site making
subsequent proton abstraction possible (Figure 8.2c). We feel that, even if all of these
effects are operational, it would still be insufficient to downshift the substrate pKa
value by around 10–15 units in order to make the α–CH bond acidic enough for an
efficient catalysis. Moreover, inspection of 1SP1 shows that the flavin ring is not bent,
but almost perfectly planar with the C10a–N10–N5–C5a dihedral angle of 174.3∘
and the N(dopamine)⋅⋅⋅C4a(flavin) bond length as long as 2.827 Å. Furthermore, a
relaxed-geometry scan of the latter bond, by compressing it with 0.1 Å increments,
showed no indication of the formation of a stable complex. In addition, NBO charges
on the flavin C4a and N5 sites and the substrate N atom in 1SP1 are 0.13, –0.35 and
–0.97|e|, respectively, which demonstrate that they do not change much from the
values found in isolated flavin 2 and dopamine 1 (0.10, –0.34 and –0.93|e|). This all
suggests that neutral amines do not exhibit the necessary nucleophilicity to readily add
to the flavin C4a position, in agreement with the fact that no direct evidence for a stable
amine–flavin adduct has been found experimentally. Taken all together, these results
also led us to rule out this mechanism as feasible.

The geometry of stationary structure 1SP1 (Figure 8.4) suggests that the following two
pathways are possible. The substrate amino group is connected through two active-site
water molecules to the flavin N1 atom, which is the most basic position within the isoal-
loxazine moiety.[53] This implies that the substrate could be first activated by amino
deprotonation to the flavin N1 site. Also, the α–C(substrate)⋅⋅⋅N5 bond length in 1SP1
is 3.198 Å, being sufficiently short to suggest that the substrate is properly oriented for
a direct α–CH abstraction.

Deprotonation of the neutral substrate amino group is feasible, but the process is
associated with a large barrier of 37.3 kcal mol–1 (Figure 8.5a).[53] The transition-state
structure 1TS1 has one imaginary frequency of 270i cm–1 representing proton transfer to
the flavin N1 atom assisted by two water molecules via the de Grotthuss mechanism.[63]

Such a high energy requirement is rationalized by the large difference in the pK a val-
ues between proton donor and acceptor sites. For the flavin N1–H deprotonation pK a
was measured to be around 7.0,[64] whereas amine deprotonation typically has a pK a of
around 35.[39] Upon proton removal, the anionic substrate turns nucleophilic and cova-
lently binds to the flavin C4a atom, accompanied by a reduction in the corresponding
N(substrate)⋅⋅⋅C4a distance from 4.063 (1SP1) and 1.550 Å (1TS1) to 1.508 Å in 1SP2. The
formed complex facilitates subsequent H– abstraction from the α–CH group, requir-
ing only 13.2 kcal mol–1 to arrive at the transition-state structure 1TS2, characterized
by one imaginary frequency of 871i cm–1. Abstraction of the H– is concerted with the
loosening of the N(substrate)⋅⋅⋅C4a bond from 2.439 Å in 2TS2–N to 3.505 Å in the final
products 1SP3, being reduced flavin FADH2 and neutral imine. This pathway is associ-
ated with collective activation energy of 44.6 kcal mol–1, which is too high to be feasible
for the MAO enzyme activity. In an analogous pathway, only starting from the sub-
strate with the protonated amino group, the flavin N1 deprotonation of the –NH3

+

group becomes easier requiring only 20.7 kcal mol–1 (𝜐imag = 980i cm−1) The subse-
quent α–hydride abstraction by the flavin N5 atom costs an additional 24.4 kcal mol–1
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to add up to an overall reaction free-energy barrier of 43.1 kcal mol–1, yielding proto-
nated imine, R − CH2CH2 = NH2

+. Although the collective activation barrier for this
process is slightly lower than with the unionized substrate, it is still too high for this
mechanism to be plausible.

According to Figure 8.2a, the traditional notion of the hydride abstraction should (a)
generate positive charge on the substrate α–carbon atom and (b) be concerted with the
substrate amino nitrogen atom rehybridization from sp3 to sp2. The first process would
seem to contrast the aforementioned positive Taft correlation[37] that suggested nega-
tive charge development on the stated carbon atom, whereas the second process was
suggested as unlikely by Matsson and coworkers after measuring the 15N KIE for the
MAO–B oxidation of benzylamine.[17] However, due to H– abstraction, the depletion
of electron density on the α–carbon atom is completely outperformed by the strong
electron-donating ability of the vicinal amino group, as evidenced by a decrease in both
the corresponding N(amino)–C(ff) bond length and the nitrogen atomic charge from
1.466 Å and 0.97|e| in 1SP1 to 1.354 Å and –0.79|e| in 2TS1. As a result, the charge on
the α–carbon atom changes from –0.25|e| in 1SP1 to –0.11|e| in 2TS1, surprisingly pre-
serving a significant portion of the negative charge (Table 8.1). More importantly, the
charge on the dopamine β–carbon atom, which is, in terms of para-substituent effects,
analogous to the benzylamine α–carbon atom, even increases from –0.49|e| (1SP1) to
–0.50|e| (2TS1). Taken all together, this gives us strong evidence to rationalize why this
reaction is facilitated by the electron-withdrawing para-substituents on the aromatic
ring, in firm agreement with the work of Miller and Edmondson.[37] With regards to
the substrate nitrogen sp3 –sp2 rehybridization, our results demonstrate that it is not
concerted, but takes place after the α–hydride is removed. A useful and practical mea-
sure of the degree of nitrogen sp3 –sp2 hybridization can be obtained from the nitrogen
degree of pyramidalization (DPN) defined elsewhere.[65] Our calculations reveal that
DPN for the dopamine nitrogen atom is 37.4% in isolated 1 and 36.5% in 1SP1, values
typical of primary amines. These change to 4.2 and 13.9% in 2TS1 and 2SP2, respectively.
It follows that in the transition-state structure 2TS1, the substrate still pertains 4.2% of its
nitrogen pyramidalization, which is then, surprisingly, even increased to 13.9% following
H– removal. The latter occurs, because, after the flavin accommodates H– , its N5 atom
becomes sp3 –hybridized with excess negative charge, having enough nucleophilicity to
Table 8.1 Evolution of Atomic Charges During the C(α)–H Hydride Abstraction Reaction From
Dopamine to Flavin as Obtained with the NBO Approach at the (CPCM)/M06–2X/6–31G(d) Level of
Theory

System Atom/Group Isolated Reactants (1SP1) TS (2TS1) Intermediate (2SP2)

N(amino) −0.93 −0.97 −0.79 −0.90
α–C −0.26 −0.25 −0.11 0.16
β–C −0.50 −0.49 −0.50 −0.52
C1(phenyl) −0.06 −0.04 −0.06 −0.07
dopamine 0.00 −0.03 0.31 0.43
N5(flavin) −0.34 −0.35 −0.50 −0.50
N1(flavin) −0.63 −0.68 −0.71 −0.70
flavin 0.00 0.01 −0.29 −0.35
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Figure 8.6 Complete Two-Step Mechanism For MAO Catalyzed Amine Degradation. The first step
involves H– abstraction from the substrate to form the flavin–substrate adduct, which then
decomposes to the final products, namely neutral imine and fully reduced flavin, FADH2, a reaction
promoted by amine deprotonation facilitated by two water molecules.

form a covalent bond with the thus formed cationic substrate (Figure 8.4 and Figure 8.6).
Macheroux and coworkers[64] measured the pK a value of the fully hydrogenated flavin
N(5)–H2 moiety to be pKa = 4, which indicates that the N(5)–H– group possesses suf-
ficient basicity to act as a base. The calculated substrate–flavin interaction free energy
in 2SP2 is as high as 27.7 kcal mol−1, which, together with the corresponding N5 − C(ff)
bond length of only 1.703 Å, suggests that the complex formed is rather strong. In 2SP2,
the dopamine nitrogen atom maintains its amine –NH2 features, which restores its
pyramidalization back to 13.9% leaving its planarization only for the upcoming step,
thus strongly tying in with the experimental results.[17] This all gives a convincing indi-
cation that α–hydride abstraction is not the only and last step during MAO catalysis.
For product release and subsequent enzyme regeneration, another chemical reaction
must take place. This idea represents an important advantage over other mechanis-
tic proposals that all advise protonated imine as the final product of one-step cataly-
sis (Figure 8.2). We disagree with this latter suggestion for the following two reasons.
First, it would be difficult for a protonated imine to leave the active site, because on
its way out it would strongly bind to the “aromatic cage” through favorable cation–π
interactions.[54] Secondly, it is well established that the final imine hydrolysis to aldehy-
des occurs non-enzymatically outside the MAO.[66,67] However, the protonated product
would immediately be hydrolyzed by the nearest water molecule within the enzyme,
because in solution this reaction readily proceeds with the protonated imine under
acidic conditions.[39]

The next step involves amino group deprotonation by the flavin N1 atom with an
activation free energy of 9.4 kcal mol–1 (Figure 8.5b), being concerted with the weaken-
ing of the adduct N5(flavin)⋅⋅⋅C𝛼(dopamine) bond. The transition-state structure 2TS2
(𝜈imag = 933i cm−1) again describes a de Grotthuss-type proton transfer proceeding
with the two active-site water molecules, but has both dopamine amino protons still
close to the nitrogen atom with N–H bond lengths of 1.032 and 1.063 Å. This yields
a nitrogen DPN value of 0.1% and represents the stage at which full nitrogen sp3 –sp2

rehybridization occurs. Upon deprotonation, the system is stabilized by 10.1 kcal
mol−1 to 2SP3, making the whole reaction energetically feasible and yielding the neutral
trans-imine and the fully reduced flavin (FADH2) as the final products (Figure 8.4 and
Figure 8.6). It has to be strongly emphasized that the presence of the acidic N–H bond
enables the completion of MAO turnover and explains why many alkyl- and arylamines
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change from being MAO substrates to MAO inhibitors upon N ,N-dimethylation.[68]

The fact that dopamine is converted into a neutral imine is significant, because this sug-
gests it will predominantly remain unprotonated in the hydrophobic active site, based
on consideration of the pK a values of similar unconjugated imines, which are, as a rule,
found to be below the physiological value of 7.4 (e.g., the pKa value of Me2C=N−Me
is 5.5),[39] ensuring that the neutral product could go past the "aromatic cage" on its
release from the active site. This, however, does not rule out the possibility that, when
it is finally liberated from the enzyme, the imine formed could be protonated, because,
during its departure, changes in the environment could make the protonation feasible.
This would then fully agree with Edmondson et al.,[66] who showed that the protonated
p-(dimethylamino)benzylimine is the form that is released from the enzyme. Also,
the fact that flavin is fully reduced to FADH2 enables an important prerequisite for
MAO regeneration by molecular oxygen to revert flavin into its oxidized form (FAD)
by creating hydrogen peroxide (H2O2), a reaction for which two hydrogen atoms are
required (Scheme 8.1).

In concluding this section, let us emphasize that presented results have convincingly
demonstrated the feasibility of the hydride transfer mechanism (Figure 8.6). In recent
years, there have been several additional computational studies showing its prevailing
energetic feasibility in MAO,[69–71] or some other flavoenzymes.[72,73] Furthermore, in
what follows, we will demonstrate that when we moved from the QM-only cluster model
towards including the full enzyme structure, via the Empirical Valence Bond QM/MM
approach, the calculated activation free energy for the MAO B catalyzed degradation
of dopamine drops down to ΔG‡ = 16.1 kcal∕mol,[74] being in excellent agreement with
the available experimental value of 16.5 kcal/mol,[19,20] thus providing a strong support
for our mechanistic picture.

8.6 Protonation States of MAO Active Site Residues

Computational studies have shown that the bulk of the catalytic power of any enzyme
originates from the electrostatic preorganization of the active site.[75] The essence of
this fact is that, in water, solvent molecules must reorient during the course of a reac-
tion due to polarization induced by a changing charge distribution. On the other hand,
this energetic penalty is much smaller in an enzyme, as the enzyme provides an electro-
static environment that has evolved to optimally solvate the transition state and requires
much less reorganization energy to adapt.[75] A change in the protonation states of ion-
izable residues results in an altered electrostatic potential pattern in the enzyme, which
manifests on the rate of enzymatic reactions and its pH-dependence. The electrostatic
potential of the enzyme active site is a fluctuating scalar field and cannot be directly
measured experimentally. However, there are few experimentally accessible quantities
that are closely related to it. The pK a values of ionizable residues in the enzyme active
site are, for example, an excellent tool for probing the electrostatic environment, since
pK a values are very sensitive to any structural and electronic change. The main contri-
bution to the pK a values is offered by the free energy of the solvation of the charged
species in the (de)protonation reaction. Due to the similarities between MAO A and B
enzymes (70% homologous and the overall RMSD between the X–ray structures is only
0.554 Å for human isoforms),[14] we expect that their electrostatic potential pattern in
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the active site will be similar and therefore the corresponding residues will have a similar
pK a. It was suggested in the literature that the MAO active site is hydrophobic since it
is composed of the aromatic and apolar residues, including two tyrosines and the FAD
cofactor, forming together an aromatic cage.[15,16] Change of the pK a value is also a mea-
sure of hydrophobicity: the hydrophobic environment does not favor the presence of
charged species giving rise to significant shifts in the pK a values. Despite the fact that
monoamines are predominantly present as monocations at a physiological pH of 7.4,
a hydrophobic active site has been proposed to favor unprotonated substrates and, fur-
thermore, every catalytic proposal to date,[17] including ours,[53] has agreed that the sub-
strate must be neutral for the reaction to take place. Active site pK a values are difficult to
determine experimentally and, similarly, whereas experimental pH rate profiles can pro-
vide tremendous insight, it can be hard to conclusively determine the identity of residues
whose protonation state is being affected. For MAO, some attempts were performed
to determine pK a values of some ionizable groups experimentally. However, they were
mainly limited to the surface residues.[76–78] The work of Scrutton and coworkers[79]

reported the pH-dependence of MAO A kinetic parameters by stopped-flow and steady
state techniques, as well as the H/D isotope substitution, and the authors concluded
that the substrates, including benzylamine, kynuramine and phenyl-ethyl amine bind in
the protonated form, while deprotonation is required for chemical step. Moreover, the
authors demonstrated that the pH-dependence of the kinetic isotope effect decreases
from approximately 13 to 8 with increasing pH, leading to the assignment of this cat-
alytically important deprotonation to that of the bound amine substrate. The strong H/D
kinetic isotope effect dependence gives evidence that at low pH the substrate depro-
tonation interferes with the rate-limiting step. Moreover, the same authors suggested
that the pK a values of the studied substrates are decreased for about 2 pK a units when
transferring the substrate from aqueous solution to the enzyme.

In order to get more insight into the nature of the MAO active sites, we calculated the
pK a values of key ionizable residues in the active sites of both isoforms.[54,80] Converged
solvation free energy calculations were performed using the MOLARIS program pack-
age together with an all-atom representation of the solvated enzymes. In line with the
general consensus that dopamine enters the chemical step in a neutral form, we man-
ually docked a neutral dopamine molecule into the active site in a way suitable for the
catalytic step. We selected only one substrate on purpose in order to avoid the effects
associated with ligands of different sizes on the pK a values. pK a calculations were per-
formed using the semimacroscopic protein dipole/Langevin dipole approach of Warshel
and coworkers in its linear response approximation version (PDLD/S–LRA).[81,82] The
essence of the PDLD/S–LRA pK a calculation is to convert the problem of evaluating
a pK a in a protein to an evaluation of the change in solvation energy associated with
moving the charge from water to the protein (Figure 8.7). To do so, one must consider a
thermodynamic cycle described by the following equation:

ΔGp(AHp → A−
p + H+

w ) = ΔGw(AHw → A−
w + H+

w ) + ΔGw→p
sol (A−) − ΔGw→p

sol (AH)
(8.1)

where p and w denote protein and water, respectively. This equation can be rewritten
for each ionizable residue i, as:

pKp
a,i = pKw

a,i −
qi

2.3RT
ΔΔGw→p

sol (AHi → A−
i ) (8.2)
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Figure 8.7 The PDLD/S–LRA Thermodynamic Cycle For the Evaluation of ΔΔGw→p
sol(A−) Within a

Protein (w and p Indicate Water and Protein, Respectively). The cycle involves the change of the
dielectric constant of the solvent around the protein from 𝜀w to 𝜀p, moving the charge from the
solvent to the protein, changing back to the solvent dielectric and uncharging the ionized group
inside the protein. The energy contribution of each step is indicated in the figure (see text). For a
detailed discussion see references [81,82]. (See color plate section for the color representation of this figure.)

where the ΔΔG term consist of the last two terms of the previous equation, qi is the
charge of the ionized form of the given residue, for an acid

qi = −1[q(AH) = 0, q(A−) = −1] (8.3)

and for a base

qi = +1[q(AH) = +1, q(A−) = 0] (8.4)

The pK a calculations are thus reduced to two free energy calculations in addition to the
experimental value in aqueous solution. The first simulation calculates the free energy
associated with the transfer of a neutral residue from protein to water and the other cal-
culates the free energy cost of transferring the charged residue from water to protein.
In addition to these two values one must know only the experimental pK a in aqueous
solution to determine the free energy associated with ionizing the residue in water. In
practice one calculates reversible work for mutation of a charged residue or a substrate
to the neutral species in the enzyme and in aqueous solution. Together with the experi-
mental pK a value in aqueous solution it is possible to calculate the pK a value in enzyme
via the thermodynamic cycle. The pK a calculations are, thus, reduced to two free energy
calculations in addition to the experimental pK a value in aqueous solution (Figure 8.7).

The calculated pK a values are sensitive to the applied external dielectric constant dur-
ing the simulations. The choice of the correct dielectric constant to describe the protein
interior is a very complex issue and has been the subject of heated debates over the
years.[83] In our work, we employed 𝜀 = 10 − 16, however, due to the focus on the relative
difference between pK a values in the corresponding MAO A and MAO B active sites,
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Figure 8.8 Superposition of FAD and Ionizable Residues Surrounding the Active Site (MAO A is Red,
MAO B is Blue). (See color plate section for the color representation of this figure.)

the choice would not change the qualitative picture and is, thus, of lesser importance.
All PDLD/S–LRA calculations were performed using the ENZYMIX force field and the
MOLARIS simulation package.[84] Specifically, we have examined the pK a values of four
tyrosine residues that are part of the so-called aromatic cage and a Lys residue close
to the reacting atoms of FAD (Figure 8.8). The average absolute differences in pK a val-
ues, between the two isoforms (MAO A/B), are 0.05, 0.07, 0.12, 0.75, and 1.23 for the
pairs Tyr69/Tyr60, Lys305/Lys296, Tyr407/Tyr398, Tyr444/Tyr435, and Tyr197/Tyr188,
respectively. These results clearly demonstrate that, for both isozymes, the pK a values
for the studied Tyr and Lys residues are very similar (they differ 1.23 pK a units at maxi-
mum), which together with the already mentioned overall agreement in the structure of
the isoforms (Figure 8.8)[14] provides strong evidence that the electrostatic potential pat-
tern in the active sites of both isozymes is very closely matched. Since enzymes work by
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preorganized electrostatics, the same electrostatic environment cannot be at the same
time suitable for optimal solvation of the transition state with a positive and a negative
charge build-up, as would be the case in the hydride and polar nucleophilic mechanisms.
It is therefore very unlikely that MAO A and MAO B would work by different chemi-
cal mechanisms on the same family of substrates.[40] Our results on the pK a value of the
bound dopamine (pKa = 8.8) suggest the latter is practically unchanged compared to the
corresponding value in aqueous solution (pKa = 8.9), strongly indicating that the MAO
active sites are not hydrophobic when the substrate is bound.[54] This might appear to
contradict the results by Scrutton and coworkers which reported the pK a shift of the
substrates for about 2 pK a units within MAO active site,[79] but the discrepancy can be,
among other factors, explained by the differences in the sizes of diverse substrates. Prac-
tically unchanged dopamine pK a relative to aqueous solution is attributed to favorable
cation−π interactions between the −NH3

+ group on dopamine and aromatic moieties,
which provide a stabilizing effect to the charged fragment.[54]

8.7 EVB Simulation of the Rate Limiting
Hydride–Abstraction Step for Various Substrates

In this section, we extend our static cluster model study of the rate-limiting step in MAO
B to a full enzyme model,[74] using the EVB approach, which allows extensive sampling
at a reduced computational cost, while providing a physically meaningful description
of the catalytic process. EVB relies on a well-defined reference state. The most natural
choice for it is the uncatalyzed reaction in aqueous solution, since biology occurs in this
medium. However, considering the lack of direct experimental observables in aqueous
solution, our calculated reference state for the MAO B catalyzed reaction is the corre-
sponding hydride transfer in the gas phase, as this is the state for which one is most likely
to obtain reliable estimates of the activation barrier using accurate QM approaches. For
the gas phase reference reaction, between lumiflavin and dopamine, we used the opti-
mized geometries of the reactants and transition state from the cluster study (Figure 8.4).
The gas phase energetics of the reaction were calculated using the M06–2X density
functional[55] in conjunction with the 6−31+G(d,p) basis set. For a full-enzyme sim-
ulations, atomic coordinates were obtained from the high resolution (1.6 Å) crystal
structure of MAO B obtained from the Protein Data Bank (PDB code 2XFN) and the
dopamine substrate was manually docked into the active site. The charges of all relevant
structures were fitted to the electrostatic potential according to the CHelpG scheme and
calculated at the (CPCM)/B3LYP/6–311G(d,p) level. EVB calculations were performed
in vacuo, representing the reference state, aqueous solution, and in the MAO B enzyme,
to examine the effect of different environments on the reaction barrier. For all EVB cal-
culations the same EVB region was used, consisting of lumiflavin moiety and dopamine
(FAD and dopamine in the enzyme), see Figure 8.3. For the corresponding reaction in
solution and in the enzyme, the system was solvated in a spherical water droplet with a
radius of 20 Å (centered in the reactive region) subject to surface-constrained all-atom
solvent (SCAAS) boundary conditions.[85] The spherical droplet was embedded in a 3
Å cubic grid of Langevin dipoles with a radius of 22 Å, which was in turn placed in a
continuum with the dielectric constant of water. A cut-off of 10 Å was used for the cal-
culation of long-range interactions and the neighbor list was updated every 30 steps.
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All systems were subsequently relaxed with a time step size of 1 fs and gradually heated
for 50 ps at 30 K, 100 ps at 100 K and 500 ps at 300 K. The system obtained in that
way was considered to be relaxed and was mutated from a reactant to product diabatic
states in 51 mapping frames, each consisting of a molecular dynamics simulation of 30
ps, using a 1 fs time step, for a total simulation time of 1.53 ns. The EVB simulation
of the reactive trajectory was performed 10 times starting from different initial con-
figurations, giving rise to ten independent free energy profiles. All EVB calculations
were performed using the standard EVB free energy perturbation/umbrella sampling
(EVB– FEP/US) procedure[86] and the MOLARIS simulation package in combination
with the ENZYMIX force field.[84]

In order to study enzyme catalysis, it is highly desirable to have the experimental
kinetic data for the reference reaction in aqueous solution. However, to the best of
our knowledge, no such are available for the aqueous solution reaction between the
flavin and dopamine (or any other monoamine or suitable model system). Some stud-
ies have shown that flavins react with amines and alcohols in water on a timescale of
days, but no further kinetic data were provided, therefore, experimental value for the
activation free energy of the reference reaction cannot be deduced.[87,88] As a result, we
parameterized our EVB Hamiltonian to reproduce the reliable M06–2X/6–31+G(d,p)
energetics in vacuo (ΔG‡

gas and ΔG0
gas). The system was subsequently moved to aque-

ous solution and MAO B active site using the same parameter set (EVB off-diagonal
term plus the gas phase shift). This is a valid approximation, due to the demonstrated
phase-independence of the EVB off-diagonal (Hij) coupling term.[89] While it is straight-
forward to obtain ΔG‡

gas, the calculation of ΔG0
gas is complicated by the fact that, in

the gas phase, the resulting FADH– anion and dopamine cation form an adduct imme-
diately upon hydride transfer (see previous sections). In order to circumvent this issue,
we selected the point in the IRC profile where the structure of FADH– moiety matches
the geometry of the gas-phase optimized FADH– prior to adduct formation. In addition,
the IRC profile shows a shoulder in the potential energy surface around the same point,
thus suggesting a valid transient intermediate.[74] Using this setup, the gas-phase calcu-
lations gave ΔG‡

gas = 32.8 kcal mol–1 and ΔG0
gas = 24.9 kcal mol−1, which were used

to parameterize the EVB gas-phase shift and a coupling parameter. In aqueous solution,
the activation free energy is still high, 26.5 kcal mol–1, nevertheless, lowered by 6.3 kcal
mol–1 relative to the gas phase. Even more pronounced is the effect of the aqueous envi-
ronment to the free energy of reaction, which is lowered to 4.2 kcal mol–1. Including the
full enzyme dimensionality reduced both the barrier to ΔG‡

MAO = 14.2 kcal mol−1 and
the reaction free energy to ΔG0

MAO = −0.6 kcal mol−1.[74] The reduction in the activa-
tion barrier relative to the aqueous solution is 12.3 kcal mol–1, which corresponds to a
rate-enhancement of more than nine orders of magnitude. The overall reaction is not
excessively exergonic, allowing for the reverse reaction in the case of product overpro-
duction. Experimental studies revealed that MAO substrates are bound to the active site
in the protonated form, while they enter the reaction only if they are neutral. We calcu-
lated the pK a value for dopamine placed at the MAO B active site and we have shown
that it is not significantly changed relative to its value in the aqueous solution.[54] The
reversible work necessary for dopamine deprotonation can be calculated then analyti-
cally and is assumes 1.9 kcal mol–1. When this correction is added to the calculated bar-
rier of 14.2 kcal mol–1, the final activation free energy isΔG‡

MAO = 16.1 kcal mol−1. The
latter value is in excellent agreement with the experimentally determined value of 16.5
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Figure 8.9 Structure of MAO B Active
Site with Neutral Dopamine. The active
site residues are shown in gray, FAD
prosthetic group in orange, dopamine in
light blue, and Lys296 in violet. The
orientation of the substrate facilitates
the positioning of the pro-R hydrogen
atom for the hydride transfer. (See color
plate section for the color representation
of this figure.)

kcal mol–1,[19,20] thus strongly supporting the proposed hydride transfer mechanism. A
snapshot from the simulation of MAO B active site with the reactive dopamine molecule
is shown in Figure 8.9.

We have also observed that, for the efficient catalysis, the substrate amino group must
be oriented towards the O4 atom of the flavin moiety to allow for hydrogen bonding.
There is considerably more space on the O4 side of the active site cavity compared to the
other, which allows for better accommodation of the substrate and proper positioning
for the hydride transfer. MAO preferentially cleaves the pro-R hydrogen atom and in the
mentioned configuration the pro-R hydrogen atom of the dopamine α − CH2 moiety is
aligned in a favorable direction to enable the hydride transfer (Figure 8.9).

The Lys296 residue is part of the FAD–H2O–Lys296 motif conserved in many
flavin-dependent oxidases, and we speculated that it might be important in the MAO
catalysis. We have performed our calculations with both the neutral and protonated
form of Lys296 to quantify the effect of the ionization state of this residue on the hydride
transfer reaction. Our results show that the protonation state of Lys296 does not affect
the reductive half-reaction of MAO B and that the barrier for the reaction is virtually
unchanged at around 14.0 kcal mol–1.[74] One may speculate that the protonation state
of Lys296 may be relevant for the oxidative half-reaction, what is in accordance with
the conclusion for mouse polyamine oxidase.[90]

Following the same methodology, we also addressed the catalytic step of the MAO
A catalyzed decomposition of noradrenaline.[91] We showed that MAO A lowers the
activation barrier by 14.3 kcal mol–1 relative to the same reaction in aqueous solution.
Taking into account the deprotonation of noradrenaline prior to the hydride transfer
reaction, the activation barrier in the enzyme is calculated to be 20.3 ± 1.6 kcal mol–1,
being in reasonably good agreement with the correlated experimental value of 16.5 kcal
mol–1.[91] Overall, the results presented here offer a strong support that both MAO A
and MAO B isoforms function by the same hydride transfer mechanism. To strengthen
our conclusion, we considered the effect of point mutations on the activation free
energy.[91] The choice of the investigated point-mutations was prompted by the experi-
mental work of Edmondson and coworkers,[15,16] who expressed the mentioned mutant
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enzymes of MAO B in Pichia pastoris, whereas the same attempt to do so for MAO A
resulted in enzymes found to be unstable upon membrane extraction. Our results show
that the pK a uncorrected values for the activation free energy are as follows (in kcal
mol–1): WT MAO A (18.7), Tyr444Phe (18.2), Tyr444Leu (19.3) and Tyr444Trp (20.2),
which confirmed the functional importance of the probed "aromatic cage" Tyr444
residue. Interestingly, Tyr444Phe mutation slightly lowered the activation free-energy,
which indicates that the role of the mutated tyrosine residue is predominantly exerted
through its aromatic moiety associated with linear quadrupole, rather than through
the hydroxyl –OH group, which is a significant observation. Another very interesting
aspect is provided with His and Glu mutants regarding their protonation forms. It turns
out that Tyr444His(0) mutant, where His residue is unionized, gives an enzyme with
7 kcal mol–1 higher activation free-energy than WT (25.7 kcal mol–1), which is even
further increased by another 9 kcal mol–1 to ΔG‡ = 34.9 kcal mol−1 in Tyr444His(+)
upon protonating the histidine residue. This observation goes perfectly well with the
idea that there is a positive charge build-up on the substrate in the transition state, thus
strongly supporting the idea that during reaction the departing hydrogen is abstracted
as an anion (hydride, H– ). Therefore, positively charged species near the active site have
an anti-catalytic effect as indicated by these results. To further test this concept, we
investigated two additional Tyr444Glu mutants corresponding to unionized and neg-
atively charged glutamic acid residues. For the neutral form, Tyr444Glu(0), the barrier
is higher than for WT, assuming ΔG‡ = 23.8 kcal mol–1, but is significantly reduced to
ΔG‡ = 21.7 kcal mol−1, when Glu residue is deprotonated to –CH2 –CH2 –COO– .[91]

The induced negative charge in this active site residue stabilizes the cationic transition
state, which lowers the barrier. Taken all together, the results obtained for both
Tyr444His and Tyr444Glu mutants and their different protonation forms provide con-
firmation that MAO enzymes operate through the direct hydride transfer mechanism.

8.8 Nuclear Quantum Effects in MAO Catalysis

The quantum-mechanical nature of nuclei motion in chemical reactions is experimen-
tally evident in kinetic isotope effect (KIE) that is, by definition, the ratio of the rate
constants for the species involving various isotopomers. If the isotopomer atoms are
directly involved in the making and breaking of chemical bonds, this is termed primary
KIE, otherwise it is denoted secondary KIE. The most pronounced are always the KIE
values involving H/D isotopes, because of the relative differences in masses among the
corresponding isotopes.

Interesting proposals were given for the role of tunneling and dynamical effects in
enzyme catalysis. These proposals were mainly based on the experimental detection
and careful quantization of hydrogen (radical, proton, or hydride) tunneling in enzy-
matic reactions. Several independent groups gathered evidence that room tempera-
ture nuclear tunneling occurs in several enzymes, especially those involving C–H bond
activation.[92–95] The donor-acceptor distance, which influences the shape of the poten-
tial for hydrogen transfer, played a special role in these proposals, in accordance with
previous suggestions that steric strain and barrier compression can help catalysis.[96]

The rationale behind assigning a special relevance for catalysis to the modes involving
donor-acceptor distance is that, for the compressed case, the barrier for the hydrogen
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transfer just gets narrower at the preserved height allowing tunneling. The experimental
results were interpreted by the vibronic formula approach[97] and by a theory of electron
transfer-coupled hydrogen transfer.[98] In particular, recent studies argued that the pro-
moting mode proposal is consistent with pressure effects on enzymatic reactions that
support the idea of the vibrationally enhanced catalysis. By critical recompilation of the
experimental and multiscale simulation data we have demonstrated that serious incon-
sistencies exist in the evidence to support these hypotheses.[99] Tunneling reflected in
H/D KIE decreases upon compression and external pressure does not lead to the appli-
cable compression of the free energy surface. Moreover, pressure experiments do not
provide actual evidence for the vibrationally enhanced catalysis.[100] Finally, the tem-
perature dependence of the entropy change in hydrogen transfer reactions is shown to
reflect simple electrostatic effects.[101] Hydrogen transfer reactions in enzymology can
be explained by transition state theory and the concept of promoting modes is not neces-
sary. It is enough to know the probability density for the reactive system at the transition
state and equilibrium. Speaking about the computational methods to calculate the KIE,
the method of choice is path integration, where each quantum atom is represented by
a necklace of beads. The method yields correct ensemble averages, whereas probabil-
ity densities are different for H and D giving rise to different activation free energies.
Tunneling is not a dynamical phenomenon and, technically speaking, KIE can also be
calculated by Monte Carlo method.

The rate limiting step of MAO catalyzed reaction involves a hydride transfer and, as
a light particle, its motion obeys the laws of quantum rather than classical mechanics.
Tunneling in MAO-catalyzed reactions was addressed by several experimental studies.
Husain and coworkers [102] studied bovine liver MAO B with benzylamine and deduced
kinetic parameters spectrophotometrically from UV/VIS detection of an aldehyde sig-
nal as a function of time at 25∘C. The H/D KIE turned out to be dependent on the
oxygen level, and, under the oxygen and benzylamine saturation, the observed H/D
KIE was 6.4–6.7, whereas at low oxygen levels the value increased to 8.7. Following
from this, Walker and Edmondson[19] applied advanced data processing techniques to
study a series of para and meta substituted benzylamines with bovine MAO B at 25∘C.
The H/D KIE value for unsubstituted benzylamine was between 8.2–10.1, depending
on the level of oxygen, while for substituted derivatives, the H/D KIE values ranged
between 6.5 for p-Br substitution and 14.1 for m-Cl derivative. For the recombinant
human liver MAO A with para-substituted benzylamines, Miller and Edmondson[37]

reported H/D KIE values in the range of 6–13. Scrutton and coworkers studied pH
dependence of KIE in recombinant human liver MAO A with benzylamine and the value
decreases from approximately 13 to 8 with increasing pH value.[79] Such significant pH
dependence of H/D KIE values strongly supports the idea that only the neutral sub-
strate will enter the reaction. Wang and Edmondson addressed tunneling in a rat MAO
A for a series of para-substituted benzylamines,[20] and concluded that the H/D KIE val-
ues are pH–independent and range from 7 to 14, demonstrating a rate-limiting α–CH
bond cleavage step in catalysis. Unfortunately, no experimental data are available for
dopamine in any of the mentioned studies.

Here we report the results of the path integration calculated H/D KIE of the
rate-limiting step of dopamine decomposition catalyzed by MAO B.[103] We decided
to proceed with dopamine, because of its immense importance in neuroscience and
because we have developed simulation protocol for this reaction for classical treatment
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of nuclear motion. Path integration was employed on the full enzyme dimensionality
in the form of quantum classical path (QCP) method with an EVB potential energy
surface.[104] The QCP approach is based on the isomorphism between the nuclear
wavefunction and the ring of quasiparticles that are propagated on the "quantum
mechanical" potential Uqm. The quantum mechanical free-energy barrier is calculated
using the following potential:

Uqm =
p∑

k=1

1
2p

MΩ2Δx2
k +

1
p

U(xk) (8.5)

Here Δxk = xk+1 − xk, where xp+1 = x1. The last equality ensures that the necklace is
closed. Moreover, Ω = p ∕ ℏ ⋅ 𝛽, whereas M is the mass of the quantum atom, where
U is the actual potential used in the simulation. The total quantum mechanical parti-
tion function can then be obtained by running classical trajectories of the quasiparticles
with the potential Uqm and 𝛽 = 1 ∕ kBT. The probability of being at the transition state
is approximated by a probability distribution of the center of mass of the quasipar-
ticles (the centroid) rather than the classical single point. At the temperature values
approaching zero, the quantum correction to free energy reduces to the contribution of
the zeroth vibrational level and matches the zero point energy. At the finite temperature
values contributions from all the excited states are included. Traditional “on-the-fly”
path integral simulations are demanding because of the poor equilibration between
quantum and classical particles. The QCP approach offers an effective and rather sim-
ple way to overcome this problem by propagating classical trajectories on the classical
potential energy surface of the reacting system and using the atom positions to gen-
erate the centroid position for the quantum mechanical partition function. This treat-
ment is based on the finding that the quantum mechanical partition function can be
expressed as:

Zqm(x) = Zcl(x)

⟨⟨
exp

{
−
(
𝛽

p

)∑
k

U(xk) − U(x)

}⟩
fp

⟩
U

(8.6)

where x is the centroid position, ⟨· · ·⟩fp designates an average over the free particle quan-
tum mechanical distribution obtained with the implicit constraint that x coincides with
the current position of the corresponding classical particle, and ⟨· · ·⟩U designates an
average over the classical potential U . The quantum mechanical free energy correction
calculated from the partition function reads AQM = −1 ∕𝛽 ⋅ ln(Z).

In order to evaluate the QCP correction to the activation free energy, it is necessary to
perform simulation for the transition state and the reactant minimum. Both simulations
are performed for H and D, respectively. Since the wave function is more delocalized for
hydrogen than for deuterium, the corresponding AQM values are different. The proce-
dure was as follows: Initially, we used exactly the same protocol as for calculation of
the reaction profile with the classical treatment, followed by running additional 600 ps
of MD simulation at the reactant and transition states. We quantized nuclear motion
for the dopamine methylene group next to the amino group and the N5 atom of the
flavin moiety using 18 beads. In this way, the motion of four atoms was quantized corre-
sponding to 12 degrees of freedom. 100 ps of QCP simulation were performed both for
H and D derivatives. When performing calculations for the D isotopomer, both hydro-
gen atoms of the methylene group were replaced by D in order to facilitate comparison
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with the experiment. The error was estimated by using 10 different starting points that
were 1 ps apart. Our computational strategy evaluates the relevant nuclear quantum
corrections and gives the H/D kinetic isotope effect of 12.8 ± 0.3,[103] being in agree-
ment with the experimental values in the range of 6.4–14.1 for MAO B with structurally
related benzylamines.[19] The calculated H/D KIE gives additional very strong evidence
that MAO enzymes operate through our hydride transfer mechanism.[53,74] The H/D KIE
values for the enzymes where the contribution to the rate constant comes only from the
zero point energy of the reactant well are between 3–8. The elevated value for MAO B
indicates that non-negligible contribution comes from the tunneling effects. Our calcu-
lations showed once more that the QCP approach is a reliable computational tool for
determining the quantum mechanical contributions to the activation free energies even
in the case when significant tunneling contributions to the rate constant are present.

8.9 Relevance of MAO Catalyzed Reactions for
Neurodegeneration

MAO catalyzed oxidative deamination reactions produce hydrogen peroxide as a
by-product (Scheme 8.1) giving rise to several reactive oxygen species (ROS) that are
responsible for oxidative stress. Unless cleared from the body by enzymes such as
catalase or glutathione peroxidase, H2O2 molecules easily undergo Fenton-type chem-
istry to give OH• radicals. Therefore, MAO inhibition is an important strategy for the
prevention and treatment of neurodegeneration. On the other hand, H2O2 production
from the non-enzymatic metal ions mediated oxidative deamination of dopamine and
noradrenaline seems to be particularly problematic, since it is not restricted to the
mitochondrial membrane, where H2O2 scavenging enzymes are located in significant
quantities.

A gross scheme of neurodegeneration on the molecular level is based on two
pathways.[8] Firstly, reactive species oxidize heavy atom ions, which enhances their
interaction with α–synuclein (𝛼Syn), thus promoting its folding to the beta form and
giving rise to insoluble amyloid plaques. The latter prevents the function of vesicular
transport leading to gradual neuronal death. In the second pathway, radical species,
OH• in particular, react with the methylene groups of the apolar part of the lipid
bilayer of either the cell or mitochondrial wall, resulting in membrane leakage followed
by dyshomeostasis, loss of resting potential and neuron death. Unlike other cells,
neurons are non-replicating and do not regenerate, thus the brain is, despite massive
redundancy, sensitive to the loss of function if too many neurons cease to exist. A
gradual loss of neurons clinically manifests as neurodegenerative diseases, such as
Alzheimer’s, Parkinson’s and Huntington’s disease. Additional complication is that
initial damage of neurons triggers inflammatory response that produces even more ROS
resulting in perpetual neuron damages. The incidence of neurodegeneration rapidly
increases with age. There are estimates that in the western societies, the probability for
neurodegenerative disorders, mainly Alzheimer’s disease, at the age of 85 is about 50%,
which increases to as much as 90% at the age of 95. It has to be mentioned that MAO
is not the only source of ROS. Electron transfer chain is even a richer resource, but it
cannot be inhibited. In this section we present a brief overview of potential strategies
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targeted at neurodegeneration, while for a recent and more detailed review the reader
can refer to reference [8].

The central nervous system (CNS) is vulnerable to oxidative stress and neurodegen-
eration is its direct consequence. The main reason for the oxidative stress is that human
brain consumes about ten times more oxygen than is the average over all other tissues,
which is directly linked to the high-energy consumption of neural signal transduction.
Human brain represents about 2% of the body weight and consumes 20% of the oxygen.
In addition, neurons have large surface to volume ratio and therefore there is higher
probability for the cellular membrane damage than it is for other cells. There are many
dietary components that can not only scavenge ROS but also influence some of the
biochemical events (signal transduction, stress protein synthesis, glycation and toxin
generation) associated with neurodegenerative pathologies, thereby either ameliorating
the risks or slowing down the progression of the disease. In general, food containing sul-
fur rich compounds, such as garlic, onion, and avocados, are also good options. Bilirubin
is a very efficient ROS scavenger,[105] which provides a possible explanation for a low inci-
dence of cardiovascular diseases and, to a certain extent, neurodegeneration in patients
with Gilbert–Meulengracht syndrome. A promising strategy for the prevention and,
to a certain extent, treatment of neurodegeneration is the administration of curcumin,
an essential ingredient of curry, which has recently been demonstrated to have signifi-
cant neuroprotective potential.[106] Interestingly, the prevalence of Alzheimer’s disease
in India among adults aged between 70 and 79 years is 4.4 times lower than in the United
States.[107] Green tea and coffee drinking seems to have neuroprotective potential. Cat-
echins found in green tea can penetrate the hematoencephalic barrier and they act as
metal chelating agents and ROS scavengers.[108]

The ROS production originating from inflammatory processes in the central neu-
ral system can be blocked at the level of the arachidonic acid cascade with one of the
COX–2 selective non-steroidal anti-inflammatory drugs (NSAID). Ibuprofen seems to
be a first choice, because of its low ulceration potential.[109] However, it remains a chal-
lenge to balance the benefit of NSAID administration with its unwanted side effects and
to give recommendations for administering NSAID in the context of neuroprotection.
It is probably not recommendable to administer NSAID to patients with no signs of
neurodegenerative diseases, particularly as long-term therapies.

One can lower ROS production through the MAO pathway by inhibiting MAO with
one of the irreversible MAO B inhibitors, such as selegiline and rasagiline, for which we
suggested an operational chemical mechanism of the inhibition reaction.[110,111] MAO
A inhibitors, such as clorgyline, seem to be less appropriate because of their psychoac-
tive properties. An unknown substance(s) in tobacco smoke also irreversibly inhibit
MAO by up to 60%, suggesting that sporadic smoking in low quantities, for example,
one cigar per week, could be beneficial for the prevention of neurodegeneration,[112]

whereas balancing its potential in the development of neoplasia and cardiovascular
diseases. Interestingly, nicotine per se is a reversible inhibitor of MAO,[113] whereas
its metabolite nornicotine binds to the arginine side chain in 𝛼Syn, thus preventing
conformational change to its β–form.[114] Novel, promising strategies for the design
of drugs used in the treatment of neurodegeneration are recently appearing. Weinreb
and coworkers are working toward pleiotropic MAO inhibitors that simultaneously
show potential for the iron ion chelation to be used in treating Alzheimer’s disease.[115]
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An interesting strategy is the development of multi-target drugs possessing both
cholinesterase and MAO-inhibitory activity like Ladostygil.[116]

In this section, we have presented several known chemical mechanisms of neurode-
generation on the molecular level with particular emphasis on reactions involving the
activity of MAO enzymes. One can view neurodegeneration as the interplay of several
chemical reactions with complex kinetics. We hope that our results in this field will offer
new insight into the features of molecular events linked to neurodegeneration, paving
the way toward new strategies and rational drug design for the prevention and treatment
of these debilitating diseases.[8]

8.10 Conclusion and Perspectives

In this contribution we gave an overview of monomine oxidases, enzymes that catalyze
the oxidative deamination of biogenic neurotransmitters and cardio- and vasoactive
amines in various parts of body. We demonstrated using the QM–only cluster model
that the rate-limiting first step for monoamine oxidases represents a hydride transfer
from the methylene group next to the amino moiety to the cofactor flavin N5 atom. This
is followed by the substrate amino group deprotonation to the flavin N1 site, which cre-
ates a fully reduced flavin, FADH2, and neutral imine. Critical comparison between the
structure and pK a values of the ionizable groups of the active centers of MAO A and
MAO B isozymes gives strong evidence that both enzymes operate by the same chemi-
cal mechanism. By using the empirical valence bond QM/MM approach we showed that
MAO B lowers the barrier of the hydride transfer reaction for dopamine degradation by
12.3 kcal mol–1 relative to the reference reaction in aqueous solution, corresponding to
a rate-enhancement of more than 9 orders of magnitude. The barrier for the enzymatic
reaction starting from the deprotonated substrate is 14.2 kcal mol–1. Taking into account
the free energy cost of dopamine deprotonation in the active site prior to the enzymatic
reaction, the reaction barrier is 16.1 kcal mol–1, in excellent agreement with the avail-
able experimental value of 16.5 kcal mol–1. We calculated H/D kinetic isotope effect for
MAO B catalyzed decomposition of dopamine that is in agreement with experimental
values. In conjunction with additional experimental and computational work, the data
presented here improve the understanding of the mechanism of the catalytic activity of
MAO, as well as a large family of flavoenzymes, which can allow for the design of novel
and improved MAO B inhibitors[2,3] as transition-state analogues for antiparkinsonian
and neuroprotective use.
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Figure 2.2 (a) Different VB Configurations Describing All Possible Independent Arrangements of Four
Active Electrons Within Three Centers (X, CH3, and Y). (b) Relative Approximate Energy Levels of the VB
States; see Table 2.1 For the Estimation of These Energies.
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Regions of the Target Free Energy Surface (Blue Solid Line) at the Final States and at the Transition
State Relative to the Reference Free Energy Shifts (Red Dots). Black empty dots show the target free
energy shifts which are computed with a potential of mean force (PMF); the complete target free
energy profile (from the PMF) is shown with a dashed black line. The red arrows show the
thermodynamic detour that is an alternative to computing the full target PMF. Note that red vertical
arrows correspond to the free energy changes of moving between the reference and the target
potentials with the same bias. Adapted from reference[35].
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Figure 3.3 Challenges in Application of the PD Approach. The first challenge is the existence of a
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surfaces. The reference reaction path (dashed red line) is concerted while the target reaction path
(dashed blue line) is dissociative (or associative). If sampling is performed only along the reference
path –the explored region (between two red solid lines) does not contain the target transition state
(TS). Thus, the free energy change of moving to the target potential at the reference TS does not
provide the actual correction for the target free energy barrier. Secondly, moving from the reference
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convergence since not only the force law changes, but also the system moves along the reaction
surface.
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Figure 5.8 10-ps EVB-AMOEBA Simulation at 300 K, (a) Evolution of g1 (Green), g2 (Orange), (b) R and q
Distances (in Å). Short-time averaging over 50 fs windows has been used to improve visual quality.
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Figure 5.9 Proton Exchange During an EVB-AMOEBA MD Trajectory. The geometrical parameters R
and q, the EVB weights g1 and g2 and the time frames are indicated.
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Figure 5.14 Equilibrium Distributions of (a) R and (b) q Obtained at 50, 100 and 300 K, and
Distributions of the EVB Weights (c) g1 and (d) g2, as Obtained at 50, 100 and 300 K.
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active site of RasGAP. Only the steps that lead to a PT to the substrate (GTP) are shown. The profiles of
the uncatalyzed reaction and within the RasGAP complex are in blue and green, respectively. Plain
lines display the profiles of the mechanism that involves a second water molecule, serving as a proton
shuttle. Dashed lines, on the other hand, exhibit the profiles of the mechanism that involved direct PT
from the nucleophilic water molecule. Here, bold and plain dashed lines correspond to the deficient
(based on the earlier study) and true calibration, respectively. Activation barriers and reaction free
energies are given with respect to the energy of their corresponding reactants regardless of the
mechanism used.
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that Were Replaced During the In Vitro Evolution (Favorable –Dark Blue and Unfavorable –Dark Red).
(b) Mutations of KE07 design that occurred during directed evolution and were also predicted based
on their contributions to the reorganization energy (green). The substrate (cyan) and key residue
Glu101 (orange) are also displayed in both cases. Reprinted from reference[47]. Copyright 2014, with
permission from Elsevier.
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dielectric constant of the solvent around the protein from 𝜀w to 𝜀p, moving the charge from the
solvent to the protein, changing back to the solvent dielectric and uncharging the ionized group
inside the protein. The energy contribution of each step is indicated in the figure (see text). For a
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Figure 8.8 Superposition of FAD and Ionizable Residues Surrounding the Active Site (MAO A is Red,
MAO B is Blue).

Figure 8.9 Structure of MAO B Active Site with Neutral Dopamine. The active site residues are shown
in gray, FAD prosthetic group in orange, dopamine in light blue, and Lys296 in violet. The orientation
of the substrate facilitates the positioning of the pro-R hydrogen atom for the hydride transfer.
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