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Meteorology and wind resource assessment for wind farm development

R. J. BARTHELME and S. C. PRYOR, Indiana University, USA

Abstract: Assessing wind resources (wind speeds, directional distribution, turbulence intensity, etc.) for wind energy projects demands a level of detail and accuracy regarding the spatial and temporal variations of the wind and turbulence climate, which is beyond that required for other purposes. Hence a wide range of measurements and models have been developed and are employed to provide assessments for initial site identification, quantifying the long-term wind resource based on short-term measurements, extrapolating the vertical wind speed profile, calculating the potential power output from each turbine and for wind farm layout to optimize power output. Here we give an overview of the state of the art in wind resource assessment and look to the near-future in terms of developments in modeling and measurement techniques.

Key words: wind resource, measurements, modeling, wakes, climate.

1.1 Introduction

The process of identifying promising sites for wind energy development depends not only on the magnitude of the wind energy resource,1 but also on other factors such as the proximity to the electrical grid. Environmental impact assessments and/or planning restraints often result in wind turbines within wind farms or even whole wind farms being modified, moved or even rejected during the planning phase. Nevertheless, herein we shall exclusively focus on the meteorological parameters that dictate the wind resource and review the mechanisms by which a robust wind resource assessment can be made. We will further discuss the meteorological factors that dictate the actual power production at a site and briefly articulate the methods used to make power production forecasts.

1.2 Assessment of the wind climate

The wind climate of a particular location is a function of processes at numerous temporal and spatial scales,2 and the variability of wind and turbulence on scales from decades to seconds impacts the overall economics/desirability of a site from a wind energy perspective. In order to characterize site specific wind energy resources for wind energy development, a number of steps are usually undertaken that are shown schematically in Fig. 1.1 and are described in the following sections.
1.2.1 National assessments

A regional-scale wind climate assessment can be made using a variety of data sources and methods that are not necessarily of sufficient accuracy to constitute a ‘bankable’ wind resource, but will likely identify areas worthy of further investigation. The precise wind speed and energy density climate necessary to make a development economic varies according to, among other things, the type of support mechanism in place and whether extension of the electrical grid to the site is necessary and will be installed by the transmission operator or whether this has to be part of the wind energy development. This means that the wind climate is frequently articulated in terms of wind speed classes so that users can make their own judgments about whether the available wind resources designate the area or site as worth pursuing.

Wind climate assessments have been made for some countries/regions by governmental or other agencies (e.g. national meteorological services or departments of energy) using a variety of approaches and data sources, including:

1. Analysis of reanalysis products. Reanalysis projects draw data from a range of sources, which are quality controlled and assimilated with a consistent data simulation system (models). These reanalysis products are thus a hybrid of the observations that are assimilated and ‘background’ information used to provide complete representations of the atmosphere that are derived from a short-range forecast initiated from the most recent previous analysis. The reanalysis products thus comprise four-dimensional, homogenized and systematic datasets. The reanalysis systems were not designed principally for wind climates, and comparisons with independent observations of wind speeds exhibit substantial discrepancies. Nevertheless, they have the advantage of being physically consistent and continuous in time and space, but the disadvantage is that global reanalysis datasets are available only on fairly coarse time and space (horizontal and vertical) scales. However, recently regional reanalyses with relatively high temporal and spatial resolution have...
been undertaken (e.g. the North American Regional Reanalysis is available at a resolution of ~ 32 × 32 km for 1979–2006).\(^7\)

2. Pressure gradient data.\(^8,9\) An estimate of the geostrophic wind speed (i.e. the wind speed that would be attained in the absence of frictional effects and curvature of isobars) may be derived from mean-sea-level pressure data. The technique has proved particularly useful in the context of reconstructing long-time series in order to examine climate variability,\(^10\) but naturally does not reflect the actual wind climate at a specific location. Pressure gradients have also been used to estimate extreme wind speeds.\(^11\)

3. Near-surface meteorological or other wind speed measurements from national weather observing networks.\(^12,13\) Observational records of near-surface wind speeds are subject to data inhomogeneities associated with the introduction of new measurement technologies or protocols (e.g. deployment of the Automated Surface Observing System in the USA during the 1990s) or site relocations/modification of site characteristics, hence care has to be taken in interpreting these data.\(^6\)

4. Mesoscale modeling. Numerical and analytical\(^14\) models have been applied to map the wind climate and wind energy resource at a range of spatial resolutions for regional, national and continental domains, e.g. Ref. 15 and Ref. 16. These research activities are described in more detail below.

5. Satellite-borne remote sensors have been used to obtain estimates of offshore wind climates.\(^17\) The satellite data most widely used to date derive from polar orbiting satellites equipped with scatterometers (e.g. QuikSCAT) and/or Synthetic Aperture Radar (SAR).\(^18–21\) The resulting datasets have high spatial coverage;\(^22\) however, they have limitations in terms of the accuracy of the wind speed estimates, data truncation due to the operational range of the methods used to invert the back-scatter to wind speeds, limited data availability in the coastal zone and availability of sufficient images for characterizing wind resources.\(^23,24\)

It is instructive to briefly reflect on the strengths and weaknesses of these data sources. Direct in-situ observational data are essentially free from parameterizations but are subject to inhomogeneities resulting from changes in instrumentation, instrument malfunction, station moves, changes in land-use or obstacles around the station and may be limited by substantial missing data and have comparatively coarse data resolution in the context of computing a robust wind climate (e.g. in the USA wind speeds from the NWS network are reported to the nearest whole knot). Additionally, observational sites may or may not be regionally representative. Conversely, the reanalysis simulation packages ensure that the datasets are homogenous and complete, but near-surface wind speeds are strongly influenced by model physics, resolution and the data that are assimilated. Satellite-borne instrumentation such as SAR and scatterometers provide excellent spatial coverage but often with low temporal resolution, relatively low precision and are limited in their ability to retrieve accurate data in the coastal zone. Numerical models can in principal simulate the dynamical causes of wind variability, but
their accuracy is of course dictated by factors such as the parameterizations used and the accuracy of lateral boundary conditions. As a result of these relative strengths and weaknesses, wind climates are often derived from a combination of one or more of the above.

Plate I (see between pages 286 and 287) shows the well-known wind resource map from the European Wind Atlas\(^\text{13}\) that has been updated by Risø DTU (see www.wasp.dk). The WAsP model used in this study\(^\text{14}\) has been used to map wind resources in many countries and is described in brief below.

### 1.2.2 Regional wind climate assessments

Once areas have been identified that have suitable wind climates (i.e. moderate or better wind resources), further modeling or mapping can be used to characterize wind speeds at higher resolution in space and time in order that possible development sites can be identified. Although a variety of approaches have been used in the past including, for example, for offshore measurements from ships\(^\text{25}\) or surface observations,\(^\text{26}\) the most common contemporary method is mesoscale modeling.

Mesoscale meteorological models commonly applied for wind energy resource estimation are essentially numerical weather prediction models that discretize the fluid domain and solve primitive equations (i.e. fundamental equations of atmospheric dynamics).\(^\text{27}\) These models describe the time evolution of the atmosphere in three dimensions in terms of temperature, pressure, humidity, etc.\(^\text{28}\) Mesoscale modeling has the advantage in terms of wind resource estimation that it does not require local on-site meteorological data; it can be applied even in moderately complex terrain\(^\text{29,30}\) and for offshore\(^\text{31–33}\) and can be run (assuming sufficient computational resources are available) at a resolution down to approximately 1 km. As with all modeling, the quality of the output is determined by the quality of the input data used to provide lateral, boundary and initial conditions, and the parameterizations employed for unresolved processes. For wind energy, key input data include orographic and surface roughness fields that can be derived in detail from remote sensing data. Mesoscale models can be initialized using a variety of data sources (e.g. temperature profiles obtained from reanalysis data or radiosonde measurements). In terms of generating a wind climate, mesoscale models are usually run for specific climatologically representative cases with subsequent compositing to generate a comprehensive wind climate\(^\text{29}\) rather than being used to simulate a full climatology of multiple years. Although initially limited computing resources meant that mesoscale models were used to simulate particular situations or phenomena (e.g. Ref. 34), they are increasingly used to generate wind energy atlases. Examples include:

- the Canadian Wind Energy Atlas [http://www.windatlas.ca/](http://www.windatlas.ca/), which is based on the MC2 mesoscale model\(^\text{35}\)
- wind mapping over Sweden using the MIUU mesoscale model.\(^\text{36}\)
1.2.3 Site assessments

Once a prospective development site has been identified, most projects depending on their location and/or financing require an on-site resource assessment to be conducted. Such a project would typically have two parts: a short period during which meteorological measurements were conducted in situ, followed by an analysis designed to relate these measurements to the longer-term climate conditions that the wind turbines, once installed, will be expected to experience. There may be exceptions to the necessity of on-site measurement if, for example, good quality measurements are available from one or more close and similar site(s) in homogeneous conditions and the project does not need to obtain external funding.

1.3 From wind climates to wind resources

The instantaneous energy density in the wind, \( E \), is proportional to the cube of the wind speed, \( U \):

\[
E = \frac{1}{2} \rho U^3.
\]

Hence uncertainties in the measured wind speed are magnified as uncertainties in energy density and is one of the reasons that specific on-site measurements are required.\textsuperscript{37} As described above, wind measurements made for other purposes may exist but these will rarely be of sufficient quality to make an accurate wind energy assessment. Accurately determining the mean wind speed at hub height is by no means sufficient. Because power output is strongly dependent on the wind speed via the turbine power curve, and the energy density is dominated by the upper percentiles of the wind speed probability distribution, the whole wind speed distribution must be characterized. An illustration of the relationship between the wind speed regime – energy density and potential electricity production – is given here for a coastal site in Denmark. The probability distribution of wind speeds as observed at 50 m for 1997–2003 is shown in Fig. 1.2, along with the fit to the data from a two-parameter Weibull distribution, where the frequency of occurrence \( f(u) \) of a wind speed \( u \) is given by:

\[
f(u) = \frac{k}{A} \left( \frac{u}{A} \right)^{k-1} \exp \left( - \left( \frac{u}{A} \right)^k \right).
\]

The mean wind speed at the site is 8.1 ms\(^{-1}\), the Weibull scale factor \( A \) (which is related to the central tendency) is 9.1 ms\(^{-1}\) and the shape factor \( k \) (which is related to the variability) is 2.25. As shown in Fig. 1.2, the data are well represented by the two-parameter Weibull distribution as is common in sites in simple topography in northern Europe that do not have channeled flows or a high number of calms.\textsuperscript{38}

A sample power curve for a Bonus 1 MW turbine with a hub height of 50 m is also given in Fig. 1.2. The total potential power output (\( P \)) can be calculated by combining the wind speed distribution with the power curve (\( P(u) \)).\textsuperscript{39}
1.2 (a) Example wind speed distribution from observations (bars) and a Weibull fit (line). (b) A sample power curve for a Bonus 1 MW turbine. (c) Power output (in MW hours per year) for this site for the Bonus 1 MW turbine shown by wind speed.
As shown in Fig. 1.2, wind speeds above 11 ms\(^{-1}\) are observed less than 20% of the time but responsible for about half the total power output. Although not a focus of this chapter it is worthy of note that the wind climate also plays a key role in dictating extreme and fatigue turbine loads.\(^{40}\) High wind speeds close to 25 ms\(^{-1}\) (the wind speed at which most turbines shut down for safety reasons) may be important in a power integration context but, in most areas, wind speeds above 20 ms\(^{-1}\) contribute relatively little to the total power output because they are too infrequently observed (Fig. 1.2).

Making accurate on-site resource measurements for wind energy is a skilled task. Measurements to wind turbine hub height are always recommended because this will reduce the overall uncertainty in the energy prediction. However, for small projects and particularly for offshore developments, the expense of measuring beyond 50 m may be prohibitive. In this case, some method of extrapolating the vertical wind speed profile will be necessary and these are discussed below. It will also be necessary to consider the longer-term wind speed variations due to natural climate variability and these are also considered below.

1.3.1 \textit{In situ} measurements

In situ measurements on traditional meteorological masts have largely been limited to heights lower than 100 m,\(^{41}\) although some facilities such as the FINO research platforms in the North Sea have provided a platform for extending the top measurement height up to or above 100 m.\(^{42,43}\) It should be recognized that the accuracy required for wind speed measurements for wind resource assessment far exceeds requirements for general meteorological purposes and that great care must be taken in the measurement campaign to ensure data quality and representativeness,\(^{37,44}\) particularly if the measurements are to be ‘bankable’. Key aspects in making good quality in-situ measurements include: careful site selection, use of a suitable meteorological mast and high quality calibrated instrumentation, use of sufficiently long and slender booms, mounts and clamps, considering the impact of tower shadow on the wind speed measurement, and robust and reliable data acquisition, storage and transmission.

Recently, ground-based remote sensing tools, such as SODAR (sound detection and ranging)\(^{45-47}\) and LIDAR (light detection and ranging)\(^{48-51}\) systems, have been deployed to characterize wind speed and turbulence profiles. SODARs and LIDARs operate by emitting pulses of radiation a small fraction of which is scattered back to the receivers. The Doppler shift in the return signal is related to the relative movement of the particles that reflected the radiation. These systems can in principle retrieve vertical discretized profiles of wind speed to several hundreds of meters above the ground.\(^{52}\) The quality of SODAR-retrieved wind
speeds is very much dependent on ambient noise, while LIDARs exhibit sensitivity to signal contamination from cloud and fog. Nevertheless when careful data processing methods are applied, wind speeds derived from LIDAR systems exhibit relatively good closure with in-situ measurements from sonic and cup-anemometers, and may provide bankable measurements and as such become an alternative to a tall meteorological mast.

1.3.2 Extrapolating in space and time

In situ measurements are typically only undertaken at a limited number (frequently only one) of locations within the proposed area of the wind farm, for a short time period (frequently only one year), and extrapolating beyond those data often requires use of wind farm models. These models can be used to extrapolate in time – i.e. from the short measured time series to a climatologically representative period, and to assess the degree of variability across the wind farm site.

Wind farm models tend to be highly parameterized or linearized in order to increase their speed (or decrease the amount of computing resource required). It is common to use such models to simulate the wind resource over areas of about 25 km² and to predict annual power output of about 100 turbines. For this kind of task, a typical computing time for such models would be 10 minutes or less. Herein we use the WAsP as an exemplar of wind farm models, and will discuss it below in the context of micro-siting. WAsP works on the similarity principle – that is, it takes observations from one site within a region and, along with information regarding surface characteristics, uses it to develop an estimate of the wind climate at other locations within the region. The model thus requires as input a time series of wind speed and wind direction measurements and information about the orography, roughness and presence of obstacles within the region. WAsP first runs a series of models to ‘clean’ the dataset of these local influences and presents the resulting wind resource as a regional wind climate. Then assuming that the site for which the wind climate is to be predicted lies within the same wind regime, the process is run in reverse supplying orography, roughness and obstacles for the site to be predicted. WAsP does not model flow separation so should not be applied for flow in complex terrain. However, there are tools for improving predictions in moderately complex terrain. WAsP also assumes that the wind speed data fit a two-parameter Weibull distribution as described above. Clearly the quality of the wind resource assessments produced by wind farm models such as WAsP are dependent on the quality of the data used as input. For example, if only a short-time series is used as input, corrections to extrapolate to the long-term wind climate would need to be applied to WAsP results. WAsP extrapolates from different measurement heights to turbine hub heights using a modified form of the logarithmic wind speed profile that is slightly stable (see below). Different parameters are used for on- and off-shore and the parameters can be modified if more information is available such as the surface heat flux. WAsP also modifies the
wind speed profile according to roughness changes in each directional sector. However, it does not account for time-varying stability changes such as, for example, the diurnal cycle.\textsuperscript{57} Wind farm models may also include modules for visualization and grid layouts and other tools useful in wind farm design.

An alternative to the use of wind farm models is to apply a mesoscale model\textsuperscript{32,33,58} at high resolution. Because mesoscale models are less parameterized than wind farm models and represent (broadly) the physics of the atmosphere, they are much more demanding in terms of computing resources and are still rarely applied in time-series mode. It is more common to simulate a number of representative cases and then combine these according to the site climatology to make a resource assessment.\textsuperscript{59} Mesoscale models have many advantages over linearized models in that, if applied correctly, they can model thermal flows such as sea breezes and have time-varying atmospheric stability. However, results from the model, even at 1 km resolution, still have to be downscaled to a specific site typically using statistical techniques\textsuperscript{29} or wind farm models.\textsuperscript{60} A mesoscale model applied in a sufficiently large domain to capture the dominant thermo-topographic flows and then downscaled with a wind farm model can be a very useful combination.

The accessibility of large computing resources means that computational fluid dynamics (CFD) models are starting to be applied in a wind resource context. An example of this is the Norwegian Wind Atlas (\url{http://www.windsim.com/wind_energy/wind_atlas/index.html}), which is based on the WindSim model. To date CFD has mainly been applied for modeling specific cases\textsuperscript{61,62} but CFD could also be a powerful tool as part of a wind resource assessment particularly in complex terrain. CFD can also be combined with other types of model such that it could, for example, be used as a downscaling tool.\textsuperscript{63} Other types of non-linear modeling including large eddy simulations are also beginning to be applied for examining flow in specific cases.\textsuperscript{64}

On-site wind speed measurements are usually only available for short periods of one or two years, whereas energy output assessment has to be made for the lifetime of the wind farm. Even in the absence of climate non-stationarity, variations in wind energy density over seasonal and inter-annual time scales can be significant.\textsuperscript{65} The inter- (and intra-)annual variability of wind speeds, wind indices and energy density are naturally a function of the regional climate, and frequency and intensity of transient storm systems, and of the spatial scale of aggregation. At the short time scales this variability leads to intermittency of electricity production and the need for short-term prediction of power output (see below), and at longer time scales it has relevance for project economics.\textsuperscript{66} Variability in wind speeds and energy density is often quantified using wind indices (WI):\textsuperscript{67}

\[
WI = \sum_{j=1}^{n} \frac{U_{j}^3}{U_{i\ldots k}^3} \times 100, \tag{1.4}
\]

where \(j = 1, n\) indicates the time series from the period of interest, and \(i \ldots k\) indicates the normalization period. For example, in the wind index used in Ref. 67 \(i \ldots k\) represent four-times-daily observations over the normalization period 1990–2001.
and \( j = 1, n \) are four-times-daily observations from the year of interest. Thus WI gives an annual index of energy density. If WI is 100% the year of interest has an energy density equal to the long-term mean experienced in the normalization period.

Historical inter-annual variability across much of Europe, measured as the standard deviation of annual wind indices, is approximately ±10–15% (Ref. 2 and Ref. 67) and inter-decadal variability is approximately ±30% (Ref. 2). An example of a WI computed using output from a reanalysis model is shown in Fig. 1.3 for a site in Northern Europe, where a normalization period of 1948–2006 was used. As shown, the inter-annual variability is up to ±40%. Even assuming that a 30-year record is available, there is still variability of the order of ±8% compared to the mean over the whole period (1948–2006).

1.3 Annual wind index from the NCEP/NCAR reanalysis dataset for a grid cell near Edinburgh, Scotland, computed using a normalization period of 1948–2006. The dots and black dashed lines show the wind index for individual years. The grey lines show 30-year averages of the wind index moving year-by-year through the record.
This emphasizes the need to consider short-term records in a longer-term context. There are several methods of making this correction such as:

- **Measure–correlate–predict** – a standard method of relating two time series usually using linear correlation (e.g. Ref. 68). This method is shown schematically in Fig. 1.4. The relationship between the short-term site wind speed measurements and the overlap period with the long-term reference dataset is established (usually by directional sector), typically with a linear regression equation. The equation(s) is (are) then applied to the long-term reference dataset to produce a wind climate for the site, which is representative for the long-term period. An alternative is to use the ratios of the two parameters of the Weibull distribution for the two periods but this may not correctly reproduce the energy density.

- Assume that the ratio of energy density at the long-term reference site for the short overlap period \( R_S \) to the long-term \( R_L \) is the same as the ratio of energy density for the two periods at the measurement site \( M_S \) (short-term) and \( M_L \) (long-term), that is:

\[
\frac{M_S}{M_L} = \frac{R_S}{R_L}. \tag{1.5}
\]

Energy density predictions for the measurement site can be calculated from data from the reference site, for example in WAsP for the short overlap period \( R_S \) and for the long-term \( R_L \). The ‘long-term corrected’ energy density \( M_L \) can then be approximated from equation [1.5] using the energy density from short-term measurements \( M_S \).

- Compare energy predictions from the overlap period with a wind energy index.\(^6^7\)

---

### Fig. 1.4 Schematic of measure–correlate–predict method for extrapolating from short-term measurements to a long-term site wind climate.
These methods should be considered approximate since it is apparent that the short-term site data have to be assumed to be broadly representative of the longer-term climate in terms of representing the directional distribution of wind speeds and of capturing the range of wind speed, turbulence and wind shear conditions at the site. For this reason it is imperative that a full year of data is used for the short-term measurements, particularly for offshore where stability variations are seasonal rather than diurnal.57

1.3.3 Extrapolating vertically

Wind speed varies strongly with height within the first few tens of meters in the atmosphere. Several models have been developed to describe this variation. The simplest is the power law where the wind speed \( U_z \) at height \( z \) is related to the wind speed \( U_r \) at reference height \( z_r \) via a wind shear exponent \( \alpha \):

\[
U_z = U_r \left( \frac{z}{z_r} \right)^\alpha.
\]  
[1.6]

The wind shear exponent carries all the site information so that no assumptions about roughness changes or stability are used, although the site data could be broken down into directional sectors or specific time periods and the shear exponent evaluated for each of these.

An alternative is to use the logarithmic profile where the wind shear depends on the logarithm of the height, the roughness length \( z_0 \) and the friction velocity \( u_* \):

\[
U_z = \frac{u_* \kappa}{\ln \left( \frac{z}{z_0} \right)}.
\]  
[1.7]

However, to avoid the need to calculate the friction velocity, the equation is more commonly used to calculate the wind at height \( z \) from the wind speed at a reference height:

\[
U_z = U_r \ln \left( \frac{z}{z_0} \right) / \ln \left( \frac{z_r}{z_0} \right),
\]  
[1.8]

where \( \kappa \) is the von-Karman constant (0.4). There are a number of methods for estimating \( z_0 \), the simplest being to use the surface type (e.g. Ref. 13 and Ref. 69). Equation [1.7] implicitly assumes the atmosphere is near-neutral (i.e. that all turbulence derives from mechanical sources and is unmodified by thermal effects). The stability corrected or diabatic wind speed profile is defined by:

\[
U_z = \frac{u_* \kappa}{\ln \left( \frac{z}{z_0} \right) + \Psi_m \left( \frac{z}{L} \right)},
\]  
[1.9]

where \( \Psi_m (z/L) \) is the stability function for momentum and \( L \) is the Monin–Obukhov length which is a metric of atmospheric stability:

\[
L = \frac{-u_*^3}{(\kappa g/\theta_v)(\overline{w'\theta'_v})},
\]  
[1.10]
where the over-bar indicates a time average, $g$ is acceleration due to gravity, $w'\theta_v'$ is the virtual kinematic heat flux and $\theta_v$ is the virtual potential temperature.

The stability function $\psi_m(z/L)$ in stable conditions, where $L$ is positive, is given as:

$$\psi_m = 4.7 \frac{z}{L}. \quad [1.11]$$

For unstable conditions, $L$ is negative, and the correction is:

$$\psi_m = -2 \ln \left( \frac{1 + x}{2} \right) \left[ \ln \left( \frac{1 + x^2}{2} \right) + 2 \tan^{-1}(x) - \frac{\pi}{2} \right], \quad [1.12]$$

where $x = \left( 1 - 15 \frac{z}{L} \right)^{1/4}$.

Figure 1.5 provides examples of the wind speed profile that would be derived using equation [1.6] or [1.7] to extrapolate to 100 m from a measurement height of 10 m expressed as a vertical extrapolation factor (i.e. the ratio $U_r/U_{10}$). As shown, there is a difference of about 10% between a wind speed extrapolated to 100 m using the logarithmic profile with a roughness suitable for water surface, $z_0 = 0.0002$ m and a power law with shear (or power law) coefficient/exponent of 0.14. Historically this value of the shear exponent was widely applied for wind speed profile extrapolation, but recent measurements indicate that in many onshore contexts this value is too low, though this value is specified as appropriate for offshore in the IEC 61400-3 Design Requirements for Offshore Turbines. As shown in Ref. 72 this exponent provides a good description of the observed vertical wind speed profile at the FINO1 offshore research platform 45 km offshore in the German Bight provided conditions are not strongly stable.

As shown in Fig. 1.5, discrepancies between vertical wind speed profiles derived using the logarithmic wind speed and the power law can be much larger for a moderate surface roughness (0.1 m) especially if a relatively high shear exponent is applied. One of the major differences between the two latter cases is that the logarithmic profile shown is derived for near-neutral stability, while the power law with higher shear exponent may be better suited to stable cases.

The average turbine size currently being installed on land is close to 1.8 MW with a hub height close to 70 m and a rotor diameter of 70–80 m. As hub heights increase, the errors associated with extrapolating from 10 m or even 50 m to hub height also increase. Figure 1.5 also shows the vertical extrapolation factor for different height pairs and roughnesses using the logarithmic profile (equation [1.7]). The smaller the factor the lower the uncertainty will typically be. Using measurements from 50 m rather than 10 m to extrapolate upwards will give smaller errors, while conversely extrapolating from measurements at 2 m (such as typify measurement heights on buoys) will give a very large degree of uncertainty. A further issue is that for larger wind turbines where the rotor diameter is significant, it is no longer adequate to use solely the hub-height wind speed to predict power output, as wind shear across the rotor plane of large machines can be large and can impact the power output.
The above discussion of vertical wind speed profiles is based upon meteorological theories that assume that there is a surface constant flux layer. Broadly speaking this means that there is one uniform surface layer in which the logarithmic or power-law profile can be used. As turbine hub heights increase, wind turbines are no longer confined to the surface layer, and this assumption may no longer be valid, especially offshore where the boundary-layer height is typically much lower than over land. Two adaptations of the approaches to describing the vertical wind profile have been proposed. The first assumes that the Ekman layers of the atmosphere and ocean are coupled by an atmospheric surface layer which is a shallow wave boundary layer. An alternative approach adapts equation [1.9] to include the height of the atmospheric boundary layer, and thus incorporate non-local effects.

1.4 Wind farm layout

Most new wind energy developments are in relatively large wind farms. For example, the average size of wind farm in Scotland increased from 15 MW in the 1990s to 40 MW in 2006. The average capacity of wind farms installed in California and
Texas in 2008 exceeded 80 MW. This tendency towards increasingly large developments is particularly true offshore.\textsuperscript{80} Although wind farm layouts are not solely a function of wind resource with grid and road access, noise and visual impact being key factors, optimal power output can be obtained by micrositing (i.e. siting individual turbines so as to optimize total array power output). Micrositing usually focuses on two aspects: to optimize turbine locations in complex terrain to take advantage of any topographic channeling, and to optimize turbine locations in all contexts to reduce power losses from wind turbine wakes. This latter concern has become a big issue as wind farms on land expand and for offshore where large developments are more economic. Many of the existing wind farm models use traditional wake models that were developed for small wind farms on land (e.g. Ref. 81, Ref. 82 and Ref. 83). Therefore it is not surprising that in small to medium size wind farms (say 3–4 rows), standard wind farm models and parameters appear to capture wake losses adequately, even offshore.\textsuperscript{46,84} Initial assessment of large wind farms offshore\textsuperscript{85,86} suggested that wake losses offshore are larger than for equivalent wind farms on land and wind farm models underestimated wake losses.\textsuperscript{87} Recent work indicates power losses due to wakes can be modeled with standard parameters\textsuperscript{88} or with modification.\textsuperscript{89–91} Wake losses in large wind farms on land still have to be evaluated.

Micrositing is typically done using a wind farm model such as WAsP\textsuperscript{14} (http://www.wasp.dk), Windfarmer (http://www.garradhassan.com) or WindPro (http://www.emd.dk), although SODAR and LIDAR are ideal for checking micrositing when planning large wind farms where their mobility means that they can be calibrated at the on-site meteorological mast then placed at prospective wind turbine locations even for relatively short periods. Short-term measurements from the microsite will not be representative of the longer-term wind climate and will need to be corrected using the long-term meteorological mast measurements and compared with model predictions to assess potential power output at individual turbine sites.

1.5 Special considerations for offshore wind farms

Offshore areas are typically characterized by greater persistence of wind speeds in the power producing classes and the lower frequency of calms.\textsuperscript{92} For these and other reasons,\textsuperscript{93} of the total 180 GW of wind energy capacity to be installed in the European Union by 2020, 20–40 GW is expected to be located offshore.\textsuperscript{80} Most of the issues described in this chapter are relevant for both on- and offshore developments. However, there are some major differences between on- and offshore wind resource assessment,\textsuperscript{94} including:

- The difficulty and expense of making accurate measurements for wind resource estimation in offshore environments.\textsuperscript{41} While this may be partly offset by the availability of remotely sensed data, the offshore environment presents a significant challenge in terms of installation and operation of in-situ measurement platforms.
• Most offshore wind energy developments are still within 50 km of the coast, and thus are influenced by the presence of land areas via the effects of coastal topography, or changes in temperature, humidity or surface roughness as air moves across the coastline. Differences in the thermal properties of land and sea (e.g. the lack of diurnal cycle in sea surface temperature, and the seasonal cycle in the temperature difference between land and sea, in coastal areas) can be associated with generation of complex mesoscale phenomena such as sea breezes, roll vortices and low level jets.

• In contrast to land areas, water surfaces exhibit a lower surface roughness, and although it varies with wind speed, in general wind shear and turbulence are considerably lower offshore. This has significant implications for propagation of wind turbine wakes.

1.6 Short-term forecasting

Wind energy is not an unpredictable resource. It is a variable resource and as such it places special demands on the whole electricity system that is designed around generating systems with fixed output. For a variable resource like wind energy, short-term forecasting is very valuable in assisting in integration into the electrical grid and for load managers.

Short-term forecasting of wind farm power production is a topic of great and growing importance as wind energy capacity and contribution to the energy portfolio of many countries increases. Information on short-term wind power generation from a few hours to a few days ahead (i.e. short-term forecasting) may become even more crucial as wind energy developments increasingly focus on large offshore wind farms, since they concentrate a large capacity at a single location, and where limited accessibility increases the value of maintenance planning.

Increasing the accuracy of short-term forecasting of wind speeds for wind energy projects has become a major part of the wind energy industry because predicting energy output increases the value of electricity when traded, for example in Nordpool in Scandinavia or in the UK. Depending on the electricity price and conditions, estimates of the value of short-term forecasts are up to €10/MWh. Short-term forecasting is usually defined in a window of 30 minutes to 48 hours ahead. Predictions are made based on the large-scale output of numerical weather prediction (NWP) models such as HIRLAM or ECMWF and downscaled to wind farm scale using either statistical approaches (relating onsite data, usually power output to wind fields from the NWP model using a transfer function) or dynamical tools (using a mesoscale or linearized model or both). There has been considerable progress in the accuracy of short-term forecasts over the last decade due in part to projects such as ANEMOS and to the recognition by meteorological services of the demand for more accuracy in wind forecasts than had previously been necessary. In general, errors in the forecast are still mainly due to errors from the NWP models associated with the
timing and exact location of events (e.g. frontal passages) that are very difficult to predict accurately. However, it is also much more difficult to give accurate predictions in complex terrain than in flat terrain or offshore where higher wind speeds are generally more persistent and this is reflected in the associated errors.115

1.7 Future trends

Expansion of the wind energy industry in terms of the scales of development, size of the turbines being deployed and the locations being considered presents new challenges in the context of meteorological components of site selection:

- As wind turbines extend higher into regions of the atmosphere that have not been routinely and accurately measured for wind and turbulence new measurement techniques and modeling tools and parameterizations are required.
- As wind farms are developed in more heterogeneous areas, close to forests and in complex terrain more advanced modeling tools are required that also provide more detail of wind speeds and turbulence in both time and space.
- As wind farms expand in size, better micrositing and wake models are required to ensure optimal wind farm layouts and maximized power production.
- Accurately quantifying site wind resources to make an energy assessment that will be valid over the lifetime of the wind farm is a challenging task. Further understanding of long-term variability of wind resources is needed, together with an assessment of the impacts of climate change on wind resources.116

Many of these issues are already being tackled. In the context of in-situ measurements, new remote sensing tools (both ground-based and satellite-borne) are evolving that are both more accurate and precise, and in the context of ground-based LIDARs and can be used to characterize the vertical wind profile over increasing heights with decreasing vertical resolution. While more comprehensive measurement campaigns are needed to evaluate these technologies, they show real promise for both evaluating existing models and evolving new parameterizations suitable for use in wind farm models.

Increased computing resources mean that mesoscale meteorological models can be run on finer grids and computational fluid dynamics models are being evaluated for resource assessment. Neither can currently replace the traditional wind farm model but should be seen as important additions to an ever more demanding task. New extensive multinational measurement campaigns are being planned to develop and evaluate the simulation of the wind climate including turbulence conditions. Additionally, new datasets from large wind farms are being analyzed and modeled to improve wind farm assessment tools. These aspects of model evaluation and the insights gained therefrom are critical to improving these tools and should be given the highest priority.

Evaluation of past climates and projections of future climates are being used to assess the uncertainty in wind resources in a climatological context. Global
climate change may change the geographic distribution and/or the inter- and intra-
annual variability of the wind resource, or alter other aspects of the external
conditions for wind developments. Only very limited research has been conducted
in this field, and to determine possible changes in variability across a range of
temporal scales, more research is certainly warranted. Tools are being developed
that allow assessment of the likely changes in wind resources and extremes in the
context of differing climate forcing,117–119 and while this field is in its infancy,
those tools are increasingly skillful and can be used to bound likely future climate
change impacts on the wind energy industry.

All of these efforts should ensure that even as demands on wind resource
assessment become more stringent, accuracy of wind resource predictions will
continue to improve.
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Site investigation, characterization and assessment for wind turbine design and construction

J. M. TINJUM, University of Wisconsin-Madison, USA and R. W. CHRISTENSEN, R W Christensen, Inc., USA

Abstract: To have a successful wind power plant buildout, you must carefully address many issues, including site layout and control, geotechnical and foundation assessment, site civil design and substation and collector system design. With the recent proliferation of wind energy projects around the world, the details inherent in wind site environmental/geotechnical assessments and turbine foundation and civil design have become important issues in this multi-disciplinary business. Because of the somewhat unusual loading conditions and because wind farms may contain from a few to thousands of turbines, the investigations and design analyses are rather different from those that many engineers are accustomed to.

Key words: turbine foundation design, access roads and crane pads, wind geotechnical investigation, turbine erection and lift calculations, wind collector system design.

2.1 Introduction to wind energy civil design

With the recent proliferation of wind energy projects, the subject of wind turbine foundations and wind energy civil design has become an important consideration for geotechnical and civil engineers alike. Because of the somewhat unusual loading conditions and the fact that wind energy sites may contain from a few to thousands of turbines, the geotechnical investigation and analysis requirements are rather different from those to which most geotechnical engineers are accustomed. The sites occupy large areas with tens to thousands of individual tower locations. As an example, a recent project in the USA near Lafayette, Indiana (Fowler Ridge Wind Farm), encompasses an area approximately 16 km × 23 km and contains 222 (182 Vestas, 40 Clipper) turbines, with more to come. The loading conditions are different – relatively light vertical loads combined with large overturning moments. Also, every turbine requires a temporary access road for delivery of the turbine components, some of which become permanent for maintenance purposes. In this chapter, we will focus on geotechnical investigations, foundation evaluation and design, and civil design including access roads, crane pads and collector trenches.
2.2 Wind energy geotechnical investigation

2.2.1 Geotechnical design parameters

The site investigation and geotechnical report for a wind energy site must provide site-specific soil parameters for the design of turbine foundations, access roads and crane pads, collector trenches and ancillary structures. These parameters are typically collected by a combination of intrusive borings into the soil and bedrock at the site, soil sampling from grab samples (e.g. from test trenches) and devices such as thin-walled tubes (e.g. Shelby tubes) and standard penetration tests (SPTs), direct push techniques such as cone penetrometer testing (CPT) and geophysical testing including resistivity arrays and seismic surveys. A laboratory testing program includes typical engineering properties of soil (strength and consolidation parameters), thermal properties and chemical compatibility testing. Following are groups of soil parameters that are typically scoped for the geotechnical investigation at a wind energy site.

Parameters for the solution of allowable bearing pressure equation

Sampling to address bearing capacity and settlement usually involves SPTs and thin-walled tube sampling, similar to what would be done for any large foundation. Laboratory strength testing will depend on the soil types encountered in the profile, such as unconfined compression or unconsolidated–undrained test for cohesive soils. Rarely, triaxial and/or direct shear tests may also be conducted. Additionally, CPT probes are frequently used to assess undrained shear strength of clays. Typically, in the case of granular soils, strength or bearing capacity is based on correlations with the SPT blow counts and/or CPT cone resistance. To perform a standard allowable bearing pressure analysis, the following soil parameters are required:

- internal angle of friction (\(\phi\)’, drained strength),
- undrained strength (c or \(S_u\)),
- unit weight of soil, \(\gamma\).

Shear wave and compression wave velocities

Shear wave (\(V_s\)) velocities are required for the generation of soil moduli. Soil moduli are used to calculate foundation stiffness, which is typically provided by turbine manufacturers. Because measurements of modulus are extremely sensitive to sample disturbance, \(V_s\) is typically determined in the field and then related directly to elastic modulus. Compression wave (\(V_p\)) velocity is generally not reliably measured in the field, especially in saturated soil. The relevant elastic equations, with units \((F = \text{force}, \ L = \text{length})\) in brackets, are as follows:
Shear modulus, \( G = \rho \cdot V_s^2 = \frac{E}{2(1 + \nu)} \Rightarrow \left[ \frac{F}{L^2} \right] \) [2.1]

\[
\nu = 0.5 \left( \frac{V_p}{V_s} \right)^2 - 1 \Rightarrow [-] \quad [2.2]
\]

Young’s modulus, \( E = 2 \cdot (1 + \nu) \cdot \rho \cdot V_s^2 \Rightarrow \left[ \frac{F}{L^2} \right] \) [2.3]

where \( \rho \) is soil density. Because equation [2.2] is only reliable for unsaturated soil, \( \nu \) is usually estimated. The seismic wave velocities may be determined by traditional surface geophysical methods (preferably with shear force input), Refraction Microtremor (ReMi), CPT seismic probe or seismic dilatometer. The CPT method has several advantages, including the ability to measure \( V_s \) at several depths within the soil profile and that the instrument can be used for in-situ determination of strength parameters. Typical values of \( V_s \) and \( V_p \) in common soil and rock are shown in Table 2.1.

**Consolidation parameters**

To evaluate settlement, compressibility testing usually includes one-dimensional compression tests for clays (and sometimes for sand as well). The parameters obtained from laboratory testing include:

- compression index, \( C_c \);
- recompression index, \( C_r \);
- time rate of consolidation, \( C_v \).

Settlement analyses may include both total and differential settlement. However, because the sustained vertical loads are relatively light, settlement is usually not a major concern for wind turbine foundations. Settlement in sand is usually based on SPT blow counts and/or CPT tip resistance.

**Ground water conditions**

Foundation design for more than one wind farm has been complicated by a shallow and/or uncertain water table. Since the shallow spread foundations are typically embedded 2–2.5 m below grade, a water table shallower than that will reduce the effective weight of the submerged portion of the foundation to the buoyant value. This reduces the overall vertical load and, in turn, increases the eccentricity, requiring an increase in the size of the foundation or compensation for the weight loss by placing additional fill over the top of the foundation.
Table 2.1 Typical shear- and compression-wave velocities of common foundation soil and rock

<table>
<thead>
<tr>
<th>Material</th>
<th>$V_p$ (m/s)</th>
<th>$V_s$ (m/s)</th>
<th>Useful relationships</th>
</tr>
</thead>
<tbody>
<tr>
<td>Granite</td>
<td>5000–6000</td>
<td>2500–3300</td>
<td>P-wave velocity: $V_p = \sqrt{\frac{M}{\rho}} = \sqrt{\frac{E}{\rho \left(1-2\nu\right)(1+\nu)}}$</td>
</tr>
<tr>
<td>Basalt</td>
<td>5400–6400</td>
<td>2700–3500</td>
<td></td>
</tr>
<tr>
<td>Limestone</td>
<td>3600–6000</td>
<td>2000–3100</td>
<td>S-wave velocity: $V_s = \sqrt{\frac{G}{\rho}} = \sqrt{\frac{E}{\rho \left(2(1+\nu)\right)}}$</td>
</tr>
<tr>
<td>Sandstone</td>
<td>1450–1650</td>
<td>900–1200</td>
<td></td>
</tr>
<tr>
<td>Shale</td>
<td>2200–4000</td>
<td>1400–3000</td>
<td>Velocity ratio: $\frac{V_s}{V_p} = \sqrt{\frac{11-2\nu}{2(1-\nu)}}$</td>
</tr>
<tr>
<td>Till</td>
<td>1500–2200</td>
<td>800–1400</td>
<td></td>
</tr>
<tr>
<td>Gravel*</td>
<td>740–900</td>
<td>375–495</td>
<td></td>
</tr>
<tr>
<td>Dry loose sand*</td>
<td>250–450</td>
<td>100–300</td>
<td></td>
</tr>
<tr>
<td>Dry dense sand*</td>
<td>400–600</td>
<td>200–500</td>
<td></td>
</tr>
<tr>
<td>Sat. loose sand*</td>
<td>1450–1900</td>
<td>100–300</td>
<td></td>
</tr>
<tr>
<td>Sat. dense sand*</td>
<td>1450–1900</td>
<td>200–500</td>
<td></td>
</tr>
<tr>
<td>Sat. clays*</td>
<td>100–2200</td>
<td>75–40</td>
<td></td>
</tr>
<tr>
<td>Distilled water</td>
<td>1480</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Seawater</td>
<td>1530</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>Concrete</td>
<td>3500–4500</td>
<td>1850–2400</td>
<td></td>
</tr>
</tbody>
</table>

**S-wave velocity and effective stresses**

$$V_s = \alpha \left(\frac{\sigma_{\text{mean}} - p_r}{p_r}\right)^{\beta}$$

where $p_r = 1$ kPa and $\sigma_{\text{mean}}$ is the mean effective stress in the S-wave propagation plane.

* Wave velocities in surface soils are controlled by effective stresses in soils.

Poisson's ratios in wave propagation in soils vary between 0.1 and 0.2.

Notation: Young's modulus $E$, shear modulus $G$, constraint modulus $M$, Poisson's ratio $\nu$, S-wave velocity-effective stress parameters $\alpha$ and $\beta$, normalizing stress $p_r$, and mean effective stress in the propagation plane $\sigma_{\text{mean}}$. Sources: Dobrin and Savit (1988), Fernandez (2000), Fratta et al. (2005), Jamiołkowski et al. (1994), Kim (2009), Knight and Enders (2005), Mavko et al. (1998), Santamarina et al. (2001), Santamarina et al. (2005), Telford et al. (1990).
Thermal resistivity

One of the most important properties to be evaluated is the thermal resistivity of the near surface soils in which electrical cables of the collector system will be buried. Usual practice for this testing involves compacting soils from shallow (1–2 m) bulk samples at various relative compaction levels, representing compaction conditions typical of a backfilled utility trench. The samples are then subjected to tests consisting of collecting a series of thermal resistivity readings as the soil sample dries to develop a thermal dry-out curve of thermal resistivity versus moisture content. An example of thermal resistivity test results is shown in Fig. 2.1.

Rock properties

Analysis of rock properties is more field oriented as the presence of fissures, joints or other discontinuities will control the overall strength of the rock mass. Rock properties are mainly of interest with respect to excavation and/or rock anchor

![Example of a thermal resistivity dry-out curve for a site soil compacted to three different levels of compaction.](image-url)
capacity. Determination of rock properties is based on information from both laboratory and field testing, including:

- rock classification (ASTM C294)
- depth of overburden
- rock quality designation (RQD)
- joint spacing and orientation
- stratification.

Miscellaneous parameters

Soil parameters for the design of access roads, crane pad and walk paths, and slabs-on-grade typically require one or more of the following properties be evaluated in the geotechnical investigation:

- California bearing ratio (CBR)
- R-value
- modulus of subgrade reaction, $k_v$

2.2.2 Geotechnical investigation and reporting

In current wind energy geotechnical investigation practice, a minimum of one boring or CPT at each turbine location is specified, as well as several borings along access road alignments and substation locations. Bulk samples are collected to test for thermal properties. Electrical resistivity measurements are also required and may be obtained with traditional surface methods or in conjunction with the CPT probes. The turbine manufacturers typically specify the performance criteria for the foundations, primarily (rotational) stiffness.

2.3 Turbine foundations

2.3.1 Foundation types

Shallow foundations

Many foundation types can and have been used to support wind turbines. Shallow turbine foundations are typically reinforced concrete (140–460 m³), octagonal (12–18 m diameter, about 0.7 m thick at the edges, and 2.5–3.5 m thick at the center, with a 1.5-m. pedestal in the center), contain 125–360 kN of rebar, and cost US $100 000 to $250 000. For this type of foundation, the minimum width is usually dictated by either the foundation stiffness or the maximum allowable edge pressure. An example of this type of foundation under construction is shown in Fig. 2.2.
Deep foundations

Many types of deep foundations have been used to support wind turbines. These include typical pile or drilled pier foundations, rammed aggregate piers, as well as patented systems. Pile or pier foundations would be designed in the same way as, for example, a tall stack foundation. The main differences would be that the wind turbine would be subjected to greater eccentricity and less vertical load.

One of the patented foundation types that has been used extensively in the United States for wind turbines is Patrick and Henderson’s Tensionless Pier®. This pier consists of a post-tensioned concrete annulus, typically 4.5–5.5 m in diameter and 8–12 m deep. The annulus is constructed by placing two corrugated metal cylinders in an excavated or drilled hole, and filling the annular space with concrete. The interior space is backfilled with a three-foot-thick concrete plug, followed by uncompacted excavation spoil. The pier is capped with a structural slab. The exterior space between the outer corrugated cylinder and the natural soil is backfilled with sand–cement slurry or grout. The principal advantage claimed for this foundation type is cost savings. However, there are aspects to the construction of these piers that can negate the apparent savings, principally, caving soils and large grout takes.
Ground improvement

Various types of ground improvement have been proposed and/or used to create subgrade conditions suitable for shallow foundations. Among these are over excavation and replacement, dynamic compaction, rammed aggregate piers and stone columns. Over excavation and replacement can be economical to a depth of 3 m or so below the base of the foundation. Limitations include caving soils, which increases the volume of excavation, and shallow groundwater. Dynamic compaction can be effective to depths of 7 to, perhaps, 10 m. The use of this method is limited to coarse-grained soil.

Rammed aggregate piers are increasingly used in conjunction with conventional spread footings. This technique is appropriate where the soil profile contains a soft/loose upper layer underlain by more competent material. Pier lengths up to about 7 m can be installed with auger rigs; greater lengths may be achieved with casing and mandrel systems (impact piers).

2.3.2 Foundation analysis and design

Large octagonal spread footings are the most commonly used non-proprietary foundation type for land-based wind turbines. Factors of design include design life, material strength, serviceability and fatigue analysis. Design loads are provided by the turbine manufacturer and consist of combinations of wind, ice, operations, fatigue, seismic and wave action (for offshore installations). This discussion will thus be confined to the geotechnical issues of shallow octagonal spread footings: bearing capacity, settlement sliding, and foundation stiffness. Structural design and liquefaction potential will not be covered.

Bearing capacity

The general form of the ultimate bearing capacity of a foundation is expressed as:

\[ q_{uk} = c'N_c + \sigma'_{D}N_q + 0.5\gamma' BN\gamma \]  \[2.4\]

where,

- \( c' \) = effective cohesion of supporting soil
- \( N_c, N_q, N_\gamma \) = bearing capacity factors, which depend on the soil effective friction angle
- \( \sigma'_{D} \) = effective vertical stress at base of footing
- \( \gamma' \) = effective unit weight of the supporting soil
- \( B \) = footing width

The three terms on the right-hand side of equation [2.4] represent the contributions due to cohesion, overburden pressure and soil weight. The bearing capacity factors may be found in charts or tables in textbooks or manuals or may be
computed by a variety of equations or charts in foundation engineering textbooks or manuals. In practice, equation [2.4] is rarely applied in its complete form. The more commonly used forms are:

\[
 q_{sat} = \sigma_D' N_q + 0.5 \gamma' B N \gamma \quad \{\text{granular soil}\} \tag{2.5}
\]

and

\[
 q_{sat} = c' N_c + \sigma_D \quad \{\text{cohesive soil}\} \tag{2.6}
\]

Equations [2.4]–[2.6] were derived for plane-strain conditions and thus must be modified with correction factors for circular (octagonal) shapes. There are many other possible modifications to the bearing capacity equations (e.g. depth, load, inclination base inclination and ground inclination), which are beyond the scope of this discussion.

Bearing capacity is rarely the controlling factor in the design of shallow wind turbine foundations, except in regard to the high edge pressures due to the large moments applied to the foundation (see Fig. 2.3). Corrections for eccentricity based on the concept of effective foundation area can be applied as follows (Det Norske Veritas, 2002):

\[
 A_{\text{eff}} = 2 \left[ R^2 \arccos \left( \frac{e}{R} \right) - e \sqrt{R^2 - e^2} \right] \quad \{\text{circular foundation}\} \tag{2.7}
\]

with major axes

\[
 b_e = 2(R - e) \tag{2.8}
\]

and

\[
 l_e = 2R \sqrt{1 - \left( 1 - \frac{b}{2R} \right)^2} \tag{2.9}
\]

with the dimensions and terms shown in Fig. 2.3.

**Settlement**

In the case of wind turbine foundations, settlement can occur as a result of compression of the underlying soil. Given the magnitude of the vertical loads from the wind turbines and the typical size of the spread footings, the contact pressure from vertical loads is quite low, typically in the range of 50–75 kPa. Most soil profiles that have adequate bearing capacity and stiffness (see next section) will settle less than 2.5 cm. In cohesive soils, undisturbed samples are usually taken and tested for consolidation settlement. In granular soils, settlement analysis could be done using the Schmertmann *et al.* (1978) procedure or some other form of ‘elastic’ analysis. Other than the elastic half-space analysis, the methods are
incremental, allowing the compressibility of the soil layers within the zone of influence of the foundation to be incorporated into the analysis. The downside, in conventional settlement analysis, is that the size of the foundation influences the soil profile to considerable depth, and even small strains summed over large depth can result in what may appear to be unacceptable settlements. Cutting off the computations at depths where the stress increase is 10–20% of the overburden pressure generally solves the problem.

On most wind energy projects, the elastic properties of the soil are measured at small strain, by either CPT or surface methods. By properly reducing the small strain values obtained by the field measurements, settlements can be computed using elastic methods. A reduction of the small strain values on the order of 65% is recommended for use in settlement calculations.

**Sliding resistance**

Design lateral loads are specified by the turbine manufacturers. In the case of the typical octagonal shallow foundation, resistance to sliding is obtained from the sliding friction between the base and the soil upon which it rests and the passive resistance of the backfill soil. Due to the large contact area of the base, the passive resistance of the backfill soil is usually ignored. The sliding friction resistance is computed by the following equations:

For granular soil:

\[ SR = W \cdot \tan \delta \]
where, $SR = \text{sliding resistance}$
$W = \text{dead weight of tower and foundation}$
$\tan \delta = \text{coefficient of sliding friction between foundation and supporting soil}$

For cohesive soil:

$$SR = C_a \cdot A$$

where, $C_a = \text{adhesion between foundation and supporting soil}$
$A = \text{contact area of foundation}$

Values of the coefficient of sliding friction or the adhesion are typically estimated from published values. A good source for friction and adhesion values for various foundation subgrade materials is NAVFAC DM-7.2 (1982). Incidentally, it is also appropriate to evaluate the sliding resistance for cohesive soils based on a long-term ‘effective angle of sliding friction’, which may be taken as some fraction (typically about 2/3) of the long-term effective stress friction angle of the soil. A safety factor of at least 1.5 is recommended for sliding resistance.

Sliding resistance of deep foundations is specific to the type of foundation selected, but would typically be based on the passive resistance of the foundation elements. In most cases, the sliding resistance at the base of a pile or pier cap is not relied upon due to the likelihood that separation between the cap and underlying soil will develop over time.

**Foundation stiffness**

Foundation stiffness refers to the rotational stiffness of the turbine foundation. The minimum value is often specified by the turbine manufacturer. The definition of rotational stiffness (which is the rotational analog of the spring constant in vertical loading) is the ratio of the applied moment to the angular rotation. For a rigid circular foundation resting on an elastic half-space and subjected to rocking motion, Richart et al. (1970) provide the following equation for rotational stiffness, $k_\psi$:

$$k_\psi = \frac{8Gr^3}{3(1-\nu)} = \frac{M}{\theta}$$  \[2.10\]

where $M = \text{applied moment}$, $\theta = \text{rotation (in radians)}$, and $r = \text{radius of foundation}$.

Det Norske Veritas (2002) extends the equations for rotational stiffness for the cases of soil over bedrock, a two-layer infinite half-space and embedment in soil over bedrock, as follows:

Soil over bedrock: $k_\psi = k_{\psi,RHW} \left( 1 + \frac{r}{6h} \right)$  \[2.11\]

where $k_{\psi,RHW} = \text{Richart et al. (1970) value}$
$h = \text{thickness of soil layer}$
Two layer infinite half-space:

\[ k_v = k_{v,RHW} \frac{1 + \frac{r}{6h}}{1 + \frac{r}{6h} \frac{G_1}{G_2}} ; \quad 0.75 \leq \frac{h}{r} \leq 2 \]  \[2.12\]

where \( h \) = thickness of upper layer
\( G_1, G_2 \) = shear modulus of upper and lower layers

Foundation embedded in soil over bedrock:

\[ k_v = k_{v,RHW} \left( 1 + \frac{r}{6h} \right) \left( 1 + 2 \frac{d}{r} \left( 1 + 0.7 \frac{d}{h} \right) \right) \]  \[2.13\]

where \( d \) = depth of embedment.

Det Norske Veritas (2002) also provides stiffness equations for vertical, horizontal (sliding), and torsional motions, which are not routinely considered.

The key soil parameter in the stiffness equations is the shear modulus. Det Norske Veritas (2002) provides for estimating \( G \) from empirical correlations with void ratio and overconsolidation ratio, undrained shear strength or relative density. However, in current US-based practice, \( G \) is typically obtained from CPT seismic or surface geophysical methods. These methods measure the shear modulus at very small strain, and this value is designated as \( G_0 \). The strain associated with typical foundation loads (with safety factor of ~2.5–3.0) is significantly larger than that produced in the CPT seismic or surface geophysical measurements. Det Norske Veritas (2002) recommends a value of \( G = 0.35G_0 \) for use in computing foundation stiffness. A graph of shear modulus reduction values for normally consolidated soil is provided in Fig. 2.4. Multiple references exist for the \( G_0 \) reduction values for a variety of soil types (Mayne et al., 2009).

Other design considerations for turbine foundation design include liquefaction and foundation sliding. However, liquefaction analysis is beyond the scope of this discussion. In addition, the safety factor for sliding is unlikely to be a problem for large, octagonal-shaped spread footings.

### 2.4 Civil design and micro-siting

The primary civil-engineering-related items of wind power plant siting, design and construction include, but are not limited to, the geotechnical investigation (see Section 2.2), site grading, access roads and crane pads, turbine foundations (see Section 2.3) including grounding, civil design of the transmission lines and the interconnection, and the collector system. The civil design package likely includes many of the following components:

- title/site location sheet;
- transportation plan;
2.4 Variation of the normalized shear modulus for normally consolidated soil based on plasticity index, PI, and granular soil as a function of cyclic shear strain, \( \gamma_c \) (after Sykora et al., 1992 and Vucetic and Dobry, 1991).

- turbine coordinate tables;
- site plan;
- plan or plan/profile sheets (can be 100+);
- public road improvement detail sheets;
- road and crane details sheets;
- foundation detail sheets;
- collector trench layout and detail sheets.

The site plan must include specific detail on setbacks from property lines, wetlands, homes, roads and drains, in addition to any special zones that may include historic and/or archaeological areas, sensitive habitats (vegetation, nesting areas), endangered or threatened species, etc. A micro-siting/constructability review is an essential component of civil design, where a detail review of turbine locations post-modeling is optimized with respect to constructability and actual field conditions. Following is a discussion of just a few components of the overall site civil design.

2.4.1 Access roads and crane pads

The primary purposes of access roads are to convey and support the heavy loading and traffic volumes during the relatively short duration of the construction phase and to act as a permanent access for lower traffic volume and loads for the long-term
wind site operation and maintenance activities. The design must consider the extreme loads of the transporters (e.g., a nacelle may weigh 700 kN and transmit 90+ kN per axle). In addition, the access roads are heavily used during construction by concrete trucks, road cranes and trailers with long wheelbases and low profiles (e.g., for tower sections). A typical design approach is the method described in Giroud and Han (2004a, 2004b). The relevant variables are subgrade and aggregate CBR, tire pressure, axial load and number of axle passes. Geogrid reinforcement may be considered to reduce the aggregate thickness requirement. A typical 5-m-wide access road is generally built to turbine delivery specifications, which varies depending on the manufacturer. Design and construction issues might include:

- stripping of organic material and topsoil;
- compacted subgrade (e.g., minimum. 95% relative compaction);
- 0.2–0.3 m of compacted aggregate road base;
- geotextile or geogrid reinforcing layer based on recommendations from geotechnical report;
- no more than 10% grade;
- no dips or bumps greater than 0.5 m over a 20-m distance;
- proper turning radius (maximum ~ 35 m);
- area at turbine to turn delivery trucks exiting site.

The primary purpose of crane pads is to provide an area for crane stability during the offloading of turbine components and erection lifts. The crane pads are usually designed to the main lift crane requirements, and may be used for permanent parking areas after construction. The typical design requirements of a crane pad consist of a level area with positive drainage, maximum 1% grade, a designed thickness of aggregate over a compacted subgrade and potential use of crane mats. A crane pad is typically 17 m × 25 m. Aggregate thickness requirements are typically based on bearing capacity considerations. A crane path is typically 10 m wide, with positive drainage to an edge, grades to not exceed 10%, and proof-rolled prior to the crane walk. Finally, a construction assembly area is also required, typically 90 m × 90 m, which is used for the staging and assembly of turbine and tower components.

2.4.2 Collection system

After wind resource assessment and turbine siting, the next most important aspect of project site selection is the electrical interconnection. Getting the distributed power to the interconnection with minimal electrical losses (in other words, lost revenues) is very important. A properly designed and constructed collection system safely, effectively and efficiently collects and transmits distributed power generated from separate turbine locations, often separated by multiple km, to a central interconnection location. In the United States, collection is commonly an underground system. In this context, losses are a function of:
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- distance of cabling from turbines to interconnection point;
- voltage of cabling from turbines to interconnection point;
- size of cabling;
- soil thermal resistivity (rho or ρ);
- transformer efficiency.

Line losses are directly related to:

\[ I^2 \cdot R \]  

where \( I \) = the electrical current in the cables and \( R \) is the resistance of the cabling, itself a function of cable size, cable length, and soil rho. From the perspective of the site civil/geotechnical design, high soil rho limits the cable’s ability to dissipate heat from losses and increases the cable temperature, which in turn increases resistance. For example, the bedrock surface is very important to define and map accurately because most rock types increase thermal resistivity and also increase installation costs. The collection system should be optimized to minimize these line losses and optimize installed cost by minimizing line length.

Collection systems are normally installed adjacent to site roads to allow access for construction and maintenance. Proper compaction of backfill in collection trenches is a major issue. Because trenches normally follow and/or cross access roads, improperly compacted backfill in trenches can lead to ground subsidence and ruts/dips in these roads. Industry standard is to compact trench backfill to 95% relative compaction, minimum. Backfill placed in trenches must be suitable and not damage cables. For example, crushed rock with angular edges can damage cables. Cables are often placed in a layer of sand or other suitable material.

As discussed in Section 2.4.2, thermal resistivity is the ability of soil to dissipate heat. If the soil cannot properly dissipate the heat generated from current flowing in underground cables, cables can overheat, which in turn leads to drying of the electrical insulation and potential high voltage cable failures. In addition, thermal dry-out increases soil rho as moisture is driven from the backfill surrounding the cables. Most cables are rated to be installed in soil of 90°C-cm/W. If soil rho is higher, cable capacities must be de-rated, which may mean cables cannot carry the required amount of power or may have high line losses. Corrective or engineered backfill can be placed in the collection trenches to mitigate this effect. Typical values of soil rho are provided in Table 2.2.

In routing underground collection networks, the trenches should be roadside wherever possible and be designed to minimize road crossings. Furthermore, turbine crane pads, which have substantial short-term loads, should not be located on top of collection trenches. Routing should attempt to minimize potential interferences between turbine transport vehicles, erection cranes and trenching equipment due to the difficult logistical problems that may ensue. Finally, all trenches should be installed so that they are accessible for repairs in the event of a cable failure.
2.4.3 Turbine interface to collection system and turbine grounding

All turbines require a transformer to connect to the collection system. Some transformers are located in the nacelle and others are located adjacent to the turbine base. Conduits are required to route cables for the connection of the turbine and must be carefully coordinated with the reinforcing steel placed within the turbine foundation.

Each turbine must be connected to a valid ground reference to ensure that the turbine will safely perform and remain undamaged through anomalies on the collection system (i.e., short circuits). Turbine manufacturers typically specify that required resistance to ground be less than 5 ohms, for each individual turbine. Meeting this requirement can be very difficult in rocky areas with very high soil resistivity. Common turbine grounding systems consist of rings of copper cable installed concentrically around the turbine foundation (Fig. 2.5). Connected to these rings are copper rods driven into the earth (typically 2.5–6.0 m long). Resistance to ground is a function of soil electrical resistivity, area of the grounding system, diameter of copper wire installed in the grounding system, and length and diameter of ground rods installed.

If the specified resistance to ground is difficult to attain, the following measures can be taken.

1. Add additional rings of copper wire and additional copper ground rods (subject to the law of diminishing returns).

### Table 2.2 Typical soil rho values

<table>
<thead>
<tr>
<th>Soil type</th>
<th>Thermal resistivity (°C-cm/W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sandy soil (dry)</td>
<td>200</td>
</tr>
<tr>
<td>Sandy soil (moist)</td>
<td>83</td>
</tr>
<tr>
<td>Sandy soil (saturated)</td>
<td>40</td>
</tr>
<tr>
<td>Sandy-gravelly soil</td>
<td>71</td>
</tr>
<tr>
<td>Sandy silty-clay</td>
<td>55</td>
</tr>
<tr>
<td>Sandy clay loam</td>
<td>32</td>
</tr>
<tr>
<td>Silt loam</td>
<td>33</td>
</tr>
<tr>
<td>Clayey sand</td>
<td>79</td>
</tr>
<tr>
<td>Clayey soil</td>
<td>67</td>
</tr>
<tr>
<td>Lean clay</td>
<td>90</td>
</tr>
<tr>
<td>Fat clay</td>
<td>100</td>
</tr>
<tr>
<td>Volcanic soil</td>
<td>100</td>
</tr>
</tbody>
</table>

Note: rho values based on saturated soil, except where noted. Adapted from Buonanno et al. (1995), Lu et al. (2009), and various geotechnical investigation reports for wind turbine sites in the United States.
2. Grounding rods and cables can be installed in enhanced grounding material. Essentially, holes larger than the rods are drilled and backfilled with this material (subject to high cost).

3. Connect grounding system to the turbine foundation reinforcing in several locations. This effectively uses the turbine foundation as a huge ground rod (subject to applying proper cathodic protection).

4. Special chemical grounding rods are available, which release chemicals into the surrounding soil to reduce soil electrical resistivity (subject to high cost and maintenance for refilling of the chemicals).

2.5 Sources of further information and advice
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Aeroelasticity and structural dynamics of wind turbines
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Abstract: In the present chapter, the aeroelastic modeling and optimized design of modern megawatt-scale wind turbines are addressed. In the first part of the chapter, the aeroelastic equations of motion for the flexible wind turbine components and the dynamics of the full wind turbine system are presented in the context of beam theory, multi-body dynamic analysis and finite element method. In the second part, the main aspects relating to an improved aeroelastic design are discussed. First, the nature of the external loads on a wind turbine is described. Then, aeroelastic instability problems encountered in the past or expected in future designs, methods for improving the aeroelastic behavior of wind turbines and some future trends concerning aeroelastic design are discussed.
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3.1 Introduction

The wind turbine is a flexible structure that operates mainly under the action of the aerodynamic loads on the rotor. The airflow passing through the rotor, besides rotating the blades, also deforms the whole structure. As the wind turbine deforms, the elastic motion of the various components affects the aerodynamic loading, which in turn differentiates the deformation field. In this way, the coupled aerodynamic–structural dynamic problem is formed.

Aeroelastic analysis of a wind turbine lies in determining the elastic deflections and internal loads along the various components, arising from its interaction with the incoming wind. It is understood that this is a very important task in the design process since it provides the design limits for the dimensioning of the individual components. However, given the stochastic nature of the wind, the unsteadiness of the flow over the rotor blades, the complex structure of the blades and the different degrees of freedom (DOFs) of motion undergone by the various components (rotor rotation, blades pitching, nacelle yaw, etc.), it is also understood that it is by no means an easy task.

The present chapter consists of two parts. In the first part, the modeling of the wind turbine structural dynamics and aeroelastics is described in the context of the beam theory and finite element analysis, as applied in most current design and analysis tools. In the second part, the main aspects toward improved aeroelastic design are discussed. This part begins with describing the nature of the external
loads on a wind turbine. Then, aeroelastic instability problems encountered in the past or expected in the future designs, methods for improving aeroelastic behavior of wind turbines and some future trends concerning aeroelastic design are discussed.

### 3.2 Structural dynamics of wind turbines

#### 3.2.1 Finite element method (FEM) modeling of the wind turbine components using beam theory

One-dimensional approximation of solid structures (beam theory) is probably the most widely used modeling approach for wind turbine applications. Most existing structural dynamics and aeroelastic design tools (Schepers et al., 2002) are based on this approach for the structural modeling of the flexible components of the wind turbine (i.e., blades, tower, shaft). The basic limitation is that the structure must be slender in shape or else that one of the dimensions must be significantly larger than the other two. Regular asymptotic analysis justifies elimination of the dependence on the two shortest dimensions, and thus, formulation of the problem can be performed only with respect to the remaining third. In the direction of this dominant dimension of the structure, the elastic axis of the beam is defined that is usually assumed to be rectilinear [curved beam axis has also been dealt with by Hodges (2003)]. In the near past, first-order, non-linear beam models, or even linearized modal-based methods, were employed in most state-of-the-art design tools for wind turbines, suggesting small or moderate deflections. With the increasing size and flexibility of modern turbines, the necessity for higher order models that account for large deflections has emerged and models of this type have been very recently implemented in aeroelastic codes (Riziotis and Voutsinas, 2006; Kallesøe, 2007; Riziotis et al., 2008). The main aspects of the non-linear beam theory, including analysis of highly flexible beams undergoing large deflections, are discussed in the present section.

Also, the finite element method (FEM) for the numerical discretization of the beam differential equations is presented.

#### Kinematics of the beam

Let Oxyz be the global coordinate system of the beam (see Fig. 3.1). The y axis of the system is aligned to the axis of the beam (shear center axis) while x and z axes lie in the cross-section plane of the undeformed beam, defining the two bending directions of the beam. The $O_0\xi_0\eta_0\zeta_0$ is the local coordinate system of the undeformed cross-section (Fig. 3.1), where the $\xi_0$ and $\zeta_0$ are rotated with respect to the global x and z axes only for the section pre-twist. Finally, $O_1\xi\eta\zeta$ is the local coordinate system of the deformed cross-section (Fig. 3.1). The analysis presented in the sequel is based on the assumptions of the Euler–Bernoulli beam theory (Hodges and
According to Euler–Bernoulli hypotheses, every cross-section along the beam can only translate and rotate uniformly under the action of external bending, axial and torsion loads. However, it always remains planar and its shape remains undistorted. This is a reasonable assumption, taking into account that for beam structures, the cross-section dimensions are relatively small compared to the beam-wise dimension. Moreover, cross-sections of the beam rotate in such a way that they always remain perpendicular to the deformed elastic axis. This means that rotation of the sections results only from the bending of the structure, and therefore, deformations due to traverse shear are neglected. In such a way, a direct relation between bending displacements and rotations can be derived.

The position vector \( \mathbf{r} \) of any arbitrary point along the beam at the deformed state is given by the following general expression:

\[
\mathbf{r} = \begin{bmatrix} 0 \\ y \\ 0 \end{bmatrix} + \begin{bmatrix} u \\ v \\ w \end{bmatrix} + \mathbf{E} \begin{bmatrix} \xi \\ \eta \\ \zeta \end{bmatrix}
\]

where \( u \) and \( w \) are the two bending displacements in the direction of the global \( x \) and \( z \) axes, respectively, while \( v \) is the axial displacement of the cross-sections initially located at the \( y \) axial position. The \( \mathbf{E} \) matrix is the transformation matrix from the local coordinates of the deformed section \( (\xi, \eta, \zeta) \) to the global coordinates of the beam \( (x, y, z) \).

In terms of the Euler angles \( \varphi \), \( \psi \) and \( \omega \) shown in Fig. 3.2, matrix \( \mathbf{E} \) is written in the following form:
3.2 Transformation from local system of the cross-section to global system of the beam.

\[
E = \begin{pmatrix}
\cos \psi & -\sin \psi & 0 \\
\sin \psi & \cos \psi & 0 \\
0 & 0 & 1
\end{pmatrix}
\begin{pmatrix}
1 & 0 & 0 \\
0 & \cos \omega & -\sin \omega \\
0 & \sin \omega & \cos \omega
\end{pmatrix}
\begin{pmatrix}
\cos \varphi & 0 & \sin \varphi \\
0 & 1 & 0 \\
-\sin \varphi & 0 & \cos \varphi
\end{pmatrix}
\]

where $\psi$ and $\omega$ are directly related to $u$ and $w$ (the two bending displacements), while $\varphi$ represents the torsion deformation plus the cross-section pre-twist.

Following an ordering scheme in which terms up to second-order accuracy are retained (Hodges and Dowell, 1974) in expressing Euler angles in terms of the bending displacement fields $u$ and $w$, matrix $E$ can be written in the following form:

\[
E = \begin{pmatrix}
\cos(\theta_i + \hat{\theta} - u'w') \left(1 - \frac{u'^2}{2}\right) & u' & \sin(\theta_i + \hat{\theta} - u'w') \left(1 - \frac{u'^2}{2}\right) \\
-u' \cos(\theta_i + \hat{\theta}) + w' \sin(\theta_i + \hat{\theta}) - \frac{w'^2}{2} & -u' \sin(\theta_i + \hat{\theta}) - w' \cos(\theta_i + \hat{\theta}) \\
-\sin(\theta_i + \hat{\theta}) \left(1 - \frac{w'^2}{2}\right) & w' & \cos(\theta_i + \hat{\theta}) \left(1 - \frac{w'^2}{2}\right)
\end{pmatrix}
\]

[3.2a]

In equation [3.2a], $(\quad)'$ denotes the spatial derivative with respect to the beam-wise coordinate $y$. Moreover, $\theta_i$ is the blade local pre-twist, $\hat{\theta}$ is the twisting deformation with respect to the global beam axis $y$ and $\varphi = \theta + \int_0^y u''w' \, dy$ is the local torsion deformation with respect to the local deformed beam axis $\eta$ (Hodges and Dowell, 1974), such that $\varphi = \varphi_i + \hat{\varphi}$. If second-order terms are dropped, then equation [3.2a] is significantly simplified and takes the form (first-order accurate):

\[
E = \begin{pmatrix}
\cos \theta_i - \sin \theta_i \cdot \theta & u' & \sin \theta_i + \cos \theta_i \cdot \theta \\
-u' \cos \theta_i + w' \sin \theta_i & 1 - u' \sin \theta_i - w' \cos \theta_i \\
-\sin \theta_i - \cos \theta_i \cdot \theta & w' & -\cos \theta_i - \sin \theta_i \cdot \theta
\end{pmatrix}
\]

[3.2b]
Equations of structural equilibrium beam equations

On the basis of the above kinematic considerations, the equations of dynamic equilibrium for the beam structure can be derived. Let us consider a differential element of the beam, with cross-section $A$, and width $dy$, as shown in Fig. 3.3. The incremental mass of the infinitesimal element $dA$ is $dm = \rho dA$, where $\rho$ is the local mass density of the material of the cross-section (see Fig. 3.3). Let also $\delta P = \{\delta P_x, \delta P_y, \delta P_z\}^T$ be the external forces per unit length exerted on the element, $dF = \{dF_x, dF_y, dF_z\}^T$ be the net elastic internal (reaction) forces, $g = \{g_x, g_y, g_z\}^T$ be the acceleration of gravity, and $p^i = \{p^i_x, p^i_y, p^i_z\}^T$ and $p^e = \{p^e_x, p^e_y, p^e_z\}^T$ be the total inertial and external forces, respectively. Then, the balance of forces with respect to the blade local coordinate system $Oxyz$ is written as follows:

$$\left( \int_{A} \rho \cdot dA \cdot \mathbf{r} \right) dy = dF + \left( \int_{A} \rho \cdot dA \cdot g \right) dy + \delta P dy$$ \[3.3\]

Similarly, the balance of the moments with reference to the origin $(1)$ of the incremental element $dy$ (see Fig. 3.3) is written as:

$$\left( \int_{A} \rho \cdot dA \cdot \mathbf{r} \times \mathbf{r} \right) dy = dM + dr_e \times (F + dF) + \left( \int_{A} \rho \cdot dA \cdot \mathbf{r} \times g \right) dy + \mathbf{r}_e \times \delta P dy$$ \[3.4\]

In equation [3.4], $F + dF$ is the vector of the resultant elastic force at the end point $(2)$, $dM = \{dM_x, dM_y, dM_z\}^T$ is the net elastic moments of the element, $q^i = \{q^i_x, q^i_y, q^i_z\}^T$ and $q^e = \{q^e_x, q^e_y, q^e_z\}^T$ are the inertial and external moments acting on the element, respectively, and $\mathbf{r}_a$ is the local position of the external forces,
centre with respect to the elastic axis of the beam. Moreover, \( \mathbf{r}_p = \mathbf{r} - \mathbf{r}_e^{(1)} \) and \( \mathbf{dr}_e = \mathbf{r}_e^{(2)} - \mathbf{r}_e^{(1)} \) where \( \mathbf{r}_e \) is the position vector of a point on the deformed elastic axis, while indices (1) and (2) indicate the beginning and end of the differential element \( \mathbf{dr}_e \), respectively. The position vector \( \mathbf{r}_e \) is given by:

\[
\mathbf{r}_e = \begin{bmatrix} 0 \\ y \\ 0 \end{bmatrix} + \begin{bmatrix} u \\ v \\ w \end{bmatrix}
\]

The vector equation [3.3] and equation [3.4] of equilibrium are analyzed in components relative to the undeformed axes \( x, y \) and \( z \). The force equations are written as:

\[
\begin{align*}
\mathbf{p}_x^i &= \mathbf{F}_x' + \mathbf{p}_x^i \quad [3.6a] \\
\mathbf{p}_y^i &= \mathbf{F}_y' + \mathbf{p}_y^i \quad [3.6b] \\
\mathbf{p}_z^i &= \mathbf{F}_z' + \mathbf{p}_z^i \quad [3.6c]
\end{align*}
\]

Similarly, the moment equations are written as:

\[
\begin{align*}
\mathbf{q}_x^i &= \mathbf{M}_x' + \mathbf{F}_x - \mathbf{F}_y w' + \mathbf{q}_x^i \\
\mathbf{q}_y^i &= \mathbf{M}_y' - \mathbf{F}_x u' + \mathbf{F}_y w' + \mathbf{q}_y^i \\
\mathbf{q}_z^i &= \mathbf{M}_z' - \mathbf{F}_x u' + \mathbf{q}_z^i
\end{align*}
\]

As already stated, traverse shear is neglected in the present analysis. Under the assumption of very high shear rigidity (negligible shear deformations), the cross-sections of the beam remain perpendicular to the deformed elastic axis, and therefore bending rotations (angles \( \psi \) and \( \omega \)) are not independent variables of the problem. Therefore, the two bending moment equation [3.7a] and [3.7c] are used for eliminating spatial derivatives of the internal shear forces \( \mathbf{F}_x' \) and \( \mathbf{F}_z' \) from equation [3.6c] and [3.6a], respectively. Thereby, the six equilibrium equations can be reduced to four equations for the four independent deflections \( u, v, w \) and \( \theta \) defined with reference to the undeformed system:

\[
\begin{align*}
\mathbf{p}_x^i (q_x^i)' &= \mathbf{M}_x'' + (\mathbf{F}_y u')' + \mathbf{p}_x^i + (q_x^i)' \\
\mathbf{p}_y^i &= \mathbf{F}_y' + \mathbf{p}_y^i \\
\mathbf{p}_z^i - (q_z^i)' &= -\mathbf{M}_x'' + (\mathbf{F}_y w')' + \mathbf{p}_z^i - (q_z^i)' \\
\mathbf{q}_x^i + q_x^i u' + q_z^i w' &= \mathbf{M}_y' + \mathbf{M}_x u' + \mathbf{M}_z w' + \mathbf{q}_x^i + q_x^i u' + q_z^i w'
\end{align*}
\]

To close the system [3.8], expressions for the resultant internal loads, as functions of the unknown deflections field, must be defined. The internal loads are obtained by integrating stresses over the cross-section surface. Stresses, in turn, are related to strains and thereby to elastic deflections through Hooke’s law.
The strain tensor $\varepsilon$ based on Green’s (Crisfield, 1998) definition is determined by:

$$\begin{align*}
dr^T \cdot dr - dr^T \cdot dr_0 &= 2 \cdot \left\{ d\xi \ d\eta \ d\zeta \right\} \cdot \left[ \begin{array}{ccc}
\varepsilon_{\xi\xi} & \varepsilon_{\xi\eta} & \varepsilon_{\xi\zeta} \\
\varepsilon_{\eta\xi} & \varepsilon_{\eta\eta} & \varepsilon_{\eta\zeta} \\
\varepsilon_{\zeta\xi} & \varepsilon_{\zeta\eta} & \varepsilon_{\zeta\zeta}
\end{array} \right] \cdot \left\{ d\xi \ d\eta \ d\zeta \right\} \\
\varepsilon_{\eta\eta} & \varepsilon_{\eta\zeta} & \varepsilon_{\eta\zeta}
\end{align*}$$  \[3.9\]

Furthermore, under the assumption of a homogeneous and isotropic material, Hooke’s law takes the form:

$$\begin{align*}
\sigma_{\eta\eta} &= E \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix} \varepsilon_{\eta\eta} \\
\sigma_{\eta\zeta} &= 0 \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix} \varepsilon_{\eta\zeta} \\
\sigma_{\zeta\zeta} &= G \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix} \varepsilon_{\zeta\zeta}
\end{align*}$$ \[3.10\]

Equation [3.9] yields the strain displacement expressions. By retaining terms up to second order, the following relationships are obtained:

$$\varepsilon_{\eta\eta} = \varepsilon' + \frac{u'^2}{2} + \frac{w'^2}{2} + \left( \xi' + \zeta' \right) \cdot \left( \frac{\theta'\theta'}{2} \right)$$

$$-u'' \cdot \left( \xi \cdot \cos(\theta_i + \hat{\theta}) + \zeta \cdot \sin(\theta_i + \hat{\theta}) \right) + w'' \cdot \left( \xi \cdot \sin(\theta_i + \hat{\theta}) - \zeta \cdot \cos(\theta_i + \hat{\theta}) \right)$$ \[3.11a\]

$$\varepsilon_{\eta\xi} = \frac{1}{2} \xi \cdot \theta'$$ \[3.11b\]

$$\varepsilon_{\eta\zeta} = \frac{1}{2} \zeta \cdot \theta'$$ \[3.11c\]

Accordingly, equation [3.10] and equation [3.11] provide stress deflection relationships.

By integrating normal and shear stresses over the cross-section surface, the resultant loads with respect to the local deformed coordinate system are determined (second-order accurate as well):

**Axial force $F$**

$$F_\eta = \int_A \sigma_{n\eta} \, dA = EA \left( \varepsilon' + \frac{u'^2}{2} + \frac{w'^2}{2} \right) + EI_\eta \cdot \left( \frac{\theta'\theta' + \theta'^2}{2} \right)$$

$$-u'' \cdot \left( \frac{EA_\eta \cdot \cos(\theta_i + \hat{\theta}) + EA_\zeta \cdot \sin(\theta_i + \hat{\theta})}{2} \right) + w'' \cdot \left( \frac{EA_\eta \cdot \sin(\theta_i + \hat{\theta}) + EA_\zeta \cdot \cos(\theta_i + \hat{\theta})}{2} \right)$$ \[3.12a\]

**Bending moment $\xi$**

$$M_\xi = -\int_A \xi \cdot \sigma_{n\xi} \, dA = EI_{\xi\xi} \cdot \left( \sin(\theta_i + \hat{\theta}) \cdot \varepsilon'' + \cos(\theta_i + \hat{\theta}) \cdot w'' \right)$$

$$-EA_\xi \left( \frac{u'^2}{2} + \frac{w'^2}{2} \right) + EI_\xi \cdot \left( \frac{\theta'\theta' + \theta'^2}{2} \right)$$ \[3.12b\]
Bending moment $\zeta$

\[
M_\zeta = \int \xi \cdot \sigma_{\eta\eta} \, dA = -EI_{\zeta\zeta} \cdot \left( \cos(\theta_i + \hat{\theta}) \cdot u'' + \sin(\theta_i + \hat{\theta}) \cdot w'' \right) + EA_\zeta \left( v' + \frac{u'^2}{2} + \frac{w'^2}{2} \right)
+ EI_{\zeta \cdot \theta', 2} \cdot \left( \theta' + \theta'' \right) \tag{3.12c}
\]

Torsion moment $\eta$

\[
M_\eta = \int \left( \xi \cdot \sigma_{\xi\xi} - \xi \cdot \sigma_{\eta\zeta} \right) dA + (\theta_i' + \theta') \cdot \left( \zeta^2 + \xi^2 \right) \sigma_{\eta\eta} \cdot dA
= GI_{\eta} \cdot \theta' + EI_{\eta} \cdot \left( \theta_i' + \theta' \right) \left( v' + \frac{u'^2}{2} + \frac{w'^2}{2} \right) + EI_{\eta \cdot \theta', 2} \cdot \theta'
- \left( \left( EI_{\zeta \cdot \cos(\theta_i + \hat{\theta})} + EI_{\zeta \cdot \sin(\theta_i + \hat{\theta})} \right) \cdot u'' \right)
+ \left( EI_{\zeta \cdot \cos(\theta_i + \hat{\theta})} - EI_{\zeta \cdot \sin(\theta_i + \hat{\theta})} \right) \cdot w'' \cdot (\theta_i' + \theta') \tag{3.12d}
\]

In deriving equation [3.12], the assumption that the local axes $\xi$ and $\zeta$ coincide with the principal axes of the cross-section is made. The structural properties of the beam involved in equation [3.12] are defined as follows:

\[
EA = \int E \cdot dA, \quad EA_\xi = \int E \cdot \xi dA, \quad EA_\zeta = \int E \cdot \zeta dA
\]

\[
EI_{\zeta} = \int G \cdot (\xi^2 + \zeta^2) dA, \quad EI_{\eta} = \int E \cdot (\xi^2 + \zeta^2) dA, \quad EI_{\eta \cdot \eta} = \int E \cdot (\xi^2 + \zeta^2)^2 dA,
\]

\[
EI_{\xi \cdot \zeta} = \int E \cdot \xi \cdot (\xi^2 + \zeta^2) dA, \quad EI_{\zeta \cdot \zeta} = \int E \cdot \zeta \cdot (\xi^2 + \zeta^2) dA
\]

In equation [3.11] and equation [3.12], the underlined terms are the non-linear second-order ones. By omitting those terms, standard first-order linear expressions are obtained.

The reaction loads (forces and moments) of equation [3.12] are expressed in the local deformed system $O_1 \xi \eta \zeta$. Therefore, before being substituted in equation [3.8], they have to be transformed in $O_{xyz}$. This is done through the rotation matrix $E$ given by the equation [3.2]. In this way, the final system of the second-order beam equations is derived:

Force $x$

\[
p_x' + \left( q_x' \right)' = \left( M_x \cdot \cos(\theta_i + \hat{\theta}) - M_x \cdot \sin(\theta_i + \hat{\theta}) \right)'' + \left( F_x u \right)'
= \left( EA_\zeta \cdot \cos(\theta_i + \hat{\theta}) + EA_\zeta \cdot \sin(\theta_i + \hat{\theta}) \right) \cdot \left( v' + \frac{u'^2}{2} + \frac{w'^2}{2} \right)
- \left( EI_{\zeta \cdot \cos(\theta_i + \hat{\theta})} + EI_{\zeta \cdot \sin(\theta_i + \hat{\theta})} \right) \cdot u'' - \frac{1}{2} \left( EI_{\zeta \cdot \cos(\theta_i + \hat{\theta})} + EI_{\zeta \cdot \sin(\theta_i + \hat{\theta})} \right) \cdot w''
+ \left( EI_{\zeta \cdot \cos(\theta_i + \hat{\theta})} + EI_{\zeta \cdot \sin(\theta_i + \hat{\theta})} \right) \cdot \theta' \cdot \theta'' + \left( F_x u \right)' \tag{3.13a}
\]
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\[ \text{Force } y \]
\[
p_y^i - p_y^f = F_y' = \left( \frac{EA}{2} \left( v' + \frac{u'^2}{2} + \frac{w'^2}{2} \right) + EI_i \left( \frac{\theta'i'}{2} + \frac{\theta''}{2} \right) \right) \\
- u''. \left( EA_{\xi} \cdot \cos(\theta_i + \hat{\theta}) + EA_{\zeta} \cdot \sin(\theta_i + \hat{\theta}) \right) \\
+ w''. \left( EA_{\xi} \cdot \sin(\theta_i + \hat{\theta}) - EA_{\zeta} \cdot \cos(\theta_i + \hat{\theta}) \right)'
\]  

\[ \text{Force } z \]
\[
p_z^i - p_z^f + (q_z^i)' = - \left( M_{\xi} \cdot \cos(\theta_i + \hat{\theta}) + M_{\zeta} \sin(\theta_i + \hat{\theta}) \right)'' + (F_n w')'
\]
\[
= \left( EA_{\xi} \cdot \cos(\theta_i + \hat{\theta}) + EA_{\zeta} \cdot \sin(\theta_i + \hat{\theta}) \right) \cdot \left( v' + \frac{u'^2}{2} + \frac{w'^2}{2} \right) \\
- \frac{1}{2} \left( EI_{\xi i} - EI_{\zeta i} \right) \cdot \sin(2 \cdot (\theta_i + \hat{\theta})) \cdot u'' - \left( EI_{\xi i} \cdot \cos^2(\theta_i + \hat{\theta}) + EI_{\zeta i} \cdot \sin^2(\theta_i + \hat{\theta}) \right) \cdot w'' \\
+ \left( EI_{\xi i} \cdot \cos(\theta_i + \hat{\theta}) + EI_{\zeta i} \cdot \sin(\theta_i + \hat{\theta}) \right) \cdot \theta' \theta'' + (F_n w')'
\]

\[ \text{Moment } y \]
\[
q_y^i + q_y^f + q_y w' - q_y^i + q_y^f + q_y w' = \\
M_y' - M_i \left( \cos(\theta_i + \hat{\theta}) \cdot u'' - \sin(\theta_i + \hat{\theta}) \cdot w'' \right) - M_i \left( \sin(\theta_i + \hat{\theta}) \cdot u'' + \cos(\theta_i + \hat{\theta}) \cdot w'' \right) \\
= \left( GI \theta' + EI_i \cdot (\theta_i + \hat{\theta}) \cdot \left( v' + \frac{u'^2}{2} + \frac{w'^2}{2} \right) + EI_{i i} \cdot \theta'' \cdot \theta' \right) \\
- \left( EI_{\xi i} \cdot \cos(\theta_i + \hat{\theta}) + EI_{\zeta i} \cdot \sin(\theta_i + \hat{\theta}) \right) \cdot u'' \\
+ \left( EI_{\xi i} \cdot \cos(\theta_i + \hat{\theta}) + EI_{\zeta i} \cdot \sin(\theta_i + \hat{\theta}) \right) \cdot (\theta' + \theta'')' \\
+ \left( EA_{\xi} \cdot \cos(\theta_i + \hat{\theta}) - EA_{\zeta} \cdot \sin(\theta_i + \hat{\theta}) \right) \cdot \left( v' + \frac{u'^2}{2} + \frac{w'^2}{2} \right) \cdot u'' \right) \\
- \left( EA_{\xi} \cdot \cos(\theta_i + \hat{\theta}) + EA_{\zeta} \cdot \sin(\theta_i + \hat{\theta}) \right) \cdot \left( v' + \frac{u'^2}{2} + \frac{w'^2}{2} \right) \cdot w'' \\
- \frac{1}{2} \left( EI_{\xi i} - EI_{\zeta i} \right) \cdot \sin(2 \cdot (\theta_i + \hat{\theta})) \cdot (u'' + w'' - w''') \\
- \left( EI_{\xi i} - EI_{\zeta i} \right) \cdot \cos(2 \cdot (\theta_i + \hat{\theta})) \cdot u'' \cdot w''
\]  

The left-hand side of equation [3.13] represents inertia and external loads, whereas the right-hand side describes structural internal loads, and it is therefore
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associated with the stiffness of the beam. As in the case of strain displacements and internal loads displacements expressions, higher-order non-linear terms are underlined. Terms \((F_{\eta} \cdot u')'\) and \((F_{\eta} \cdot w')'\) in force \(x\) and force \(z\) equations, though non-linear, are considered as first-order ones. This is because they are expected to contribute significantly, especially in the case of rotating beams where axial loads increase due to the centrifugal effect. The two terms give rise to virtual stiffening of the beam as the rotational speed increases. Among the different second-order structural terms, those appearing in the equation [3.13] are the ones that by experience are expected to be of greater importance as the beam becomes more and more flexible and are also doubly underlined. The second doubly underlined term in equation [3.13b] and the first doubly underlined term in equation [3.13d] correspond to the coupling of the beam torsion with the beam tension. As indicated in equation [3.11a], the torsion of the beam generates axial strains \(\varepsilon_{\eta\eta}\) and stresses \(\sigma_{\eta\eta}\) and vice versa (see equation [3.12d]), and the axial stresses contribute to the twisting moment \(M_{\eta}\). The last four terms in equation [3.13d] are related to bending–torsion coupling. As the bending displacements of the blade increase, the local bending moments, \(M_{\zeta}\) and \(M_{\xi}\), generate torsion moment about the undeformed blade axis \(y\), as illustrated in Fig. 3.4. The magnitude of this twisting moment depends primarily on the bending curvatures \(u''\) and \(w''\). It also depends on the offset of the cross-section tension axis from the elastic axis.

The above-mentioned non-linear structural coupling terms are only important when the beam undergoes large deflections. For conventional wind turbine blades, in the megawatt (MW) scale, classical first-order, linear beam theory provides sufficiently good predictions. This is because current wind turbine designs are relatively stiff, so that non-linear beam modeling is not expected to drastically

3.4 Explanation of the bending–torsion coupling effect in the case of large flapping deflection.
change the quality of the predictions. However, as the size of the wind turbines increases and the blades become more flexible, adoption of this kind of structural modeling becomes a necessity (Riziotis et al., 2008).

The derivation presented in Section 3.2 is based on the application of Newton’s second law (Newtonian approach). In view of a more systematic and general framework for formulating dynamic equations, Hamilton’s principle has also been used (Hodges, 1990). Nevertheless, the former is selected for the reason that it is much more illustrative and comprehensible for readers who are unfamiliar with the basic concepts of structural dynamics. The above-mentioned non-linear beam model is a specific example amongst several models of varying complexity that have been developed. For example, it is possible to include traverse shear effect by applying Timoshenko theory (Crisfield, 1998) or introduce anisotropy of the cross-sections by upgrading Hooke’s law (equation [3.10]) to incorporate off-diagonal elements (Hodges and Yu, 2007). Even the present model can be easily upgraded to model possible distortion of the plane shape of the cross-sections due to torsional deformation (warping effect) (Hodges and Dowell, 1974).

**Finite element discretization**

The beam equations are fourth order in space with respect to bending and second order with respect to tension and torsion. So, for a finite element (FE) approximation of the equations, C\(^1\) shape functions are used for \(u\) and \(w\) and C\(^0\) for \(v\) and \(\theta\). At the element level, \(u\) and \(w\) are approximated with third-order polynomials and the discrete DOFs are the values and spatial derivatives at the end nodes, while \(v\) and \(\theta\) are approximated with first-order polynomials and the DOFs are again considered at the end nodes of the FE. In the use of second-order beam theory, higher-order polynomials can be used for \(v\) and \(\theta\), and then additional intermediate nodes are required. So, within an FE ‘\(e\)’,

\[
\mathbf{u}_e(y; t) = \mathbf{N}^e(y) \cdot \mathbf{\hat{u}}_e(t)
\]

[3.14]

where \(\mathbf{u}_e(y; t) = \{u, v, w, \theta\}^T\) is the vector of the independent deflections along the element, \(\mathbf{N}^e(y)\) is the shape functions matrix and \(\mathbf{\hat{u}}_e(t)\) is the vector of the DOFs at the nodes of the elements (Bathe, 1996; Crisfield, 1998). By using Galerkin formulation, the discrete form of the equation [3.13] is generated. The set of the four differential equations [3.13] is symbolically represented as \(f(\mathbf{u}, \dot{\mathbf{u}}, \ddot{\mathbf{u}}) = 0\). For any admissible virtual displacement field \(\delta \mathbf{u} = \{\delta u, \delta v, \delta w, \delta \theta\}^T\), we require that:

\[
\int_0^L \delta \mathbf{u}^T \cdot f(\mathbf{u}, \dot{\mathbf{u}}, \ddot{\mathbf{u}}) \cdot dy = \sum_e \int_0^{L_e} \delta \mathbf{u}_e^T \cdot f(\mathbf{u}_e, \dot{\mathbf{u}}_e, \ddot{\mathbf{u}}_e) \cdot dy = 0
\]

[3.15]

Given that \(\delta \mathbf{u}_e(y; t) = \delta \mathbf{u}_e^T(t) \cdot \mathbf{N}^e(y)\), it follows that:

\[
\sum_e \int_0^{L_e} \mathbf{N}^e^T \cdot f(\mathbf{N}^e \dot{\mathbf{u}}_e, \mathbf{N}^e \ddot{\mathbf{u}}_e) \cdot dy = 0
\]

[3.16]
which is a set of second-order ordinary differential equations in time with respect to the discrete DOFs \( \ddot{u}_e(t) \). Although \( f(u, \dot{u}, \ddot{u}) = 0 \) contains non-linear terms, it can always be put in the common form:

\[
M(\ddot{u}) \cdot \ddot{u} + C(\dot{u}) \cdot \dot{u} + K(\ddot{u}) \cdot \ddot{u} = Q(\ddot{u})
\]  

[3.17]

where the mass, damping and stiffness matrices as well as the generalized loads in the right-hand side, in general, will depend on the displacement field and its time derivatives (noted by the tilde).

### 3.2.2 Dynamics of the wind turbine

In the previous section, the equations of the beam structure were derived for the case where the coordinate system Oxyz, attached to the beam, is not moving. In this connection, the beam only deflects with respect to the fixed Oxyz system. Of course, in the case of the wind turbine, the various components (i.e., blades, shaft, tower) not only are deflecting but also undergo rigid body motion of their own (e.g. blades azimuthally rotate and pitch). Also, as a result of being connected to other bodies, they follow the motion (rigid body and elastic) of the bodies attached to them.

The involvement of different body motions for each component, in combination with the fact that certain component-to-component connection points exist, whereby loads and displacements are communicated from one body to another, calls for a global treatment of the dynamic problem. To this end, most works adopt the so-called ‘multi-body’ approach (Riziotis and Voutsinas, 1997; Larsen, Hansen et al., 2004a), which consists of considering each component separately from the others but is subjected to specific free-body boundary kinematic and/or loading conditions that fit the different components into the complete configuration. In the multi-body context, each component \( k \) is assigned a local coordinate system Oxyz, as defined in Section 3.2.1. The elastic motion of the component with respect to each own system is the one determined through equation [3.1]. All other motions are communicated through appropriate kinematic conditions. Having this in mind, the position vector \( \mathbf{r}_{Gk} \) of a point on the \( k \) component with respect to an inertial reference frame \( O_Gx_Gy_Gz_G \) is given by (see Fig. 3.5):

\[
\mathbf{r}_{Gk} = \rho_k + A_k \cdot \mathbf{r}_k
\]  

[3.18]

where \( \rho_k \) is the position vector of the origin of Oxyz with respect to the fixed system and \( A_k \) is the local-to-global rotation matrix. The exact form of \( \rho_k \) and \( A_k \) not only depends on the kinematic conditions introduced when connecting the body to the complete configuration (e.g. blades to hub or shaft to tower top) but also on the type of its own motion (e.g. pitch of the blades, rotation of the shaft). For each body, a number of kinematic DOFs (consisting of translations and rotations) are introduced that determine \( \rho_k \) and \( A_k \). This set of kinematic DOFs is denoted as \( \mathbf{q}_k \) and so, \( \rho_k = \rho_k(\mathbf{q}_k, t) \) and \( A_k = A_k(\mathbf{q}_k, t) \). In particular, the vector \( \mathbf{q}_k \)
can not only include both large rigid body rotations and translations (controlled or free) but also structural deflections (displacements and rotations) of the bodies attached to the body \( k \). For example, the blades follow the structural motion of the tower, and so for the blades, vector \( \mathbf{q} \) will include the tower-top deflections, as illustrated in Fig. 3.6(a). Also, for the blades, \( \mathbf{q} \) will include yaw of the nacelle, rotation of the shaft and pitch rotation, which are all not only DOFs of controlled motion, but also foundation movements (for floating wind turbines) and teeter rotation (for two-blade machines), which are both DOFs of free motion (see Fig. 3.6(b)). From the above discussion, it is obvious that \( \rho_k \) is defined as a series
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(Continued)
of elementary translations and rotations, whereas \( A_k \) is solely defined as a series of elementary rotations. It is also noted that in order to establish a connection between the bodies, besides kinematic conditions, loading conditions should be satisfied. So, it is clear that the bodies contributing the kinematics will in response receive internal (reaction) loads. So, in the previous example, the tower will be subjected to the loads of the nacelle.

The global acceleration of the \( k \)-th body, expressed with respect to its local system, is then given by:

\[
A_k^T \cdot \ddot{r}_{ik} = A_k^T \cdot \ddot{\rho}_k + A_k^T \cdot \dot{A}_k \cdot \dot{r}_k + 2 \cdot A_k^T \cdot \dot{A}_k \cdot \vec{r}_k + \ddot{r}_k \quad [3.19]
\]

(b) DOFs corresponding to rigid body free or controlled motion.
By introducing equation [3.19] into equation [3.3] and [3.4], the centrifugal and Coriolis terms of the inertia loads will appear as a result of the time derivatives of $A_k$. By combining the equations of all components, the complete system of dynamic equations is obtained in the form of equation [3.17] with respect to an extended vector of DOFs that also includes $q$ DOFs.

Modal analysis of the structural wind turbine system

The structural characterization of the wind turbine system is provided through identification of the main system natural frequencies. By performing eigenvalue analysis to the dynamic system [3.17], for the full wind turbine configuration, the natural frequencies $\omega_i$ and the vibration shapes (mode shapes) $\Phi_i$ are obtained. This is done by solving the following eigenvalue problem:

$$ \left( K - \omega_i^2 M \right) \Phi_i = 0 $$

[3.20]

It is clear that the natural frequencies of the individual components (considered separately) differ from those obtained when the components are joined together into the full configuration. This is a result of the dynamic coupling taking place between inter connected components. It is noted that identification of the system’s natural frequencies is usually performed at standstill because these are the conditions for which measured data usually exist. Nevertheless, given that the rotational speed is rather low, it is not expected to change substantially the distribution of the eigenvalues.

In the sequel description of the first, standstill system modes (eight lowest) are provided for the typical three-bladed wind turbine. Plots of the modes are given in Figs 3.7–3.14. The shapes of the modes are expected to be similar for almost every wind turbine of the same type and design philosophy. Also, in Fig. 3.15, the frequencies of those modes are given as multiples of the rotational frequency $P$, for four wind turbines of increasing size. It is noted that the bigger the size of the wind turbine, the more current is the design, implying that Fig. 3.15 also provides information concerning design trends and evolution of modern turbines. As already mentioned, the modes obtained from the eigenvalue analysis of system [3.17] are coupled and therefore concern the full wind turbine and not any individual component. However, in order to distinguish them, they are named after the component and the deflection direction, which each time is more excited.

Modes M1 and M2 are the first two modes of the tower in the two bending directions lateral and fore–aft, respectively (Fig. 3.7 and Fig. 3.8). Those two modes are close in frequency due to the symmetry of the tower in the two bending directions. The small difference originates from the asymmetric placement of the rotor at the top of the tower. The frequency of those modes is usually found between $1P$ and $2P$. Mode M3 is the first symmetric edgewise mode of the rotor (Fig. 3.9). This mode is highly coupled to the torsion of the shaft that results in a significant reduction of the mode frequency with respect to the frequency of the
3.7 M1 first tower lateral bending mode (rear, side, top view).
3.8 M2 first tower front-back bending mode (rear, side, top view).
3.9 M3 first symmetric (collective) edgewise mode/shaft torsion (rear, side, top view).
3.10 M4 first asymmetric flapwise mode (yaw) (rear, side, top view).
3.11 M5 first asymmetric flapwise mode (tilt) (rear, side, top view).
3.12 M6 first symmetric (collective) flapwise mode (rear, side, top view).
3.13 M7 first asymmetric edgewise mode (vertical) (rear, side, top view).
3.14 M8 first asymmetric edgewise mode (horizontal) (rear, side, top view).
isolated blade edgewise mode. The frequency of this mode is usually placed between $2P$ and $3P$, although in some wind turbines, it can be lower than the frequency of M1 and M2. Modes M4 and M5, and M6 are the two asymmetric and the symmetric flapwise rotor modes, respectively. In the two asymmetric modes, the blades deflect in opposite directions, whereas in the symmetric mode, the rotor moves collectively (Figs 3.10–3.12). In the two asymmetric modes, a coupling takes place with the yawing and the tilting flexibility of the tower, respectively (see Figs 3.10 and 3.11). This coupling gives rise to a reduction of their frequency as compared to that of the isolated blade. By contrast, the frequency of the symmetric mode is close to the frequency of the isolated blade. Usually, modes M4–M6 are placed in the frequency range of $3P$–$4P$. Finally, modes M7 and M8 are the two edgewise rotor asymmetric modes that are coupled with the vertical and horizontal flexibility of the tower (see Figs 3.13 and 3.14). The frequencies of those two modes are usually slightly different depending on the tower flexibilities, and they slightly deviate from the edgewise frequency of the isolated blade. M7 and M8 are usually found between $5P$ and $7P$. As noted from Fig. 3.15,
the two edgewise modes are those that are affected the most by the increase in size. It is clear that the design evolution brings flapwise and edgewise modes closer to each other.

### 3.3 Aeroelastics of wind turbines under operational conditions

The level of deformation of a wind turbine structure depends on the design characteristics (flexibility of the components) and the loading action. Besides gravitational loads, explicitly addressed in Section 3.2.1, wind turbines are mainly subjected to aerodynamic loads as a result of their operation. In offshore applications, wave loads (hydrodynamic loading) are also added. As the airflow passes over the wind turbine, aerodynamic loads develop as a result of the flow–solid interaction that rotates the blades and deforms the whole structure. The flow seen by the rotor is unsteady, not only because of the turbulent nature of the wind but also due to other reasons that cause incoming-to-the-rotor flow to deviate from axisymmetric conditions (shear, yaw misalignment, etc.). Moreover, under certain operating conditions, flow is highly non-linear. Especially, not only for stall-regulated (SR) wind turbines but also for pitch machines under rated operating conditions, the onset of stall is always a difficulty we have to deal with. Besides introducing significant vibrations due to hysteresis phenomena, it can also degrade stability as a result of negative aerodynamic damping. As regards hydrodynamic loading, it consists of mainly four sub-components: a radiation component related to the loads on the wind turbine support structure originating from the waves that the body radiates away from itself (it includes contribution of added mass and wave radiation damping), a scattering component related to loading due to incident waves, a hydrostatic component related to the support structure buoyancy and finally a viscous drag component (Jonkman and Buhl, 2007). The main characteristic of the above-described external aerodynamic and hydrodynamic loads is that they both depend on the level and rate of deformations (deflection velocities) of the wind turbine. It is therefore clear that a non-linear coupling (called aero/hydro elastic) establishes between external acting loads and structural response when aerodynamic and hydrodynamic loads are considered in dynamic equation [3.13].

#### 3.3.1 Aeroelastic coupling and non-linear time domain analysis

In the application of a beam approach for the structural modeling of the blades, external aerodynamic loads $\delta P$ in equation [3.3] and equation [3.4] represent aerodynamic loads per unit length of the blade. So they are sectional loads that can be given in terms of sectional dimensionless aerodynamic properties, namely the lift $C_L$, drag $C_D$ and moment $C_M$ coefficients. If the blade section of Fig. 3.16
is considered, the local aerodynamic loads on this section are given by the following expressions:

\[
\delta P_x = -\delta L \sin(\varphi + \Theta_y) + \delta D \cos(\varphi + \Theta_y) = \left(-C_L \sin(\varphi + \Theta_y) + C_D \cos(\varphi + \Theta_y)\right) \cdot \frac{\rho}{2} W_{eff}^2 c \delta y
\]

\[
\delta P_z = \delta L \cos(\varphi + \Theta_y) + \delta D \sin(\varphi + \Theta_y) = \left(C_L \cos(\varphi + \Theta_y) + C_D \sin(\varphi + \Theta_y)\right) \cdot \frac{\rho}{2} W_{eff}^2 c \delta y
\]

\[
\delta M_y = \delta M_y = C_M \cdot \frac{\rho}{2} W_{eff}^2 c \delta y
\]

where \(\delta L, \delta D\) are the local lift and drag forces, \(\delta M\) is the pitching moment, \(\varphi\) is the local flow angle with respect to the rotor plane, \(\Theta_y\) is the local pitch of the blade including torsion deformation, \(W_{eff}\) is the local velocity and \(c\) is the local blade chord. Given that wake-induced velocities are known, local flow characteristics (angle and velocity) are derived using the following expressions:

\[
\tan \varphi = \frac{U_{wx} - W_B \cos \Theta_y + \dot{U}_B \sin \Theta_y}{U_{wx} - W_B \sin \Theta_y - \dot{U}_B \cos \Theta_y} = \frac{U_{eff}}{U_{eff}},
\]

\[
W_{eff} = \sqrt{U_{effx}^2 + U_{effy}^2},
\]

\[
\alpha_{eff} = \varphi - \Theta_1 + \Theta_y
\]
where \( \alpha_{\text{eff}} \) is the local angle of attack, \( \theta_t \) is the local twist of the blade, \( U_{wx} \) and \( U_{wz} \) are the components of the wind velocity including wake-induced effects, and \( \dot{U}_B \) and \( \dot{W}_B \) are the local blade velocities in the flapwise and edgewise directions, respectively (including rigid body motion and elastic deformation). According to equation [3.1], \( \dot{U}_B \) and \( \dot{W}_B \) are given by the following expression:

\[
\begin{pmatrix}
\dot{U}_B \\
\dot{V}_B \\
\dot{W}_B
\end{pmatrix} = A^T \cdot \dot{r}_g = A^T \cdot \left( \rho + \dot{A} \cdot r + A \cdot \dot{r} \right)
\] [3.23]

Remembering that the aerodynamic loads are unsteady, and therefore, in the context of a blade element approach, unsteady, \( C_L \), \( C_D \) and \( C_M \) can be calculated by application of any unsteady dynamic stall aerodynamic model (Leishman and Crouse, 1989; Petot, 1989). It is clear that the aerodynamic loads in equation [3.21] are implicitly related to the dynamics of the system and the structural responses. So, besides the structural dynamic equations being non-linear, additional non-linearity is introduced to system [3.13] through the aerodynamic loads equation [3.21].

Solution of the non-linear system of the aeroelastic equations requires an iterative procedure, where at every time step of the computation, we are matching aerodynamic loads to structural deformations. The system of the coupled aeroelastic equations can be put in the form:

\[
M(u) \cdot \ddot{u} + C(u) \cdot \dot{u} + K(u) \cdot u = Q(u)
\]

where \( u = \{u, \dot{u}, \ddot{u}\} \). This, for example, can be done by applying Taylor expansion to all DOFs and eliminating second-order terms. In such a case, the system is written in a perturbed form:

\[
M(\delta u^{n-1}) \cdot \ddot{\delta u} + C(\delta u^{n-1}) \cdot \dot{\delta u} + K(\delta u^{n-1}) \cdot \delta u = Q(\delta u^{n-1})
\]

where \( \delta u^{n-1} = \{u^{n-1}, \dot{u}^{n-1}, \ddot{u}^{n-1}\} \) stands for the solution at \( n - 1 \) iteration while \( \delta u = \{ \delta u, \dot{\delta u}, \ddot{\delta u} \} \) is such that \( u^n = u^{n-1} + \delta u \). Obviously, the solution of the non-linear system is obtained when perturbations reach zero. Other methods for solving the non-linear problem can be found in Crisfield (1998). Time marching can be performed by using any first or higher order integration scheme. Well suited for the systems, like the one described herein, is the second-order implicit Newmark method.

### 3.3.2 Eigenvalue stability analysis

Where aerodynamics is modeled using blade element momentum theory, loads are provided in a closed form (see equation [3.21]), and so linearization of the system of aeroelastic equations can be performed. Linearization is carried out with
reference to a steady or periodic equilibrium (reference) state. For its definition, the non-linear set of equations is integrated in time until a periodic response (with respect to the rotor speed) is reached. In the case of unstable conditions, where periodicity is never reached, the time domain calculations provide a response that contains significant components in all basic system frequencies. In such a case, by means of Fourier transformation, only the parts corresponding to the rotational frequency (1P) and its basic multiple NP (where N is the number of blades) are retained. This provides an approximation of the periodic conditions.

The linearized system of equations is formulated into a first-order system:

$$\dot{x} = A(x_0, \dot{x}_0) \cdot x + B \quad [3.24]$$

where \(x_0\) denotes the reference state and \(x\) are the perturbations of the state variables about this reference state. The eigenvalues of matrix \(A\) provide the natural frequencies and damping characteristics of the linearized system of equations, given that \(A\) is a constant coefficient matrix (Johnson, 1980).

The equations of motion of the rotating blades, being expressed in the rotating frame, involve periodic coefficients. It is possible to eliminate these periodic coefficients and treat the full wind turbine configuration in a linear eigenvalue context with reference to the non-rotating frame, by introducing a multi-blade transformation of all the rotating DOFs. This transformation of coordinates capitalizes on the polar symmetry of rotors with identical blades, and in the case of a three-bladed rotor is given by (Coleman and Feingold, 1957; Johnson, 1980):

$$x_m = x_0 + x_c \cdot \cos \Psi_m + x_s \cdot \sin \Psi_m \quad [3.25]$$

where \(x_m\) is any rotating DOF of the \(m\)-th blade being at an azimuth position \(\Psi_m = \Omega \cdot t + (2\pi/N) \cdot (m - 1), m = 1, 2, 3, N = 3\) and \(x_0, x_c\) and \(x_s\) are the transformed coordinates (designated as symmetric/collective, cyclic cosine and cyclic sine, respectively) expressed in the non-rotating frame. Of course, besides transforming the rotating DOFs into the non-rotating frame, the same should be done to the equations of the blades, which express the blade dynamics in the rotating frame. To this end, the following operators are applied to the blade aeroelastic equations:

$$(\text{non-rotating equation})_1 = \frac{1}{N} \sum_{m=1}^{N} (\text{rotating equation})_m$$

$$(\text{non-rotating equation})_2 = \frac{2}{N} \sum_{m=1}^{N} (\text{rotating equation})_m \cdot \cos \Psi_m \quad [3.26]$$

$$(\text{non-rotating equation})_3 = \frac{1}{N} \sum_{m=1}^{N} (\text{rotating equation})_m \cdot \sin \Psi_m$$

The eigenvalue analysis of the transformed matrix \(A\) will provide the natural frequencies of the rotor system with reference to the non-rotating frame. The ‘non-rotating’ frequencies are now associated with the corresponding non-rotating DOFs (i.e. symmetric and cyclic). For an isolated three-bladed rotor, it can be
shown (Hansen, 2007) that the collective frequencies will be identical with the natural frequencies of the $m$-th blade, while the two sets of cyclic frequencies, designated as backward whirling (or regressive) and forward whirling (or progressive), will differ by $-\Omega$ and $+\Omega$, respectively. As regards the shape of the modes in the symmetric mode, all blades deflect collectively, while in the cyclic modes, they undergo whirling motion with a phase difference of $\pm 2\pi/3$.

### 3.4 Application toward improved aeroelastic design and construction

#### 3.4.1 General introduction

By the general term ‘improved aeroelastic design’, it is meant that the response of the turbine is changed in such a way that the load level on the turbine components is reduced and that any unstable response is avoided that could lead to a major failure of the whole turbine or parts of it.

As a basis for the discussion of ways and procedures for an improved aeroelastic response of wind turbines, it is valuable to learn from experimental observations. A discussion of such observations is included first in the present section.

The aeroelastic response depends on the load input to the system, and it is therefore important to know the characteristics of the different types of external loads on the wind turbine, such as loads from turbulent inflow, loads from operation in wakes and loads from waves if it is an offshore installation. Load input is an extensive topic, and it will therefore only be presented in a little detail.

Then follows the section in which design procedures or methods to obtain an improved aeroelastic response are discussed. This comprises ways for reduction of the load input to the system as well as design of the turbine dynamics so that the response is reduced.

#### 3.4.2 Natural aeroelastic frequencies and damping of wind turbines in normal operation – common aeroelastic instabilities

Identification of the natural aeroelastic frequencies of the various modes of vibration of a wind turbine and the aeroelastic damping characteristics associated with those modes of vibration is a very important step in the design process. Negative aerodynamic damping of a mode may lead to amplifying vibrations and failure, depending on the external excitation and the structural damping of the system. By the term ‘aeroelastic’, it is meant that frequencies and damping refer to the coupled system that includes the effect of the aerodynamics. In the current section, typical examples of wind turbine aeroelastic frequencies and damping characteristics are presented. Also, the various instabilities that have been
observed in modern wind turbines or could be experienced by future designs are discussed, thus providing guidelines for an improved aeroelastic design.

The two example wind turbines, for which aeroelastic modal frequencies and damping characteristics are presented, are typical of the two representative concepts, SR and pitch-regulated variable speed (PRVS). The SR machine has a rated power of 500 kW, while the PRVS is a 2.75-MW machine. The natural frequencies and damping characteristics of the two wind turbines have been obtained through eigenvalue stability analysis, as formulated in the previous Section 3.3 (Riziotis et al., 2004).

Figure 3.17 presents the variation of the eight lowest aeroelastic frequencies with the wind speed for the SR wind turbine. For this SR machine, rotational
speed and blade pitch remain fixed for all wind speeds. However, it is noted that the frequencies exhibit a small variation with the wind speed. This is because, as already mentioned, the effect of the aerodynamics has been taken into account in obtaining those frequencies. Since aerodynamic loads depend on the wind speed, the same happens with the natural 'aeroelastic' frequencies. Typically, the eight lowest modes of the full wind turbine system are the two tower bending modes, the three rotor flapwise modes–collective and two cyclic (forward and backward whirling) – and the three rotor edgewise modes–collective and two cyclic. In Fig. 3.18(a), the damping of the two tower modes is shown. Of the two, the tower lateral bending mode is usually poorly damped. The tower fore-aft bending mode exhibits higher damping values driven by the high aerodynamic damping of the rotor thrust force. In the same figure, the effect of generator dynamics is presented. It is clear that the dynamics of the generator improve the stability characteristics of the tower lateral bending mode. In Fig. 3.18(b), the damping of the rotor edgewise modes is shown and is compared to the damping of the isolated blade. It is noted that all modes are negatively damped (structural damping has not been included in the computations); however, the damping of the collective mode is considerably augmented by the inclusion of the generator dynamics (as shown in
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3.18 (a)–(d) Aeroelastic damping of a 500 kW stall-regulated wind turbine mode. (a) Tower modes (with and without generator dynamics). (Continued)
3.18 (b) Rotor edgewise; (c) symmetric rotor edgewise (with and without generator dynamics).
Finally, the three flapwise modes are highly damped, as seen in Fig. 3.18(d). As a general conclusion, significant reduction of the damping of all modes is noted as the wind speed increases. This is linked to stalled operation and, as will be discussed in the following section in the case of the edgewise modes, often results in high negative aerodynamic damping values (called stall-induced edgewise vibrations). It is also noted that there is a clear deviation between the damping characteristics of the isolated blade compared to those of the blade being mounted on the wind turbine. This indicates that the structural interaction of the various components affects the damping characteristics of the wind turbine modes. Finally, the modes that appear to be the lowest damped are the two cyclic edgewise modes and this is typical for most wind turbines.

Figure 3.19 presents the frequency variation of the PRVS wind turbine modes. In this case, the variation of the frequencies is higher as a result of the varying rotational speed (up to 9 m/s) and the varying pitch (beyond 13 m/s). Comparing the damping characteristics of the various modes (see Fig. 3.20(a)–(c)) with those of the SR machine, it is observed that (1) the tower lateral bending mode and the rotor edgewise modes are still the lowest damped modes of the wind turbine, and (2) considerable increase of the damping is obtained at high wind speeds as a result of the blades’ pitching, indicating that when the stall is avoided, edgewise vibrations are suppressed.
In the following, various wind turbine instabilities are discussed and explained through application examples.

**Stall-induced edgewise vibrations**

When the blades operate in stall, negative aerodynamic damping is introduced by the aerodynamic loads acting, which give rise to reduced damping of both the flapwise and the edgewise modes. In particular, the edgewise modes become negatively damped, and so, amplifying vibrations in the edgewise frequency are obtained.
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3.20 (a)–(c) Aeroelastic damping of 2.75 MW pitch-regulated variable speed wind turbine modes. (a) Tower modes; (b) rotor edgewise modes. (Continued)
The first experimental evidence of this instability was seen in the mid 1990s on stall-regulated rotors with a diameter of 35–40 m. An example of a 500-kW turbine is presented in Fig. 3.21, and it is seen that the amplitude of the edgewise blade root moment (which at steady conditions varies with $1P$ due to the gravity) increases two to three times due to the instability during operation in stall. Also, computed with HAWCstab, damping characteristics of the two edgewise modes (forward whirling and backward whirling) are shown in Fig. 3.22 (Hansen, 2003) and compared with the damping characteristics measured by Thomsen et al. (2000) on a 600-kW turbine. Both predictions and measurements indicate the decrease in damping for increasing wind speed and the difference in damping between the two cyclic modes. The higher damping of the forward whirling mode is due to a higher content of out-of-plane motion in this mode as compared to the backward whirling mode (Hansen, 2003). The experimental evidence of the edgewise instability led to considerable research on this subject, and a major European project ‘Prediction of Dynamic Loads and Induced Vibrations in Stall’ funded by the European Union (EU) was carried out in the period from 1995 to 1998 (Petersen et al., 1998).

The origin of the instability was found in the basic aerodynamic damping characteristics of a rotating, vibrating airfoil section. Linearization of equation [3.21] with respect to the two principle vibration directions (flapwise and edgewise) provides the following damping coefficients (Petersen et al., 1998):
3.21 Measured edgewise blade root moment on a stall-regulated rotor at high wind showing an edgewise vibration instability development in the time interval from 220 seconds to 280 seconds.

3.22 Predicted and measured aeroelastic damping of the forward and backward edgewise whirling modes of a 600 kW turbine, together with the structural damping to show the change in damping due to the interaction with aerodynamic forces (Hansen, 2004).
where $\Omega$ is the angular velocity of the blade section, $r$ is the local radius, $W$ is the relative velocity and $V$ is the free wind speed (see Fig. 3.23 for the definitions). $c_{xx}^R$ and $c_{xy}^R$ are the damping coefficients in the in-plane or edgewise direction, due to the flapwise and edgewise motions, respectively. Similarly, $c_{yy}^R$ and $c_{yx}^R$ are the damping coefficients in the out-of-plane or flapwise motion. From the above equations, it is seen that the lift or drag coefficient is present in all the terms for determination of the damping coefficients, and the aerodynamic characteristics of the blade section are thus of great importance for damping identification. However, for a more specific analysis, suitable airfoil data have to be inserted.

The damping coefficient $c_{xx}^R$ is now derived for the airfoil section vibrating in a direction determined by the angle $\theta_{RB}$ relative to the rotor plane (see Fig. 3.24)

\[ c_{xx}^R(r, V) = \frac{1}{2} \rho \frac{r \Omega}{W} \left[ \left( \frac{2r^2 \Omega^2 + V^2}{r \Omega} \right) C_D - V \frac{\partial C_D}{\partial \alpha} - V^2 \frac{\partial C_L}{r \Omega \frac{\partial \alpha}} \right] \]

\[ c_{xy}^R(r, V) = \frac{1}{2} \rho \frac{r \Omega}{W} \left[ -VC_D + r \Omega \frac{\partial C_D}{\partial \alpha} + \left( \frac{2V^2 + r^2 \Omega^2}{r \Omega} \right) C_L + V \frac{\partial C_L}{\partial \alpha} \right] \]

\[ c_{yx}^R(r, V) = \frac{1}{2} \rho \frac{r \Omega}{W} \left[ -VC_D + \frac{V^2}{r \Omega} \frac{\partial C_D}{\partial \alpha} - \left( \frac{2r^2 \Omega^2 + V^2}{r \Omega} \right) C_L + V \frac{\partial C_L}{\partial \alpha} \right] \]

\[ c_{yy}^R(r, V) = \frac{1}{2} \rho \frac{r \Omega}{W} \left[ \left( \frac{2V^2 + r^2 \Omega^2}{r \Omega} \right) C_D + V \frac{\partial C_D}{\partial \alpha} - VC_L + r \Omega \frac{\partial C_L}{\partial \alpha} \right] \]

[3.27]
and shown for three different wind speeds in Fig. 3.25. Typical vibration direction intervals for the edgewise and flapwise modes are included in Fig. 3.25. The damping coefficient for the edgewise mode is generally low and even negative in part of the operational interval. However, the flapwise mode is highly damped except at a wind speed of 20 m/s. This simple example illustrates the fundamental
mechanism of unstable aeroelastic response, but the complexity of the full aeroelastic instability problem should not be neglected, as a much more detailed modeling is necessary to understand the aeroelastic response of a complete turbine. It is worth noting that when the first observations of the edgewise instability occurred on some turbines, there could be other turbines using the same blades where no severe edgewise vibrations were seen. So, although the aerodynamic characteristics of the blades are very important for the edgewise instability, there are also a number of other important parameters that affect the stability behavior of the system. As an example, it was shown in the study by Petersen et al. (1998, p. 131–132 (Hansen 2003)) that an increase in the main shaft stiffness could remove the edgewise blade instability. The overall result of the study was guidelines designed for avoiding stall-induced vibrations related to the aerodynamic characteristics of the blade, structural characteristics of the blade, material and structural properties related to structural damping, and properties of the supporting structure. The referenced EU-funded project was followed by a number of research studies on the edgewise blade instability and later, more generally, on the stability of the complete wind turbine (Chaviaropoulos, 2001; Chaviaropoulos et al., 2003; Hansen and Buhl, 2006; Markou et al., 2007).

**Vibrations at standstill**

Wind turbines are designed to operate up to a maximum wind speed of, for example, 25 m/s and are shut down for higher wind speeds. They have thus to withstand the wind loads at extreme wind speeds, with the wind coming from any direction to the rotor. This can result in quite extreme inflow conditions on the blade, with inflow angles covering the whole interval. It seems that this load condition is of major importance, although direct documentation by measurements is not seen in the open literature. However, even at lower wind speeds (10–20 m/s), the parked rotor condition can lead to high edgewise blade vibrations in some special inflow cases. This is a situation that is quite common during erection of turbines in wind farms where there can be a time span of several weeks from the turbine installation until it can be connected to the grid. During this period, the rotor is locked and this can be a more dangerous situation than an idling rotor that requires that the turbine is connected to the grid. A combination of low aerodynamic damping at specific inflow direction, and vortex shedding from the blade might be the mechanism behind the severe blade vibrations at relative low wind speeds from 10 to 20 m/s.

Owing to the lack of measured vibrations at standstill, an example of a simulated edgewise blade response in turbulent wind with a mean wind speed of 50 m/s is shown in Fig. 3.26. The wind direction has an angle of 60° to the rotor axis and the blades are at zero pitch. Oscillations are clearly seen in the edgewise blade root moment, although the amplitude does not increase continuously. For comparison, the edgewise moment during normal operation at 8 m/s is also shown.
Figure 3.27 and Fig. 3.28 present the aeroelastic damping characteristics of the first flapwise and edgewise modes of a parked blade (90° pitched at feathering position) at various angles of the local flow (Politis et al., 2009). For a blade at feathering position, 0° local flow angle corresponds to 0° yaw error with respect to the rotor plane. As seen in the plots, both flapwise and edgewise modes become low or even negatively damped for flow angles around ±20°. This is in line with the results presented earlier for a normal operation, where low or even negative damping values of the flapwise and edgewise modes are obtained when the local flow angles of attack, beyond the maximum \( C_L \) angle in the post-stall regime, are experienced by the blade sections. Moreover, negative damping values of the edgewise mode are also obtained for very high flow angles in the vicinity of ±90°. The difference between this and the previous case is that the flapwise mode is now highly damped. At ±90° angle of attack, the drag coefficient is expected to be maximum while the lift coefficient will be zero and the slope of the lift curve will be negative. High values of the drag give rise to an enhanced aerodynamic damping of the blade. On the other hand, negative slope of the lift curve degrades damping. In cases where the edgewise motion is highly coupled to the flapwise motion, edgewise vibrations are likely to occur. This is illustrated in Fig. 3.29, where the trace of the blade-coupled flapwise/edgewise motion is shown. In the same figure, the velocity triangles and lift force acting on the blade are plotted for the parts of the blade motion such that the flapping velocity becomes maximum.
3.27 Aeroelastic damping of the first flapwise mode for different wind speed values using quasi-steady modeling.

3.28 Aeroelastic damping of the first edgewise mode for different wind speed values using quasi-steady modeling.
The solid lines present the incoming wind and the lift force acting on a blade element due to this wind. Dashed lines present the change in the effective velocity seen by the blade, and the lift force when flapping motion is taken into account (double-arrowed lines). Given the negative slope of the lift curve, when the blade is lagging, the lift force becomes smaller as a result of the higher angles of attack, and so lower restoring force (opposing to the blade motion) is generated. When the blade is leading, the opposite behavior is observed. The lift force of the blade increases as a result of the reduction of the local flow incidence, and so a higher diversion force develops.

3.29 Qualitative explanation of the damping decrease at high angles of attack.

Tower lateral bending instability

This type of instability or low damped vibrational mode has been experienced on many types of turbines from the stall-regulated 500 kW range turbines in the mid 1990s to the newest pitch-regulated MW turbines. Hansen (2007) has investigated this type of vibrations in more detail and found that a typical direction for the lateral vibrations of a stall-regulated turbine is around 45° relative to the rotor axis, whereas for the pitch-regulated turbine, the direction is closer to being perpendicular to the rotor shaft axis. This can be explained by the different
operational range of the airfoils along the blade influenced by the pitch of the blade. Using the stability tool HAWCStab (Hansen 2004), the damping of the longitudinal and lateral tower mode was computed for a stall-regulated MW turbine (Hansen 2007). The damping curves, as a function of the wind speed, are shown in Fig. 3.30, and it is clear that the lateral mode is considerably less damped than the longitudinal mode and even becomes negative at high winds.

For offshore installed turbines, the wave loading can exaggerate the problem of low lateral damping as the wave direction for some periods can be quite different from the wind direction and gives considerable load input on the low damped lateral tower mode. Kallesøe and Hansen (2010) investigated this problem by simulations on a conceptual 5 MW reference wind turbine (RWT) using the HAWC2 code (Larsen, 2009; Larsen, Hansen et al., 2004; and Larsen, Madsen et al., 2005). Operational conditions were a wind speed of 6 m/s with 20.2% turbulence, and irregular waves with an average height of 1.63 m and an angle of 90° to the wind direction. The simulated lateral and longitudinal tower bottom moment and the wave height are shown in Fig. 3.31, and it can be seen that the variations of lateral moment are considerably higher than the variations of the longitudinal moment. One method to damp the lateral tower moment is to use a suitable control on the generator torque, and Kallesøe and Hansen (2010) demonstrated 40% reduction in the fatigue of this load component. Another very common way to damp lateral tower vibrations, widely used by the industry, is by installing a suitable damper in the tower top.

![Aeroelastic damping of the first lateral and longitudinal (Long.) tower bending modes as a function of wind speed computed for a stall-regulated MW turbine by the aeroelastic stability tool HAWCStab. Graph from Hansen (2007).](image)
Classical flutter

Classical flutter is a well-known instability from aircraft wing applications. It originates from the aeroelastic coupling of the flapwise modes with the first torsion mode at high flight speeds. In particular, the change in the angles of attack resulting from the torsion deformation of the wing sections generates aerodynamic lift forces that are in phase with the flapwise bending motion. This gives rise to violently amplifying flapwise vibrations that cannot be compensated by structural damping. Although classical flutter instability has not been reported in wind turbines, it has been given special attention by many researchers (Lobitz, 2005; Hansen et al., 2006; Hansen, 2007) for the reason that as wind turbine blades become more flexible, the frequency of the first torsion mode drops and comes closer to the lowest flapwise eigen frequencies.

In the study by Hansen (2007), the classical flutter instability has been investigated in detail and it has been identified that the main driving mechanisms that increase the risk of such instability are:

- operation at low angles of attack (in the attached flow regime), so the increase in the angle of attack (nose-up torsion) is associated with higher lift values;
- high tip speeds to ensure sufficient energy in the aerodynamic forces;
- low torsion stiffness or better, lower values of the torsion to flapwise frequencies ratio;
- placement of the center of gravity of the blade sections aft of the aerodynamic centre to ensure the correct phasing of the flapwise and torsional components in the flutter mode.

In wind turbine blades, the risk of experiencing flutter instability is usually measured by the ratio of the rotor speed at which such instability first takes place.
to the nominal speed of the rotor at normal operation. For modern large-scale wind turbines, such ratio lies in the vicinity of two (Lobitz, 2005). This means that the risk of flutter instability is not far from the design limits of modern wind turbines. This is especially true if we take into account that up to a certain limit, rotor over-speeds are allowed by the controller in extreme wind events. It has further been shown by Hansen et al. (2006) that the high peaks in relative velocity for a blade on a rotor in yaw is enough to trigger flutter. A reduction of 13% in flutter speed was reported for a rotor in 50° yaw and operating at 8 m/s (Hansen et al., 2006).

In wind turbine blades, the mode that usually becomes a flutter one is the second flapwise (Lobitz, 2005; Hansen, 2004; Hansen et al., 2006) mode. This can be observed in Figs 3.32 and 3.33 where computations of the aeroelastic frequencies and damping of the isolated blade (performed with GAST, Riziotis and Voutsinas, 1997) are shown as function of the rotor speed. It is noted that the frequency of both the first and the second flap modes increases with the rotor speed toward the frequency of the first torsion mode. At the rotor speed of 2 rad/s (nominal 1.267 rad/s), a coupling of the second flap with the torsion mode takes place (indicated with the arrows) that leads to a sudden reduction of the second flap mode damping (see Fig. 3.33). At the rotor speed of 2.4 rad/s, the damping of the second flap mode becomes negative. Other examples of even more violent flutter instabilities can be found in Hansen (2007).

![3.32 Aeroelastic frequencies of the isolated blade modes as a function of the rotor speed.](image.png)
3.4.3 Characteristics of load input and load cases

Wind loads

Atmospheric turbulence in the inflow to the turbine is the main load driver, and turbines are certified to specific wind turbine classes (1, 2 or 3) with an associated reference wind speed and a turbulence intensity. The dominant international standard for the design of wind turbines is the IEC61400-1 (2005) standard for onshore wind turbines and the IEC61400-3 (2005) standard for offshore wind turbines. The latter is often used in combination with the DNV-OS-J101 (2004) offshore standard. In the IEC standard, two turbulence models are proposed: the Mann uniform shear model (Mann, 1994, 1998), and the Kaimal spectral and exponential coherence model (Kaimal et al., 1972). However, the standard recommends use of the Mann turbulence model, and this model will be used for the turbulence in the simulations presented below.

When the turbulence eddies pass through the rotor, the blades cut through the eddies that have sizes ranging from several times the rotor diameter $D$ to smaller than $D$. This causes the so-called rotational sampling of the turbulence, which is known to move energy from the lower frequencies to multiples (1p, 2p, 3p, etc.) of higher frequencies of the rotor speed (Kristensen and Frandsen, 1982). As an example, a time trace of the axial velocity component at hub height is compared with the corresponding component on the rotating blade at a radius of 63 m in Fig. 3.34(a).
3.34 (a) Comparison of inflow velocity in turbulent wind at the rotor center and at a point on the rotating blade with a radius of 63 m. Simulations with HAWC2 on the RWT at 8 m/s and a turbulence intensity of 8 m/s. (b) Comparison of power spectral density (PSD) of the inflow velocity in turbulent wind at the rotor center and at a point on the rotating blade with a radius of 63 m. Simulations with HAWC2 on the RWT at 8 m/s and a turbulence intensity of 15%.
The difference between the two traces is considerable with a characteristic 1p variation in the trace of the wind speed seen from the point on the blade. The power spectral density (PSD) of the same two wind speeds is shown in Fig. 3.34(b), and the above-mentioned movement of energy from the low frequencies in the spectrum of the wind speed in the fixed frame of reference to higher frequencies (1p, 2p, etc.) for the rotating point is made clear.

The mechanism of rotational sampling of the turbulence is of fundamental importance for the loading on turbines and for optimizing the aeroelastic response because the wind load input to the system will be concentrated on specific frequencies. To illustrate this, a simulation has been performed on a stiff structural model of a conceptual 5-MW RWT (Jonkman, 2005) using the HAWC2 code and for the same turbulence input, as used in the example above. Spectra of the moment in the turbine components, which are most important for the turbine design and dimensioning, are shown in Fig. 3.35(a) and (b), and they are found to have the following different characteristics.

**Flapwise blade root moment** $M_{Blx}$

It is observed from Fig. 3.35(a) that this moment has peaks at multiples of the rotational frequency, which means at 1p (0.16 Hz), 2p (0.32 Hz), 3p (0.48 Hz), etc., although the peaks at the higher multiples are small. The spectrum correlates well with the spectrum of the turbulent wind seen from the rotating blade, as shown in Fig. 3.34(b). This is due to the close connection between the inflow angle along the blade and the wind speed.

**Tower bottom moments** $M_{TBx}$ (longitudinal) and $M_{TBy}$ (lateral)

For the longitudinal tower moment, it appears that almost all the energy is concentrated on 3p, with much smaller peaks at 1p and 6p. In the case of small differences in, for example, blade pitch angles combined with shear in the inflow, there could be some energy on the 1p. Regarding the lateral tower moment, the load input is almost zero.

**Tower top moments** $M_{TTx}$ (tilt moment) and $M_{TTy}$ (yaw moment)

The peaks of these two moments (see Fig. 3.35b) are almost similar with decreasing peaks at 1p, 3p, 6p, etc. The higher values for the yaw moment are probably due to a slow change in the wind direction caused by a trend in the horizontal turbulence component.

Besides the influence from the turbulence in the wind to the peaks in the load spectrum, wind shear will also contribute, however, with quite different amount for the different load components. Finally, the mean wind speed will determine the mean loads.
3.35 Turbulent load input. (a) Spectra of tower base moments in longitudinal and lateral directions and of the blade root flapwise moment based on time simulations with the HAWC2 code on the RWT turbine at 8 m/s, 15% turbulence and using a stiff structural dynamic model. (b) Spectra of tower top moments, the yaw moment $M_{TTz}$ and the tilt moment $M_{TTx}$ based on time simulations with the HAWC2 code on the RWT at 8 m/s, 15% turbulence and using a stiff structural dynamic model.
Wake loads

The standard IEC61400-3 (2005) specifies how to take operation in wind farms into account when certifying turbines for such sites. Basically, the concept works with an increase of the ambient turbulence to what is called an ‘effective turbulence $I_e$’, as formulated by Frandsen (2003). The effective turbulence is determined, for example, by the spacing of the neighboring wind turbines and their thrust coefficient, but also with a factor taking into account which component of the turbine is considered. An example of the variation of $I_e$ in the wake of a single turbine and as a function of the distance from the wake generating turbine is shown in Fig. 3.36 (Frandsen, 2003).

However, it has turned out that there is a need in the industry to supplement the above procedure for more detailed simulations of the loading in wake operation. This led to the development of the dynamic wake meandering (DWM) model (Thomsen and Madsen, 2004; Larsen et al., 2008; Madsen et al., 2008), where the basic elements are the velocity deficit in the wake and the movement of this deficit determined by the big lateral turbulence components in the atmospheric flow. This modeling approach enables the computation of the mean turbine loads as well as the turbulence loads in wake operation and provides, in general, detailed information of the loading. An example is shown in Fig. 3.37 from Thomsen and Madsen (2004). Measured and simulated variation of average and standard deviation of electrical power, flapwise blade root moment and of yaw moment as a function of direction to an upstream 2 MW turbine aligned at 205° and at a distance of 3.5D are observed. In general, there is a good correlation between measured and simulated data, and one of the advantages of the DWM model compared with the model using an effective turbulence is that both the mean and
the standard deviation can be computed which, for example, for the yaw loading, is important for providing more accurate design loads.

3.37 Measured and simulated variation of average (left panels) and standard deviation (right panels) of electrical power ((a) and (b)), flapwise blade root moment ((c) and (d)) and of yaw moment ((e) and (f)) as a function of direction to an upstream 2 MW turbine aligned at 205° and at a distance of 3.5D. Simulations with the dynamic wake meandering (DWM) model at two different wind speeds shown by dashed lines (Thomsen and Madsen, 2004).

**Extreme loads**

Besides the load cases during normal operation with input from turbulence, waves or wakes, the standard IEC61400-3 (2005) also describes a number of extreme
external conditions that must be considered. Some of these extreme external conditions as, for example, cases ‘extreme operating gust’ (EOG), ‘extreme direction change’ (EDC) and ‘extreme coherent gust with direction change’ (ECD), have to be investigated for the turbine in normal operation or combined, for example with an emergency shutdown situation of the turbine. Another important extreme load case is the extreme wind speed for a 50-year recurrence period that has to be computed for the parked turbine, either with the rotor standing still or with the rotor idling.

Many of these extreme load cases are quite challenging in the wind turbine design process and will define the design loads for some components, while fatigue loads will be most important for other components or for part of a component. For a blade, it can often be a combination of fatigue and extreme loads that defines the design loads.

In the discussion below on optimized aeroelastic design, the focus will be on the normal operation cases leading to fatigue loading because this can be discussed in a more general sense, whereas the extreme load conditions are often closely linked to the specific design.

3.4.4 Methods for improved aeroelastic response

The methods for improved aeroelastic response can be divided into two major groups and then into a number of subgroups.

1 Reduction of load input/excitation:
   (a) active methods
      (i) pitch regulation (collective, cyclic or individual pitch)
      (ii) trailing edge flaps
   (b) passive methods
      (i) stall control
      (ii) stall strips
      (iii) flap/pitch coupling
      (iv) flexibility
      (v) hinges

2 Optimized wind turbine dynamics:
   (c) passive methods
      (i) separate excitation from frequency of aeroelastic modes
      (ii) increase coupling of modes with low damping to the higher damped modes
      (iii) increase structural damping
      (iv) passive dampers
   (d) active methods
      (i) powered dampers in tower, nacelle or blades
      (ii) pitch regulation (collective, cyclic or individual)
      (iii) generator torque regulation
However, there can be many designs in which methods from different groups are used on the same turbine.

Reduction of load input/excitation

It is obvious that reduction of the load input is a direct method to control or reduce the response and this can be done actively or passively. The best illustration of this is the difference between a stall-controlled and a pitch-controlled rotor. Basically, the two concepts make use of different operational points on the airfoil characteristics of the profile sections along the blade. For the power control, the stall-controlled rotor depends very much on the rise in airfoil drag when the power output will be limited around rated power. The lift forces do not necessarily decrease for increasing wind speed, so the thrust will increase as a function of wind speed, but the dynamic load input from the turbulence is reduced due to the small slope or even negative slope of the lift versus the angle of attack. The dynamic load and torque input on the pitch-regulated rotor is high, and it is therefore necessary to use variable speed in combination with pitch control.

The collective pitch of the blades is used for the power control, whereas the cyclic pitch can be used to reduce typically the 1p variation in flapwise blade and rotor moments (tilt and yaw moment). The individual pitch control has a higher load reduction potential as loads within a wider frequency range can be controlled and trailing edge flaps open for a distributed load control along the blade.

Regarding passive methods, hinges between the blades and the hub can reduce the load input, as well as the transmission of loads to the nacelle and the tower quite effectively. The two-bladed teetering rotor, eventually with a delta3 hinge, is a good example. Tilt and yaw moments can be reduced almost down to zero depending on the stiffness in the teetering system. On the other hand, the challenge is the considerable flapwise movement of the blade tips, and therefore the teetering rotor is mostly used in downwind turbines in order to keep clearance to the tower. However, it is possible to limit the teeter angle excursions considerably by use of pitch control of the blades using the teeter velocity (Larsen et al., 2007). Another major problem is to control the rotor during startup and shut down. During startup, the blades can easily be in a deep stalled mode, and if it is a rotor with low teeter stiffness, some additional mechanical system has to be used to limit the teeter excursions. Advanced pitch or flap control may be developed in the future to better control the aerodynamics of the blades during these conditions.

By increasing the teeter stiffness, there is a soft transition to rotors without a teeter hinge but with highly flexible blades and a flexible hub. Such designs could considerably benefit individual pitch or flap control.

Optimized wind turbine dynamics

It has been shown that the loads from turbulence are concentrated on peaks in the load spectra. One of the important objectives in the aeroelastic design of a turbine...
is therefore to separate, as far as possible, the frequency of the aeroelastic modes from the peaks in the load input. On the other hand, this is quite challenging, as turbines – because of noise limitations and aerodynamic optimization – are operated at a variable speed, and then it is not only a number of load peaks that should be avoided but also a number of frequency bands. As an example, the aeroelastic response of the tower of the 5 MW RWT is shown in Fig. 3.38. For the same wind turbine, the load input for some components was presented previously in Fig. 3.35(a) and (b). Besides the response for the standard turbine, the response for three other tower configurations is shown, where the first longitudinal bending tower frequency has been changed from 0.34 to 0.30, 0.26 and 0.22 Hz. It is observed that lowering the tower eigen frequency reduces the tower response around the load input at 3p, and for the lowest tower frequency, the response around 3p is lower than the input (depicted in the spectrum of the stiff wind turbine). However, for this configuration, the response rises at 1p where there is some load input.

The results are shown in a different way in Fig. 3.39 where the amplification of the tower fatigue response (material factor \( m = 3 \)) measured relative to the fatigue of the input is shown as a function of the ratio between the frequency of excitation (3p) relative to the first longitudinal bending tower frequency. When this ratio increases, the amplification decreases which is a well-known result from the basic vibration theory. In Fig. 3.39, the operational range of the RWT is also shown, and it is observed that the ratio of frequency of load input to tower eigen frequency

![Power spectrum of the tower bottom bending moment \( M_{\text{TBx}} \) for different values of tower stiffness, based on simulations with the HAWC2 code on the 5 MW RWT turbine at 8 m/s and 15% turbulence.](image-url)
in the lower end is close to 1. However, this corresponds to the lowest wind speeds where the load input is low.

Moreover, in Fig. 3.40, the power spectrum of the blade root flapwise bending moment is presented for the same 5 MW RWT being infinitely stiff and flexible. Comparison of the two spectrums indicates that for the stiff design, the maximum energy is obtained at $1P$ which is reasonable, taking into account that the maximum energy from the wind is at the same frequency (see Fig. 3.34(b)). For the flexible wind turbine, the maximum peak in the spectrum is obtained at $2P$, and this is because many of the wind turbine natural frequencies are close to this frequency.

The presented examples illustrate that it is important in the design process to keep track of a number of frequencies of aeroelastic modes relative to the load input bands. Considerable reduction in fatigue loads can be obtained by a suitable positioning of the eigen frequency of the different aeroelastic turbine modes.

Another important design procedure from the toolbox is to increase the coupling between a low damped aeroelastic mode and a mode with higher damping. Solutions for the edgewise vibration problem described previously are a good example. The task here is to increase the coupling of the edgewise modes with the flapwise modes as the latter often have a higher damping. Even in cases where the flapwise mode is negatively damped, non-linear aerodynamic effects, such as stall hysteresis, will typically limit the amplitudes of such vibrations to acceptable limits. The potential of design for optimal couplings seems big because this, for example, can be done with suitable orientation of the fibers in the blades. However, it requires advanced computational tools to model such couplings in detail.

Increased structural damping is also an important tool for optimized aeroelastic response, and this method has been studied intensively in the past, for example, to solve the problems of edgewise vibrations.
Passive and active dampers in different turbine components have been used widely in the past. Again, edgewise vibrations have not only been controlled with suitable dampers in the blades but also with suitable tuned damper systems in, for example, the rear of the nacelle. The last method is a very good illustration of how coupled the blade modes can be with the dynamics of the other part of the turbine. Also, tower vibrations are often controlled with damper systems.

Finally, the pitch system can be used to damp tower loads as well as rotor loads. The difference in the load reduction systems, which also make use of pitch control, is that the input to the control now is, for example, accelerations in the tower top. Lateral tower vibrations can effectively be controlled by the generator torque, as already discussed above.

### 3.5 Future trends

The future trends in wind turbine design and concepts are influenced by a variety of parameters and conditions and certainly not only determined by potential technology achievements. The ratio between the onshore and offshore market is, for example, an important parameter as the turbines for offshore application might take another development path, perhaps with bigger machines and higher tip speeds than onshore turbines.

#### 3.5.1 Load reduction by control surfaces or boundary-layer control

During the last five to seven years, there has been an increasing research on control of the aerodynamic loads on the blades by control surfaces such as flexible
trailing edge flaps (Buhl et al., 2005) or by controlling the boundary layer with, for example, jets. The background for this development is that the biggest blades now have a length of around 63 m, and within a short time, it might increase to 70–80 m. For such blades, there is a need to have a distributed control along the blade as the turbulent inflow conditions can be quite different at different radial positions. Also, in order to be able to damp the individual aeroelastic modes, it is necessary to apply such distributed control techniques. Flexible trailing edge flaps could cover the whole trailing edge of a blade, as illustrated by Andersen et al. (2009) in Fig. 3.41, but only with a few sections being active. Andersen et al. (2009) report computed reduction in flapwise fatigue blade moments of 25%, 34% and 37% for one flap, two flaps and three flaps covering 10%, 20% and 30% of total blade span, respectively. The challenge in increasing the load reduction more than 20–25%, which can be achieved with cyclic or individual pitch control as reported by Larsen, Madsen et al. (2004), is that it requires more and more accurate control signals. Sensors that can be used are those monitoring the strain in the blade and/or acceleration of the blade or those monitoring the flow over the blade (pressure sensors) or those measuring the inflow to the blade such as five-hole pitot tubes. Also, time delay and noise in sensor signals is critical for increasing the load alleviation by flaps as shown by Andersen et al. (2009). The main barrier at the moment in order to implement trailing edge flaps on MW turbines is that robust and reliable flap concepts have not yet been developed.

3.5.2 Flexible blades with bend/pitch coupling

Coupling the flapwise bending of the blade with pitch is an efficient way of changing the aeroelastic response of the blade. This is because a change in pitch directly couples to a change in effective angle of attack of the blade section and thus also to the aerodynamic load of the airfoil section. Recent results from Sandia Laboratories presented by Ashwill et al. (2010) show an increase in annual energy capture by 10–12% for the same loads as a baseline rotor on a Zond 750 test turbine. The new
blade had a flap twist coupling due to a sweep of the blade in the rotor plane and the lower loads were incorporated in the design by increasing the rotor diameter.

Bend/torsion coupling can also result from large blade deflections. Up-scaling of modern wind turbines to multi-MW sizes calls for lighter blade designs in order to reduce weight-induced loads (mass increases with the cube of the scaling factor) and increase cost efficiency. Reduction of weight can be achieved either by reducing the thickness of the blade walls while at the same time reinforcing the blade by using more advanced material or by slendering the blade (reducing the blade chords). Following current design trends, reduction in weight, for a certain blade planform, is followed by a loss in stiffness, and so the blades become more flexible.

It has been identified (Riziotis et al., 2008) that large flexible blades of MW wind turbines can undergo flapwise deflections, in normal operation, that exceed 10% of their radius. As indicated in Section 3.2.1, such high deflections can give rise to structural non-linear couplings not met in smaller and stiffer blades. One of the couplings that was found to have a significant contribution to blade torsion loads is the bending–torsion coupling, already addressed in Section 3.2.1. As illustrated in Fig. 3.4, when the blade exhibits very large flapwise deflections and blade curvature is high, the local edgewise bending moment comprises a twisting component with respect to the undeformed coordinate system. In Fig. 3.42, the time series of the
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3.42 Time-series of wind speed and torsion angle at blade tip of a 5-MW wind turbine (mean wind speed 8 m/s).
torsion angle at the blade tip is shown for the RWT 5 MW wind turbine operating near the rated speed (around 11 m/s). Comparison of the torsion deformations predicted with a first- and a second-order model indicates that the amplitudes of the torsion angle variations obtained with the higher order model are much higher. It is also noted that they become higher when the wind turbine operates closer to the rated conditions where thrust and, therefore, flapwise deformations become maximum. Predictions of the equivalent blade root torsion moment presented in Fig. 3.43 indicate that pitch bearing loads can be more than twice as those predicted by a conventional first-order model near rated wind conditions.

3.5.3 Integrated design

Future turbine designs will probably have a number of subsystems, for example, for load alleviation, for vibration control or for noise reduction. The turbines will be optimized for low weight and flexibility in order to reduce load input and the transmission of loads between components. The design of such turbines must take place in an integrated environment, and this requires that the design tools and design procedures are developed such that the optimization of aerodynamic, aeroelastic and control properties can be carried out in a fully coupled system.
3.5.4 Pitch or stall control

The stall control concept, in combination with a fixed rotational speed and the use of an induction generator had, due to its robustness, a big success in the beginning of the modern wind turbine development in the 1980s and the 1990s. Later, active stall control was introduced in bigger machines in order to better regulate peak power and for the shutdown of the machines. Also, in recent wind farm installations, the concept has been used as an example for the Danish Rødsand 165 MW wind farm with 72 wind turbines from Bonus Energy, commissioned in 2003. Akhmatov and Nielsen (2005) describe the use of the active stall control in this wind farm temporarily to reduce the mechanical power and contribute to voltage re-establishment in the grid in the case of a short-circuit fault, as required by the Danish transmission system operator (TSO). This shows that a turbine without pitch control and variable speed can fulfill the grid requirements.

The active stall concept solved major problems of the fixed pitch stall machines, but on the other hand, it also became a more complicated system with a full pitch system of the blades and thus in a way comparable in complexity with the pitch-regulated turbines, but with much lower pitch activity than on a pitch-regulated turbine.

A rotor concept in which stall regulation fits well is the two-bladed turbine without a teetering hub. The advantage of the stall-controlled rotor is that the dynamic flapwise moments and also the tilt and yaw moments are smaller than on a pitch-regulated rotor. Therefore, acceptable levels of loading on shaft bending and on the yaw system can be obtained with this design.

3.5.5 Floating wind turbines

Most of the today’s offshore wind energy capacity has been installed around the North and Baltic seas, at water depths not exceeding 20 m. For such shallow water applications, fixed-bottom wind turbines are installed using either monopiles driven into the seabed or concrete gravity bases. Recently, there has been a growing interest in exploiting the available wind resource potential at much higher depths (exceeding 30 m), where technologies already used in shallow water environments are no longer economical. For such deep water applications, the use of floating support platforms seems economically more feasible.

Designing of such floating wind turbines calls for integrated computational environments that are capable of simulating the aerodynamics of the rotor, the structural dynamics of the full wind turbine, the wave loads and the dynamics of the support platform, the loads from the mooring lines as well as their interaction (Jonkman and Sclavounos, 2006; Jonkman and Buhl, 2007).

3.6 Sources of further information and advice

Besides citations provided in the previous sections, the reader can get more information about the basic principles of aeroelasticity in the following general
textbooks (Bisplinghoff et al., 1955; Dowell, 1995; Fung, 1955). Specifically, for rotorcraft applications, the two textbooks by Johnson (1980) and Bielawa (2006) are excellent, although they focus on aeronautical applications (helicopter rotors and aircraft propellers). With respect to wind turbines, the literature for aeroelasticity is rather limited. Some information can be found in Hansen (2008). There are, nevertheless, many journal publications that deal with all the issues discussed in the chapter. Among those, special references should be made to some review papers providing information on the recent advances in the field of wind turbines aeroelasticity (Rasmussen et al., 2003; Hansen et al., 2006; Hansen, 2007). Finally, for the reader who would be interested in going deeper into FE analysis and beam modeling, some classic textbooks are those by Bathe (1996), Zienkiewicz and Taylor (1994) and Crisfield (1998).
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Wind turbine wakes and wind farm aerodynamics
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Abstract: This chapter presents various aspects of wind turbine aerodynamics. Wind turbine aerodynamics is the most central discipline for design and construction of wind turbine blades. Basics of the blade element momentum theory are presented along with guidelines for the construction of airfoil data. It provides a review of advanced numerical simulation (computational fluid dynamics) tools for wind turbine rotors and wakes. This includes rotor predictions as well as models for simulating wind turbine wakes and flows in wind farms. Finally, future trends concerning wind turbine aerodynamics are discussed.
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4.1 Introduction

Aerodynamics concerns modeling and prediction of aerodynamic forces on the blades and the solid structures of a wind turbine. The aerodynamic model is normally integrated with models for wind conditions and structural dynamics. The integrated aeroelastic model for predicting performance and structural deflections is a prerequisite for design, development and optimization of wind turbines. Aerodynamics is the oldest science in wind energy. By using simple axial momentum and energy considerations, Lanchester (1915) and Betz (1920) predicted that even an ideal wind turbine cannot exploit more than 59.3% of the wind power passing through the rotor disk. A major breakthrough was achieved by Glauert (1935), who formulated the blade element momentum (BEM) theory. This theory, which has since been extended with many engineering rules, is today the basis for all rotor design codes in use by industry.

The forces acting on a wind turbine are dominated by an incoming wind that varies in time and space, hence a stochastic description of the wind field and a dynamical modeling of the blades and solid structures of the wind turbine form an intrinsic part of the aerodynamic design methodology. When the wind direction changes, misalignment with the rotational axis occurs. This causes periodic variations in the angle of attack that invalidates the assumption of axisymmetric inflow conditions. When a turbine is operating at its optimum condition, aerodynamic stall is always present on some part of the blades. In order to cope with all these different operating conditions the basic steady and axisymmetric BEM model, as it was formulated by Glauert (1935), has been extended with various empirically based modifications.
Alternatively, the BEM model may be replaced by Navier–Stokes computations. However, this type of computation still demands too much computing power to be a part of the design cycle. Aerodynamic modeling may also concern design of specific parts of wind turbines, such as rotor blade geometry or performance predictions of wind farms. In such a case, Navier–Stokes computations may be the only alternative that can provide sufficient detailed information.

### 4.2 One-dimensional momentum theory

We first discuss the simple axial momentum theory originated by Rankine (1865), W Froude (1878) and R E Froude (1889). Consider an axial flow of speed $U_0$ past an actuator disk of area $A$ with constant axial load (thrust) $T$. Let $u_R$ be the axial velocity in the rotor plane, $u_1$ the axial velocity in the ultimate wake where the air has regained its undisturbed pressure value $p_1 = p_0$ and let $\rho$ denote the density of air. We now consider a one-dimensional (1D) model for the stream tube that encloses the rotor disc (see Fig. 4.1), where $A_0$ and $A_1$ are the cross-sectional areas of the wake far upstream and far downstream of the rotor, respectively.

The equation of continuity requires that the rate of mass flow $\dot{m}$ is constant in each cross section.

$$\dot{m} = \rho U_0 A_0 = \rho u_R A = \rho u_1 A_1. \tag{4.1}$$

Axial momentum balance for the considered stream tube, ignoring the influence of the pressure on the stream tube, results in the following equation for the thrust:

$$T = \dot{m}(U_0 - u_1) = \rho u_R A(U_0 - u_1). \tag{4.2}$$

Applying the Bernoulli equation in front of and behind the rotor, we find that the total pressure head of the air in the slipstream has been decreased by

$$\Delta p = \frac{1}{2} \rho (U_0^2 - u_1^2). \tag{4.3}$$

![4.1 Control volume for one-dimensional actuator disk.](image-url)
The pressure drop takes place across the rotor and represents the thrust $T = A \Delta p$. Combining equations [4.2] and [4.3] we get the well-known result

$$u_R = \frac{1}{2}(u_1 + U_0).$$  \[4.4\]

Introducing the axial interference factor as follows

$$a = \frac{U_0 - u_R}{U_0}$$  \[4.5\]

we get that $u_R = (1 - a)U_0$ and $u_1 = (1 - 2a)U_0$. From equation [4.2] we get the following expressions for thrust and power extraction:

$$T = 2\rho AU_0^2 a(1 - a)$$  \[4.6\]

$$P = u_R T = 2\rho AU_0^2 a(1 - a)^2.$$  \[4.7\]

Introducing the dimensionless thrust and power coefficient, respectively

$$C_T \equiv \frac{T}{\frac{1}{2}\rho AU_0^2}, \quad C_p \equiv \frac{P}{\frac{1}{2}\rho AU_0^3}$$  \[4.8\]

we get

$$C_T = 4a(1 - a), \quad C_p = 4a(1 - a)^2.$$  \[4.9\]

Differentiating the power coefficient with respect to the axial interference factor, the maximum obtainable power is obtained as

$$C_{p\text{max}} = \frac{16}{27} = 0.593 \quad \text{for} \quad a = \frac{1}{3}$$  \[4.10\]

This result, usually referred to as the Betz limit, states that the upper maximum for power extraction is 59.3% of the kinetic energy contained in a stream tube having the same cross section as the disc. However, it does not include the losses due to rotation of the wake and therefore it represents a conservative upper maximum.

### 4.3 Blade element momentum theory

The blade element momentum method was developed by Glauert (1935) as a practical way to analyze and design rotor blades. The basic idea behind the model is to combine axial and angular momentum balance with forces and moments determined from a blade element strip theory. Applying the axial momentum equation on a differential element, i.e. an annulus comprising two stream surfaces, we get

$$dT = \rho u(U_0 - u_1)2\pi rdr + \int_{CV} p dA \cdot e_x.$$  \[4.11\]

where $2\pi rdr$ is the area of the rotor disk on which the local thrust $dT$ acts and the integral is the axial component of the force exerted by the pressure on the annular
control volume. In BEM theory it is assumed, as an approximation, that the contribution from the pressure on the axial momentum is negligible, hence equation [4.11] is written as

\[
\frac{dT}{dr} = \rho u_r (U_0 - u_r) 2\pi r. \tag{4.12}
\]

Applying angular momentum balance, we get

\[
\frac{dQ}{dr} = \rho u_r u_\theta 2\pi r, \tag{4.13}
\]

where \(u_\theta\) is the azimuthal velocity behind the rotor. Assuming that \(u_r \approx \frac{1}{2} (U_0 + u_r)\) is valid also for a differential element and introducing the azimuthal interference factor as \(a' = u_\theta / (2\Omega r)\), where \(\Omega\) denotes the angular velocity of the rotor, equations [4.12] and [4.13] read

\[
\frac{dT}{dr} = 4\pi \rho U_0^2 a (1 - a). \tag{4.14}
\]

\[
\frac{dQ}{dr} = 4\pi \rho r U_0 \Omega a' (1 - a). \tag{4.15}
\]

In the BEM technique the momentum theory is combined with local blade element considerations using tabulated 2D airfoil data. Employing blade-element theory, axial load and torque are written as, respectively,

\[
\frac{dT}{dr} = BF_n = \frac{1}{2} \rho c B V_{rel}^2 \cdot C_n, \tag{4.16}
\]

\[
\frac{dQ}{dr} = BrF_t = \frac{1}{2} \rho c B r V_{rel}^2 \cdot C_t, \tag{4.17}
\]

where \(B\) is the number of blades, \(c\) is the local chord length, \(V_{rel}\) is the relative flow velocity, as seen by the airfoil, \(F_n\) and \(F_t\) denote the loading on each blade in axial and tangential direction, respectively, and \(C_n\) and \(C_t\) denote the corresponding 2D force coefficients.

The force coefficients are related to the lift and drag coefficients as follows:

\[
C_n = C_l \cos \phi + C_d \sin \phi, \tag{4.18}
\]

\[
C_t = C_l \sin \phi - C_d \cos \phi, \tag{4.19}
\]

where \(\phi\) denotes the angle between the rotor plane and the relative velocity (see Fig. 4.2). From the velocity triangle at the blade-element, we deduce that

\[
\sin \phi = \frac{U_0 (1 - a)}{V_{rel}}, \quad \cos \phi = \frac{\Omega r (1 + a')}{V_{rel}}, \tag{4.20}
\]
where the induced velocity is defined as \( W_i = (-aU_0, -a' \Omega r) \) and the relative velocity is given as

\[
V_{\text{rel}} = \sqrt{U_0^2(1-a)^2 + \Omega^2 r^2(1+a')^2}. \tag{4.21}
\]

From equation [4.20] we get

\[
V_{\text{rel}}^2 = \frac{U_0^2(1-a)^2}{\sin^2 \phi} = \frac{U_0(1-a)\Omega r(1+a')}{\sin \phi \cos \phi}. \tag{4.22}
\]

Inserting these expressions into equations [4.16] and [4.17], we get

\[
\frac{dT}{dr} = \frac{\rho Bc U_0^2(1-a)^2}{2 \sin^2 \phi} \cdot C_n, \tag{4.23}
\]

\[
\frac{dQ}{dr} = \frac{\rho Bc U_0(1-a)\Omega r^2(1+a')}{2 \sin \phi \cos \phi} \cdot C_r. \tag{4.24}
\]

Combining equations [4.14]–[4.15] with equations [4.23]–[4.24], we get

\[
a = \frac{1}{4 \sin^2 \phi / (\sigma C_n) + 1}, \tag{4.25}
\]

\[
a' = \frac{1}{4 \sin \phi \cos \phi / (\sigma C_r) - 1}. \tag{4.26}
\]

where \( \sigma = Bc/2\pi r \) is the solidity of the rotor. To determine the flow conditions and loadings, these equations are solved at different radial cross sections along the blade. The equations are most efficiently solved as follows: 1) Guess appropriate values for \( a \) and \( a' \); 2) compute the flow angle from equation [4.20] and determine the angle of attack, \( \alpha = \phi - \gamma \), where \( \gamma \) is the local pitch angle (see Fig. 4.2); 3) determine the force coefficients from tabulated airfoil data; 4) compute \( a \) and \( a' \) from equations [4.25] and [4.26] and continue the iteration until convergence. Albeit simple to use, these equations are strictly speaking only valid for a rotor operating under steady axisymmetric flow conditions. In practice, they need to be adjusted to cope with realistic operational modes. In the following we will briefly go through the most relevant adjustments.

### 4.3.1 Tip correction

The BEM method is a 1D approach based on the actuator disc principle, which corresponds to a rotor with an infinite number of blades. To account for the difference in circulation between an \( N \)-bladed rotor and an actuator disc, a tip loss factor was derived by Prandtl (Betz, 1919) and introduced in the BEM technique by Glauert (1935). In Glauert’s method a correction factor \( F \) is introduced as follows:

\[
F = \frac{2}{\pi} \cos^{-1} \left[ \exp \left( -\frac{B(R-r)}{2r \sin \phi} \right) \right]. \tag{4.27}
\]
where $B$ denotes the number of blades and $(R-r)$ is the distance from the tip to the considered radial cross section. The correction is introduced by dividing the force coefficients in equations [4.21] and [4.22] by $F$. Different tip loss correction models have been developed to calculate load and power of wind turbines (de Vries, 1979). Recently, some of the existing tip loss correction models were analyzed by Shen et al. (2005a) who found an inconsistency in their basic form, which results in incorrect predictions of the aerodynamic behavior in the proximity of the tip. To remedy the inconsistency, a new tip loss correction model was proposed and tested in combination with both a standard BEM model (Shen et al., 2005a) and a Navier–Stokes-based actuator disc model (Shen et al., 2005b).

4.3.2 Turbulent wake state

When the axial interference factor becomes greater than about 0.4 the rotor starts to run in the turbulent wake state and axial momentum theory is no longer valid (see e.g. Stoddard, 1977 or Sørensen et al., 1998). In the turbulent wake state, a solution can be found by using an empirical relationship between the thrust coefficient and the axial interference factor. Different relations can be used (e.g. Spera, 1994 or Eggleston and Stoddard, 1987). Below we show the expression proposed by Spera (1994):

4.2 Cross-sectional airfoil element.
If \( a < a_c \), \[ a = \frac{1}{4F \sin^2 \varphi + 1}, \] \[ \text{[4.28]} \]

If \( a > a_c \), \[ a = \frac{1}{2} \left[ 2 + K (1 - 2a_c) - \sqrt{(K (1 - 2a_c) + 2)^2 + 4(Ka_c^2 - 1)} \right], \] \[ \text{[4.29]} \]

where \( a_c = 0.2 \) and \( K = \frac{4F \sin^2 \varphi}{\sigma C_n} \).

### 4.3.3 Yaw misalignment

When the rotor disc is not aligned with the incoming wind, yaw misalignment appears and the induced velocity will be subject to an azimuth variation. In this case, the wake is not in line with the free wind direction and it is impossible to apply the usual control volume analysis. A way of solving the problem is to maintain the control volume and specify an azimuth-dependent induction. In practice, it works by computing a mean induction and prescribing a function that gives the azimuthal dependency of the induction. The following simple formula has been proposed by Snel and Schepers (1995):

\[
w_i = w_{i0} \left[ 1 + \frac{R}{r} \tan \left( \frac{\chi}{2} \right) \cos(\theta_{\text{blade}} - \theta_{\theta}) \right],
\] \[ \text{[4.30]} \]

where \( w_{i0} \) is the annulus-averaged induced velocity and \( \chi \) is the wake skew angle, which is not identical to the yaw angle because the induced velocity in yaw alters the mean flow direction in the wake. In the notation used here, \( \theta_{\text{blade}} \) denotes the azimuthal position of the blade and \( \theta_{\theta} \) is the azimuthal position where the blade is deepest in the wake.

### 4.3.4 Dynamic wake

Dynamic wake or dynamic inflow refers to unsteady flow phenomena that affect the loading on the rotor. In a real flow situation, the rotor is subject to unsteadiness from coherent wind gusts, yaw misalignment and control actions, such as pitching and yawing. When the flow changes in time the wake is subject to a time delay when going from one equilibrium state to another. An initial change creates a change in the distribution of trailing vorticity which then is convected downstream and first can be felt in the induced velocities after some time. However, the BEM method in its simple form is basically steady; hence unsteady effects have to be included as an ‘add-on’. In the European CEC Joule II project ‘Dynamic Inflow: Yawed Conditions and Partial Span Pitch’ (see Schepers and Snel, 1995) various dynamic inflow models were developed and tested. Essentially a dynamic inflow model predicts the time delay through an exponential decay with a time constant...
corresponding to the convective time of the wake. As an example, the following simple model was suggested,

\[ Rf \left( \frac{r}{R} \right) \frac{du_i}{dt} + 4u_i (U_o - u_i) = \frac{1}{2\pi r} \frac{dT}{dr}, \]  

[4.31]

where the function \( f(r/R) \) is a semi-empirical function associated with the induction. The equation can be seen to correspond to the axial momentum equation [4.9], except for the time term that is responsible for the time delay.

### 4.3.5 Wind inflow

To include a realistic wind input in the computations, it is important to simulate a time history of the wind field that mimics a correct spatial and temporal variation. A method for simulating the time history of the wind as it is seen by a rotating blade was developed by Veers (1988). In a later method by Mann (1998) cross-correlation features are obeyed by using the linearized Navier–Stokes equations as basis for the model.

### 4.3.6 Airfoil data

As a pre-step to the BEM computations, 2D airfoil data have to be established from wind tunnel measurements or computations. For many years wind turbine blades were designed using well-tested aviation airfoils, such as the NACA 44xx and the NACA 63-4xx airfoils, as wind turbine manufacturers traditionally were reluctant to change to other airfoil types because of the fear of unexpected stall behavior. However, since the beginning of the 1990s various tailor-made airfoils have been designed for wind turbine rotors, e.g. Björk (1990), Tangler and Sommers (1995), Timmer and Rooij (2003), and Fuglsang and Bak (2004). In order to construct a set of airfoil data to be used for a rotating blade, the airfoil data further need to be corrected for 3D and rotational effects. Simple correction formulas for rotational effects have been proposed by Snel et al. (1993), Du and Selig (1998), Chaviaropoulos and Hansen (2000), and Bak et al. (2006) for incidences up to stall. As a simple engineering method, the following expression can be used to correct the lift data:

\[ C_{1,3D} = C_{1,2D} + a \left( \frac{c}{r} \right)^b \left[ C_{1,inv} - C_{1,2D} \right], \]  

[4.32]

where \( a \) and \( b \) are constants, with \( a \) values in the range from 2 to 3 and \( b \) values in the range from 1 to 2. A similar expression can be used for the drag coefficient. For higher incidences (>45°), 2D lift and drag coefficients of a flat plate can be used. These data, however, are too big because of aspect ratio effects and here the correction formulas of Viterna and Corrigan (1981) are usually applied (see also Spera, 1994). In Hoerner (1965), it is stated that the normal coefficient is approximately constant for angles of attack between 45° and 90° and that the
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suction peak at the leading edge always causes a small driving force. Thus, as a
guideline to construct airfoil data at high incidences one can exploit the following
features:

\[ C_n = C_i \cos \phi + C_d \sin \phi = C_d (\alpha = 90^\circ), \]  
\[ C_r = C_i \sin \phi - C_d \cos \phi > 0, \]  \[4.33\] \[4.34\]

where a typical value for \( C_d (\alpha = 90^\circ) \) is 1.2. For angles of attack between stall and
45° the airfoil data may be determined using linear interpolation between the two
sets of corrected data.

Since the angle of attack is constantly changing due to fluctuations in the wind
and control actions, it is necessary to include a dynamic stall model to compensate
for the time delay associated with the dynamics of the boundary layer and wake
of the airfoil. This effect can be simulated by a simple first-order dynamic model,
as proposed by Øye (1991), or it can be considerable more advanced, taking
into account also attached flow and leading edge separation, as in the model of
Larsen et al. (2007), and compressibility effects, as in the model of Leishman and

4.4 Computational fluid dynamics modeling
of wind turbine rotors

Computational fluid dynamics (CFD) has become an important supplement to the
BEM technique. Although it is beyond the present day computer facilities to use
CFD for the actual design process, after having obtained a design using BEM,
CFD can be utilized to verify and check whether the design displays any unwanted
aerodynamics features. Furthermore, CFD can be used when optimizing 2D
airfoil shapes or in connection with simplified wake studies. During the
past four decades a strong research activity within the aeronautical field has
resulted in the development of a series of CFD tools. This research has focused
on the development of efficient solution algorithms and numerical schemes for
solution of the flow equations, grid generation techniques and modeling
of boundary layer turbulence. These elements together form the basis of all
CFD codes, of which some have long been available as standard commercial
software.

Today, there are two main paths to follow when conducting CFD computations.
The most popular is based on solving the Reynolds-averaged Navier–Stokes
(RANS) equations, closing the system by introducing a suitable one-equation or
two-equation turbulence model, such as the \( k – \varepsilon \) or the \( k – \omega \) model. Using this
model, only the time-averaged flow field is computed, whereas the unsteady field
is modeled through the turbulence model. If the flow is dominated by a broad
spectrum of timescales, the low frequencies may be simulated partly by maintaining
the time term in the RANS equations. In this case it is sometimes referred to as
unsteady RANS (URANS). The advantage of RANS or URANS is that a full resolved computation can be established with some few million mesh points, which makes it possible to reach a full 3D solution even on a portable computer. The accuracy of the computations, however, is restricted by the turbulence models’ lack of ability of representing a full unsteady spectrum. Thus, for attached flow the accuracy is fully adequate, whereas for stalled flows it may degenerate completely. This is further rendered complicated by the laminar–turbulent transition process that also has to be modeled in order to compute the onset of turbulence. An alternative to RANS/URANS is large eddy simulation (LES). In LES the Navier–Stokes equations are filtered spatially on the computational mesh and only the sub-grid-scale part of the turbulence is modeled using a so-called sub-grid-scale (SGS) model. The advantage of LES is that all the dynamics of the flow fields are captures and that an accurate solution can be obtained even under highly separated flow conditions. The computational price, however, is often prohibitive, even when solving parallelized computing algorithms on large cluster systems, because of the large number of mesh points needed to resolve practical flows at high Reynolds numbers. As compared to direct numerical simulation (DNS), where the Navier–Stokes equations are solved directly without any modeling of the turbulence, LES is, however, still several orders of magnitude faster.

The first full Navier–Stokes simulation for a complete rotor blade was carried out by Sørensen and Hansen (1998) using the $k–\omega$ SST model of Menter (1993). These simulations were later followed by Duque et al. (1999, 2003) and Sørensen et al. (2002) in connection with the American NREL experiment at NASA Ames and the accompanying NREL/NWTC aerodynamics blind comparison test (Schreck, 2002). The NREL experiments have achieved significant new insight into wind turbine aerodynamics and revealed serious shortcomings in present day wind turbine aerodynamics prediction tools. In particular, it was found that performance computations using the BEM technique were extremely sensitive to the input blade section aerodynamic data. The Navier–Stokes computations generally exhibited good agreement with the measurements up to wind speeds of about 10 m/s. At this wind speed, flow separation sets in and for higher wind speeds the boundary layer characteristics is dominated by stall and the computations underestimate the power yield. Johansen et al. (2002) applied a hybrid LES/RANS technique on the NREL phase VI rotor under parked conditions. Good agreement with measurements was obtained at low angles of attack when the flow is largely attached. However, at high angles of attack the computations did not improve as compared to RANS computations. In the conclusion it was suggested that the inclusion of a laminar–turbulent transition model most likely will improve the quality of the results. To this end, a recent study by Sørensen (2009), using the correlation-based transition model of Menter et al. (2004), showed that a proper transition model indeed improves the results, but that the results at high wind speeds still underestimates the power.
4.5 Wind farm aerodynamics

Modern wind turbines are often clustered in wind parks in order to reduce the overall installation and maintenance expenses. An unwanted but inevitable effect, however, is that the power production of the interior turbines decreases and that the turbulence intensity in the wake increases because of the interaction from the wakes of the surrounding wind turbines. As a consequence, dynamic loadings are increased that may excite the structural parts of the individual wind turbine and increase fatigue loadings. The turbulence created from wind turbine wakes is mainly due to the dynamics of the vortices originating from the rotor blades. The vortices are formed as a result of the rotor loading. To analyze the genesis of the wake, it is thus necessary to include descriptions of the aerodynamics of both the rotor and the wake. Although many wake studies have been performed over the last two decades, a lot of basic questions still need to be clarified in order to elucidate the dynamic behavior of individual as well as multiple interactive wakes behind wind turbines (Vermeer et al., 2003).

Most attempts to model the flow field in wind farms are based on simple single wake calculations combined with assumptions regarding the superposition of merging wakes. Various superposition approaches have been devised, ranging from linear superposition of the wake (Lissaman, 1979) or of the square of the wake deficits (Katic et al., 1986) to more physical approaches based on momentum conservation considerations (Frandsen et al., 2006) or parabolized Navier–Stokes modeling (Schepers and van der Pihl, 2007). Common to the above-mentioned methods is that they are based on steady-state considerations and as a consequence disregard the various important dynamic wake effects that are known to take place in wind farms and that have a major impact on the wind turbine loadings. Even though some promising simplified dynamic wake models have been proposed (Frandsen, 2007; Larsen et al., 2008), these still remain to be combined with suitable models for wake interaction before they can be used for wind farm modeling. Another typical limitation of the existing wind farm models is that they only seek to predict the development of the mean velocity deficit and hence they do not take into account that the turbulence properties in the wake deviate significantly from that of the undisturbed atmospheric flow field.

Frandsen (2007) argued that the various changes in the turbulence properties usually correlate with the standard deviation of wind speed fluctuations and so proposed a model for the fatigue loading of rotors in wind farms in which a variable designated the effective turbulence intensity is the only governing parameter. The proposed expression for the effective turbulence intensity depends on the Wöhler exponent of the considered material in order to combine different load cases. Thus, the effective turbulence is a design variable rather than a physical quantity. Generally, the model was shown to be more accurate than existing engineering models, although it occasionally produces results with large discrepancies when compared to measurements.
A profound difficulty when seeking to validate models with field measurements is that the complicated and ever-changing inflow conditions generally are not fully known and that field measurements generally have inherent uncertainties due to, for example, the lack of stationary data. Therefore, numerical simulations constitute a valuable supplement since the inflow conditions are easily controlled and because all relevant flow properties are described in detail.

In connection with numerical wake studies actuator disk or line techniques and related methods, which combine a full set of Navier–Stokes equations with a blade element approach and airfoil data, are useful because the influence of the blades on the flow field is captured with a low number of grid points. This type of method, extended with a number of sub-models for coping with shear and turbulent inflow as well as the aero-elastic behavior of the turbines, has been used extensively for wake studies of both isolated turbines (Sørensen et al., 1998; Sørensen and Shen, 2002) and rows of turbines (Troldborg et al., 2006; Mikkelsen et al., 2007).

4.6 Simulation of flow and turbulence in wind farms

The following section presents some actuator line simulations of the flow field in the interior of a wind farm (Sørensen et al., 2007). The simulations are carried out using large eddy simulation (LES) technique in order to capture the small-scale turbulence without having to resolve all length scales. Thus the scales resolved by the grid are simulated directly by the Navier–Stokes equations, whereas scales below the grid scale are modeled using an eddy-viscosity-based mixed-scale sub-grid model. Two types of simulations are carried out. Initially the flow field between a row of three turbines is simulated in a case where the wind is in line with the common axis of the rotors. Thereafter, a row of ‘infinitely’ many rotors is simulated by applying periodic boundary conditions at the inlet and outlet of a computational domain inside which a turbine is located. In this way, the simulations cover the initial development of the flow field in a wind farm as well as the equilibrium state reached in the interior of large wind farms. The computations are conducted using airfoil data from the Tjæreborg wind turbine. The blade radius of this turbine is 30.56 m and it rotates at 22.1 RPM, corresponding to a tip speed of 70.7 m/s. The blade sections consist of NACA 44xx airfoils with a chord length of 0.9 m at the tip, increasing linearly to 3.3 m at hub radius 6 m. The blades are linearly twisted 1° per 3 m.

4.6.1 Three turbines in a row

Plate II (see between pages 286 and 287) depicts iso-vorticity contours in a cross section along the common axis of the three rotors. The wake behind the first turbine is seen to be dominated by organized tip and root vortices, whereas the flow undergoes massive separation over the second rotor, causing the most downstream rotor to operate in a completely separated flow. It should be mentioned that the highly separated flow is partly a result of the rotors being forced to operate at the
same rotational speed, whereby the tip speed ratio, and thus also the drag, becomes very high for the downstream rotors. To quantify the structure of the flow field the azimuthally and time-averaged axial velocities in the wake behind the three rotors are computed, and the outcome is shown in Figure 4.3, which depicts the velocity profiles for various downstream sections. The profiles in the wake of the most upstream turbine are nearly constant over most of the radial distance, i.e. from $r/R = 0.3$ to $r/R = 1.0$, which is indicative of the wake being dominated by the induction of distinct root and tip vortices. At the downstream position of the second rotor ($z/R = 6$) the presence of two systems of tip vortices originating from respectively the first and the second turbine is clearly observed in the velocity profile, which is consistent with the contour plot in Plate II. In between the second and the third rotor the wake deficit is observed to develop towards a bell-shaped profile, indicating that the wake is undergoing a transition from a flow field described by organized vortex structures to a flow field that is dominated by small-scale turbulence. From theoretical considerations, it is known that the axial velocity in the far field of a turbulent wake is described by a Gaussian distribution. The flow field is redistributed as it passes through the third rotor, but the strong unsteady mixing causes the deficit to develop rapidly back to the bell-shaped form.

4.3 Azimuthally and time-averaged axial velocity profiles at different positions downstream of the first rotor. The second and third rotor are located at $z/R = 6$ and 12 respectively.
4.6.2 Multiple turbines in a row

To study the generation of turbulence in the interior of a large wind farm, a turbine operating in a domain imposed with periodic inflow and outflow conditions was considered. The introduction of periodic boundary conditions in the flow direction is a technique that has been largely used to study the generation of turbulence in boundary layers and in channels. In the present case the turbulence is generated by the ‘mixing effect’ of the rotor itself. Plate III(a)–(d) (see between pages 286 and 287) shows iso-vorticity contours illustrating how the flow develops as a function of time. As a time indicator the ‘turn-around’ time $T$ is employed, which defines the time it takes for a flow structure to pass through the domain once. Designating the mean convective axial velocity in the wake as $V_0$, the approximate time it takes for a flow structure to be convected through the domain is $T = L_z/V_0$, where $L_z$ is the length of the flow domain.

From Plate III(a) it is seen that the ‘start-up’ phase is associated with the development of distinct tip vortices and an inner vortex structure, corresponding to the usual transient for a single wind turbine starting up. After one ‘turn-around’ time, the wake that was developed in the initial phase goes through the rotor and creates a wake consisting of coherent tip vortices superposed a turbulent spot in the interior of the wake (Plate III(b)). This turbulent spot is subsequently convected downstream (Plate III(c)). When it passes through the rotor the second time, it starts to develop broadband turbulence superposed organized vortex structures. In the final stage, it is difficult to distinguish the various structures (Plate III(d)), although the influence of the rotor on the wake immediately downstream is still visible. The smallest length scales are determined here by the size of the computational grid, whereas the largest length scales are determined partly by the diameter of the rotor and partly by the length of the computational domain, corresponding to the distance between the turbines.

After the transients have died out, the flow becomes dominated by the development of turbulence. Due to the mixing of the rotor, turbulent kinetic energy is continuously added to the flow and statistics can be performed when the production of turbulence is in balance with the dissipation. When this happens the flow is statistically stationary and usual statistical tools can be applied.

In the following, the Reynolds stresses $R_{ij}$ in a cross section located one diameter upstream of the rotor are computed from the two-point correlation tensor:

$$R_{ij} = \langle v_i v_j \rangle = \frac{1}{N} \sum_{k=1}^{N} (v_i(t_k)v_j(t_k)), \quad [4.35]$$

where $\langle \rangle$ denotes ensemble averaging, $v_i = V_i - \langle V_i \rangle$ is the $i$th component of the fluctuating velocity and $N$ denotes the number of statistically independent snapshots used for the time averaging. In the present work, $R$ is estimated with $N = 750$. It should be mentioned, however, that the used sample rate was not sufficiently low to ensure statistically independent snapshots and so the statistics...
presented in the following are not completely converged. Nevertheless, the used dataset is considered adequate to show the overall trend of the flow field. Defining the along-wind standard deviation of the turbulent wind speed fluctuations as

\[
\sigma_z = \sqrt{R_z} = \left( \langle v_z \rangle \right)^{\frac{1}{2}}
\]  

[4.36]

the turbulence intensity can be estimated as

\[
I_{wake} = \frac{\sigma_z}{V_w},
\]  

[4.37]

where \( V_w \) denotes the ambient wind speed at hub height.

In Plate IV(a) and (b) (see between pages 286 and 287), the contours of the turbulence intensity and its azimuthally averaged radial distribution are depicted. The turbulence intensity in the wake is found to vary from approximately 10% to 25%, with an average value of about 15%. Based on measurements and analytical considerations, and depending on operating conditions, Frandsen (2007) and Barthelmie et al. (2007) reported comparable values for a wind farm with a rotor spacing of approximately three diameters.

### 4.7 Future trends

The trend in the development of wind turbines is towards larger and more slender constructions, and turbines grouped in large wind farms. Further, because of limited space and problems with public acceptance, it is anticipated that wind turbines primarily will be installed in complex terrain and at offshore locations. Therefore, the development of aerodynamic models is directed partly towards development of engineering models that is capable of incorporating new phenomena and partly towards CFD models capable of dealing with complex physics, such as stall, fluid-structure interaction and wake modeling.

Within rotor aerodynamics it is expected that new ‘intelligent’ rotor blades equipped with sensors and various regulation and control equipment, such as trailing edge flaps, boundary layer blowing and extended use of vortex generators, will put new demands on the capability of the aerodynamic models. Thus, it is of utmost importance that future CFD tools are capable of treating boundary layer separation and laminar–turbulent transition with a greater accuracy than is possible today.

It is expected that a large proportion of future wind turbines will be installed in complex terrain. It is therefore important to incorporate the influence of the atmospheric boundary layer at the specific site in the aerodynamic analysis. An example of this is turbines erected in forests where the influence of the boundary layer formed by the forest greatly influences the final power production.

The tendency to install wind turbines at offshore locations puts new demands on the modeling of wakes and wake interaction. This concerns both engineering models for optimization of location with respect to minimizing installation expenses and maximizing the total power yield as well as advanced CFD models for computing turbulence and interaction between neighboring wind farms.
4.8 Sources of further information and advice
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Plate II Development of the wake behind three rotors in a row. Regions of high vorticity appear as light colors. The rotors are indicated as black lines.

Plate III (a)–(d) Iso-vorticity contours at various stages of the transient. Regions of high vorticity appear as light colors. The rotor is placed in the center of the domain. For explanation of panels see text.
Plate IV (a) Turbulence intensity profile in a section located one rotor radius upstream from the rotor. (b) Circumferentially averaged turbulence intensity profile.
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Abstract: Wind turbine structures need to be designed with careful consideration of the fatigue strength and loading on critical load-bearing components. Each material in the various components of a wind turbine will potentially use different damage models to map the cyclic fatigue loadings into progressive deterioration of the material. In most cases, linear damage models using a Miner’s Rule type approach are prevalent in design. The loadings of a particular turbine can be described as a function of the inflow conditions, which are considered to be weakly stationary for short periods, typically 10 minutes. These characteristic response statistics of the turbine are aggregated into a long-term distribution of loads using the theory of random variables and probability distribution functions. The long-term distribution is applied to the damage model to produce an estimate of fatigue lifetime. The design criteria require that the estimated stresses be amplified by safety factors to account for unfavourable deviations of action and material properties, as well as modeling uncertainties.
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5.1 Introduction and overview

Wind turbines are fatigue machines. A wind turbine is expected to operate almost continuously for its entire 20- to 30-year lifetime. The structure has a large stationary foundation and tower that is attached to a rotating portion with aeroelastic blades that pass through both a gradient wind shear (higher speed winds at the top of the rotor disk than at the bottom) and turbulence whenever it operates. A typical aircraft will fly through turbulence occasionally during flight, but a wind turbine always operates in the turbulent planetary boundary layer. An aircraft will experience a gravity cycle on its wings once per flight, while a wind turbine sees one gravity cycle every rotation. The result is that while a typical aircraft is designed to withstand on the order of one million major stress cycles in one design lifetime, the typical multi-megawatt wind turbine, operating at about 20 RPM, will see over 100 million revolutions in one design lifetime. And because of the stringent cost constraints on wind turbines, rather than aerospace composite materials that typically cost well over €200/kg, wind turbine blades must be manufactured for less than €20/kg. The combination of longer lives, lower cost and more turbulent loading makes the fatigue design of wind turbine components, but especially the blades, a significant challenge.
The long-lifetime requirement makes it a challenge to characterize the materials for a wind turbine structure. While most handbook data will stop at lifetimes of a million cycles, the wind turbine designer needs to know the behavior of the material out to one hundred times that life. It is very expensive to continue fatigue testing out to $10^8$ cycles, so designers rely on a few data points with extrapolation from the shorter-life specimens carrying a great deal of weight.

The turbulence influence on loading requires the fatigue spectrum to be defined as a random variable with statistical fitting and extrapolation playing a major role. The intensity of the loading is directly related to the mean wind speed, so loading must be characterized across all wind speeds in the operating range. The statistical distribution of stresses at each wind speed must be defined. Then the relative amount of time spent at each wind speed is used to aggregate the loads into a long-term distribution of all incident wind speeds. Discrete load events such as starting and stopping must be included as well. All these design loads are estimated from complex aeroelastic calculations driven by three-dimensional simulations of the wind turbulence field.

The current state of the art in structural response simulation is quite good, providing the designer with time-series estimates of wind turbine response under all the critical conditions in the operational envelope (Jonkman and Buhl, 2005; Øye, 1999; Larsen and Hansen, 2007). The process begins with a simulation of a full field of turbulent winds for a ten-minute segment and than runs those winds through an aerodynamic code that calculates loads on the blades due to the combination of machine rotation and incident wind. The turbine dynamic response is simultaneously calculated in a time-marching manner, and elastic deformations are fed back into the aerodynamics code to update angles of attack and provide an aeroelastic capability. Internal moments and forces are calculated at all locations of interest and used to estimate local stress states for the components. The stress amplitude and mean are summarized into distributions that indicate the frequency of occurrence for a specific average wind speed. The process is repeated for all wind speeds of interest, as well as for important transients such as starts and stops. Then the aggregated distribution of all stresses is applied to a damage model that indicates the damage rate and estimated time to failure. Schematically, the process is illustrated in Fig. 5.1.

The intermediate steps in this process are best described using the language of random variables and probability. The short-term distribution of stress amplitudes is described by a probability density function (pdf). The probability that the random variable lies between any two values is the integral of the pdf between those limits. For example, with a distribution of stress amplitudes, $S$, the pdf is $p(S)$ and the probability that $S$ is between $s_1$ and $s_2$ is

$$
\Pr(s_1 < S < s_2) = \int_{s_1}^{s_2} p(S) dS.
$$

[5.1]
Two other functions are also used, the cumulative distribution function, or cdf, $P(S)$, is the integral of the pdf and indicates the probability that a particular stress amplitude is less than a given level.

$$P(S) = \int_B^S p(s) \, ds \quad [5.2]$$

The inverse cdf or exceedence function indicates the probability that a particular stress amplitude is greater than a given level and approaches zero as amplitude gets large. It is mostly favored for clarity in plotting because it highlights the low probability high stress tail when plotted logarithmically.

$$P^{-1}(S) = 1 - P(S) \quad [5.3]$$

The number of cycles, $N_i$, with stress amplitudes between $s_1$ and $s_2$ is equal to the total number applied in some time period $T$, $N_f$, times the relative probability of the range (assuming the cycle rates are relatively uniform).

$$N_i(s_1 < S < s_2) = N_f \int_{s_1}^{s_2} p(S) \, dS \quad [5.4]$$

The short-term distribution depends on the mean wind speed, $V$, and the conditional pdf is written as $p(S|V)$. The normal operating stresses are aggregated into a long-term distribution by integrating the total probability expression over all operating wind speeds.
Fatigue loading of wind turbines

\[ p_{LT}(S) = \int p_{ST}(S|V)p(V)dV \]  \[5.5\]

In addition, the transient events with response levels high enough to cause damage need to be included in the long-term stress distribution. Since transient events may produce a different rate of stress cycles, the relative contribution needs to be accounted for as well.

The damage done in \( T \), \( D_T \), is calculated by multiplying the damage done by each stress cycle, \( D(S) \), by the distribution of all stress cycles and integrating over all stresses described by the long-term distribution. Since the damage is characterized as damage per cycle, the integral needs to be multiplied by the total number of applied cycles, \( N_T \).

\[ D_T = N_T \int D(S)p_{LT}(S)dS \]  \[5.6\]

Lifetime is estimated from the accumulated damage. The interpretation of the accumulation of damage depends on the model. It could be a physical quantity such as crack length or energy absorption, but is typically more simply interpreted using Miner’s Rule with linear damage accumulation. Miner’s Rule is an approach in which each cycle is assumed to consume \( 1/N_F \) of the lifetime, where \( N_F \) is the number of cycles to failure at the applied stress level due to constant amplitude loading. Failure is assumed when \( D_T \) exceeds unity.

Miner’s Rule is an amazingly durable approach to fatigue life estimation, especially since it is known that in many if not most applications it is not capable of modeling important aspects of the fatigue damage process. If the damage caused by an applied cycle depends on the state of the material, there is an inherent sequence effect. The damage increment caused by that cycle is no longer equal to the average of the damage in each cycle that was determined in a constant amplitude test. However, these effects are typically very difficult to determine with enough certainty that improved lifetime calculations can be done by including the more physical effect. The difficulty is compounded by the fact that in a stochastic loading environment, it is not possible to determine the sequence of loading that the structure will encounter. So, in spite of the known shortcomings, the assumption of linear accumulation of damage independent of past loading remains the most common approximation used in fatigue calculations.

The major elements in the calculation of fatigue damage are: (1) the damage model, (2) the short-term load distribution, (3) aggregation into a long-term distribution using the wind speed distribution, and (4) calculation of fatigue life, either deterministically or probabilistically (Veers, 1982). The short-term distribution refers to the response of the turbine to quasi-steady stochastic inputs over durations of about ten minutes. Over these short time periods (typically ten minutes) the process is considered weakly stationary, even though this assumption is often poorly satisfied due to the continuous variation of the driving process of the input wind. The long-term distribution refers to the loads expected over the entire lifetime, aggregated over periods such as a full year. Each of these four
parts of the problem is discussed in turn in the following sections. Some comments on estimating fatigue reliability are included, although the application of reliability methods to fatigue of wind turbines is not yet a routine process for the industry, but is used in efforts to calibrate and fine-tune the safety factors applied to strength and loading estimates for design.

5.2 Damage model

A wind turbine is not a monolithic structure; rather it contains components with a wide range of materials possessing a variety of fatigue properties. The tower is typically welded steel, the hub is a very large steel casting, the drive train contains steel shafts and bearings with specially treated surfaces, and the blades are composites that combine resins with different fiber types (carbon and glass) in different fabric forms (woven, stitched, uniaxial, etc.) (Ronold and Echtermeyer, 1996). Each of these components has different fatigue characteristics. The fundamental nature of the fatigue process, however, is quite similar. The fatigue, or wear, or crack-growth in almost all materials can be described according to phenomenological models that relate the cyclic loading to the rate of damage according to a power law relationship. In simplified form, the damage is a summation of the effect of each fatigue event (typically a stress excursion) according to

\[ \Delta D = C^* S^b, \tag{5.7} \]

where \( S \) is the loading intensity, \( \Delta D \) is the increment in damage and \( C^* \) and \( b \) are material properties. Almost all material damage models are of this essential form, although specific models have much more complicated descriptions of the load amplitude (e.g. crack growth models use the stress intensity factor that combines the stress state with the crack length and shape). More sophisticated damage models have a physical interpretation for the damage, such as crack length or material strength degradation (Nijssen, 2006; Tsai, 2008).

Miner’s Rule (Miner, 1945; Lundberg and Palmgren, 1952) is a simplification of the process that assigns a damage increment to each stress cycle and assumes that the material will fail when the sum of all the damage increments equals one. The increment is derived from constant amplitude coupon testing where the observed number of cycles to failure at stress level \( S \) is \( N_F(S) \). Miner defines the damage from each cycle at that amplitude to be equal for each applied cycle, thus assuming damage accumulates linearly.

\[ \Delta D(S) = \left( \frac{1}{N_F(S)} \right), \tag{5.8} \]

which implies that

\[ N_F(S) = CS^{-b}, \tag{5.9} \]
where $C$ is related to the coefficient from equation [5.7] by $C = 1/C^*$. The form fits test results fairly well in most applications, as shown in the example of Fig. 5.2. It is notable that the curve tends to change slope and flatten as lifetime increases and loads decrease. This is also commonly observed in a variety of materials (in steel it is referred to as the endurance limit), but is often associated with an artifact of constant amplitude testing. Fatigue damage progression is caused by a multitude of material mechanisms some of which can limit plastic deformation and damage until a sufficiently large load breaks the damage restriction. Afterward, damage can progress under lower level loads. A good example is in carbon steel where the carbon atoms in the crystal lattice lock the crystal dislocations that are responsible for consequent plastic deformation and damage. Below a certain load level, the mechanism for damage (dislocation motion) can not overcome the blockage of the carbon atoms. Once that load is exceeded, the dislocations move away from the locking atoms and are free to move and produce damage under much reduced loading (Cotrell, 1969; Brown, 1981; Mitchell, 1979). A similar example is when, in a composite material, fibers are broken or a delamination is initiated by a high load, after which the damage can progress under lower loads (Nijssen, 2006). The result is that under irregular loadings, the benefits of the flattened S-N curve found in constant amplitude test results are reduced and the dashed line extension shown in Fig. 5.2 is often used for design. Therefore, damage models such as
equation [5.9] that do not allow for changes in slope of the S-N curve are often much more applicable in a realistic, variable-amplitude loading environment than they might appear from the constant amplitude data alone.

Damage calculated from Miner’s rule sums the increments in damage from each fatigue cycle applied to the material. The damage from each individual stress cycle, $S_i$, is added up so that the total damage done by any aggregation of $N$ stress cycles is given by

$$D_N = \sum_{i=1}^{N} C^i S_i^k$$  [5.10]

As noted before, the assumption is that failure occurs when the damage exceeds unity.

The applied stress is defined by both a mean, $S_m$, and amplitude, $S_a$, as shown in Fig. 5.3. In an irregular loading history, it may not be obvious where one cycle stops and another starts. The traditional approach is to use rainflow counting, which identifies cycles that would result in closed hysteresis loops in a plastically deforming material subjected to the stress history (Dowling and Socie, 1982). As shown in Fig. 5.4, each closed loop in stress–strain space is counted as a single cycle in the time series with its own mean and amplitude. This short example shows completed cycles defined by the peak–valley pairs of 1–2, 4–5 and 7–8. Although the 3–6 cycle has not yet closed, additional loading would most likely cause it to complete its loop so it is also counted as a cycle.

The mean stress effect can be approximated by a Goodman correction that relates an effective stress amplitude at zero mean to one at a non-zero mean by the ratio of the mean stress to the ultimate tensile strength of the material, $S_{uts}$.

$$S_{ef} = \frac{S_a}{\left[1 - \left(\frac{S_m}{S_{uts}}\right)\right]}$$  [5.11]

5.3 The damaging potential of an applied stress cycle depends on both the mean and amplitude of the cycle [Sutherland, 1999].
The parameter $\epsilon$ is a material constant that allows for curvature in the constant-life lines, but it is often set to unity.

A Goodman diagram is illustrated in Fig. 5.5 where lines of constant fatigue life are drawn on a plot with axes of mean and amplitude connecting the zero-mean vertical axis to the zero-amplitude horizontal axis. The material strength defines the zero amplitude fatigue strength. The radial lines emanating from the origin of the plot represent loci of constant $R$ ratio, which is the ratio of the maximum stress to the minimum stress in a cycle.

$$R = \frac{S_{\text{min}}}{S_{\text{max}}}$$

A fully reversed cycle with zero mean stress therefore has an $R$ ratio of negative one – the vertical axis is therefore the locus of $S_{\text{eff}}$. Any reversal of tension and compression in the cycle results in a negative $R$, while both all-tensile and all-compressive loading have positive $R$.

Although the Goodman model of equation [5.11] predicts straight (or smoothly curving) constant-life lines as shown in Fig. 5.5(a), more often material tests are conducted at a great variety of mean and amplitude combinations and the constant-life lines are drawn to best fit the empirical test data as shown in Fig. 5.5(b). The empirical Goodman diagram rarely has continuously straight constant-life lines. In materials with different compressive and tensile ultimate strengths (such as
most composites) the left and right sides will not be symmetric, and different composite materials will display different asymmetries.

After rainflow counting, the cycles can be aggregated into a histogram of frequency of occurrence within bins of combinations of mean and amplitude. The damage from all the cycles at each combination of mean and amplitude is simply the number of counts in that bin times the damage of a single cycle. The damage

5.5 The Goodman diagram maps lines of constant fatigue lifetime over combinations of stress amplitude and mean stress [Sutherland, 1999]. (a) Goodman diagram concept; (b) empirical Goodman diagram based on material tests at multiple combinations of mean and amplitude.
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from the entire loading history is then the damage summed over all combinations of mean and amplitude.

Miner’s Rule does not model many of the physical properties of the fatigue process for some materials. Since fatigue is a process of continual degradation in strength, often measured by growth of cracks, fiber breakage, or surface wear, Miner’s Rule remains a useful approximation for the average rate at which damage is accumulating. Also, the sequence of loading is not typically known and it would be therefore difficult or impossible to assess the actual accumulation of damage in a model that uses load sequence. Better physical models are likely to be used only when physical measures of damage, such as crack length, can be monitored with inspection methods and a damage tolerance approach to maintenance can be instituted. Damage tolerance is not yet used extensively in wind turbine design applications. Widespread adoption of these methods has been limited due to the expense of inspection and the tight constraints on wind plant operating cost. Also, in wind turbine applications, the uncertainties in the loading and material properties can be so large that the uncertainties produced by using a simple Miner’s Rule damage summation in lieu of a more sophisticated approach can be overshadowed by other effects.

5.3 Short-term load distribution

A short-term load description will indicate the distribution of all stress cycles expected to be encountered by the machine under a particular set of inflow conditions (Thomsen, 1998). Many features of the atmospheric inflow will affect the magnitude of the structural response and consequent loading intensity on wind turbine components (Nelson et al., 2003). There are many more potential variables than can be realistically dealt with in a comprehensive design evaluation. Fatigue analyses are therefore routinely done using only the average wind speed as a descriptor of the inflow condition. Over time at a given wind speed, the turbine will experience a wide variety of wind shears, turbulence intensities, coherence levels and other factors that influence the nature of the inflow. Some of these effects will average out over time so that using the average value of the parameter will produce a loading that is quite close to the long-term average, but this may not always be the case. Design load distributions can either account for each of the variable inflow features explicitly, or can be averaged over most of the inflow parameters and characterize the wind turbine response as a function of wind speed alone. For example, the IEC design standard (IEC-1, 2005) normal turbulence model specifies an elevated intensity of turbulence as a characteristic value with the intent of producing a slightly conservative loading estimate. Further evaluation over a variety of turbulence levels is not required. Fatigue loading is tracked in this standard by defining the loading response as a function of mean wind speed alone while the other parameters of the inflow are defined according to the standard specification. Characteristic turbine response calculations are done by applying the normal turbulence model to aeroelastic simulations over a short time period such as ten minutes.
The stress cycle means and amplitudes are gathered in a histogram of frequency of occurrence at each critical location on a wind turbine structure to describe the damaging nature of the loading under a particular set of inflow conditions. Response histograms at different locations tend to have distinctive shapes as shown in the examples of a blade edge response (in the plane of the rotor) shown in Fig. 5.6(a) and flap response (perpendicular to the plane of the rotor) show in Fig. 5.6(b).

The edge response is unusual because it contains a deterministic sinusoidal gravity component that dominates the load and is independent of other wind-
related input conditions. Load distributions on components throughout most of the structure look more similar to the blade flap response.

Since the mean stress appears only as a ratio with the ultimate stress in the damage model (see equation 5.11), it can be well approximated by a single value for all stress amplitudes where the range of mean values is small compared to the ultimate stress. The oscillatory component can then be described by a one-dimensional plot of the magnitude of the stress or load amplitudes as shown in Fig. 5.7(a) and 5.7(b).

The limited amount of data that can be obtained from either field testing or aeroelastic simulation provides a good estimate of the expected counts in frequently occurring bins. However, rarely occurring high-amplitude stress cycles may not be observed in a limited data sample. The maximum observed cycle amplitude depends primarily on the length of the observations and should not be confused with the maximum expected cycle amplitude in actual operation over a typical 20-year lifetime. It is therefore necessary to extrapolate the observations from the limited

5.7 One-dimensional plot of the fatigue loading distribution for a typical blade out-of-plane (flapwise) component. These plots are for cycle counts per a selected time period, which results in less than one cycle in certain bins [Sutherland, 1999]. (a) Edge loading; (b) flap loading.
observation time to the turbine design lifetime (Sutherland, 1999). Figure 5.8 shows continually increasing observation times and illustrates how the maximum amplitudes continue to increase, usually along a smooth exponentially decreasing line.

Standard probability functions can be used to extrapolate from observations to 20-year distributions of stress amplitudes (Sutherland and Veers, 1995). Once an analytical distribution has been fitted to the existing data, the analytical distribution can be used to predict how many of the very large but not yet observed cycles are expected over the entire lifetime.

Rainflow counting produces a large number of low amplitude cycles that do not typically fit to any standard analytical distribution when combined with the largest cycles (Manuel et al., 2001). The number of counts in the lowest amplitude bin in Fig. 5.8(b) is about a thousand while no other bin has more than a hundred. The smallest amplitude cycles do not produce any appreciable damage and could be just as well ignored. Fitting a standard distribution to the data requires that the effect of the large number of smaller cycles does not destroy the quality of the fit.
to the larger and more important cycles. The extrapolation therefore needs to focus on the larger cycles that clearly represent a single population and which can be well approximated with a standard distribution type. A significant amount of work has been devoted to the issue of fitting distributions to fatigue data (Veers and Winterstein, 1998; Thomsen, 1998; Manuel et al., 2001; Fitzwater, 2002; Moriarty, et al., 2002). Figure 5.9 illustrates how the fit can be applied to the important cycles and used to extrapolate to less frequent, larger cycles while ignoring the low amplitude noise in the data.

5.9 Smooth fitting to the high amplitude portion of the stress cycle distribution is used to extrapolate to higher amplitude cycles that are observed in the limited data. The relatively modest variation in mean stress is also approximated using a single value for mean stress [Sutherland, 1999]. (a) Edge loading; (b) flap loading.
The fatigue loading data is also better understood when probability distributions are used to represent the distribution of cycle amplitudes (Manuel et al., 2001). The histogram of the cycle counts in each range of amplitudes, when normalized by dividing by the total number of cycles, is itself an empirical probability distribution function of the cycle amplitudes. Thus, a normalized histogram of the short-term cycle counts can be used to describe the long-term expectation of cycle amplitudes. It is an unbiased estimate of the long-term distribution. The cdf is the integral of this pdf. The histogram provides a segmented distribution because the data has been stored in bins. A smoother distribution is generated if all the stress amplitudes are sorted from least to greatest, and the probability level assigned to each cycle is associated with the ranking in the list from 1 to \(N\). The cdf or \(P(S)\) is the probability that a given stress amplitude is less than \(S\).

\[
P(S) = \frac{r_i}{1+N} \quad S_{i-1} \leq S \leq S_i, \quad i = 1, \ldots, N
\]

\(r_i\) is the rank of the \(S_i\) stress amplitude in the sample. Although this distribution still has step changes at each \(S_i\), \(N\) is now much larger than the number of bins and the distribution is usually quite smooth.

It is often also useful to plot the distribution in terms of the inverse of the cdf \((1-P(S))\) because it better highlights the distribution of largest cycles. This is often called the exceedence diagram and is used for both fatigue and extremes. Figure 5.10 shows exceedence plots of the same data as shown in the histograms of Fig. 5.8. In this view it is much clearer how the amplitudes behave at the highest end and how an extrapolation might continue to higher levels at lower probabilities. The logarithmic scale is also well suited to distributions that are approaching zero probability as the loads increase.

Empirical distributions have two major shortcomings: they are relatively inefficient since they require actual values of probability at many load levels to describe the full distribution, and there is no information on how the distribution might extend to higher amplitudes in the long term. Load extrapolation is a necessary part of the estimation of fatigue cycles since aeroelastic simulation results can rarely be generated for durations equal to a turbine lifetime. It is often useful, therefore, to fit a standard analytical distribution (such as a version of Weibull or Gumbel) to the empirical data before using it for long-term fatigue calculations. Analytical distributions define the loads over the entire range by just a few parameters. They are therefore useful for load extrapolation since they assign probabilities to loads at higher levels as the probability of occurrence goes to zero.

The fitted distributions need to be truncated at the low end and shifted to fit to the data that has the greatest percentage of the fatigue damage. Figure 5.11 shows examples of fits to shifted distributions after the lowest amplitude cycles have been eliminated. Over 80% of the cycles were eliminated from each of the flap
and edge loadings in this example. Yet the damaging potential of the loading was nearly unaffected. Figure 5.12 shows that the amount of damage lost in the low-end truncation depends on the exponent $b$ used in calculating damage. Only the lowest exponent, $b = 3$, which is typical of welded steel, shows any measurable loss of damage. Even then, the loss in damage due to eliminating 80% of the smallest cycles is almost always less than 10%. For materials such as aluminium which typically has $b$ of around 6 and fibreglass composites which has $b$ of 9 or higher, the omitted damage is negligible and even more filtering could be applied without degrading the quality of the loading estimate.

If empirical distributions are used, it saves the effort of fitting distributions to the short-term data and at least theoretically, avoids the potential error of inappropriate distribution fits. However, the down side is that the empirical distribution is composed of only tables of numbers that define the distribution at each probability level and are not readily amenable to comparative analysis. By

5.10 Exceedence plots are one minus the cdf of the distribution. These empirical distributions are taken from the same data as the histograms in Fig. 5.8. (a) Edge loading; (b) flap loading.
taking the effort to fit analytical distributions, the behaviour of the turbine can be described parametrically as a function of average wind speed. The analysis is also readily extended to other inflow parameters, such as turbulence intensity and wind shear – if those properties are to be modeled explicitly in additional simulation studies.

5.11 Examples of fatigue loads truncated at the low end to consider only those cycles that are significantly damaging, and fitted to quadratic Weibull distributions to represent the measured data and extrapolate to larger, less-frequent, load amplitudes [Manuel et al., 2001]. (a) Edge loading; (b) flap loading.
5.12 The amount of damage lost by ignoring the smallest amplitude cycles (using the shifts shown in Fig. 5.11) is negligible for high fatigue exponents (b) and still small even for the lowest fatigue exponents [Manuel et al., 2001]. (a) Edge loading; (b) flap loading.

The next step in fatigue analysis is to aggregate all the loads over all operating conditions into a long-term loading distribution. The short-term distribution of fatigue loads should be viewed as a turbine-specific characteristic. The turbine can then be evaluated for its acceptability in various environments by summing these characteristic loads under specified inflow conditions that might be driven
5.4 Long-term load distribution

The long-term distribution of stress amplitudes starts with the estimate of turbine response due to specified short-term conditions and then adds up all the distributions of the cycle counts from all possibilities of occurrence of those specified conditions. The language and tools of probability are used to accomplish the feat, as described in the introduction to this chapter. If one has the probability of occurrence of a stress cycle under a specified set of inflow conditions, and one also has the probability of occurrence of those inflow conditions, it is a simple matter to apply the total probability theory to the situation. The short-term distribution of stress cycles, $S$, conditional on wind speed $V$ is written as $p_{ST}(S|V)$. The long-term distribution of all stress cycles over all wind speed conditions, $p_{LT}(S)$, is obtained by multiplying by the wind speed distribution, $p(V)$, and integrating over all potential wind speeds.

$$p_{LT}(S) = \int p_{ST}(S|V)p(V)dV$$  \[5.14\]

For design purposes, a standard distribution is typically used, such as the Weibull, or the Rayleigh, which is a special case of the Weibull with a shape parameter of 2.0.

$$p_{Rayleigh}(V) = \frac{V}{\sigma^2} \exp \left[ -\frac{1}{2} \left( \frac{V}{\sigma} \right)^2 \right]$$  \[5.15\]

The only parameter of the Rayleigh is then related to the annual average wind speed, $\bar{V}$.

$$\sigma = \sqrt{\frac{2}{\pi}} \bar{V}$$  \[5.16\]

The wind speed distribution will depend on the site where terrain or turbine placement may produce differences in inflow for each machine in the wind plant. The expected wind speed distribution is usually measured at the site and described empirically. For design purposes, standard wind speed distributions are defined so that a class of turbine can be evaluated with respect to a single objective set of design criteria. Before any turbine can be installed at a particular site, the estimated loading produced by the actual site conditions must be evaluated with respect to the assumptions of the design. For site evaluation, standard wind speed distributions may not fit well enough to be used since as small distortion of the likelihood of high winds could make a substantial difference in fatigue damage estimates. Each site is evaluated in terms of whether it is expected to produce a long-term loading distribution that is more or less severe than the design loading distribution. This is one reason that the long-term fatigue load distribution function
is so important. The long-term design load distribution defines a load envelope within which all applications need to fall. If not, a design modification or retrofit will be required before the turbine can be certified as adequate for the application.

For simplicity, most design calculations use a single characteristic level of turbulence intensity selected to produce a reasonably conservative estimate of the fatigue load spectrum (or design envelope). However, it is also possible to evaluate the short-term distribution of loads as a function of both mean wind speed and turbulence intensity, and integrate over both variables to create the long-term fatigue load distribution.

\[ p_{LT}(S) = \iint p_{ST}(S|V, I) p(V, I) dV dl = \iint p_{ST}(S|V, I) p(V) p(I|V) dV dl \]  \[5.17\]

The joint distribution of wind speed and turbulence intensity, \( p(I, V) \), is given by the product of the wind speed distribution and the turbulence intensity distribution conditional on the mean wind speed, \( p(I|V) \).

Load extrapolation is a necessary part of the estimation of fatigue loads since aeroelastic simulation results can rarely be generated for durations equal to a turbine lifetime, even if limited to only those wind conditions severe enough to contribute to significant fatigue. The extrapolation is best done by fitting analytic distribution functions to the short-term loading distributions.

The empirical distributions can also be aggregated into an empirical long-term distribution before fitting and extrapolation. The advantage is that only one fit is required rather than one at each wind speed. The disadvantage is that the short-term distributions need to be aggregated with the appropriate relative proportion of time (and consequent number of data samples) in each wind speed bin. Otherwise the high amplitude end of the distribution will be distorted by the lack of cycle counts contributed by the upper tails of distributions from lower wind speeds. The computational effort in generating the appropriate number of simulations in moderate winds in order to have the correct ratio for even a few simulations at the highest wind speed is most often too great to make this approach practical.

The integration over wind speed runs from cut-in wind speed to cut-out wind speed, usually with the assumption that the turbine always operates in winds between these limits and never operates in winds outside the bounds. Only the high-wind cut-out boundary matters since relatively little damage occurs around cut-in. In reality, the high wind cut-out boundary is always greatly smeared due to the need for the turbine to shut down and stay off for some period when the winds get high. It would be far too damaging to allow the turbine to turn on and off repeatedly every time the instantaneous wind speed passed through the boundary. Since the turbine is likely to be off in winds below cut-out far more often than it is on in winds above, this approximation is considered conservative and is widely used.

Damage is also accumulated as the turbine transitions from one state to another. Damage can also occur during special events such as controls system failures, power outages, grid transients, icing, emergency stops and potentially many others, depending on site and turbine design. These events must also be accounted
for by estimating both the frequency of occurrence of the event and the loading distribution produced by the event. These are added to the long-term load distribution before a fatigue life calculation is conducted.

\[ p_{LT}(S) = \left[ N_T \int \int p_{ST}(S | V, I) p(V, I) dV dI + \sum_i N_i p_i(S) F_i(E_i) \right] \frac{1}{N_{eff}} \]  

[5.18]

\( E_i \) is the event with a fatigue damaging potential, the \( p_i(S) \) is the distribution of stress cycles caused by the event, \( N_i \) is the number of cycles caused by the event, and \( F_i \) is the frequency of occurrence of the event in time \( T \). The total number of cycles during operation in time period \( T \) is \( N_T \). An effective number of cycles in the time period must be chosen to aggregate the transients, but when operation cycles dominate, one could use \( N_T \) for the effective number of cycles.

The long-term load distribution is a mapping of a turbine with particular response to wind inflow conditions (defined by the suite of short-term load distributions at each set of inflow conditions) into a particular site by integrating over the probability of all conditions encountered at a site. A turbine designed for a particular standard class (IEC-1, 2005) has its characteristic short-term response mapped into a standard set of conditions to produce the design load envelope. When this turbine is evaluated for suitability at a particular site, the short-term loads are mapped into the site conditions to produce the site-specific load envelope. Fatigue life estimates are produced from both load envelopes, as described in the next section. With a complete set of short-term load distributions, conditional on inflow – preferably defined in terms of best-fit analytical distributions – this comparison can be done without the additional computational burden of aeroelastic simulations beyond what was needed in the design calculations.

### 5.5 Fatigue life evaluation

Lifetime can be estimated for design purposes only after appropriate safety factors have been applied to both the loadings and the fatigue properties of the materials. The prime motivation is to produce a design procedure that deals with the variability in both loads and resistance in such a way that the possibility of the coincidence of a very low strength with a very high load has a sufficiently small probability. For life-critical applications this probability must be very small, but for economic considerations alone, it might be tolerated at a somewhat higher level (Veers, 1996; Veldkamp, 2006). This is shown schematically in Fig. 5.13 (Manuel and Veers, 2008). The design condition is easier to visualize when extreme loads are being compared with ultimate strength, but it works for fatigue in very much the same way.

The governing equation of load and resistance factor design says that the characteristic resistance, \( R \), divided by a safety factor greater than one, \( \gamma_m > 1 \), must be greater than the characteristic load, \( L \) multiplied by a safety factor, \( \gamma_f \), also greater than one.
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There is one important difference in the application of safety factors to fatigue life versus ultimate loading where the loads and resistance have the same units and are compared directly. In fatigue, the loads are applied to a damage model and used to generate an estimated lifetime, which is then compared with the design life. A safety factor applied to loads has a dramatic effect on lifetime, while safety factors on lifetime have a relatively lower effect on safety. The formulation of a safety factor system for fatigue needs to consider this nonlinearity and apply factors appropriately. For example, the IEC Design Standard (IEC, 1998) moves all safety factors to the load side as amplifiers on the stresses and does not apply any factor to the damage, or lifetime, side.

\[ \frac{1}{\gamma_m} R > \gamma_f L \]  \[5.19\]

Characteristic loadings and resistances are not chosen to be at the median, but are selected to already hedge towards the more conservative end of the distribution of possible values. Usually, the characteristic values are intended to account for the known and measurable variability, such as the randomness in fatigue strength for a given material. The partial factors generally cover unfavorable deviations of action and material properties and model uncertainties – according to ISO 2394 – which also form the reliability basis for the IEC standards. Therefore the partial safety factors are supplying additional margin for effects for which it can be difficult or even impossible to explicitly account. Both characteristic loads and safety factors are important and both must be applied to assure adequate margins for a durable design (Ronold et al., 1996; Tarp-Johansen et al., 2003).
There can be a trade-off between characteristic load and safety factor when comparing different standards. One system may require a very high percentile on the characteristic resistance, such as a 99% survival rate at a high confidence factor and then apply only a minimal safety factor. Another might pick a more modest level for the characteristic value and then specify a larger safety factor. In the end, adequate resistance depends only on the characteristic loading, and the ratio of the safety factors. Each certification standard will prescribe potentially different factors from others. It is not safe to pick and choose individual factors from different standards since each is designed to systematically cover all the uncertainties and might trade off strength and load factors differently. Great care must therefore be taken if you are taking design values (safety factors/partial factors) for loads from one standard and design values (safety factors/partial factors) for resistances from another standard.

The actual calculation of fatigue life is a matter of integrating over the pdf of the long-term stress cycle distribution and assigning the damage to each amplitude, $A_i$, and mean, $M_i$, that is defined in the Goodman diagram. If working with the empirical histograms of cycle counts as shown in Fig. 5.6 the calculation can be written as follows:

$$D = N_T \sum_{i=1}^{N_c} p_{Li} (M_i, A_i) D(M_i, A_i)$$  \[5.21\]

Or, one can convert the stress cycle of a given mean and amplitude into an equivalent stress amplitude at zero mean, $S_{eq}$, and use the fitted distributions of short-term loads to estimate a smooth long-term distribution of effective stress amplitudes and apply this to the fatigue curve that applies to the zero mean condition. The damage estimate is then written as

$$D = N_T \int p_{LT} (S_{eq}) C^* S_{eq}^b dS_{eq}$$  \[5.22\]

Following the IEC convention [see equation 5.20], stress amplitudes are multiplied by both the load and the resistance safety factors.

$$D = N_T \int p_{LT} (S_{eq}) \left( \gamma / \gamma_m S_{eq} \right)^b dS_{eq}$$  \[5.23\]

The calculated lifetime, $T_{calc}$, is estimated by the Miner’s Rule assumption that failure occurs when $D = 1$. The total number of cycles at that time relates to lifetime by an average cycle frequency, $f_{avg}$:

$$T_{calc} = \frac{C}{f_{avg}} \left( \int p_{LT} (S_{eq}) (\gamma / \gamma_m S_{eq})^b dS_{eq} \right)^{-1}$$  \[5.24\]

The design checking equation requires that the calculated lifetime must be greater than the specified characteristic life $T_{calc}$. The characteristic lifetime may itself be an inflated value to provide additional conservatism:

$$T_{calc} \geq T_{char}$$  \[5.25\]
It is often useful to apply the damage model to the short-term distributions to examine which wind speeds are responsible for the most damage. Damage is written as a function of wind speed by integrating over stresses conditional on each wind speed.

\[ D(V) = \int_{S_{eff}}^{P_{ST}} C^{-b} \sigma_{eff}^{b} d\sigma_{eff} \]  \hfill [5.26]

When this damage is normalized to unit area over all wind speeds, it represents a damage density function that clearly shows where the damage in coming from in the operating envelope. Figure 5.14 shows how the exponent in the fatigue properties of the material has a major influence on the wind speeds in which most damage is accumulated. This example assumed a linear increase in the mean value of Weibull distributed stress amplitudes as wind speed increased. Some wind turbine components behave approximately in that manner, but some – notably flap loads and other loads related to the thrust on the turbine – can begin to decrease with wind speed when the controller feathers the blades in winds above the rated (Moriarty, 2008). Figure 5.15 shows the maximum, minimum and mean values of simulations over a wide range of wind speeds for drive train torque, tower base bending and blade flap bending, illustrating how different loads respond differently to wind speed.

Deterministic design criteria that allow the designer to evaluate whether the structure is on the safe or unsafe side of an objective checking equation (such as equations [5.19] and [5.20]) are very useful in the design and optimization process.

5.14 Damage density functions for Weibull distributed stress amplitudes, with the mean value of the Weibull distribution increasing linearly with wind speed. The wind speed distribution is Rayleigh with a mean value of 8 m/s. The plots are for different material fatigue exponents, $b$. 
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5.15 Examples of different load components showing the 10-minute maximum, minimum, and average from 200 simulations at each m/s wind speed bin [Courtesy Pat Moriarty, NREL]. (a) Generator torque (kNm) vs. mean wind speed (m/s); (b) tower base bending moment (kNm) vs. mean wind speed (m/s); (c) blade root shear force (kN) parallel to the mean wind direction vs. mean wind speed (m/s).
The design criteria are based on some expectation for how low the probability of failure needs to be. The safety factors and characteristic values can be tuned to produce the desired probability of non-failure (Ronold and Larsen, 2000; Ronold and Christiansen, 2001; Sørensen and Tarp-Johansen, 2004; Sørensen and Tarp-Johansen, 2005; Veldkamp, 2008). This allows the designer to achieve a desired probabilistic outcome without going through all the difficulty of a probabilistic analysis. However, it is also useful to know what kind of margin really exists between the actual design evaluation and the specified design criteria. A large calculated lifetime is not necessarily a good measure of safety since with large fatigue exponents, a small change in stress level can produce orders of magnitude differences in lifetime (Sutherland, et al., 1994). Therefore, it is useful to estimate probability of failure by assessing the uncertainty in each of the controlling parameters and propagating that through into an estimate of the probability of failing to exceed the characteristic or required lifetime (Veers, et al., 1994; Veers and Winterstein, 2000; Veldkamp, 2006). It is very useful for these purposes to have developed a fully parametric model of the fatigue loading so that each parameter can be varied consistent with its inherent randomness and uncertainty to produce a suite of possible outcomes. Monte Carlo methods are reasonable approaches given the relative ease of repeated calculations (Rubinstein, 1981). It is also possible to estimate which parameters are most responsible for the probability of failure. Structural reliability methods are particularly good at not
only determining the probability of premature failure from a large number of uncertain parameters, but can also be used to assess which parameters are most important, as well as the sensitivity of the result to parametric variation (Madsen, et al., 1986; Lange, 1996; Braam, et al., 1999). Action on design adjustments for sites which exceed the allowable damage at the characteristic life can be made based on these sensitivity estimates.

5.6 Conclusion

Fatigue life estimates for wind turbines depend on accurate assessments of both the loading and the material fatigue durability. Loadings are estimated by defining the short-term distribution of stress cycles due to specified inflow conditions. Long-term distributions are determined by integrating the short-term distributions over all inflow conditions in the design criteria and then adding in transient and other special events. The lifetime is estimated by applying the damage rule to the long-term cycle distribution. Safety factors must be applied to all characteristic values for both the applied loads and the material properties. It would add greatly to the understanding of the drivers of the fatigue design to assess the probability that the calculated lifetime is less than the characteristic, or desired, lifetime. This process must be repeated for each turbine component that is susceptible to fatigue. The analysis of different components is greatly complicated by the fact that individual components are made of materials with widely different fatigue characteristics (e.g. welded steel versus fibreglass) and that they do not all share similar relationships between inflow conditions (wind speed) and stress response. The deterministic design checking equation in the load and resistance factor design approach allows designers to produce structures with acceptably low probability of failure by using the safety factors that have been tuned to achieve that end. Research on tuning those factors is an ongoing topic and critical to the ability to optimize design cost and durability.
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Abstract: This chapter describes the process of aerodynamic rotor design for horizontal axis wind turbines. Apart from describing the state of the art, it describes the mathematical models, airfoil choice and rotor control required for the design, including common constraints. An example of a rotor design process is sketched from choice of rotor size, airfoil types and number of blades to the exact aerodynamic shape of the blades. At the end of the chapter, future trends are sketched, together with sources of further information.
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6.1 Introduction

The wind turbine rotor with its blades is the part of the wind turbine that extracts the kinetic energy from the wind and converts it into mechanical power and further into electricity, water heating and pumping. A result of extracting energy is that the flow speed of the air passing through the area through which the rotor sweeps is reduced in the rotor plane and behind the rotor. There are many different ways to extract energy from the wind. Wind turbine rotors can be divided into those which are driven by the lift on the airfoils and those which are driven by the drag on the blades. Also, rotors can be divided into those with low rotational speed, causing a high torque, and those with high rotational speed, which are common in electricity production. Further to this, wind turbines can be divided into horizontal axis wind turbines (HAWTs) and vertical axis wind turbines (VAWTs). The most common concept today is the HAWT (Fig. 6.1 left), with a different number of blades, driven by the lift on the airfoils and with high rotational speed. Also a VAWT is shown (Fig. 6.1 right), driven by the lift on the airfoils and with high rotational speed. The three-bladed HAWT with the rotor upstream of the tower is the absolute dominating concept today and the ten biggest suppliers of wind energy installing around 94% of the capacity in 20081 all use this concept. Because of the significant domination of the HAWT concept, this chapter will limit the description of aerodynamic design to HAWT rotors driven by the lift on the airfoils and with high rotational speed.

This chapter describes briefly the state of the art within the aerodynamic design of rotors and gives the basis for aerodynamic design of a rotor using simple but common methods. The introduction to rotor design is based on the blade element momentum (BEM) method followed by descriptions of the performance of the
6.2 State of the art

Many simulation tools have been developed for prediction of wind turbine rotor flow. They cover the range from the very simple models, such as the BEM method, requiring low computational means, to the very advanced models, such as three-dimensional computational fluid dynamics (CFD), resolving the boundary layers along the blade, decision of rotational speed, determination of the rotor size, rotor control, design constraints, determination of the number of blades, and how to evaluate the rotor design. Based on this introduction, an example of a rotor design process is described, where a first draft of a rotor for a 1 MW wind turbine is designed. At the end of the chapter, future trends and sources of further information are described.

Even though the scope of this chapter is about aerodynamic rotor design, it should be emphasized that the rotor design process should be considered as a part of the wind turbine design process, including the aeroelastic response of the entire wind turbine and the structural design of the blades. Therefore, along with the description of the aerodynamic rotor design in this chapter the reader will sometimes be reminded about the strong connection to the rest of the wind turbine to emphasize this issue.

6.1 Left, horizontal axis wind turbine (HAWT): Siemens 2.3 MW wind turbine, 69 m hub height, situated at Rødsand, Denmark (Photo by Christian Bak, Risø DTU). Right, vertical axis wind turbine (VAWT): Éole 4 MW wind turbine, height of 110 m, situated at Cap Chat, Quebec, Canada (Photo by Paul Gipe).
on the rotor and the domain several rotor diameters upstream and downstream of
the rotor plane, thus requiring high computational means. However, predictions
with the very advanced methods are, despite the fast development of computer
power, still in 2010, too time consuming and should be considered as tools for
evaluating the rotor design, rather than a part of the inherently iterative rotor
design process.

That is the reason for the extensive use of the BEM method implemented in
tools for prediction of the rotor aerodynamics, but also implemented in tools for
prediction of the aeroelastic response of the entire wind turbine. A common way
of designing rotors in 2010 is to carry out a draft rotor design using a simple
method such as the BEM method, and evaluate it using a so-called aeroelastic
code. If the rotor design turns out to be efficient, it can be evaluated using advanced
tools, such as CFD, if they are available.

The rotor design approach described above is a manual process based on trial-
and-error and works with great success if the designer is experienced. However,
the design can also be carried out using numerical optimization, where an object
function is minimized or maximized. The object function could be the power
coefficient or the annual energy production (AEP) subject to constraints, such as
maximum loads below a certain level, and absolute thickness distribution of the
blades above a certain level to ensure a certain minimum stiffness. In such a tool,
coupling to an aeroelastic code is possible, which to some degree can automate
the rotor and wind turbine design. However, the output of such a design study is
dependent on the object function and the constraints, so carrying out such a design
process requires an experienced user. Furthermore, such a design method is time
consuming, especially if the design is based on aeroelastic calculations, and
therefore certain simplifications are often needed to reduce the computational
time. Despite the time consumption on using such a tool it can be profitable,
because trends in the rotor design, which is not part of the experience, can be
revealed. At least one tool can carry out designs based on both aerodynamic and
aeroelastic calculations using numerical optimization. If aerodynamic
optimizations are sufficient, a few other tools exist.

Because the simple BEM method is often used in the rotor design process, the
design could, with great advantage, be evaluated using more advanced methods.
The most time-consuming simulation method is based on an exact modeling of
the surface geometry of the blade and rotor, where the boundary layer of the flow
over the surface is resolved. Here, a significant part of the operator time is spent
on generating a computational mesh that satisfies the conditions necessary for
creating good solutions. Apart from commercially available CFD codes, significant work has also been carried out to develop this technique dedicated for
wind turbines since the start of the 1990s. Reduced models exist as well, where
the rotor is modeled by introducing volume forces into the flow either by lines
simulating each blade (Actuator Line method) or by a disk simulating the
entire rotor, where the blade forces are smeared out on the entire rotor plane.
The results from these methods compare quite well with the full model, as described above, where, for example, power curves and force distributions along the blades are very similar. However, details such as airfoil characteristics and tip flow cannot be extracted. Finally, techniques using discrete vortices have been developed and are fairly fast as well, but depending on whether the wake behind the turbine is free to move or frozen.

6.3 Models and elements used in the rotor design process

In the previous section, it appeared that the most common method for prediction of rotor performance and aerodynamic design of rotors was the BEM method and that it required low computational means. In this section, elements needed for aerodynamic design of rotors using BEM are described. Because the aerodynamic rotor design should be considered as integrated in the design of the entire wind turbine, aspects such as constraints relating to the aerodynamic rotor design process are also described. Furthermore, to make the rotor design process operational, a few rules of thumb are described, but these rules are based on the experience of existing rotor designs and may not work for all designs.

6.3.1 Rotor aerodynamics

The BEM method was developed in the 1930s, and later other, but not very different, formulations have been developed. In the following, this method will be described starting with a simplified model assuming that the flow through the whole rotor behaves the same way at all points, making the problem one-dimensional. Furthermore, the rotor has no losses such as friction caused by the air viscosity and losses caused by the flow at the tips. The description of the simplified one-dimensional model is followed by a description of the more advanced BEM model. This model is based on using the one-dimensional model in each annular element and also considering losses in terms of friction caused by air viscosity and by the flow at the tips.

One-dimensional momentum theory

In this first analysis of the rotor flow, it is assumed that the rotor is a disc and that it is ideal, i.e. the flow is inviscid (no air viscosity) and there are no losses at the tips. The disc has the characteristic that it reduces the flow speed and extracts all the energy resulting from the reduction of the flow speed. In Fig. 6.2, a sketch of the flow around an ideal wind turbine rotor is shown, where the development of the velocity and pressure from far upstream of the rotor to far downstream of the rotor is shown. From Bernoulli’s equation, it is possible to make a connection between pressure and velocity both upstream and downstream of the rotor. Bernoulli’s equation
states that along a stream line the dynamic pressure, determined by the flow speed, added to the static pressure equals the total pressure, Eq. 6.1:

\[ \frac{1}{2} \rho u^2 + p = H \]  

[6.1]

From the equation, it is seen that when the velocity decreases, the pressure will increase and vice versa. However, this equation is not valid through the rotor plane, but the flow upstream and downstream of the rotor plane can be analyzed. Upstream, the connection is as described as:

\[ p_0 + \frac{1}{2} \rho V_0^2 = p + \frac{1}{2} \rho u^2 \]  

[6.2]

Downstream of the rotor, the connection is as described as:

\[ p_0 + \frac{1}{2} \rho u_1^2 = p - \Delta p + \frac{1}{2} \rho u^2 \]  

[6.3]

By subtracting Eqs 6.2 and 6.3 from each other, an expression of the pressure drop through the rotor plane is obtained:

\[ \Delta p = \frac{1}{2} \rho \left( V_0^2 - u_1^2 \right) \]  

[6.4]
The pressure drop can also be expressed as the change in momentum of the air passing through a unit area of the rotor per second:\textsuperscript{18}

\[ \Delta p = \rho u (V_0 - u_t) \quad [6.5] \]

Coupling Eqs. 6.4 and 6.5 gives:

\[ u = \frac{1}{2} (V_0 + u_t) \quad [6.6] \]

Eq. 6.6 tells us that the air speed in the rotor plane has been decelerated to exactly half of the total velocity deficit that it will experience from far upstream to far downstream in the rotor wake. Thus, the other half of the deceleration of the wind takes place in the wake, downstream of the rotor.

In this context, a convenient entity to be defined is the axial interference factor, \( a \):

\[ u = (1 - a)V_0 \quad [6.7] \]

Therefore, from Eq. 6.6 we get \( u_t = (1 - 2a)V_0 \) and the expression for the extracted power, \( P \), and the corresponding thrust, \( T \), are given by:\textsuperscript{18}

\[ P = \frac{1}{2} \rho u (V_0^2 - u_t^2) A = 2 \rho a (1 - a)^2 V_0^3 A \quad [6.8] \]

\[ T = \Delta p A = 2 \rho a (1 - a)V_0^2 A \quad [6.9] \]

The rate of the kinetic energy through the rotor disc, \( P_{\text{wind}} \), and the stagnation pressure on the rotor disc, \( T_{\text{wind}} \), are defined in as:

\[ P_{\text{wind}} = \frac{1}{2} \rho V_0^3 A \quad [6.10] \]

\[ T_{\text{wind}} = \frac{1}{2} \rho V_0^2 A \quad [6.11] \]

Non-dimensional coefficients for the power and the thrust are convenient to use and can be defined using Eqs. 6.10 and 6.11, as:

\[ C_p = \frac{P}{P_{\text{wind}}} = \frac{P}{\frac{1}{2} \rho V_0^3 A} \quad [6.12] \]

\[ C_T = \frac{T}{T_{\text{wind}}} = \frac{T}{\frac{1}{2} \rho V_0^2 A} \quad [6.13] \]

Using this definition Eqs. 6.8 and 6.9 can be written as:

\[ C_p = 4a (1 - a)^2 \quad [6.14] \]

\[ C_T = 4a (1 - a) \quad [6.15] \]

Eq. 6.14 is very important for understanding wind power extraction, because it tells us that the maximum obtainable power from the wind is \( C_p = 16/27 \).
(approximately 0.593) and that this maximum value is obtained for an axial interference factor of \( a = 1/3 \). This means that not all of the existing wind power can be extracted, but only 59% at its very maximum. This maximum limit is usually called the Betz limit.\(^{19}\) This means that the maximum power is extracted when the wind speed is decreased by 1/3 of the free wind speed in the rotor plane and is 2/3 of the free wind speed in the far wake. An explanation as to why not all power can be extracted is the need to transport the air away from the rotor after the power has been extracted. If the air were completely stopped and all existing power were extracted, the air would have to be accumulated somewhere. Thus, the remaining power in the wind is required to transport the air downstream and away from the power extraction device: the rotor disc. From Eq. 6.15 it is seen that the corresponding thrust coefficient, \( C_T \), is 8/9 (approximately 0.89).

As shown in Fig. 6.3, both \( C_p \) and \( C_T \) are increasing for increasing \( a \) for small values of \( a \). However, for \( a > 1/3 \) \( C_p \) decreases while \( C_T \) still increases. For \( a > 1/3 \), the theory is increasingly uncertain compared to real rotor aerodynamics. For \( a = 0.5 \), the far wake has reached a standstill and for \( a > 0.5 \) reversed flow in the far wake has resulted. Thus, for \( a > 0.5 \) the theory breaks down. According to the theory, \( C_T = 1 \) for \( a = 0.5 \) and the rotor is said to be highly loaded. However, in reality the rotor may be even more loaded, because the assumptions used in the derivation of the theory no longer hold for \( a > 1/3 \). Corrections for \( a > 1/3 \) will be given in the next section.

**Blade element momentum theory**

Even though the flow through a wind turbine is very complex with its tip and root vortices, and the mutual interaction between the rotor blades, it is possible to

![Graph showing \( C_p \) and \( C_T \) as functions of \( a \).](image)

*6.3 The power coefficient \( (C_p) \) and thrust coefficient \( (C_T) \) for one-dimensional momentum theory as a function of axial interference factor \( (a) \).*
simplify the mechanisms in a very efficient way. As shown in Fig. 6.4, the rotor can be divided into annular elements of span width $dr$. Because the theory that will be developed in this section is based on the one-dimensional momentum theory, it must be assumed that there is no interaction between neighboring elements, which one-dimensional momentum theory can show to be a good assumption.\textsuperscript{18} Also, it must be assumed that the axial and tangential velocities all over the annular element are uniformly distributed. This means that the forces are not concentrated on the blades, but are smeared out over the annular element.

Figure 6.5 shows a section on the rotor blade illustrating the symbols used in the BEM formulation. The blade section is exposed to the axial velocity (wind speed), $V_0$, and the tangential velocity (eigen velocity), $r\omega$. Because of the forces from the rotor on the wind, where the total induced velocity is parallel to the lift force but in the opposite direction, the axial velocity is reduced to $(1-a)V_0$, and the tangential velocity is increased to $(1+a')r\omega$. The resulting velocity that the blade section experiences, the relative velocity, $W$, is the vector sum of the axial and
tangential velocity. The angle from $W$ to the rotor plane is called the inflow angle, $\phi$, positive in the clockwise direction. The blade section is in general twisted, $\theta$, positive in the anticlockwise direction. The twist is defined as the angle from the rotor plane to the airfoil chord line, which is from the very leading edge of the airfoil to the very trailing edge of the airfoil. The angle from the relative velocity, $W$, to the chord line is called the angle of attack, $\alpha$, positive in the clockwise direction.

Based on the sketch in Fig. 6.5, the following relations can be derived:

$$\alpha = \phi - \theta$$  \[6.16\]
$$\tan \phi = \frac{1-a}{1+a' \rho \omega} \leftrightarrow \phi = \arctan \left( \frac{1-a}{1+a' \rho \omega} \right)$$  \[6.17\]

From the Theory of Wing Section, see for example Abbot and Doenhoff, the lift and drag forces on each blade section, respectively, can be expressed in terms of lift and drag coefficients:

$$L = \frac{1}{2} \rho W^2 c c_l$$  \[6.18\]
$$D = \frac{1}{2} \rho W^2 c c_d$$  \[6.19\]

Here, $c$ is the chord length and $c_l$ and $c_d$ are the lift and drag coefficients, respectively. These coefficients will be described further in Section 6.3.3, ‘Airfoil performance’. For each annular element the thrust and torque, respectively, are given as:

$$dT = \frac{1}{2} \rho W^2 c B c_y dr$$  \[6.20\]
\[ dQ = \frac{1}{2} \rho W^2 c B c_r r dr \]  

[6.21]

Here, the force coefficients normal to the rotor plane, \( c_y \), and parallel to the rotor plane, \( c_x \), have been used:

\[ c_y = c_i \cos \phi + c_d \sin \phi. \]  

[6.22]

and

\[ c_x = c_i \sin \phi - c_d \cos \phi. \]  

[6.23]

In order to couple the forces from the blade elements with momentum theory, the response from the tangential forces must be taken into account. Therefore, the one-dimensional theory described above, where the wake rotation is not part of the theory, must be extended with a rotational part reflecting the momentum in the tangential direction. Furthermore, a correction for the finite number of blades will be included as

\[ dT = \rho u (V_0 - u_i) F dA \leftrightarrow dT = \frac{1}{2} \rho V_0^2 4 F a (1 - a') 2 \pi r dr \]  

[6.24]

\[ dQ = \rho u u_r F dA \leftrightarrow dQ = \frac{1}{2} \rho V_0^2 4 F (1 - a') a' \frac{\omega r}{V_0} r 2 \pi r dr \]  

[6.25]

Here, \( u_i \) is the tangential velocity caused by the wake rotation in the far wake, \( a' \) is the tangential interference factor, and \( F \) is the Prandtl correction for a finite number of blades described by Glauert:

\[ F = \frac{2}{\pi} a \cos e^{a'} \]  

with \( f = \frac{B}{2} \frac{R - r}{r \sin \phi} \).  

[6.26]

The above formulation of thrust and torque for an annular blade element, Eqs 6.20 and 6.21, can now be used in combination with the extended momentum theory, Eqs 6.24 and 6.25. The result can be written as

\[ \frac{a}{1 - a} = \frac{1}{4} \frac{1}{F \sin^2 \phi} \frac{cB}{2 \pi r} c_y \]  

[6.27]

\[ \frac{a'}{1 + a'} = \frac{1}{4} \frac{1}{F \sin \phi \cos \phi} \frac{cB}{2 \pi r} c_x \]  

[6.28]

With the solidity of the rotor defined as

\[ \sigma = \frac{cB}{2 \pi r}, \]  

[6.29]

the axial and tangential interference, respectively, can be written as

\[ a = \frac{1}{\left( \frac{4 F \sin^2 \phi}{\sigma c_y} + 1 \right)} \]  

[6.30]
These equations have to be solved iteratively because $F$, $\theta$, $c_y$, and $c_x$ are all dependent on the interference factors, $a$ and $a'$. Also, the equations are not in agreement with real rotor flow when an axial interference value, $a$, greater than approximately 0.4 is obtained. Interpreting this, it means that the wind speed in the rotor plane is reduced to 60% of the free wind speed and to only 20% of the free wind speed in the far wake. The BEM theory assumes no or small expansion of the wake. Therefore, the thrust coefficient must be corrected for $a > 1/3$ to be in agreement with real rotor flows. Glauert\textsuperscript{15} showed that such a correction and different empirical relations between the axial interference, $a$, and the thrust coefficient, $C_T$, can be made so as to fit to measurements, such as the one described by Hansen:\textsuperscript{18}

$$C_T = \begin{cases} 
4a(1-a)F & a \leq 1/3 \\
4a(1-\frac{1}{4}(5-3a)a)F & a > 1/3
\end{cases}$$

Thus, using the above equations, Eqs 6.16–6.21, 6.26, 6.30–6.32, the rotor aerodynamics can be predicted for all wind speeds. However, before doing this, knowledge of, for example, important parameters in the rotor design and the airfoil characteristics should be obtained. This will be given in the following sections.

### 6.3.2 Important parameters in aerodynamic rotor design

The momentum theory described in the previous section provides the basis for the aerodynamic design of wind turbine rotors. As described earlier, the main driver in the wind turbine design is to minimize the cost per energy. This is done by obtaining the right ratio between manufacturing cost (e.g. material cost and rental of workshop) and energy production. However, irrespective of the constraints that are required to reduce the wind turbine cost, it is important to maximize the power with respect to the constraints. Therefore, the approach in this section is to make a design for maximum energy production without any constraints.

The power coefficient in an annular element of the rotor disk can be expressed as Eq. 6.33, where $F_{\text{tangential}}$ describes the force per length unit in the tangential direction on an airfoil section and in the rotor plane

$$C_p = \frac{r\omega F_{\text{tangential}} dr}{\frac{1}{2} \rho V_0^3 dA}$$

$$C_p = \frac{r\omega \frac{1}{2} \rho ((1-a)V_0^2 + ((1+a')r\omega)^2 c_c B dr}{\frac{1}{2} \rho V_0^3 2 \pi r dr}$$
As the tip speed ratio between the eigen speed of the blade tip and the free wind speed and
\[
\lambda = \frac{\omega R}{V_0} \tag{6.34}
\]
as the local speed ratio between the eigen speed of the blade at a certain radius and the free wind speed, and using Eq. 6.29 results in the following expression for the power coefficient:
\[
C_p = \left((1-a) \right)^2 + \left(\lambda \frac{r}{R} \right)^2 \left(1+a' \right)^2 \lambda \frac{r}{R} \frac{1}{\alpha} = f(\lambda, \frac{r}{R}, \sigma, c_x, a, a') \tag{6.36}
\]
This equation is important in aerodynamic blade design because it tells us that the power coefficient at a certain rotor radius is dependent on the tip speed ratio, \(\lambda\), the position relative to the tip, \(r/R\), the solidity of the rotor, \(\sigma\), the force coefficient in the rotor plane, \(c_x\), and interference factors in axial and tangential direction, \(a\) and \(a'\), respectively. Deriving the thrust coefficient the same way results in the following expression, Eq. 6.37:
\[
C_T = \left((1-a) \right)^2 + \left(\lambda \frac{r}{R} \right)^2 \left(1+a' \right)^2 \sigma c_y = f(\lambda, \frac{r}{R}, \sigma, c_y, a, a') \tag{6.37}
\]
Even though this relation for the thrust coefficient is somewhat different from the relation for the power coefficient, it tells us that the thrust coefficient is dependent on the same parameters as the power coefficient except that the force coefficient normal to the rotor plane, \(c_y\), and not in the rotor plane, \(c_x\), contributes to the thrust. Because the forces and the interference factors are unambiguously connected, and \(\sigma\) and \(c_x\) (and \(c_y\)) are always used together as in, for example, Eqs 6.30, 6.31, 6.36, and 6.37, \(C_p\) and \(C_T\) in an annular element can briefly be described by the functions \(f(\lambda, r/R, \sigma, c_x)\) and \(f(\lambda, r/R, \sigma, c_y)\), respectively, meaning that only the three parameters in each function control the rotor design. Since \(c_x\) and \(c_y\) are strongly correlated to \(c_l\) (see Eqs 6.23 and 6.22, respectively) the rotor design can, with very good approximation, be described by the function \(f(\lambda, r/R, \sigma, c_l)\).

Based on Eq. 6.14, we found that maximum \(C_p\) is ideally 16/27 and that this value is obtained for \(a = 1/3\). Using Eq. 6.29 and isolating \(\sigma\) while putting \(a = 1/3\) in Eq. 6.30 gives the following expression:
\[
\frac{2 \sin^2 \phi F}{c_y} = \frac{Bc}{2\pi r} \\
\]
\[
c = 4\pi r \sin^2 \phi F \frac{1}{c_y} \frac{1}{B} \\
\]
\[
\frac{c}{R} = 4\pi \frac{r}{R} \sin^2 \left( \arctan \left( \frac{2}{3} \frac{1}{1+a'} \frac{1}{\lambda} \frac{r}{R} \right) \right) F \frac{1}{c_y} \frac{1}{B} = f \left( \frac{r}{R}, a', \lambda, F, c_y, B \right) \]

Here, also Eqs 6.17 and 6.35 are used for expressing the chord of the blade using the same parameters as in Eqs 6.36 and 6.37. Thus, as stated in Eq. 6.38, the normalized chord, \( c/R \), is dependent on the normalized radius, \( r/R \), the tangential interference factor, \( a' \) (the axial interference factor, \( a \), is locked to \( 1/3 \)), the tip speed ratio, \( \lambda \), the correction for number of blades, \( F \), the force coefficient normal to the rotor disc, \( c_y \), and the number of blades, \( B \). Furthermore, Eq. 6.38 shows that the planform is independent of rotor size and should simply be scaled with the rotor radius, \( R \).

The equations need to be solved iteratively and a few results are shown in Fig. 6.6 assuming that the chosen \( c_l \) (closely correlated to \( c_y \)) and \( \alpha \) are constant for the whole blade. Apart from solving Eqs 6.16 and 6.38, also Eq. 6.31 must be solved. Note that increasing \( c_l \) (and thereby \( c_y \)), \( B \) and \( \lambda \) (TSR) leads to a reduction in the chord distribution.

Further to the aerodynamic design also the twist of the blade is needed. This can be derived from Eq. 6.16, which shows the relation between the inflow angle, the angle of attack and the twist. The inflow angle is known when predicting the interference factor, \( a' \), and the angle of attack is determined from the airfoil characteristics, where good airfoil performance in combination with a robust operation is part of the decision when choosing the design angle of attack.

6.6 Example of the chord distribution with different numbers of blades, different force coefficients normal to the rotor plane and different tip speed ratios, TSRs.
6.3.3 Airfoil performance

As seen in the previous section, the important parameters in aerodynamic blade design are the force coefficients in the rotor plane, \( c_x \), and out of the rotor plane, \( c_y \). It is seen from Eqs 6.22 and 6.23 that these coefficients are derived from the coefficients \( c_l \) and \( c_d \), the lift and drag coefficients, respectively. In Fig. 6.5 the directions of lift and drag are shown. The lift is always normal to the incoming flow whereas the drag is always in the direction along the flow. Thus, the angle of attack, \( \alpha \), gives these directions. In Fig. 6.7 a sketch of the airfoil characteristics is seen.

To the right is the lift coefficient, \( c_l \), versus angle of attack, \( \alpha \), and to the left is \( c_l \) versus the drag coefficient, \( c_d \), where the coefficients are normalized according to Eqs 6.18 and 6.19. For low \( \alpha \) and low \( c_l \), \( c_d \) is fairly constant and corresponds to a flow around the airfoil which is mainly attached to the surface. For higher \( \alpha \) and \( c_l \) and approaching maximum \( c_l \), \( c_d \) is increasing, which reflects the start of separation typically from the trailing edge. Increasing \( \alpha \) will increase the amount of separation, which eventually will cause the airfoil to stall from the leading edge with massively separated flow. Because \( c_l \) can be interpreted as a production term and \( c_d \) as a loss term, a convenient measure for the airfoil efficiency is the lift–drag ratio, \( c_l/c_d \). The fine dashed line in the left plot illustrates this. The steeper the slope of this line starting from its origin, the more efficient the airfoil is. According to Eqs 6.22 and 6.23, the normal and tangential force coefficients can be written as

\[
    c_x = c_l \sin \phi - c_d \cos \phi \iff c_x = c_l (\sin \phi - \frac{1}{c_l/c_d} \cos \phi) \tag{6.39}
\]

\[
    c_y = c_l \cos \phi + c_d \sin \phi \iff c_y = c_l (\cos \phi + \frac{1}{c_l/c_d} \sin \phi) \tag{6.40}
\]
These equations reflect that the in-plane force coefficient contributing to the power is dependent of the lift coefficient, \( c_l \), the inverse lift–drag ratio, \( c_l/c_d \), and the inflow angle \( \phi \). Thus, an airfoil for use on a wind turbine should operate at a point with high lift–drag ratio to reduce the influence from the second term in the parentheses. Commonly, the point at which we find maximum lift–drag ratio is called the design point, with the corresponding design lift, \( c_{l,\text{design}} \), and design angle of attack, \( \alpha_{\text{design}} \). Furthermore, from Eq. 6.39 it is seen that for increasing inflow angle, \( \phi \), there will be an increasing contribution to \( c_x \) and thereby to the power from the term \( \sin \phi \). Thus, even though \( c_l/c_d \) in all cases is important, it is seen that the lower \( \lambda_{\text{loc}} \) is, corresponding to high inflow angles, \( \phi \) (e.g., on the inner part of the rotor), the less relatively important is \( c_l/c_d \) when maximizing the power.

However, the airfoil characteristics, \( c_l \) and \( c_d \), are not a fixed set of data, but depend mainly on three parameters:

- the Reynolds number
- the leading edge roughness
- the relative thickness of the airfoil

The airfoil characteristics are also dependent on the actual airfoil shape, so an explanation of these parameters, how to choose airfoils and how to establish the final airfoil characteristics, are described as follows.

**The Reynolds number**

Judging the airfoil performance, knowledge of the Reynolds number is important. The Reynolds number is a dimensionless number that characterizes the relation between the flow momentum in the boundary layer around the airfoil surface and the flow viscosity. It is defined as \( Re = Wc/\nu \), where \( W \) is the relative velocity, \( c \) is the chord length and \( \nu \) is the dynamic air viscosity. Low Reynolds number flows result in flows highly affected by the viscosity resulting in rather high drag and weak boundary layers with the risk of, for example, sudden separation. High Reynolds number flows result in flows with rather low drag and strong boundary layers. Thus, high Reynolds numbers are highly desirable. In particular, the boundary layer becomes significantly stronger for Reynolds numbers greater than \( 0.5 \times 10^6 \) to \( 1.5 \times 10^6 \).

**The leading edge roughness**

Wind turbines are typically designed for 20 years of operation. In the 20-year period a relatively small number of maintenance checks will be carried out. Thus, in contrast to airplanes, the blades are in general not accessible and will not be cleaned when they are contaminated with, for example, dust and bugs, especially on the leading edge. Therefore, it is very important to consider the performance of the airfoils with contaminated leading edges, which is also called leading edge roughness (LER). An example of the performance is seen in Fig. 6.8, showing the
characteristics for the Risø-B1-18 airfoil. Here, $c_l$ versus $c_d$ is seen to the left and $c_l$ versus $\alpha$ is seen to the right. Even though this airfoil is known to be quite insensitive to LER, a loss of performance is unavoidable if the surface is severely contaminated.

When designing a blade it is important that it does not operate too close to maximum $c_l$, $c_{l,max}$. If the angle of attack, $\alpha$, gets too close to $c_{l,max}$ it will have difficulties in performing well when the turbine is approaching rated power. This is due to the risk of separation, which will cause an increase in noise emission, an increase in drag, $c_d$, and a decrease in lift, $c_l$. This risk is mainly caused by possible LER. Therefore, as a rule of thumb the value of the lift coefficient chosen in the design of a blade should be as a maximum $c_{l,max} - \Delta c_l$, with $\Delta c_l$ between 0.4 and 0.6. The exact value of $\Delta c_l$, however, depends on the expected turbulence intensity of the free wind, the control strategy of the rotor, the degree of separation until maximum lift (because separation is often undesirable), and the certainty of the airfoil characteristics with LER.

### The relative thickness

Caused by the high loading of the blade towards the tip, the root part of the blade requires high strength. This strength can be obtained by increasing the distance between the bottom and top part of the airfoil as shown in Fig. 6.9. The ratio between this distance (the thickness) and the chord length is the relative thickness.

Therefore, increasing the thickness of the blade without increasing the chord length requires higher relative thickness. Thus, not just one type of airfoil but a series of airfoils is in general needed in the blade design process. However, this depends on the structural evaluation of the blade. The minimum relative thickness...
for large rotors should generally be chosen to \( t/c = 15\% \) because this airfoil thickness often show high lift–drag ratio and a relatively smooth stall characteristics. This airfoil thickness should be used on the outer part of the blade. On the inner part of the blade high relative airfoil thicknesses should be used. Only a few relatively efficient thick airfoils exist, because thick airfoils are commonly not used in applications other than wind turbines. However, even though the contribution to the power per length unit of the blade at, for example 20\% tip radius compared to 100\% tip radius is only 20\%, and even though many rotor designs for that reason put more weight to the structural efficiency than on the aerodynamic efficiency at the inner part of the rotor, the efficiency of the inner part of the rotor is important because the total rotor power can be increased by several percent with special attention to the aerodynamics of the thick airfoils.

**Choosing the airfoils**

Airfoils needed in the rotor design process can, for example, be found in work of Abbott Doenhoff\textsuperscript{20}, Althaus\textsuperscript{21} and Selig\textsuperscript{22} where mainly airfoils for airplanes and gliders are described. Also, airfoils specifically designed for wind turbines can be found in work of, for example, Tangler and Somers\textsuperscript{23}, Timmer and van Rooij\textsuperscript{24}, Björck\textsuperscript{25}, Fuglsang and Bak\textsuperscript{26} and Bak et al.\textsuperscript{27} The important characteristics that should be investigated are as follows:

1. Maximum lift \( (c_{l,max}) \) with and without LER.
2. Lift–drag ratio \( (c_l/c_d) \) with and without LER.
3. Lift value where maximum lift–drag ratio is found, also called design lift \( (c_{l,design}) \).

The choice of airfoil series depends on the rotor design philosophy. It should be decided whether the blades should be slender or wide. Analyzing Eq. 6.38 shows
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that slender blades require high design tip speed ratio, high design lift and/or a high number of blades, whereas wide blades require low design tip speed ratio, low design lift and/or a low number of blades. Potentially, slender blades can, for example, ensure both low extreme and fatigue loads, but suffer structurally because the thickness of the blade decreases for decreasing chord length and constant relative thickness. On the other hand, wide blades can ensure high structural strength, but higher extreme and fatigue loads can potentially be a result. Deciding whether the blades should be slender or wide depends on the design of the structure and concept of the complete wind turbine.

**Establishing the data**

Measurements often do not exist at the right Reynolds number and sometimes measurements do not exist at all. Therefore, it is important to be able to check the airfoil characteristics using computations. This can be done by simulating the flow assuming two-dimensional conditions. The simulation can be carried out either by using computational fluid dynamics (CFD), where the velocity and pressure in the domain is resolved into hundreds of thousands of cells, or panel codes, which are semi-empirical and require very few computational resources. The publicly available panel code XFOIL is very efficient and results in airfoil characteristics quite close to wind tunnel tests. However, there is a trend towards over prediction of maximum lift and too low drag at all angles of attack especially if free transition from laminar to turbulent flow is assumed. Thus, when investigating the airfoil performance it is important to simulate the flow both with free transition from laminar to turbulent flow, which corresponds to a clean surface, and forced transition from, for example, \( x/c = 0.001 \) on the suction side and \( x/c = 0.1 \) on the pressure side, which corresponds to LER. It should be noted that wind turbine aerodynamicists are still discussing how to simulate LER, because the roughness can vary substantially between fine salt crystals and large insects. Using XFOIL in the evaluation process the model for free transition, the so-called ‘\( e \) to the \( n \)th’ method, requires the factor \( n \) as an input. For very low turbulent flow \( n = 9 \), which corresponds to a turbulence intensity of 0.070%. However, for comparison of XFOIL computations to many high-quality wind tunnels, the ‘\( e \) to the \( n^{th} \)’ method should have \( n = 6 \) or 7 as input, corresponding to a turbulence intensity of 0.245% and 0.161%, respectively. When interpreting the simulation results, reliable data for use in the blade design are needed. Therefore, most emphasis should be put on those simulations assuming LER, because the rotor performance should be trustworthy even with contaminated blades. The blade design should then be evaluated using the assumption of clean blades. However, if trustworthy data from wind tunnel tests exist at or close to the right Reynolds number, these data should be used.

Measurements and computations on airfoil sections are typically assuming two-dimensional conditions. However, on a rotating blade the flow is exposed to,
for example, centrifugal forces, Coriolis forces, tip effects and root effects, resulting in a high degree of three-dimensional flow, especially if separations occur. Models exist for correction of two-dimensional airfoil characteristics taking centrifugal forces and Coriolis forces into account\textsuperscript{29–33} and should be applied, when a trustworthy set of two-dimensional data is established.

6.3.4 Design tip speed ratio

As seen in Section 6.3.2 the tip speed ratio, $\lambda$, is an important parameter when designing a rotor. When analyzing the influence of $\lambda$ on the power performance it turns out that one should increase $\lambda$ to reduce the tip loss. For ideal rotors in inviscid flow, $\lambda$ should be increased as much as possible and in theory to infinity if the target is to maximize the power. However, for real viscous flows the lift–drag ratio of the airfoils limits $\lambda$ to between 5 and 12 for rotors between 1 kW and 5 MW depending on the lift–drag ratio and the number of blades.\textsuperscript{34} Figure 6.10 shows the relation between the power coefficient, $C_p$, and $\lambda$ assuming that the lift–drag ratio is constant for the entire blade. Thus, knowing the approximate lift–drag ratio of the airfoils used on the blades, Fig. 6.10 indicates which $\lambda$ to choose with respect to $C_p$. However, other aspects than the power can be important, such as reducing the load, considerations concerning the blade structure, and noise caused by high tip speed.

6.3.5 Rotor size, control and constraints

\textit{Size of rotor/generator}

As described earlier, the design of a rotor is part of an integrated process of designing the entire wind turbine. The overall goal is to manufacture a wind
turbine at lowest cost per energy. Therefore, the target when designing a wind turbine rotor is not necessarily to capture the maximum energy on a certain site or the maximum power at a certain, typical wind speed, but rather to capture as much energy as possible at the lowest cost of all components from generator and tower to foundation and grid connection. The size of the rotor is of primary importance, when considering the total cost of the wind turbine. With a bigger rotor more energy can be captured, however, probably at the expense of higher loads and a larger generator. At least it is very important to determine the so-called rated power, which is the maximum of the mean power output averaged over a period of ten minutes. In general, the rated power correlates with the maximum loads in normal operation of the wind turbine. Also, it is important to determine the so-called rated wind speed, which is the wind speed at which the rated power is obtained. This wind speed depends on the wind climate at a certain site and therefore a decision is needed for which type of sites the wind turbine should be erected. Often, the rated wind speed is chosen as the mean wind speed at a site plus approximately 6 m/s. Thus, if the mean wind speed is 8 m/s, the rated wind speed will be around 14 m/s. This is, however, a rule of thumb and should be based on considerations of the specific wind climate and cost estimations. Cost modeling for wind turbines has been investigated by several researchers, but is not within the scope of this chapter.

A simple way to determine a rough estimate of the rotor size is to decide on the rated power and rated wind speed, and use the following procedure. Based on analysis of existing rotor designs the mechanical power coefficient (which is the efficiency without the loss in generator and gearbox), $C_{P,\text{rated}}$ (see Eq. 6.13), is between 0.25 and 0.30 at rated wind speed. The radius of the rotor will then be

$$R = \frac{P_{\text{rated}}}{\sqrt{\frac{1}{2} \rho V_{\text{rated}}^3 C_{P,\text{rated}} \pi}} \quad [6.41]$$

Here the rotor area or the area through which the blades sweep, the so-called swept area, $A$, from Eq. 6.12 is $A = \pi r^2$. Choosing $P_{\text{rated}}$ to 1 MW and $V_{\text{rated}} = 14$ m/s, which corresponds to a site with medium to high wind speed, and assuming the air density at standard conditions, $\rho = 1.225 \text{ kg/m}^3$, we get $R = 27.5$ m and a rotor diameter of 55.0 m if $C_{P,\text{rated}}$ is chosen to be 0.25.

A simpler rule of thumb exists, where the rotor size is simply determined so that $P_{\text{rated}} \text{[kW]} = 1.2 R^2$. Using this rule, the 1 MW rotor should be designed with a diameter of 57.7 m irrespective of the specific wind climate. Thus, this rule does not take into account the dependency of the specific wind climate that the wind turbine will be designed for.

**Rotor control**

As shown in Sections 6.3.2 and 6.3.4 the rotor design is dependent on, for example, the tip speed ratio. Therefore, a certain tip speed ratio, $\lambda$, must be chosen. To
operate the rotor so as to extract maximum power, the ratio between the tip speed and wind speed must be constant. This means that for increasing wind speed, the tip speed should be increased correspondingly if this is possible according to the choice of generator. However, because of, for example, noise and erosion of the leading edge, the tip speed should not increase too much. For large modern wind turbines, maximum tip speeds of 70–80 m/s are common. Also, increasing the tip speed results in increasing loads on the entire wind turbine structure, which again increases the total cost of the wind turbine. Therefore, for several reasons it is desirable to limit the tip speed and therefore the rotational speed. Which maximum rotational speed to choose should also depend on an analysis of the total wind turbine cost as described at the beginning of Section 6.3.5.

Apart from choosing $\dot{\lambda}$, it should also be decided how to limit the power. The size of the generator and the allowable loads on the turbine determine at which level the power should be limited. This limitation is carried out by increasing the drag or decreasing lift on the airfoil sections. On modern wind turbines each blade will limit the forces that contribute to the power and thrust, which can be done actively by pitching the blades or passively by letting the blades stall.

It is now clear that making an aerodynamic design for a wind turbine rotor requires knowledge of the rotor control, so that it is known if the turbine should, for example, operate with or without stalled condition and if the airfoils have the required reserve from design lift to maximum lift. Several different methods of control are possible, among which a few common ways are described below.

- **Constant/variable rotational rotor speed**: This degree of freedom in the control depends on the characteristics of the generator. If a constant rotor speed is chosen, a simpler and less costly generator can be chosen than if a variable speed rotor is chosen. However, the variable speed rotor makes the possibility of optimising the power for a large range of wind speeds. Also, using this kind of generator creates more flexibility in the connection to the power grid.

- **Pitchable/fixed blades**: Pitchable blades allow freedom to limit and optimize the power very precisely and also make it possible to stop the turbine, such as in emergency situations. When limiting the power, the pitchable blades can be used to reduce the lift by either decreasing or increasing the angle of attack. Decreasing the angle of attack ensures that the flow is attached to the airfoils so that the operation of the airfoils will be in the linear part of the lift curve; this is called pitch regulation. Increasing the angle of attack to stall/deep stall ensures a nearly passive limitation of the power because only minor changes to the pitch setting are commonly needed; this is called ‘active stall control’.

- **Pitch/stall control**: Turbines limit the power by reducing the lift coefficient for increasing wind speeds either in the linear part of the lift curve by reducing the angle of attack (pitch control) or in the stall part of the lift curve by increasing
using fixed blades and constant rotational rotor speed, one is forced to use stall control. This is illustrated in Fig. 6.11, where the power curve is shown to the left with the corresponding airfoil operation in terms of a lift curve to the right. At low wind speeds the angle of attack is low and the lift is thereby also low (dashed lines) operating around maximum lift–drag ratio. The dotted line shows operation at wind speeds close to rated power and at corresponding lift values close to and at maximum lift. The dot-and-dash line shows the operation at high wind speeds where rated power is obtained and the corresponding operation at high angles of attack in stall resulting in a (nearly) passive limitation of the power. The stall regulation was a common concept for wind turbines of size up to around 2 MW.

Using pitchable blades both pitch and stall control are possible. However, the (active) stall controlled rotors for the bigger rotors between 500 kW and 2 MW in some cases showed negative aerodynamic damping, which caused undesirable vibrations. Also, the (active) stall controlled rotors experience relatively high loads at high wind speeds compared to the pitch controlled rotors. Using pitch control requires much higher pitch activity, but because stall is avoided, the flow is more reliable and predictable. The pitch control concept is illustrated in Fig. 6.12, where variable rotor speed is also used at low wind speeds. This kind of control is pitch control in combination with variable rotor speed and is called pitch regulated variable speed (PRVS). Apart from variable rotor speed at low wind speeds, which is used to obtain constant tip speed ratio ($\lambda$ or $TSR$), the blades will be pitched to limit the power at high wind speeds. However, the blades can in some cases also be pitched for wind speeds between the region of variable rotor speed and the region with power limitation. In Fig. 6.12, it is seen that the angle of attack is

6.11 Sketch of the principle behind stall regulation shown on (a) the power curve (power vs. wind speed), and (b) the lift curve (lift coefficient vs. angle of attack).
low at high wind (dotted-and-dashed lines) and high (but not entering stall), close to rated power (dotted lines). Furthermore, the rotor load decreases at high wind speeds. Therefore, the loads for a pitch controlled wind turbine will in general be less than for an (active) stall-controlled wind turbine. In Fig. 6.12 the dashed line shows operation at low wind speeds at the power curve where the rotor operates at constant tip speed ratio and corresponding operation at a lift value with high lift–drag ratio.

The common way of controlling MW turbines of today is by using PRVS. However, in the 1970s, 1980s and 1990s when the rated power of most turbines was below 2 MW, the turbines did not work as a significant part of the power grid and there were lower requirements for the power quality. Also, the structural dynamics were less sensitive to the aerodynamic damping of the blades. Therefore, the dominant method of control was stall regulation, with constant rotational speed combined with fixed blades – the so-called Danish concept.

Thus, it is necessary to know the choice of rotor control:

- to select airfoils that have proper design lift, maximum lift and stall characteristics;
- to design the rotor in such a way that it can start up at a fairly low wind speed;
- to design the rotor in such a way that rated power can be kept fairly constant at all high winds; or
- to design the rotor at the right tip-speed ratio.

**Design constraints**

In the previous sections, it has been stated that the rotor design should focus not only on maximizing the power, but also on other aspects, because the main
The objective is to reduce the cost of energy. Many constraints exist in this process, but they are dependent on, for example, the rotor size and the selected materials. Examples of such constraints are the following:

- The maximum chord has to be less than a certain value to be able to be transported, e.g., by trucks on roads below bridges.
- The maximum chord should be such that the extreme loads at, for example, stand still do not cause high loads on other components such as the tower.
- The inner part of the blade has to be designed with thicker airfoils than on the outer part of the blade, to withstand the loads.
- The rotor should be able to cut in at a fairly low wind speed.
- In order to reduce noise emission, the outer part of the blade can be twisted towards lower lift coefficients, because, in general, noise emission increases for increasing angle of attack.\(^4^1\)
- The maximum rotor speed should be limited to limit the noise emission, because noise emission is highly dependent on the tip speed.
- The rotor speed has to be limited to reduce loads on the whole wind turbine. However, for a given power the shaft torque will be reduced with increasing rotor speed. Therefore, the maximum rotor speed should be selected appropriately.
- As illustrated in Fig. 6.3 the thrust coefficient, which in general relates to the loads on many components on the wind turbine, can be reduced somewhat by reducing the axial interference factor, \(a\), slightly below \(a = 1/3\) with only a small reduction in \(C_p\). In this way, loads on the turbine can be reduced without losing too much energy production.
- Pre-bend and/or pre-twist of the blade are options for blades to increase the blade–tower clearance and obtain the desired twist irrespective of the torsional deformation, respectively. However, these options do not affect the aerodynamic design because the pre-bend ensures the intended maximum rotor area and the pre-twist ensures the intended twist distribution.

There will probably be other design constraints depending on the manufacturing process, the rotor control concept, and the wind turbine concept in general. Thus, the above is not an exhaustive list of issues, but only indicates different aspects to be considered in the rotor design process.

### 6.3.6 Choice of number of blades

When choosing the number of blades, several considerations have to be taken into account, such as esthetics, tip loss, structural constraints and Reynolds numbers. Even though the rotor designer will often find that the number of blades has been decided before the design is carried out, a few considerations are described in the following to draw a complete picture of the various aspects of the rotor design process.
• **Esthetics**: The design of the complete turbine, such as the shapes of the nacelle, the spinner and the tower, is important. Thus, also the visual impression of the rotating blades is important. This item poses the question: Do two, three, or four rotating blades (or even more) look nice?

• **Tip loss**: The rotor becomes more aerodynamically efficient when the number of blades is increased. This is because the distance between the vortex sheets in the wake of the rotor becomes smaller for an increasing number of blades, and flow outside the wake therefore does not flow in between the vortex sheets creating a more diffuse wake and thereby introducing loss. The loss of power efficiency when reducing the number of blades from three to two blades is illustrated in Fig. 6.10.

• **Structural considerations**: Increasing the number of blades for fixed design lift along the blade will reduce the chord length of each blade since the solidity of the rotor should be kept constant. With decreasing chord length, either the relative thickness may need to be increased or is maintained requiring more material for the entire rotor for structural reasons. The increasing relative thickness generally makes the blade less aerodynamically efficient and increasing material makes the blade heavier.

• **Reynolds number**: The Reynolds number is proportional to the chord length of the blade and the rotational speed. Therefore, an increase in the number of blades with fixed solidity of the rotor, $\sigma$, will result in a decrease of the chord length and thereby in a decrease of the Reynolds number. Thus, in terms of Reynolds number, it is desirable to minimize the number of blades.

### 6.3.7 Evaluation of the rotor design

When a rotor is aerodynamically designed, it needs to be evaluated to reveal the response on power and loads. For this purpose aerodynamic or aeroelastic codes should be used. Several aerodynamic codes exist, but if an aerodynamic or aeroelastic code is not available, the background for creating an aerodynamic code can be found. Commonly used aeroelastic codes in the wind turbine industry in 2010 include FLEX, Bladed, Phatas, FAST and HAWC2.

An aerodynamic code requires the blade planform in terms of chord and twist as function of radius, rotational speed and pitch as function of wind speed, airfoil characteristics in terms of $c_p$, $c_d$ and $c_m$ as function of $\alpha$ for the different relative thicknesses along the blade, and possibly also losses in the drive train (gearbox and generator) to predict the electrical power. Thus, as a part of the aerodynamic rotor design process this information should be provided.

### 6.4 An example of the rotor design process

In this section, a rotor for a 1 MW PRVS wind turbine will be designed. The design process is simplified so that the power is maximized with no considerations of load
reduction, even though this is very important to save loads on all the components on the turbine. The process is divided into steps, but in reality each step can appear more than once because the process is iterative since knowledge gained during the process sometimes proves to have been relevant for an earlier step in the process. The process described for designing the blade does not require any other tools than a spreadsheet or access to a programming language such as Matlab, FORTRAN or C. However, in the evaluation process an aerodynamic or aeroelastic computer code would be of great advantage to obtain a detailed evaluation of the rotor and the wind turbine. The resulting rotor is not meant as an example of an optimal rotor, but should only be perceived as an illustration of the method.

6.4.1 Step 1: wind climate

Even though the wind turbine under consideration can potentially be erected at many different sites, a representative wind climate should be decided. Standards exist where the turbines are classified in site characteristics such as low/high wind speeds and low/high turbulence. However, in this example for demonstration purposes, it has been decided to erect the turbine on an inland site in Denmark, Værløse as stated by Troen and Lundtang with a Weibull distribution in 10 m height given as:

$$F\{V_{10\text{min}} \leq V\} = 1 - \exp\left(-\frac{V}{A_h}\right)^k$$

with $A_{h,\text{measured}} = 4.7 \text{ m/s}$, $k_{h,\text{measured}} = 1.55$, and $A_{h,\text{measured}} = 10 \text{ m}$. The roughness length in Værløse is estimated to $z_0 = 0.01 \text{ m}$ corresponding to airport runway areas and terrain surface characteristics between very smooth surfaces such as water areas and smooth surfaces such as farmland. Because the hub height of the wind turbine is set to 60 m (approximately the rotor diameter for a 1 MW turbine), Weibull parameters for this height should be predicted. Assuming that the wind shear is logarithmic and there are no changes in roughness close to the site, the parameters will be:

$$A_h = A_{h,\text{measured}} \frac{\ln(h/z_0)}{\ln(h_{\text{measured}}/z_0)} = 5.9 \text{ m/s}$$

$$k_h = k_{h,\text{measured}} = 1.55$$

6.4.2 Step 2: size of rotor/generator

Estimating the size of the rotor and generator requires an estimate of the fixed cost such as rent of workshop, tools and salary of employees. A thorough study should be carried out based on experience of the wind turbine cost or the models referred to at the beginning of Section 6.3.5. However, in this case the problem is simplified and, based on the knowledge of factor $A_h$, which is fairly low, it is decided to choose 12 m/s as the rated wind speed, which is approximately 6 m/s higher than the average
wind speed on the site. Maximum $C_p$ at rated wind speed is set to $C_p = 0.25$, which will be used to estimate the rotor diameter. The rotor size can be predicted using Eq. 6.41. With $P_{rated} = 1.0 \text{ MW}$, $V_{rated} = 12 \text{ m/s}$, $\rho = 1.225 \text{ kg/m}^3$ and $C_p = 0.25$, the rotor must be designed with a diameter of approximately 70 m or a radius of 35 m.

### 6.4.3 Step 3: rotor control

Even though the rotor control in this case is given as a PRVS, it is important at this stage to consider the type of control to be used as stated in the subsection ‘Rotor control’ in Section 6.3.5. The rotor control will be dependent on the size of the rotor and wind turbine and dependent on the philosophy of the design. Also, the components forming part of the rotor control, such as the pitch bearings and the variable speed generator, should be considered in order to take the total cost of the turbine with its operation and maintenance into account.

### 6.4.4 Step 4: design constraints

There are some constraints which the rotor design should fulfill:

- The maximum chord is set to 3 m for transportation reasons. However, this limit depends on the possibilities for the blade manufacturer to transport the blade.
- The maximum tip speed is set to 75 m/s. This is to reduce the maximum noise emission. The tip speed of 75 m/s corresponds to a maximum rotational speed of 20.46 rpm.
- The initial guess for the thickness of the blade is based on structural considerations. Often the aerodynamic rotor design will be based on a distribution based on experience from an earlier design. The structural design should fulfill different requirements, such as a maximum tip deflection and minimizing the weight (i.e. increasing the thickness) without losing too much aerodynamic efficiency. An example of such a thickness distribution is shown in Fig. 6.13. In this example the thickness distribution should simply be

\[
t(r) = 9.36E - 08r^6 - 1.29E - 05r^5 + 7.15E - 04r^4 - 2.04E - 02r^3 + 3.18E - 01r^2 - 2.65E + 00r + 1.03E + 01
\]

![Graph of initial guess of the thickness distribution of the blade.](image)

© Woodhead Publishing Limited, 2011
considered as an input to the aerodynamic design process. However, when evaluating the rotor design after the aerodynamic rotor design process has been carried out, the weighting between the structural and the aerodynamic performance could possibly change the thickness distribution. In Fig. 6.13, a polynomial is shown to describe the thickness distribution from 5.14 m and outwards. For radii less than 5.14 m, the thickness is constantly 2.70 m.

6.4.5 Step 5: choice of number of blades

For this size of turbine, the number of blades influences transportation cost, maintenance cost, and rotor cost significantly. Therefore, the number of blades should be reduced as far as possible without compromising the energy production, loads, noise emission or esthetics. This analysis should be based on thorough cost and market estimations. However, since the cost estimation is beyond the scope of this chapter, a traditional three-bladed rotor is assumed in this case.

6.4.6 Step 6: choice of design lift and airfoils

As stated in Section 6.3.3, several different airfoils exist which can be used for wind turbine rotors. For this rotor, airfoils common in rotor design will be used: the NACA 63-4xx from relative thicknesses \( t/c = 15–21\% \) and FFA-W3-xxx from relative thicknesses \( t/c = 24–36\% \). The airfoil characteristics are shown in Fig. 6.14–6.17. When evaluating possible airfoils it is important to know at which

![Graphs showing airfoil characteristics](image-url)

6.14 Two-dimensional airfoil characteristics for NACA 63\(_{2415}\) at \( Re = 6 \times 10^6 \). Measurements from the work of Abbott and von Doenhoff\(^{20}\) and data from the work of Bertagnolio et al.\(^{49}\) Computations using XFOIL. XFOIL\(_{\text{clean}}\) is free transition and XFOIL\(_{\text{LER}}\) is forced transition and computed according to the description in Section 6.3.3, 'Airfoil performance'.
6.15 Two-dimensional airfoil characteristics for NACA 63,418 at $Re = 6 \times 10^6$. Measurements from the work of Abbott and von Doenhoff\textsuperscript{20} and data from the work of Bertagnolio \textit{et al.}\textsuperscript{49} Computations using XFOIL. XFOIL\textsubscript{clean} is free transition and XFOIL\textsubscript{LER} is forced transition and computed according to the description in Section 6.3.3 ‘Airfoil performance’.

6.16 Two-dimensional airfoil characteristics for NACA 63,421 at $Re = 6 \times 10^6$. Measurements from the work of Abbott and von Doenhoff\textsuperscript{20} and data from the work of Bertagnolio \textit{et al.}\textsuperscript{49} Computations using XFOIL. XFOIL\textsubscript{clean} is free transition and XFOIL\textsubscript{LER} is forced transition and computed according to the description in Section 6.3.3 ‘Airfoil performance’.
Reynolds numbers the blade will operate. As a rule of thumb, the Reynolds number will be between \( \text{Re} = 75,000 \times R \) and \( 150,000 \times R \), which in this case with \( R = 35 \text{ m} \) is between \( 2.6 \times 10^6 \) and \( 5.3 \times 10^6 \).

Wind tunnel measurements exist for most of the chosen airfoils. Measurements on the NACA 63-4xx airfoils are described by the work of Abbott and Doenhoff. They are measured at \( \text{Re} = 3 \times 10^6 \) and \( 6 \times 10^6 \). For this purpose \( \text{Re} = 6 \times 10^6 \) has been chosen, because measurements with LER also exist and most of the energy will be produced for the airfoils operating at the higher end of the Reynolds number interval.

The FFA-W3-xxx airfoils are measured in a wind tunnel for only 24% and 30% relative thickness. Thus, the thicker airfoils have not been wind tunnel tested. However, the existing wind tunnel tests have been carried out at \( \text{Re} = 1.6 \times 10^6 \), so the design has to rely on measurements at too low Reynolds numbers. Furthermore, data for LER for the 30% airfoil were not available.

When analyzing the airfoil characteristics, much emphasis should be put on the performance of LER, because the rotor will most probably frequently operate with bugs and dust on the blade leading edge, which will reduce the airfoil efficiency.

As seen in Fig. 6.14–6.18 it is obvious that the computations by XFOIL do not predict the airfoil characteristics very well for the thick airfoils, whereas the predictions are quite good for the thinner airfoils. Even though uncertainties exist for wind tunnel data, most emphasis should be put on these data, because XFOIL as well as other kinds of flow simulation tools do not predict separated flows very well. However, if data are missing for airfoils, a rule of thumb is to simulate the
Airfoil performance assuming fully turbulent flow, i.e., ‘XFOIL,LER’, to be a bit conservative and use these data as a basis for the blade design. The airfoil characteristics should be used for the rotor when the performance of the wind turbine is going to be simulated at more wind speeds. However, for the blade design process, the airfoil characteristics should be analyzed to find the lift coefficient used in the blade design, $c_{l,\text{design,blade}}$, and the corresponding lift–drag ratio, $(c_{l}/c_d)_{\text{design,blade}}$, and angle of attack, $\alpha_{\text{design,blade}}$. Figures 6.19–6.21 show the distribution of these entities as a function of relative airfoil thickness, which will be used in the blade design process. These values are mainly based on the maximum lift with LER reduced with $\Delta c_l$ of approximately 0.4 to include a reserve in the operation, so that gusts or further reduction in maximum lift caused by even more severe LER will not cause premature separation or stall. Thus, it should be noted that the lift coefficient used in the blade design, $c_{l,\text{design,blade}}$, ought to be equal to the lift coefficient for each airfoil at which the maximum lift–drag ratio exists, $c_{l,\text{design}}$. However, this is in general not possible because of the requirements of attached flow at all wind speeds. Since the data with LER are based on severe contamination, the chosen values of design lift are however somewhat conservative and some designers would choose a higher design lift because this will result in a more slender blade, which again will result in reduced extreme and fatigue loads for the entire wind turbine.

As shown in Fig. 6.19–6.21, it has been chosen to describe the distribution of the entities using polynomial functions as trend lines because these are relatively smooth and are easy to use. The smoothness of the functions will result in a
smooth shape of the blade. Other trend line functions exist and can be used as well. Despite the relatively smooth functions, they show abrupt changes between 21% and 24% airfoil for the blade design lift–drag ratio distribution and between 30% and 36% airfoil for the blade design angle of attack distribution. It should be noted that care should be taken for ensuring that the smooth function should be close to the actual values and that no under- or overshoots of the function appear.
6.21 Distribution of $\alpha_{\text{design,blade}}$ as a function of the relative thickness of the airfoil. A fifth-order polynomial describes $\alpha_{\text{design,blade}}$ from $t/c = 15\%$ to $36\%$ and for $t/c$ between $36\%$ and $100\%$ a linear relation is used as shown on the plot.

6.4.7 Step 7: choice of design tip speed ratio

The choice of design tip speed ratio will in this case be simplified and as previously mentioned it will only be based on maximizing the power coefficient $C_p$. No considerations concerning load reduction are taken into account. From Step 6 it is known that the rotor operates with a lift–drag ratio for the thin airfoil sections of around 120. According to Fig. 6.10, a design TSR of nine is appropriate for this lift–drag ratio to obtain maximum power efficiency.

6.4.8 Step 8: one-point design of blade

In the previous steps, the basis of the blade design has been created. To summarize, we now know that the rotor has:

- a radius of 35 m,
- three blades,
- a maximum chord length of 3.0 m,
- a tip speed ratio of 9,
- a description of the blade design lift and the corresponding blade design angle of attack and blade design lift–drag ratio, and
- an initial guess of the thickness distribution.

Based on this information, it is possible to design a blade in one point, i.e., at one tip speed ratio. Because the rotor is decided to operate with PRVS control this one-point design will work well at low wind speeds, as long as the variable speed control is active. The planform is shown in Table 6.1 in the first four columns and
### Table 6.1 Entities used in the blade design process

<table>
<thead>
<tr>
<th>$R$</th>
<th>$c$</th>
<th>$\theta$</th>
<th>$t/c$</th>
<th>$\phi$</th>
<th>$c_{\text{design, blade}}$</th>
<th>$f$</th>
<th>$F$</th>
<th>$a'$</th>
<th>$\sigma$</th>
<th>$c_x$</th>
<th>$c_y$</th>
<th>$c_{l, \text{design, blade}}$</th>
<th>$(c_x/c_y)_{\text{design, blade}}$</th>
<th>$\lambda_{\text{loc}}$</th>
<th>$t$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.250</td>
<td>3.000</td>
<td>26.03</td>
<td>87.77</td>
<td>26.12</td>
<td>0.10</td>
<td>19.304</td>
<td>1.000</td>
<td>0.007</td>
<td>0.273</td>
<td>0.040</td>
<td>0.105</td>
<td>0.112</td>
<td>10.891</td>
<td>1.35</td>
<td>2.633</td>
</tr>
<tr>
<td>7.000</td>
<td>3.000</td>
<td>19.65</td>
<td>59.26</td>
<td>19.97</td>
<td>0.32</td>
<td>17.566</td>
<td>1.000</td>
<td>0.019</td>
<td>0.205</td>
<td>0.120</td>
<td>0.361</td>
<td>0.380</td>
<td>36.283</td>
<td>1.80</td>
<td>1.778</td>
</tr>
<tr>
<td>8.750</td>
<td>3.000</td>
<td>15.73</td>
<td>43.04</td>
<td>16.18</td>
<td>0.45</td>
<td>16.149</td>
<td>1.000</td>
<td>0.021</td>
<td>0.164</td>
<td>0.138</td>
<td>0.515</td>
<td>0.533</td>
<td>50.728</td>
<td>2.25</td>
<td>1.291</td>
</tr>
<tr>
<td>10.500</td>
<td>3.000</td>
<td>11.77</td>
<td>33.75</td>
<td>13.60</td>
<td>1.83</td>
<td>14.881</td>
<td>1.000</td>
<td>0.020</td>
<td>0.136</td>
<td>0.137</td>
<td>0.607</td>
<td>0.622</td>
<td>61.550</td>
<td>2.70</td>
<td>1.012</td>
</tr>
<tr>
<td>12.250</td>
<td>2.963</td>
<td>7.35</td>
<td>28.31</td>
<td>11.73</td>
<td>4.38</td>
<td>13.703</td>
<td>1.000</td>
<td>0.019</td>
<td>0.115</td>
<td>0.133</td>
<td>0.716</td>
<td>0.728</td>
<td>48.769</td>
<td>3.15</td>
<td>0.839</td>
</tr>
<tr>
<td>14.000</td>
<td>2.583</td>
<td>5.86</td>
<td>27.52</td>
<td>10.34</td>
<td>4.48</td>
<td>12.533</td>
<td>1.000</td>
<td>0.015</td>
<td>0.088</td>
<td>0.118</td>
<td>0.732</td>
<td>0.741</td>
<td>49.197</td>
<td>3.60</td>
<td>0.711</td>
</tr>
<tr>
<td>15.750</td>
<td>2.244</td>
<td>4.67</td>
<td>26.76</td>
<td>9.24</td>
<td>4.57</td>
<td>11.415</td>
<td>1.000</td>
<td>0.012</td>
<td>0.068</td>
<td>0.109</td>
<td>0.758</td>
<td>0.766</td>
<td>52.839</td>
<td>4.05</td>
<td>0.600</td>
</tr>
<tr>
<td>17.500</td>
<td>1.974</td>
<td>3.88</td>
<td>25.26</td>
<td>8.35</td>
<td>4.47</td>
<td>10.331</td>
<td>1.000</td>
<td>0.010</td>
<td>0.054</td>
<td>0.102</td>
<td>0.783</td>
<td>0.789</td>
<td>62.801</td>
<td>4.50</td>
<td>0.499</td>
</tr>
<tr>
<td>19.250</td>
<td>1.774</td>
<td>3.44</td>
<td>23.00</td>
<td>7.61</td>
<td>4.16</td>
<td>9.268</td>
<td>1.000</td>
<td>0.008</td>
<td>0.044</td>
<td>0.097</td>
<td>0.797</td>
<td>0.803</td>
<td>85.370</td>
<td>4.95</td>
<td>0.408</td>
</tr>
<tr>
<td>21.000</td>
<td>1.644</td>
<td>2.98</td>
<td>20.31</td>
<td>6.99</td>
<td>4.01</td>
<td>8.218</td>
<td>1.000</td>
<td>0.007</td>
<td>0.037</td>
<td>0.090</td>
<td>0.792</td>
<td>0.797</td>
<td>116.427</td>
<td>5.40</td>
<td>0.334</td>
</tr>
<tr>
<td>22.750</td>
<td>1.523</td>
<td>2.25</td>
<td>18.47</td>
<td>6.46</td>
<td>4.21</td>
<td>7.175</td>
<td>1.000</td>
<td>0.006</td>
<td>0.032</td>
<td>0.084</td>
<td>0.792</td>
<td>0.797</td>
<td>130.888</td>
<td>5.85</td>
<td>0.281</td>
</tr>
<tr>
<td>24.500</td>
<td>1.407</td>
<td>1.66</td>
<td>17.77</td>
<td>6.01</td>
<td>4.35</td>
<td>6.140</td>
<td>0.999</td>
<td>0.005</td>
<td>0.027</td>
<td>0.078</td>
<td>0.798</td>
<td>0.802</td>
<td>132.764</td>
<td>6.30</td>
<td>0.250</td>
</tr>
<tr>
<td>26.250</td>
<td>1.314</td>
<td>1.28</td>
<td>17.84</td>
<td>5.62</td>
<td>4.34</td>
<td>5.110</td>
<td>0.996</td>
<td>0.004</td>
<td>0.024</td>
<td>0.072</td>
<td>0.798</td>
<td>0.801</td>
<td>132.693</td>
<td>6.75</td>
<td>0.234</td>
</tr>
<tr>
<td>28.000</td>
<td>1.230</td>
<td>1.01</td>
<td>18.19</td>
<td>5.27</td>
<td>4.26</td>
<td>4.083</td>
<td>0.989</td>
<td>0.004</td>
<td>0.021</td>
<td>0.067</td>
<td>0.795</td>
<td>0.798</td>
<td>131.929</td>
<td>7.20</td>
<td>0.224</td>
</tr>
<tr>
<td>29.750</td>
<td>1.136</td>
<td>0.67</td>
<td>18.05</td>
<td>4.96</td>
<td>4.29</td>
<td>3.059</td>
<td>0.970</td>
<td>0.003</td>
<td>0.018</td>
<td>0.063</td>
<td>0.797</td>
<td>0.799</td>
<td>132.306</td>
<td>7.65</td>
<td>0.205</td>
</tr>
<tr>
<td>31.500</td>
<td>0.992</td>
<td>0.12</td>
<td>16.86</td>
<td>4.69</td>
<td>4.57</td>
<td>2.038</td>
<td>0.917</td>
<td>0.003</td>
<td>0.015</td>
<td>0.061</td>
<td>0.816</td>
<td>0.818</td>
<td>130.863</td>
<td>8.10</td>
<td>0.167</td>
</tr>
<tr>
<td>33.250</td>
<td>0.720</td>
<td>0.53</td>
<td>15.00</td>
<td>4.45</td>
<td>4.98</td>
<td>1.018</td>
<td>0.765</td>
<td>0.003</td>
<td>0.010</td>
<td>0.061</td>
<td>0.889</td>
<td>0.891</td>
<td>108.681</td>
<td>8.55</td>
<td>0.108</td>
</tr>
<tr>
<td>34.125</td>
<td>0.536</td>
<td>0.67</td>
<td>15.00</td>
<td>4.33</td>
<td>5.00</td>
<td>0.509</td>
<td>0.589</td>
<td>0.003</td>
<td>0.007</td>
<td>0.060</td>
<td>0.898</td>
<td>0.900</td>
<td>105.847</td>
<td>8.78</td>
<td>0.074</td>
</tr>
<tr>
<td>34.983</td>
<td>0.120</td>
<td>3.49</td>
<td>35.50</td>
<td>4.23</td>
<td>0.74</td>
<td>0.010</td>
<td>0.091</td>
<td>0.002</td>
<td>0.002</td>
<td>0.034</td>
<td>0.601</td>
<td>0.602</td>
<td>60.019</td>
<td>9.00</td>
<td>0.043</td>
</tr>
</tbody>
</table>

Note: In each column there is a reference to an equation that describes the entity.
the corresponding quantities are shown in the right side of the table. In each column of the table, a reference is found to the corresponding equation needed to describe the entity. The planform is plotted in Figs 6.22–6.24. In Fig. 6.22, it is noted that the root part, from around $r = 8$ m and inwards, has an unusual shape. Often the blade needs a transition from the airfoil part to a cylindrical part to connect the blade to the hub and the pitch bearings. This is not taken into account in this design, where only the aerodynamic performance is in focus. However, this transition should be corrected for in the final blade design.

6.22 Chord distribution.

6.23 Twist distribution.

6.24 Relative thickness distribution.
6.4.9 Step 9: evaluation of the blade design

The blade as designed in Step 8 should be evaluated not only to reveal the aerodynamic performance, where power performance and load performance should be investigated, but also the AEP. In the following, the aerodynamic tool HAWTOPT, developed at Risø DTU, Denmark, will be used. However, before commencing the evaluation, the airfoil characteristics should be corrected for three-dimensional flow effects, such as centrifugal and Coriolis forces, which appear when the flow starts to separate. For this purpose the models mentioned in Section 6.3.3 can be used. In general, these corrections will increase the maximum lift the closer the airfoil sections are to the hub. The corrections are important for precise estimation of the rotor performance for a PRVS concept, but because most of the rotor experiences attached flow in normal operation the influence of the three-dimensional effects is fairly small. However, if a rotor for a stall-regulated turbine was designed, the rotor would experience separated flow on the entire rotor and the three-dimensional corrections would be crucial for making fair predictions of power and load. In this example, the three-dimensional correction model by Bak et al. was used.

The power without drive train losses and the thrust are shown in Fig. 6.25. Also, Fig. 6.26 shows the corresponding rotational speed and pitch. It is seen that rated power is obtained slightly above a wind speed of 10 m/s and not 12 m/s as estimated. This might be due to a relatively optimistic power curve, where the power at the ‘knee’ of the power curve is not obtainable on real turbines because

![Mechanical power and thrust as a function of wind speed – so-called power and thrust curves.](image)
of the rapid changes in the pitch curve at these wind speeds. Furthermore, the losses from the drive train will decrease the efficiency, which will result in a slightly higher rated wind speed. However, it should be considered whether the rotor has the right size compared to the generator to obtain minimum cost of energy. For this purpose, the AEP is important to predict. For this rotor with the given control settings and on the given site it is \( \text{AEP} = 2270 \text{ MWh} \). Relating AEP to the number of hours in a year, the mean mechanical power for the rotor in this wind climate is 259 kW. This is 25.9% of the rated power, which agrees well with the rule of thumb of 25% for wind turbine rotors in general.

Figure 6.27 shows the power coefficient and the thrust coefficient. It is noted that the power coefficient is somewhat below the Betz limit. Analyzing this, Fig. 6.28 shows the local power and thrust coefficient reflecting how the efficiency is distributed along the blade at a wind speed of 8 m/s. In terms of the power coefficient, the blade is rather inefficient on the inner part of the blade, especially from \( r = 12 \text{ m} \) and inwards. This is partly due to the conservatism in the airfoil characteristics for the FFA-W3-xxx airfoils because they were measured at a lower Reynolds number than the number at which the rotor actually operates. Also, a negative power coefficient is seen at the tip and at the root, which is due to the thick airfoil section of 35.5% relative thickness at the tip and approximately 60% relative thickness close to the root.

To ensure that the rotor will not result in too much noise and possibly lose power, the angle of attack during operation should be investigated. This is shown in Fig. 6.29 for the situation of mean wind speeds. The corresponding lift coefficients, \( c_l \),
6.27 Power and thrust coefficient as a function of tip speed ratio, $\lambda$. The Betz limit is also shown.

6.28 Local mechanical power and thrust coefficient as a function of rotor radius at a wind speed of 8 m/s corresponding to $\lambda = 9.0$. 
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is shown in Fig. 6.30. However, gusts entering the rotor will result in a sudden increase of the angle of attack and can potentially cause separation and corresponding noise and loss of power. Thus, even though Figs 6.29 and 6.30 show that the operation at a wind speed of 10 m/s is closest to maximum lift and that the rotor even at this wind speed will be free of separation and far from maximum lift, the performance in terms of, for example, load, power and risk of separation should be investigated using an aeroelastic code using the wind climate in terms of turbulence intensity and the Weibull distribution for which it is designed.

Figure 6.31 shows the Reynolds numbers as a function of radius at wind speeds from 8 m/s to 12 m/s. At 8 m/s the rotor is still operating in the variable speed range, but at 10 m/s and 12 m/s maximum rotational speed is obtained. It shows that the Reynolds numbers used from the wind tunnel tests correspond fairly well for the 18% and 21% relative thickness, where it is maximum $Re = 5 \times 10^6$ on the blade instead of $Re = 6 \times 10^6$ in the tunnel. However, for the thicker airfoils, $Re = 1.6 \times 10^6$, as measured in the tunnel, is too low compared to $Re = 5 \times 10^6$ on the blade. For the 15% airfoil $Re = 3 \times 10^6$ on the blade, whereas $Re = 6 \times 10^6$ was used, which is too high.

Analyzing the geometry of the blade planform, the chord distribution is relatively smooth and should cause no significant problems when creating the structure. However, the twist and the distribution in relative thickness are not as smooth, so there might be some requirements set up to let the distribution of the different parameters be smooth and continuously changing. Finally, the structural design should be analyzed to find potential improvements concerning, for example, strength, stress strain and manufacturing process.
6.30 Lift coefficient as a function of radius.

Using the evaluation of the design as stated in this Step 9, evaluation of the blade design, a new iteration in the blade design process is carried out starting from the step at which the findings in the evaluation influence the design for the first time in the process. For the above design we should obtain new airfoil

6.31 Reynolds number as a function of radius.
characteristics for $t/c = 15\%$ and for $t/c \geq 24\%$, because they seem to affect the design too much. Therefore, a new iteration in the rotor design process should be carried out starting at Step 6. However, if an aeroelastic code was used to reveal the load response from the entire wind turbine and if a proper cost function was set up, a new iteration in the rotor design process could start at an even earlier step, possibly starting at Step 2 to scale the rotor diameter.

## 6.5 Future trends

With the number volume of wind turbines on the world market and the increasing interest in wind energy, it seems that several development lines will be followed in rotor design. One line is a new market being developed for small wind turbines in the kW range (in 2010). Many different concepts are being tested as was the case at the end of the 1970s and in the early 1980s. Thus, for this size of rotors, the trend is not clear. Another line of development is the large MW wind turbines, which are based on experience and up-scaling from the early 1980s. Concerning blade design for MW wind turbines, different shapes exist at the moment. The difference in shape is related to the extent of required load reduction. Some blades are designed with rather thin airfoil sections from tip to root and rather large chord lengths are allowed. Other blades are designed with rather thick airfoil sections close to the root with a transition from airfoil sections to a cylinder part and a correspondingly small allowable maximum chord length. This difference is due to the predictions of the loads on the entire wind turbine in certain conditions, such as with the rotor idling in extreme wind. In the past few years, there has been a trend towards slender blades to reduce the loads on the entire turbine. Another way to reduce the loads is to equip the blades with trailing edge flaps, to be able to actively reduce fluctuating loads. This technique is being developed and has been investigated for use on wind turbines since 2003.\textsuperscript{51–54} Also, the greater use of sensors will probably affect the blade design, such as using strain gauges embedded in the blade or laser measurements upstream of the rotor, such as the Wind Scanner.\textsuperscript{55}

With the increasing number of wind turbines on the market, it seems increasingly cost effective to design wind turbines and rotors for specific wind climates. Thus, different aspects need to be considered, such as whether the turbine is erected offshore, in complex terrain or in wind farms, or on low-wind sites or high-wind sites. Therefore, there is a trend towards designing turbines and rotors specialized for particular sites.

Irrespective of whether the blades are designed with large or small maximum chord lengths close to the root, there is a trend towards making the blades more aerodynamically efficient. Especially on the inner part of the blade, where thick airfoils are used, much effort is put into the understanding and correct modeling of this part of the rotor, where high thrust close to the root has been observed to result in suction of the flow through the rotor caused by swirl in the wake close to
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the hub.\textsuperscript{56} Thus, more focus on the performance of both thicker airfoils and the rotor aerodynamics on the inner part of the rotor will probably be seen.

### 6.6 Sources of further information

The design of rotors requires the use of different tools. In particular, mechanisms that cannot be described by the BEM method have been investigated since the 1980s and in latter years also supported by advanced tools such as computational fluid dynamics. Wind tunnel tests on rotors have been carried out\textsuperscript{57,58} and rotor tests in atmospheric flow have also been carried out.\textsuperscript{59–61} Recently, an experiment on a rotor for a 2.3 MW modern wind turbine was carried out to measure both pressure distributions on the blade surface and fast pressure fluctuations up to 10 kHz to investigate the smallest eddies in the turbulence characteristics around wind turbine blades in operation.\textsuperscript{62} Details of the aerodynamic rotor design have been investigated at different research institutions such as NREL (USA), UC Davis (USA), ECN (The Netherlands), Delft (The Netherlands), Stuttgart (Germany), FOI (Sweden), CRES (Greece), Mie University (Japan), Imperial College (UK), DTU MEK (Denmark) and Risø DTU (Denmark). Overviews of aerodynamic rotor design have been given by Tangler\textsuperscript{63} and Snel.\textsuperscript{64}
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### 6.8 Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Unit</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>[-]</td>
<td>Axial interference factor in rotor plane</td>
</tr>
<tr>
<td>$a'$</td>
<td>[-]</td>
<td>Tangential interference factor in rotor plane</td>
</tr>
<tr>
<td>$A$</td>
<td>[m\textsuperscript{2}]</td>
<td>Area of rotor plane</td>
</tr>
<tr>
<td>$A_h$</td>
<td>[m/s]</td>
<td>Parameter in Weibull distribution relating to the mean wind speed</td>
</tr>
<tr>
<td>$B$</td>
<td>[-]</td>
<td>Number of blades on rotor</td>
</tr>
<tr>
<td>$c$</td>
<td>[m]</td>
<td>Chord length or distance from extreme leading edge to extreme trailing edge of airfoil</td>
</tr>
<tr>
<td>$c_d$</td>
<td>[-]</td>
<td>Drag coefficient</td>
</tr>
<tr>
<td>$c_l$</td>
<td>[-]</td>
<td>Lift coefficient</td>
</tr>
<tr>
<td>$c_{l,\text{design}}$</td>
<td>[-]</td>
<td>Lift coefficient at which $(c_l/c_d)_{\text{design}}$ is obtained (design lift)</td>
</tr>
<tr>
<td>$c_{l,\text{design,blade}}$</td>
<td>[-]</td>
<td>Lift coefficient used to design the blade (blade design lift)</td>
</tr>
<tr>
<td>$c_{l,max}$</td>
<td>[-]</td>
<td>Maximum lift coefficient</td>
</tr>
<tr>
<td>$c_l/c_d$</td>
<td>[-]</td>
<td>Lift–drag ratio</td>
</tr>
<tr>
<td>$(c_l/c_d)_{\text{design}}$</td>
<td>[-]</td>
<td>Maximum lift–drag ratio for airfoil section</td>
</tr>
</tbody>
</table>
### Aerodynamic design of wind turbine rotors

*(c_l/c_d)_{design,blade} [-]*  
Lift–drag ratio at which $c_l,\text{design,blade}$ is obtained

$c_x$ [-]  
Force coefficient on airfoil driving the rotor – parallel to rotor plane

$c_y$ [-]  
Force coefficient on airfoil contributing to rotor thrust – orthogonal to rotor plane

$C_p$ [-]  
Rotor power coefficient

$C_T$ [-]  
Rotor thrust coefficient

$D$ [N]  
Drag on airfoil

$f$ [-]  
Exponent in the Prandtl tip correction formula

$F$ [-]  
Prandtl tip correction

$F_{\text{tangential}}$ [N/m]  
Force per length unit in tangential direction on an airfoil section

$h$ [m]  
Height above ground at which the wind speed will be modeled

$h_{\text{measured}}$ [m]  
Height above ground at which the wind speed is measured (commonly 10 m)

$H$ [Pa]  
Stagnation pressure

$k_h$ [-]  
Parameter in the Weibull distribution

$k_{h,\text{measured}}$ [-]  
Parameter in the Weibull distribution determined from measurements

$L$ [N]  
Lift on airfoil

$p$ [Pa]  
Pressure in the rotor plane on the upstream side

$p_0$ [Pa]  
Pressure far upstream and downstream of the rotor

$P$ [W]  
Mechanical power from the rotor

$P_{\text{wind}}$ [W]  
Power available from the wind

$Q$ [Nm]  
Torque from the rotor

$r$ [m]  
Radius locally on the blade

$R$ [m]  
Tip radius

$Re$ [-]  
Reynolds number

$t$ [m]  
Maximum thickness of airfoil measured orthogonal to the chord

$T$ [N]  
Thrust on rotor

$T_{\text{wind}}$ [N]  
Thrust from the wind

$TSR$ [-]  
Tip speed ratio $= \lambda$

$u$ [m/s]  
Wind speed in the rotor plane

$u_1$ [m/s]  
Wind speed far downstream in the rotor wake

$V_0$ [m/s]  
Wind speed far upstream of the rotor

$W$ [m/s]  
Relative velocity on the airfoil which is the combination of the axial and the tangential inflow

$z_0$ [m]  
Terrain roughness length

$\alpha$ [°]  
Angle of attack

$\alpha_{\text{design}}$ [°]  
Angle of attack at which $c_l,\text{design}$ is obtained

$\alpha_{\text{design,blade}}$ [°]  
Angle of attack at which $c_l,\text{design,blade}$ is obtained

$\Delta p$ [Pa]  
Pressure jump over the rotor disk

$\phi$ [°]  
Angle between the relative inflow and the rotor plane

$\lambda_{\text{loc}}$ [-]  
Ratio between the local tangential velocity of the rotor and the wind speed far upstream

$\lambda$ [-]  
Ratio between the tangential velocity at the tip of the rotor and the wind speed far upstream (tip speed ratio)

$\nu$ [m$^2$/s]  
Air dynamic viscosity

$\omega$ [rad/s]  
Rotational speed of the rotor

$\rho$ [kg/m$^3$]  
Air density

$\sigma$ [-]  
Solidity of the rotor

$\theta$ [°]  
Pitch angle
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Wind turbine drive train systems

Z. CHEN, Aalborg University, Denmark

Abstract: This chapter describes drive train systems of modern wind turbines. Various types of systems, including gears, generators, power electronics and the integrated overall power transmission systems, are discussed, and an optimization design study of electrical conversion systems is presented.

Key words: wind turbines, gearbox, generator topologies, variable speed, direct drive, power electronics.

7.1 Introduction

This chapter describes the wind turbine drive train systems. The main function of a drive train is power transmission, i.e. to convert the mechanical energy at the rotor hub of the wind turbine to electrical energy, and to send it to the load/grid. The main components include the gearbox, generator and power electronic converters.

Along with the rapid development of wind power application and significant growth of wind turbine installation capacity worldwide, research and development are being conducted actively; various wind turbine concepts have been developed to make wind energy conversion systems even more cost-effective.

Figure 7.1 shows a typical drive train of modern wind turbines (Vestas A/B, Denmark), where a gearbox converts the low speed, high torque power into the high speed and low torque power to drive a normal generator. However, the generator type would determine the type of drive train. The gearbox may be omitted if the generator is a direct-drive type which can produce electricity at the low speed of the wind turbine’s rotor.

This chapter is organized into the following sections: Section 7.2 describes gearbox and bearing systems, Section 7.3 presents power electronic system, followed by Section 7.4 where generators are introduced; in Section 7.5, the integrated wind power conversion systems are discussed, then the system optimal design is reported in Section 7.6; finally, conclusions and future trends are given in Section 7.7.

7.2 Gearbox and bearing systems

7.2.1 Gearboxes, shafts, bearings

Gears are used to transmit power between shafts rotating at different speeds. In a wind turbine, a combination of gears may be used to increase the low rotational speed to a suitable speed for the generator. The gearbox is a critical component of the drive train system because it serves to reduce the high torque generated by the wind turbine to a level compatible with the generator. The design of the gearbox is influenced by factors such as the speed ratio, torque capacity, and noise reduction. The bearing system is crucial for the smooth operation and long-term reliability of the gearbox. Different types of bearings, such as ball bearings and roller bearings, are employed to ensure efficient power transmission and minimize wear.
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speed of the turbine blades to a high speed for a standard generator, normally, 1000 rpm or 1500 rpm. There are various types of gears, the following three types are often used in wind turbine gearboxes:

1. **Spur gear** is the simplest and most common type of gear, where teeth are parallel to the rotational axis of the gear as shown in Fig. 7.2(a). Tooth contact is primarily rolling, with sliding occurring during engagement and disengagement.

2. **Single helical gear** has cylindrical shaped gear with angled teeth shown in Fig. 7.2(b), and is designed so that the teeth come in contact with one another with gradually increasing pressure, rather than engaging the entire tooth at once as in spur gears. At any time, the load on helical gears is distributed over several teeth, resulting in reduced wear. Helical gears operate with less noise and vibration than spur gears.
3 *Double helical gear*, also known as herringbone gear, may have both left-hand and right-hand helical teeth set in a ‘V’ shape, as two standard single helical gear and one is mirror image of the other as shown in Fig. 7.2(c).

Gears can be combined in different configurations; the following two types are often used for wind turbines:

1. **Parallel stage**: In this configuration, two different size gears are fixed on two parallel shafts as shown in Fig. 7.3(a) (Peeters *et al.*, 2006). The speed ratio is inversely proportional to the number of teeth.

2. **Planetary stage**: The main components of a planetary stage are illustrated in Fig. 7.3(b) (Peeters *et al.*, 2006), including:
   (i) an interior toothed gear wheel (ring gear)
   (ii) two or three smaller toothed gear wheels (planet gear)
   (iii) a common carrier arm (planet carrier)
   (iv) a centrally placed toothed gear wheel (the sun gear).
The ring gear is stationary while the planet carrier is mounted on the turbine rotor shaft rotating with the same speed as the rotor shaft. The planet carrier transmits the driving torque to the planet gears that move around inside the inner circumference of the ring wheel. The number of the planet gears is a design variable which is often chosen as three. The speed-up ratio for this configuration can be expressed by the following:

\[
\frac{n_{HSS}}{n_{LSS}} = 1 + \frac{D_{ring}}{D_{sun}}
\]  

where \(n_{HSS}\) and \(n_{LSS}\) are respectively the rotational speed of the sun and the planet carrier, \(D_{ring}\) is the diameter (or number of teeth) of the ring wheel and \(D_{sun}\) is the diameter (or number of teeth) of the sun.

Planetary gear stages are more compact and produce a higher torque density than parallel gear stages, so that they may transfer more torque for the same amount of used material.

Spur gears and helical gears are used in both parallel gear stages and planetary gear stages for wind turbine gearboxes.

### 7.2.2 Multistage gearbox

As power and rotor diameter increase, the torque and gear ratio also increase and often one single gear stage is not sufficient. Multistage gears are required to obtain the desired ratio. A wind turbine gearbox typically contains one low-speed planetary stage with two parallel stages or two planetary stages with one high-speed parallel stage. In general, a planetary stage is designed for gear ratio up to seven and a parallel stage usually up to five.

Figure 7.4 shows a cross section of a gearbox for an MW level wind turbine with one planetary stage and two parallel gear stages (Todorov et al., 2009). The planetary stage has spur gears and its ring wheel is fixed in the gearbox housing. The second gear stage is a helical parallel stage. Its wheel is driven by the sun of the first stage and its pinion drives the wheel of the third stage, which is also a helical parallel stage.

The following components are associated with the gearbox and may contribute to its failures:

1. **Bearings**: The main function of bearings is reducing frictional resistance between two surfaces with relative motion, either linear or rotational. According to the type of motion, bearings can be either linear/axial or rotational/radial.
2. **Shafts**: Shafts are cylindrical elements used to transmit torque; a drive train may have several shafts, for example, the low-speed shaft on the turbine rotor side, high-speed shaft on the generator side, and intermediate shafts in the gearbox housing to carry the gears.
3. **Couplings**: These are elements used to connect and transmit torque between two shafts, for example, the generator and the high-speed shaft of the gearbox.
In some designs, a safety clutch is integrated into the coupling to protect the gearbox by preventing the transfer of a torque transient caused possibly by a short circuit.

4 **Mechanical brakes**: Aerodynamic brakes (by pitching the blades or turning the blade tip) are used to limit the turbine speed or to stop a wind turbine. The aerodynamic brake is the preferred brake for stopping as less stress is being placed on the system than if mechanical brakes are applied. The brakes are usually spring or hydraulic operated and constructed to work even during electrical power failure. However, a mechanical braking system, including a friction brake and its hydraulic system, can bring the rotor to a complete stop and halt the turbine blades during maintenance and overhaul, or in emergency cases. The mechanical brake is built with a fail-safe mechanism. For instance, the reduced hydraulic oil pressure can be used to activate the brakes to stop the wind turbine. The brake disk is made of a special metal alloy that can endure temperatures of up to 700°C and is normally installed on the high-speed shaft, i.e. between gearbox and generator, to keep the brake disk diameter as small as possible.

5 **Yaw mechanism**: It is used to align the rotor axis with the wind in order to extract as much energy from the wind as possible. An electrical or hydraulic system is used to align the machine with the wind. A wind vane on top of the nacelle may be used to the yaw drive.
7.2.3 Drive train bearing concepts

In a wind turbine, the rotor hub transfers the mechanical energy from the wind into the drive train with several loading components. Only the torque component is useful for the generator to produce electricity. The other loading components are transferred towards the tower. The stiffness and damping characteristics of the suspension play an important role in the dynamic response of the drive train. Figure 7.5 shows three possible supporting structure examples (Harrison et al., 2000; Hau, 2000).

Figure 7.5(a) shows a concept with two separate bearings supporting the main shaft. Both bearings carry radial loads and transfer bending moments towards the tower. The bearing near the wind turbine’s rotor also carries axial loads. The torque is transferred to the gearbox through the main shaft. The gearbox suspension may only carry the reaction torque towards the bed plate. Torque arms are equipped with vibration dampers and give the gearbox some flexibility.

7.5 Drive train bearing concept examples: (a) two bearings outside the gearbox supporting the main shaft, reproduced from Hau, 2000; (Courtesy Wind turbines, Springer-Verlag). (b) Three-point suspension: one bearing integrated in the gearbox (Hau, 2000; Courtesy Wind turbines, Springer-Verlag). (c) Main bearing integrated in the gearbox (Harrison et al., 2000).
Figure 7.5(b) shows that one axial bearing supports the main shaft near the rotor and one radial bearing is integrated in the gearbox. The gearbox suspension, typically of two torque arms, is mounted on the bed plate. The drive train concept is often referred to as a ‘three-point-suspension’ system.

Figure 7.5(c) shows another drive train concept: the rotor hub is hanging in one large bearing carrying radial and axial loads as well as all bending moments. The gearbox is an integrated part of the whole nacelle. This design may lead to a considerable weight reduction of the nacelle.

7.2.4 Possible drive train mechanical failure and prediction and mitigation

Similar to other gear applications, the wind turbine gearbox and bearings could have the following failures:

- fatigue cracks
- teeth breakage
- wear
- plastic flow
- scoring (scuffing)
- surface fatigue
- spalling.

The aerodynamic torque and the electromagnetic torque are applied on a wind turbine drive train and determine the loading on the mechanical system. Drive train failures, including spalled bearings and fractured gear teeth, are largely caused by unexpected and/or excessive loading conditions. Such drive train failures often resulted in expensive repairs and can have catastrophic consequences for the turbine. Therefore, wind turbine gearboxes may be designed to have strength a few times the rated torque for preventing the damage caused by unpredictable torques and stresses. However, electrical system faults, such as a short circuit fault may cause a high torque peak in the drive train. In order to protect the gearbox and the rotor shaft, overload clutches are built into the high-speed shaft in most cases.

Different drive train concepts, gearbox and generator designs, and power electronic control strategies will affect the drive train loading, for example, individual blade pitch control and power electronic optimal torque control, etc. Numerical modeling and simulation methods are used to analyze the impacts and evaluate the fatigue effects of dynamic loading under various situations, including emergency stop, power system faults (Heege et al., 2007), etc. Based on such studies, the control strategies could be developed to reduce the damaging loading and the risk of system failure, and improve drive train fatigue mitigation.

Wind turbine monitoring can be used for control applications as well as preventive measures. Preventive monitoring is necessary to extend turbine lifecycle, schedule maintenance and predict fault conditions. Also state monitoring, fault prediction and
diagnoses techniques are being developed to predict the possible failure so that the maintenance or repairs could be performed effectively to reduce the cost and the risk of system breakdown (Amirat et al., 2009; Hameed et al., 2009; Zaher et al., 2009).

The condition monitoring of the gearbox and main bearing is attracting more interest because the gearbox is problematic and the costs of replacement are high. There are various condition-monitoring techniques which may be applied on a wind turbine, some most relevant to the mechanical part of a drive train system are:

- vibration analysis
- oil analysis
- acoustic measurements.

### 7.2.5 Vibration

Vibration monitoring is used in wind turbines to determine the condition of rotating equipment, including the main bearing gearbox and generator. The vibration sensors may be placed in the axial and radial directions. Depending on the applicable frequency range, the position sensors (low range), velocity sensors (mid range), or accelerometers (high range) may be used. These vibration sensors are rigidly mounted to the component of interest and return an analog signal proportional to the instantaneous local motion. Various sensors with different frequency ranges can be used for different situations, including shafts, bearings, gearbox and generators, as well as other equipments, such as pumps and compressors. The measured data are analyzed, such as by harmonic analysis, then the health condition of the monitored components can be determined before they are damaged (e.g., cracked gear tooth, broken bearing, and so on).

### 7.2.6 Oil quality

Oil analysis is mainly used for checking the condition of oil for lubricating or insulating equipment such as bearing, gearbox, transformer and other electrical distribution equipment. The analysis enables the detection of some possible problems, including arcing, aging insulating paper, and other latent problems. Improper lubrication can reduce efficiency and cause mechanical failures. Most bearing and gear wear results from incorrect oil lubrication and can lead to more serious problems in the turbine drive train. This monitoring can be conducted with oil particle counting and measurements of moistness, viscosity, acidity and temperature.

By using instruments such as a particle counter the quality of the oil and the possible existence of contaminants can be identified. Water contamination in industrial oil plays an important role; high moisture levels can cause components to overheat, corrode or fatally malfunction. Based on the oil analysis, an oil management scheme can keep the oil in an optimal condition to reduce the costs of oil replacement as well as the wear of the components.
7.2.7 Acoustic monitoring

Acoustic monitoring has some relationship with vibration monitoring. The vibration sensors are rigidly mounted on the component concerned, record the local motion and analyse the frequencies in relation to the rotational speeds. On the other hand, the acoustic sensors are attached to the component by flexible glue with low attenuation. These sensors are based at higher frequencies which give an indication of developing defects.

Acoustic monitoring measures the noise from the turbine both internally and externally. An acquisition device with antialiasing, a high sampling rate and dynamic range should ideally be used. The gearbox and the main bearing are important when monitoring internally, while the overall turbine noise is monitored externally. From the measured results, the higher frequency components can be determined to predict possible faults.

7.3 Power electronic systems

Power electronic, being the technology of efficiently converting electric power, plays an important role in wind power systems. It is an essential part to integrate the variable speed wind power generation units to achieve high efficiency and high performance. Even in a fixed speed wind turbine system where wind power generators are directly connected to the grid, thyristors are used as soft-starters. The power electronic interfaces are used to match the characteristics of wind turbines with the requirements of grid connections, including frequency, voltage, active and reactive power, harmonics, ride-through requirement, etc.

Power electronics have been developed rapidly in recent years in the semiconductor devices, circuit topologies and control technologies; the performance is improving and price is falling, and the applications areas have significantly been increased.

Power electronic device technology is still undergoing important progress. The breakdown voltage and/or rated current of the components are continuously increasing. Important research is also going on into the use of silicon carbide. This may dramatically increase the power density of the converters. Commonly, switchable power semiconductor devices available for wind power applications may include IGCTs (insulated gate commutated thyristor), SGCTs (symmetrical gate commutated thyristor), GTOs (gate turn-off thyristor), IGBTs (insulated gate bipolar transistor) and IEGTs (injected enhanced gate transistor).

IGBTs are one of the most widely used devices for power electronics converters. They are available from 600 V to 4500 V, and the current rating is up to 2400 A. Higher voltage IGBTs up to 6500 V are also available but with reduced current capability, e.g., 650 A. The IGBT power rating can achieve 3600 V, 1700 A and 4500 V, 1200 A, while state-of-the-art asymmetric blocking IGCT devices are available with 6500 V, 3000 A and 6000 V, 4500 A (Badrzadeh et al., 2009), which could be used for large high power wind turbines.
Power electronic converters are constructed by semiconductor devices driving, protection and control circuits, to perform voltage magnitude and frequency conversion and control. Self-commutated converter systems use the switchable semiconductors and normally adopt pulse width modulated (PWM) control methods. This type of converter may transfer active power in both directions (AC-DC or DC-AC), and the reactive power demand on the AC side can also be delivered by a PWM converter.

Self-commutated converters may be further divided into two types: voltage source converters (VSC) and current source converters (CSC), depending on the types of DC link. A VSC has a DC capacitor to keep a smooth DC voltage, and commonly IGBTs are used as switching devices. The AC output of VSC is a PWM voltage waveform. A CSC has a DC reactor to keep a smooth DC current and generates a current PWM waveform at its AC terminal. Both self-commutated VSC and CSC may provide four-quadrant operation (transferring active power and reactive power in both directions with reference to an AC grid). Both types of self-commutated converter systems can use PWM high frequency switching, which may produce harmonics and interharmonics in the range of some kHz. These harmonics are relatively easy to be removed by small-size filters. Presently, most of the power electronic converters used in wind power are VSC.

VSC may have various configurations, but two-level converters are the simplest configurations and are widely used in various areas, including wind power applications. Figure 7.6 shows a two-level VSC, consisting of self-commutated semiconductors, such as IGBTs.

Multi-level converters are developed for high voltage and high power applications. There are various multi-level converter circuit topologies, for example, the neutral point clamped (NPC) converter and flying capacitor (FLC) converter. The one-leg circuits of NPC and FLC converters are shown in Fig. 7.7. In a multi-level converter, dynamic voltage sharing is built into the structure through either clamping diodes or clamping capacitors. Multi-level VSCs can
vary their output between several voltage levels, which provides the improved voltage waveforms, reduced filtering requirements, and reduced common mode voltage and EMI issues.

Other multi-converter system may also be used, such as the cascaded H-bridge (CHB) converter and the interleave converter systems, which have several converters connected in parallel; the output waveforms of these converters are phase shifted to reduce the harmonics with the increased power delivery.

Medium voltage converter systems may be more suitable for larger wind turbines. For example, ABB has made a PCS 6000 converter for 5 MW wind turbines (Eichler et al., 2008). The converter has two NPC (neutral point connected) phases based on high power semiconductors IGCT–PEBB (modular power electronics building blocks) technology, which enable the development of compact converters.

### 7.4 Electrical generator basic characteristics

A generator plays a very important role in wind turbine technical solutions. The integration of the generator and power electronics significantly affects the performance of the wind power systems, and affects both the mechanical part as well as the electrical grid.

A generator consists of two main components: a stator and a rotor. The space between the rotor and stator is called the ‘air gap’, where a rotating electromagnetic field is produced by three-phase AC current flowing in the machine windings. The rotating speed of the magnetic filed is related to the synchronous speed $n_s$, which depends on the frequency of AC terminal voltage and on the number of pole pairs in the generator:

$$ n_s = 60 f_{ac} / pp \quad [7.2] $$

- $n_s$ = synchronous rotational speed (rpm)
- $f_{ac}$ = AC system frequency (Hz)
- $pp$ = number of pole pairs.
Generators can be mainly divided into two types: synchronous generator and asynchronous generator, also called an induction generator. A synchronous generator always rotates at the synchronous speed while an induction generator can operate at a varying speed different from the synchronous speed. Figures 7.8 and 7.9 show the torque characteristics of the two types of generators.

Synchronous generators may be excited either by an externally applied direct current (electromagnet) or by permanent magnets (PMs) and can be made with a large number of pole pairs, yielding a low synchronous speed, as low as the wind turbine’s rotor speed, then a gearbox is no longer needed. There is considerable interest in the application of multiple-pole synchronous generators (either electrical excitation or with PM) driven by a wind-turbine without a gearbox or with a low ratio gearbox. However, the vertical torque characteristic of the synchronous generator (Fig. 7.8) indicates that it works at a constant speed. This means that the wind power fluctuations may be translated into heavy torque fluctuations and high peak loads in the drive train. Therefore, synchronous generators powered by wind turbines may not be directly connected to the AC grid due to the lack of damping.
For an induction machine, the slip, \( s \), is defined as

\[
s = \frac{n_s - n_r}{n_s}
\]  

\( n_r \) = speed of the generator (rpm).

For a generator operation of an induction machine, ignoring the other power losses, the power balance may be expressed as

\[
P_m = P_s + P_r \]  

\[
P_r = -sP_s
\]

\( P_m \) is the mechanical power, \( P_s \) is the stator power and \( P_r \) is the rotor power. The torque of the asynchronous generator is a function of the slip, \( s \) (Fig. 7.9), which is negative if the machine is in super synchronous speed, and a higher slip (absolute value) means a larger amount of electrical energy in the rotor circuit. The slip is small for a short-circuited rotor such as the squirrel cage rotor with the speed variation being limited (e.g., 1%). Within this limited speed range, a linear characteristic may be used to represent the relation between the torque and the slip of the generator, which corresponds to a damper characteristic. The small speed
variation characteristic of the cage rotor asynchronous generator makes the machine suitable for wind turbine application.

The number of pole pairs, $pp$, of an induction generator in wind applications is usually two or three, resulting in a synchronous speed of 1500 rpm or 1000 rpm. A higher pole pair number is rarely used because the induction generator efficiency decreases with increasing $pp$. Normally, a gearbox is needed to reduce generator speed to the speed of the wind turbine’s rotor.

Both induction generators and synchronous generators have some varieties, which are presented in the following parts of this section (Li and Chen, 2008).

### 7.4.1 Squirrel cage rotor induction generators

For a long time, squirrel cage induction generators (SCIGs) have been the most used generators for wind turbines. A three-stage gearbox in the drive train is usually required. The generator may be directly grid connected, which was the conventional concept applied by Danish wind turbine manufacturers during the 1980s and 1990s, i.e., an upwind, stall regulated, three-bladed wind turbine with an SCIG, which is sometimes referred to as the ‘Danish concept’. Though the stall control method is usually used in combination with the fixed speed SCIG, the active stall control or pitch control may also be applied. More details about the system will be presented in a later section.

### 7.4.2 Wound rotor induction generators

The stator of a wound rotor induction generator (WRIG) is constructed in the same way as that of the SCIG, but the rotor is no longer a squirrel cage rotor; rather it is equipped with a three-phase winding. In wind power applications, the rotor of a WRIG may be either connected to a resistor which consumes some power while changing the slip and the generator speed, or connected to a power electronic system which exchanges the power between the machine and the AC grid. The latter is also called doubly fed induction generator (DFIG), i.e., both the stator and rotor of the WRIG can transfer power to the AC system.

#### Wound rotor induction generator with rotor resistance control

The torque characteristics are shown in Fig. 7.10 for an induction generator with and without an external rotor resistor. It can be seen that, for the same level of torque, the higher resistance of the rotor windings, the higher the slip is. Therefore, one way of varying the slip is to vary the resistance of the rotor. The basic idea of this concept is to control the rotor resistance using a variable external rotor resistor by means of a power electronic converter. The suitable torque–speed characteristic can be chosen to obtain the desired speed at an operating point. Only speeds higher than synchronous speed are possible for generator operation,
and the rotor power is not fed back into the grid. It is basically a single-fed induction generator with similar characteristics to an SCIG. Variable speed operation can be achieved by controlling the energy extracted from the WRIG rotor; however, this power must be dissipated in the rotor resistor. With the increase of variable speed range, a higher slip means more power consumed by the rotor, and a lower generator efficiency, so that the rating of the resistor must also be higher. Therefore, the dynamic speed control range depends on the size of the variable rotor resistor. A typical limited variable speed range is less than 10% above the synchronous speed. Conventionally, the connection is usually done with brushes and slip rings, which introduce parts and raise the maintenance requirements, and are a drawback in comparison with the simple technical design of a cage rotor induction machine, but a larger speed variation range is an advantage.

Wound rotor induction generator with power electronic converters

An alternative to the energy dissipation in the generator’s rotor is to exchange energy between the rotor and the electricity grid. The stator of a DFIG is connected
to the grid directly, while the rotor of the generator is connected to the grid by electronic converters through slip rings, i.e., a DFIG. The power converter controls the rotor active power flow and thus the rotor speed. This concept supports a wide speed range operation, depending on the size of the frequency converter. The choice for the rated power of the rotor converter is a trade-off between the cost and the desired speed range. The generator can operate as a generator in both super synchronous speed \((s < 0)\) and sub-synchronous speed \((s > 0)\).

### 7.4.3 Synchronous generators

A synchronous generator may not be directly connected to the grid as discussed above, unless a variable ratio gearing system is implemented. Therefore, most commercially available synchronous generators in wind power applications use a full-scale power electronic converter. Compared with the variable speed concept with a partial-scale power converter, the full-scale power converter can perform smooth grid connection over the entire speed range but all the generated power has to go through the power converter. Consequently, it has a higher cost and a higher power loss in the power electronics which need intensive cooling.

Like the SCIG and WRIG, the synchronous generator generally has a stator magnetic circuit made of laminations provided with uniform slots that house the stator winding. For the rotor excitation, there are two main possibilities. One type is a rotor winding supplied by a DC current from a separate circuit, usually called the electrically excited synchronous generator (EESG); and the other type is permanent magnets (PMs) attached to the rotor, and named as the permanent magnet synchronous generator (PMSG).

### 7.4.4 Multipole synchronous machines

The most important difference between gear drive wind turbines and the direct-drive types is the generator rotor speed. The direct-drive generator rotates at a low speed, because the generator rotor is directly connected to the hub of the turbine rotor. To deliver a given power, the lower speed makes it necessary to produce a higher torque. A higher torque means a larger size of the generator. The direct-drive generators (either field excited or PM generator) demand a larger diameter for the implementation of a large number of poles with a reasonable pitch. Moreover, for a larger direct-drive generator, considering the limitations on the current loading and air gap flux density makes the torque density not to be further significantly increased. To increase the efficiency, to reduce the weight of the active parts and to keep the end winding losses small, direct-drive generators are usually designed with a large diameter and small pole pitch. However, the pole pitch must be large enough for the field-excited machine in order to arrange space for the excitation windings and pole shoes. So the larger number of parts and windings probably make it a heavy and expensive solution.
The advantages of direct-drive wind turbines are the simplified drive train, the high overall efficiency and the high reliability and availability by omitting the gearbox. These machines provide good fault ride-through capability due to the use of a synchronous generator and a fully rated converter, but have a very large diameter, which may cause transportation and installation problems.

7.4.5 Electrically excited synchronous generator

The EESG is usually built with a rotor carrying the field system for a dc excitation. The stator may carry a three-phase winding quite similar to that of induction machines. The rotor may have salient poles, or cylindrical. Salient poles are more usual in low-speed machines, and may be the most useful version for application to direct-drive wind turbines.

Because the excitation current is controllable, for example, with a DC supply and slip rings and brushes, or brushless exciter, employing a rotating rectifier, the EESG has the opportunities of controlling the flux for a minimized loss in different power ranges, but the field losses are inevitable. Moreover, it does not require the use of PMs, which might suffer from performance loss in harsh atmospheric conditions.

7.4.6 Permanent magnet synchronous generator

In a three-phase sinusoidal PM machine, the stator winding is the same as the wound field synchronous machine, but the rotor is replaced with PMs which provide excitation instead of a field winding. The use of rare-earth PMs with high-energy density reduces the generator weight associated with copper windings, eliminates problems associated with insulation degradation, and reduces electrical losses; however, generator cooling needs to be appropriately designed to prevent permanently degrading magnetic field strength of the rare-earth magnets.

PMSGs have recently been manufactured achieving a lower kg/kW (approximately a two-to-one weight advantage over the wound field synchronous machines) (Badrzadeh et al., 2009). These machines can be manufactured with a large number of poles for a low rotational speed to eliminate a gearbox.

PM machines require less cooling since the rotor losses are predominantly removed and this allows the PM machine to be built with smaller frame than an equivalent induction or wound field synchronous machine. These advantages are achieved at the expense of losing field voltage/current control, but the problem is alleviated with the use of power electronics converters which provide the machine with voltage control. The low-speed PM machines are more expensive than a high-speed generator using a gearbox, but have a higher efficiency, a higher reliability and lower maintenance requirements.

PMSG is becoming more attractive for direct-drive wind turbines. Compared with electrically excited machines, PM machines have a number of economical and technical advantages, such as the following:
higher efficiency and energy yield  
no additional power supply for the magnet field excitation  
improvement in the efficiency and thermal characteristics of the machines due to absence of the field losses  
higher reliability due to the absence of slip rings  
higher torque density and improvement in the dynamics due to the replacement of wound iron mover with high-energy PM.

However, PM machines have some disadvantages, such as the following:

- high cost of PM material  
- difficulties to handle in manufacture  
- demagnetization of PM at high temperature.

According to the magnet location, PM machines are classified as interior or surface PM machines. In surface-magnet machines, the magnets are glued to the surface of the rotor, and machines feature non-salient pole characteristics. In an interior PM machine, the magnets are buried inside the rotor, giving salient pole characteristics.

PM machines are not standard off-the-shelf machines, and allow a great deal of flexibility in their geometry; various topologies may be used. Common types of PM machines may be classified into the radial-flux, the axial-flux and the transversal flux machines by the direction of flux penetration. Some basic structures and features of the machines are briefly described here.

**Radial-flux PM (RFPM) machines**

The PMs of radial-flux machines are radially oriented. In manufacture, the simple way of constructing the machine with a high number of poles is gluing PMs onto the rotor surface. In RFPM machines, the length of the machine and the air-gap diameter can be chosen independently. If necessary, the radial-flux machine may be made with a small diameter by using a long machine. RFPM machines have a better torque density than the EESG. The slotted surface-mounted PM machine is shown in Fig. 7.11.

**Axial-flux PM (AFPM) machines**

The AFPM machine has its magnetic flux in the axial direction, instead of the radial direction. AFPM machines may have slotless or slotted surface-mounted PMs. Compared with RFPM machines, the advantages of AFPM machines can be summarized as follows:

- simple winding  
- low cogging torque and noise (in slotless machine)  
- short axial length  
- higher torque/volume ratio.
However, the disadvantages of AFPM machines in comparison with RFPM machines are as follows:

- lower torque/mass ratio
- larger outer diameter, large amount of PM and structural instability (in slotless machine)
- difficult to maintain air-gap in large diameter (in slotted machine)
- difficult production of stator core (in slotted machine).

Various structures of AFPM machines with surface-mounted PMs have been investigated, including slotless machine and slotted machines, also different combinations of stator and rotors, such as single-stator-double-rotor or single-rotor-double-stator configurations.

The slotless single-stator-double-rotor, which is often referred to as a torus machine, is shown in Fig. 7.12 (Aydin et al., 2001; Spooner and Chalmers, 1992). The two rotor disks are made of mild steel and have surface-mounted PMs to produce an axially directed magnetic field in the machine air gaps. The machine stator comprises a slotless toroidally wound strip-iron core that carries a three-phase winding in a toroidal fashion by means of concentrated coils. The slotless, toroidal-stator, AFPM generator has several advantages, such as the lightness, compactness, short axial length and the suitable integration with the engine.

Transversal-flux PM (TFPM) machines

The magnetic flux path of a TFPM machine is perpendicular to the direction of the rotation. A TFPM machine is a synchronous machine in nature, and functions in a similar manner to other PMSGs. There are various rotor structures, such as the rotor with single-sided surface magnets, with single-sided flux concentration, and with double-sided flux concentration. Figure 7.13 shows the configuration of a surface-mounted TFPM (Huang et al., 1997). Compared with RFPM or AFPM machines, a major difference is that TFPM machines allow an increase in the space for the simple windings without decreasing the available
space for the main flux, so that the machines have very low copper losses. TFPM machines can also be made with a very small pole pitch; however, the structure is much more complicated. TFPM machines have low power factor, which leads to an increase in the necessary rating of the power electronic converter.

Among the above PM machines in axial flux, radial flux and transverse flux structures, the radial flux machines are widely used for direct-drive PM generators. The radial flux machines have the highest cost/torque ratio. Transverse flux machines have been researched extensively, but have some disadvantages which need to be improved, such as the complex structure, poor power factor (due to the large leakage inductance), difficulty in fault detection, and lower torque density for high power applications.

7.12 Axial flux torus type surface-mounted PM motor configuration: (a) non-slotted stator and (b) slotted stator (Aydin et al., 2001; Courtesy IEEE, © 2001 IEEE).

7.13 Transverse flux circumferential current PM (TFCCPM) machine (Huang et al., 1997; Courtesy IEEE, © 1997 IEEE).
7.4.7 Other potential generator types

A new stator interior permanent magnet machine (SIPM), as shown in Fig. 7.14, derived from the doubly salient PM machine has been studied for wind power application (Zhang et al., 2007). The machine has the split stator pole and full pitched windings, where tooth-shoe is adopted and the PM is inserted into the stator pole. This configuration may offer higher power density and lower cogging torque ripple than the doubly salient machine.

Many other types of wind generators are also investigated, such as linear induction generators, switched reluctance generators, claw pole generators and brushless doubly fed induction generators (BDFIG). The BDFIG requires double stator windings with different number of poles, respectively. The output of the induction generator is directly connected to the grid; the second stator winding is connected through a power electronic converter, which is rated at only a fraction of the generator rating (Fig. 7.15). Compared with the DFIG system, the BDFIG concept does not require slip rings, while the BDFIG system has the capability of realizing the variable speed operation and independently controls the stator active and reactive power (Carlson and Voltolini, 2008). However, the machine structure, operation and control are relatively complex.

Multi-phase induction machine

A conventional variable speed drive has a three-phase machine with a three-phase converter. In a multi-phase machine drive system more than one set of three-phase winding may be housed in the same stator. For example, a six-phase machine

7.14 Cross-section of 12/10-pole SIPM generator (Zhang et al., 2007).
comprises two sets of three-phase winding spatially shifted by 30 electrical degrees and connected to two VSCs. The configuration may provide high torque density, improved fault ride-through capability, reduced torque pulsation, reduced noise and vibration, and improved efficiency and reliability (Singh, 2002; Zhao and Lipo, 1996). A loss of a phase should be less of a problem in multi-phase systems compared to a conventional three-phase system. This arrangement has been used for high-torque direct-drive naval propulsion motors and is available for up to 20 MW. Such a configuration may find applications in wind power systems.

**High-temperature superconducting (HTS) generator**

HTS allows significant increase in power density compared to wound copper or PM machines. Different types of rotating machine using HTS have been proposed, including synchronous, homopolar and induction machines, while most large HTS projects have been synchronous machines with an HTS DC field winding on the rotor.

Using HTS wires in the field winding of a synchronous machine, current densities up to 100 A/mm$^2$ can be achieved compared to about 5 A/mm$^2$ for conventional wound field synchronous generators. The high current density achieved with superconductive materials makes it possible to produce very compact and dense rotating machines. HTS machines can handle larger harmonic currents than conventional machines due to their attenuation of harmonic fields in the larger air gap. Other advantages of the HTS machines include improved efficiency due to elimination of rotor losses, and reduced noise and vibration (Fogarty, 2004). It is a promising technology for direct-drive generator in very large turbines; the second generation coated conductor HTS wire has the potential to meet the price and performance targets for wind energy (Lewis and Müller, 2007).

### 7.5 Electrical conversion systems

The structures and topologies of gearbox, generator, power electronic converters, and their integration determine the characteristics and performance of the electrical conversion systems in a wind turbine (Chen et al., 2009). The commonly used
systems are listed in Table 7.1, where high speed refers to speed of 1000 rpm or 1500 rpm, medium speed is in the range of around 100 rpm, and low speed is normally below 20 rpm depending on wind turbine design. In this section, the five types of systems listed in Table 7.1 will be described.

7.5.1 Multistage geared induction generators without power electronic interfaces

Induction generators, including squirrel cage rotor, wound rotor and DFIG normally use multistage gearbox drive trains. A synchronous generator system (either electrically excited or with PM excitation) may also use a multistage gearbox to reduce the generator’s volume and improve the generator efficiency. The squirrel cage rotor induction generators and WRIGs connected directly to the grid are introduced respectively in this subsection.

Multistage geared squirrel cage rotor induction generator

The ‘Danish Concept’ of directly connecting a wind turbine to the grid is widely used in early wind turbine systems. The scheme consists of an SCIG, connected via a transformer to the grid and operating at an almost fixed speed. Since the speed range of the induction generator is very small, it is referred to as a ‘fixed speed wind turbine’. The power can be limited aerodynamically either by stall control,

Table 7.1 Summary of commonly used wind turbine systems

<table>
<thead>
<tr>
<th>System</th>
<th>Gearbox</th>
<th>Generator</th>
<th>Power electronics</th>
<th>Wind turbine speed</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Multistage gear</td>
<td>High-speed cage rotor or wound rotor induction generators</td>
<td>Direct connection to grid without power electronic interface</td>
<td>Nearly fixed</td>
</tr>
<tr>
<td>2</td>
<td>Multistage gear</td>
<td>High-speed doubly fed induction generators</td>
<td>Partially rated power electronics</td>
<td>±30% variable</td>
</tr>
<tr>
<td>3</td>
<td>Multistage gear</td>
<td>High-speed cage rotor induction generators or synchronous generators</td>
<td>Fully rated power electronics</td>
<td>Fully variable</td>
</tr>
<tr>
<td>4</td>
<td>Direct drive</td>
<td>Multipole lower-speed synchronous generators</td>
<td>Fully rated power electronics</td>
<td>Fully variable</td>
</tr>
<tr>
<td>5</td>
<td>Hybrid drive (one- or two-stage gear)</td>
<td>Multipole medium-speed synchronous generators</td>
<td>Fully rated power electronics</td>
<td>Fully variable</td>
</tr>
</tbody>
</table>
active stall or pitch control. The basic configuration of the fixed speed system is shown in Fig. 7.16. The advantages of wind turbines with induction generators are the simple, robust and cheap construction, and no synchronization device is required. Some drawbacks are: (1) the wind turbine has to operate at almost constant speed, (2) it requires a stiff power grid to enable stable operation, and (3) it may require a more expensive mechanical construction to absorb high mechanical stress, since wind gusts may cause torque pulsations on the drive train.

Rotating at a fixed speed under all wind speeds is disadvantageous for the aerodynamic efficiency, and the noise from the rotor blades may be a problem at low wind speeds. In addition, the fixed-speed operation yields higher loads on the drive train. This concept may also cause flicker due to resulting varying power to the grid.

Connecting the induction generators to power system may produce transients with very high inrush currents which cause both disturbances to the grid and high torque spikes in the drive train of wind turbines. Such a transient disturbs the grid and limits the acceptable number of wind turbines. The high starting currents of induction generators are usually limited by a thyristor soft-starter. The current limiter or soft-starter, based on thyristor technology, typically limits the RMS value of the inrush current to a level below two times of the generator rated current. The soft-starter has a limited thermal capacity and it is short-circuited by a contactor, which carries the full load current, when the connection to the grid has been completed. In addition, to reduce the impact on the grid, the soft-starter also effectively dampens the torque peaks associated with the peak currents and hence reduces the loads on the gearbox.

The SCIG always draws reactive power from the grid, capacitors are connected in parallel to the generator to compensate for the reactive power consumption. However, the capacitor bank may cause self-excitation when the connection to the network is lost. In such a case, the terminal voltage or reactive power may not be directly controlled, and the induction generators may suffer from voltage instability problems, which is a concern for large-scale wind power penetration.

Changing the number of pole pairs could provide some improvement, which may be considered as switching to another generator. In practice, it is normally
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7.16 A cage induction generator based fixed-speed wind turbine with power electronic soft-starter.
applied in one single generator by changing the connection of the stator windings: at low wind speeds, the generator operates with a higher number of pole pairs (e.g., $pp = 3$), but a limited capacity. At higher wind speeds, it switches to a lower number of pole pairs (e.g., $pp = 2$) and operates, consequently, at a higher rotational speed. A lower rotational speed at low wind speeds yields a higher aerodynamic efficiency and a lower noise emission.

**Multistage geared wound rotor induction generator**

Figure 7.17 shows a wound rotor induction generator with rotor resistance control (dynamic slip control). In this scheme, the rotor windings are connected through slip rings and brushes with an external variable resistor. The equivalent resistance in the circuit can be adjusted by an electronic control system, the slip of the generator can be affected and the rotor speed is changed. The generator can have a speed variation up to 10% above synchronous speed; however, the design is vulnerable to wear at the slip rings and requires sufficient maintenance. The rotor resistance may also be such controlled in power system transients to help the fault ride-through of the wind turbine (Chen *et al.*, 2007).

The slip rings, brushes and associated maintenance may be eliminated by mounting the resistors and associated electronic control system on the rotor (Vestas OptiSlip). The requirement of changing the slip is communicated to the rotor by using optical fiber communication.

Both cage induction generators and rotor resistance controlled WRIGs need a soft-starter, and they need to operate at a super-synchronous speed to generate electricity. Both of them draw reactive power which might be supplied from the grid or from installed compensation equipment, such as capacitor banks or additional power electronic equipment. Modern MW-class turbines have thyristor-switched capacitors allowing for a more dynamic compensation. A static var compensator (SVC) or similar technology may be needed to improve the dynamic response of the wind farm.
7.5.2 Multistage geared doubly fed induction generator (DFIG) system

The DFIG is popular for modern wind turbines applications. A DFIG circuit connection is shown in Fig. 7.18. The generator can deliver energy to the grid at both super-synchronous and sub-synchronous speeds. The advantages of a DFIG are that the speed is variable within a sufficient range, and the limited converter costs. Compared with the OptiSlip concept, the rotor energy, instead of being dissipated, can be fed into the grid by the power electronic converter. The nominal power of the power electronic converter system can be less than the nominal power of the wind turbine. In general, the nominal power of the converter may be about 30% of the wind turbine power, enabling a rotor speed variation in the range of about ±30% of the synchronous speed. The slip is varied with the power flowing through the power electronic circuit. By controlling the active power of the converter, it is possible to vary the rotational speed of the generator and, thus, the speed of the wind turbine rotor.

The rotor circuit of DFIG normally uses a back-to-back converter, which consists of two bidirectional converters sharing a common DC-link, one connected to the rotor and the other one to the grid. The power electronic converters for variable speed generators have the ability to control both the active and reactive power delivered to the grid (Pena et al., 1996). This gives potential for optimizing the grid integration with respect to steady-state operation conditions, power quality and voltage control. The reactive power to the grid from the generation unit can be controlled as zero or to a value required by the system operator within the converter rating limit.

The DFIG system also enables the application of special operation strategies and provides the high-quality power to the grid. The acoustical noise from the wind turbines can effectively be reduced since the system can operate at a lower speed when the wind becomes quiet. The DFIG solution needs neither a soft-starter nor
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a reactive power compensator. A Vestas V90 DFIG wind turbine is shown in Fig. 7.1.

The drawbacks of a DFIG system are the following:

- A multistage gearbox is necessary in the drive train because the speed range for DFIG is far from a common MW turbine speed of 10–25 rpm. A gearbox is inevitably associated with some drawbacks, such as heat dissipation from friction, regular maintenance and noise.
- The control of the rotor power by means of a power converter requires an electrical connection between the rotating system and the stationary system; such a connection is given by carbon brushes (on the stationary system) pressing against slip rings (rotating system). These require regular maintenance, are a potential cause of machine failure and increase the electrical losses.
- In case of a grid voltage dip, the stator and rotor currents may dramatically increase for a short time (~100 ms). The high stator currents may cause high torque loads on the drive train. The insulated winding on the rotor may be subjected to a stress that may reduce the lifetime of the generator.
- The fault ride-through and post-fault restoration of DFIG requires complex control strategies.

7.5.3 Multistage geared high-speed generators and fully rated power electronic system

Cage rotor induction generators and synchronous generators may be integrated into power systems with fully rated power electronic converters as shown in Fig. 7.19. The wind turbines with a full-scale power converter between the generator and the grid give the added technical performance. Usually, a back-to-back VSC system is used to achieve full control of the active and reactive power, though with synchronous generators, diode rectifiers plus a boost may be used as the generator side converter (Chen and Spooner, 1998). In this concept, the operation speed may vary from zero to the maximum speed limit. The generator can operate at a wide variable frequency range for optimal operation.

In this configuration, the grid performance of the wind turbine system is largely determined by the power electronics and control; therefore, the system with different types of generators may have almost the same characteristics viewed from the grid since the generator is decoupled from the grid by the power electronic interface. The power electronic converter enables the system to control active and reactive power very fast. However, the negative side is a more complex system with more sensitive electronic parts. Also the losses in the converter are higher because all power is processed by the power electronic converter.

Compared with the fixed speed system, the SCIG in this concept has the flexible control with a variable speed operation for all wind speeds, better performances of
reactive power compensation, and smooth grid connection. However, its disadvantage is the high cost and the losses of the full-scale converter.

Compared with the multistage geared DFIG system, a multistage geared PM synchronous generator is a brushless generator and has better efficiency and grid-fault ride-through capability due to the fully rated power electronic converter, while the converter is larger and more expensive.

7.5.4 Direct-drive low-speed synchronous generator and fully rated power electronic system

Historically, gearboxes have been problematic for wind turbines. The fluctuating aerodynamic loads are difficult to accurately predict, therefore, large safety factors are often used. The gearboxes for large wind turbines are more expensive per kW than for smaller turbines because the torque, which is the key cost factor, increases more quickly than the power for a given increase in rotor diameter. The rotor torque tends to increase faster than the power, which only increases with the square of the diameter. This is because large wind turbine rotors operate at low rotational speeds (to limit aeroacoustic noise).

The direct-drive approach can simplify the drive train and nacelle systems, increase reliability and efficiency, and avoid the expensive gearbox and associated problems. Multipole systems with the synchronous generators without a gear are shown in Fig. 7.20(a) for a PM generator and Fig. 7.20(b) for a field-excited generator.
As discussed above, the fully rated power electronic system determined the grid performance of the system, while the simplified drive train could remove the cost and maintenance requirement of the gearbox, but the required diameter of the synchronous generator increases with the torque density.

Enercon produces direct-drive synchronous generators with electrically exited rotor windings; the generator size is large, for example, the Enercon E-66/15.66 1.5 MW, wound rotor, direct-drive wind turbine has a 5.3 m generator diameter (Cotrell, 2002). The Enercon E-112 wind turbine has a power capacity of 4.5 MW, a tower head mass of 500 tonnes and a generator diameter of 12 m (de Vries, 2005). While most other direct-drive designs are based on PM generator technology. An illustration of an ENERCON E-112 is shown in Fig. 7.21.

7.5.5 Hybrid gear drive medium-speed synchronous generator and fully rated power electronic system

Owing to the low-speed operation, direct-drive generators have large diameter, heavy weight and tend to be more expensive. With the increase of rated power levels and the decrease of wind turbine rotor speeds, these direct-drive systems are becoming even larger and more expensive, with more difficulties for transport and assembly. Between the conventional drive train with a three-stage gearbox at

![Diagram of Wind turbine systems with direct drive generators](image)

7.20 Wind turbine systems with direct drive generators: (a) multipole PM synchronous and (b) multipole field-excited synchronous generator.
MW scale and direct-drive solutions, a hybrid system may have a one- or two-stage gearbox with a medium-speed generator (as shown in Fig. 7.22). The intention is to have a simple and more reliable gearbox with a not very large size generator leading to a dimensionally balanced and compact drive train. In this wind turbine concept, the generator, gearbox, main shaft and shaft bearing may all be integrated within a common housing. The common generator–gearbox housing is supported by a tubular bedplate structure. This concept has lower generator costs than the direct-drive concept, and lower gearbox costs, and higher availability and operating reliability than the multiple-stage geared drive concept. An overall optimal system design may be obtained by an optimal design (Li et al., 2009). The aim is to minimize capital costs and maximize reliability to realize the goal of minimizing the cost/kWh of the wind power.

The Multibrid M5000 5 MW wind turbine is an example of a single stage gear drive train. It has a highly compact integrated slow-rotating drive system, comprising a single main bearing, a single-stage gearbox, and a medium-speed PM generator (58–147 rpm). With a tower head mass of 310 tonnes, the M5000 is a relatively light wind turbine rated around 5 MW (European Wind Energy Association, EWEA, 2009).
Condition monitoring of electrical systems

Similar to the mechanical system, condition monitoring of the generator and power electronics is necessary for early detection of failures. The generator bearing can also be monitored by vibration analysis techniques, similar to those used with the gearbox. Furthermore, the condition of the rotor and stator windings can also be monitored by the temperatures.

Thermography may be applied for monitoring and failure identification of electronic and electrical components. Hotspots due to failure or malfunction of components or bad contact can be identified. The technique could be used for electrical systems such as the generator and power electronics. Also the measurements and analysis of voltage and current waveform can be used to identify some problems.

Generation system optimization

Various optimization methods can be used for optimizing a generator design. The optimization of different wind generators in variable speed wind generation systems using an improved genetic algorithm (IGA) is reported by Li et al. (2008). The objective function is the minimization of the generator system cost, including the costs of generator active materials, generator structures, gearbox, power electronic converters and other electrical subsystem, as given.

\[
C_w = C_{\text{act}} + C_{\text{str}} + C_{\text{con}} + C_{\text{subsystem}} + C_{\text{gear}}
\]

where

- \(C_{\text{act}}\) is active material cost;
- \(c_{\text{cu}}, C_{\text{cu}}, c_{\text{Fe}}, C_{\text{Fe}}, c_{\text{m}}, C_{\text{m}}\) are the unit costs of the copper, the active iron and the PMs, respectively;
- \(G_{\text{cu}}, G_{\text{Fe}}, G_{\text{m}}\) are the weight of the copper, the active iron and the PMs, respectively;
- \(C_{\text{str}}\) is the generator structure cost;
- \(C_{\text{con}}\) is the cost of the power electronic converter;
- \(C_{\text{subsystem}}\) is the other electrical subsystem cost, which includes transformer, cable, switchgear and so on; and
- \(C_{\text{gear}}\) is the gearbox cost (if present).
In order to optimize the objective function (equation 7.6), six generator design variables are considered, including the air gap radius \( r_s \), the stator length \( L \), the slot height \( h_s \), the pole pitch \( \tau_p \), the peak air-gap flux density \( \hat{B}_{g0} \), and the peak stator-yoke flux density \( \hat{B}_{ys} \).

Figure 7.23 shows the flow chart of the optimization procedure. Firstly, at a given rated power and a gearbox (if present), the initial population is randomly generated for the six variables within a specified range. Then, according to the
7.24 Comparison of seven wind generator systems: (a) system cost and (b) AEP per cost.
IGA models and the analytical models of the generator, the optimization is performed for minimizing the generator system cost under constraint conditions. Once the best design is obtained, the program will update the power level and repeat the optimization until the optimal designs in a given range have been finished. In addition, when the gear ratio is taken as an optimized variable, the optimal gear ratios of the most cost-effective system are also obtained.

A comparative design study example is given below. The considered generators include:

- squirrel cage induction generator (SCIG)
- doubly fed induction generator (DFIG)
- electrically excited synchronous generator (EESG)
- permanent magnet synchronous generator (PMSG).

Different drive train concepts are considered, such as direct drive (DD), single-stage gear (1G), and multi-stage gear (3G).

Some results of the generator system’s cost and the annual energy yield (AEP) per cost are summarized in Fig. 7.24 for the rated powers of 0.75 MW, 3.0 MW and 10 MW. It can be seen that the single-stage geared wind generator system has the lowest cost in small and medium power ranges; however, the DFIG_3G system may be the cheapest when the rated power increases towards 10 MW, while the direct drive generator systems are most expensive. On the other hand, it can be seen that the single-stage geared wind generator systems (DFIG_1G and PMSG_1G) have the highest AEP per cost at small and medium rated power levels, but when the rated power increased towards 10 MW, the DFIG_3G and DFIG_1G systems seem to be more attractive solutions. In addition, it can also be observed that the EESG_DD system has the lowest AEP per cost for each rated power level. Although the optimization is a preliminary study, many factors are simplified; the developed procedure and methods could be a guide. It should be noted that an important factor for choosing the type of system is the grid performance which is not considered in the above economic evaluation.

### 7.7 Conclusion and future trends

This chapter has described drive trains of modern wind turbines. Various concepts of wind turbine system, including gears, generators and power electronics, are presented. Some work on the optimization of the electrical conversion system is also introduced.

An important distinction between different drive train types is related to the type of the generator. The simplest wind turbines is the combination of a gearbox with an induction generator, the stator winding being directly connected to grid. For a WRIG, changing the generator slip continuously and varying the rotational speed accordingly can be implemented either by dissipating the rotor energy in a
controllable rotor resistance (dynamic slip control system) or by exchanging power between the rotor and the grid through a partially rated frequency converter (DFIG system). The allowable speed variations are typically about 10% above synchronous speed for the dynamic slip control system, and ±30% around the synchronous speed for the DFIG. The latter alternative is very popular in modern multi-MW wind turbines. The variation in speed can lead to a higher aerodynamic efficiency, and reduced noise and mechanical stress. Asynchronous generators, including squirrel cage rotor, wound rotor with dynamic slip control and DFIG, are normally designed with a synchronous speed of 1500 rpm or 1000 rpm (two or three pairs of poles), so a multi-stage gearbox is required.

Gearbox reliability is a major issue, and gearbox replacement is quite expensive. A direct-drive system with a full-scale power electronic interface without a gearbox has good potential. The power electronic can also enhance the system performance.

However, a direct-drive multi-MW class wind turbine leads to large, heavy generators. An alternative hybrid drive approach, with one or two gear stages and a medium-speed generator, makes the generator dimensions reasonably small and improves the reliability by reducing the parts count. The degree of systems integration is also increased: the bearing, gearbox and PM generator may be fitted directly into the main cast-iron frame with the generator bearings being part of the gearbox assembly. The compactness could enable full enclosure of the sensitive components for high reliability. An optimization of the system could result in a cost-effective system.

The fundamental gearbox topology may also be improved; for example, Clipper Wind power developed a system having a gearbox with outputs to four PM generators. This design is a compact drive train with multiple-drive-path gearbox and decreases individual drive-path load, which eases erection and maintenance, and improves reliability by its inherent redundancies.

With the increase of wind turbine size and the installed capacity, the condition monitoring and fault detection attract more attention. The operational and maintenance cost of wind turbine compose a part of the overall cost, especially for offshore wind turbines. One way to reduce the cost, in particular for corrective maintenance, is the application of condition monitoring for early failure detection. The degradation or incipient faults can be detected and dealt with at an early stage before they result in more serious and costly failures; the consequent damage can be less to lead to the less expensive repair, shorter downtimes and lower revenue losses. Also, healthy turbines can be left to operate, thereby reducing outages.

A condition monitoring, aiming to identify the turbine health condition, can help to improve operational efficiency by conducting cost-effective maintenance, for example, the condition-based maintenance instead of the typical scheduled maintenance used in most industries today. However, it takes time to gain practical experience since component degeneration is a slow process.
Power losses in a wind turbine, especially during low power generation period, may be significant; reducing the power losses could have an important impact on raising the capacity factor. The improvements may be made by using new power electronic devices, circuits and control, permanent magnet generators and matching the turbine size for a particular site. Modular versions of the generation systems may also help increasing the productivity during low wind speed period.

Some other interesting systems are also under development, for example, a wind turbine which includes a closed loop hydraulic transmission system, where the wind turbine’s rotor is directly coupled to a low-speed high torque hydraulic motor, which is pressure reversible to act as a pump, a 15–20 rpm digital displacement hydraulic pump, which then produces enough high-pressure fluid to power a hydraulically coupled hydraulic digital displacement motor that drives a generator at 1500 rpm. This continuously variable transmission allows the turbine rotor to be operated at its optimal speed for maximum power capture, that is, a synchronous generator can be run at a standard constant high speed. The drive train may be compactly located in the nacelle of wind turbine tower (Cunningham, 2009).

Another fluidic systems development is the Voith transmission system. In this concept, a synchronous generator directly coupled with hydrodynamically controlled gearbox is directly connected to the AC grid, without the application of any power electronics converter (Müller et al., 2006). Variable speed operation of the turbine is mechanically achieved by the gearbox with continuously controllable variable gear ratio. The Voith WinDrive system uses a hydrodynamic torque converter to provide the variable speed relationship between the shafts. WinDrive is essentially a mechanical solution to variable speed operation, based on a torque converter in combination with a planetary gear system. The fluid machine decouples the input and output shafts, absorbs input torque spikes, and provides damping. The added mechanical complexity and cost in the gear system may be compensated by elimination of the cost, mass and losses of the electrical power converter.

Most of the next generation wind turbines are expected to be applied in large wind farms, possibly situated offshore. Higher power turbines in the range between 7 MW and 10 MW are expected in the future. Future plants may support the grid by delivering not only fault ride-through capability, frequency, voltage and VAR control, but will also carry a share of power dispatch capability for the grid. Wind plants would become active power plants, instead of a simple energy source. Plants can be designed to perform some of the traditional duties of conventional power plants, and would trade some energy capture for grid ancillary services. Paying for this trade-off will require a lower capital cost and highly reliable system.

Power electronics have already played an important role in enhancing the system performance. The modern power semiconductor switches, including press-pack IGBT (PPI) or IGBT IPM (intelligent power module), IGCT or
SGCT, have been used in the power electronic converters such as multi-level converters, NPC converters. New silicon carbide (SiC) devices could allow operation at higher temperature and higher frequency, while improving reliability and lowering cost. New circuit topologies are to be developed to provide better control of power quality, enable higher voltages to be used, and increase overall system efficiency. Medium-voltage electrical systems may be used for optimizing multi-MW turbines to reduce the cost, weight and volume of turbine electrical components, as well as reduce electrical losses.

PMSGs, including a new type of generator with PM, HTS generators, multi-phase induction generators, have good potential for large wind turbines. Furthermore, high-voltage machines may also be developed for wind power generators to eliminate the step-up transformer.

In summary, the following possible further research and developments could be of interest of the application in the wind turbine drive train power transmission system (gearbox, generator and power electronics):

- fewer gear stages or direct-drive system
- distributed gearbox topologies
- new drive train concepts (variable gear ratio systems, magnet gears)
- permanent magnet generators
- medium/low-speed generators and new type generators (HTS, etc.)
- medium-voltage equipment
- new semiconductor devices
- new high-power circuit topologies
- new control methods of power electronic systems
- system monitoring and fault prediction methods.
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Wind turbine control systems and techniques
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Abstract: This chapter begins by discussing the sensor/actuator equipment of modern wind turbines. It then gives a detailed overview of the conventional control loops for rotor speed and power control at below-rated and above-rated wind speed conditions, as well as the transients between these two regimes. Advanced control options for fatigue load reduction are then reviewed, such as drive-train damping, tower fore–aft and sideward damping and blade load reduction.
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8.1 Introduction

Most modern wind turbines have a three-bladed rotor that operates with variable speed and has the possibility to adjust the setting angle of the blades for reduction of the captured aerodynamic power: the so-called pitch regulated variable speed (PRVS) wind turbine type. The PRVS wind turbine type is usually equipped with an electric system that allows adjustment of the generator torque to any desired value within a broad range of rotational speeds. In partial load conditions PRVS wind turbines can adapt the rotor speed to the wind speed in order to maximize power production. In full load conditions, the generator torque is used to keep the power production at its rated level. The adjustment of the setting angle of the rotor blades (blade pitching) enables to deal with slower wind speed fluctuations. A well-chosen combination of generator torque setting and blade pitching allows for reduced in-plane and out-of-plane load variations in comparison with constant speed wind turbines while operation on any desired speed and power level is possible. More refined methods for load reduction by dynamically influencing of the rotor aerodynamic behavior are undergoing a fast development trajectory.

Well-proven technology for wind turbine control involves servo units for pitch actuation and generator torque setting. Measurement devices for the rotational speed, pitch angles, generator power and tower acceleration are also in common use. The mapping of measurement to control signals nowadays occurs in an embedded process computer or PLC that is accessible via a high-level programming language like C or Structured Text. Feedback loops based on the mentioned sensing and actuation equipment enable to comply with baseline control requirements for production operation. Recent developments focus on add-ons to the baseline controller for load reduction. These comprise additional
actuation options such as individual blade pitching, variable edge geometry, synthetic jets, etc., as well as direct sensing of the blade loads or motions or even of the instantaneous inflow conditions.

The conventional wind turbine control involves regulation of the power yield and rotor speed control. In above-rated wind conditions, the generator power should lie as close as possible to the rated value. In below-rated wind speeds the rotor speed should ‘track’ the wind speed in order to gain maximum energy yield. This type of control is usually set up by a so-called torque/rotor-speed curve for generator control and proportional-integral (PI) feedback of the rotor speed for pitch angle control. The latter is only active in above-rated wind speeds and in case of any severe gust; it involves synchronized adjustment of the pitch angles of all blades (collective pitch control) and can also be implemented as proportional-differential (PD) feedback for pitch speed control. It is worthwhile to achieve so-called ‘peak shaving’ in the aerodynamic thrust just around the rated wind speed by already starting to pitch the blades at some rotor speed below the rated speed. This allows for significant peak thrust force reduction at the expense of just a slight energy loss. Excessive vibrations are to be avoided, so low-pass and band-stop filters are included to avoid undesired feed through of turbulence effects in the pitch actuators and unwanted excitation of the structural dynamics. An additional lead–lag filter is used for compensation of the dynamic behavior of the wake. Further, faster reaction to gusts can be achieved by feed-forward control of the estimated wind speed. For the design of the baseline control, a rather simple wind turbine model is sufficient, including simple rotor aerodynamics and structural degrees of freedom for the first deformation modes of the tower and the drive-train.

The aim of advanced control is to achieve significant reduction of the structural loads. The tower bottom loads can be reduced at and around the frequency of the first fore-aft and sideward deformation mode. Actuator signals are the collective pitch angles and generator torque, respectively. Proper band filters are very important in order to avoid interference between different control loops. When a gearbox is present, the vibrations in the drive-train are usually damped via band pass feedback of the rotational speed of the generator to the generator torque setpoint. The mitigation of blade loads at and around the rotational frequency (1p) is also a viable option, although the actuator loadings are high in the case of full-span individual blade pitching. Nevertheless, commercial implementations exist. Suitable measurement signals are the blade root bending moments, blade tip motions, rotor shaft bending moments or yawing and tilting torque on the nacelle. The design and stability analysis of such advanced control loops now requires a more elaborate aero-servo-elastic model, including at least the three deformation modes of the rotor at and around the first flapwise natural frequency, as well as the first deformation modes of the tower and the drive-train.
8.2 Instrumentation

The control loops, discussed in this chapter, require sensors for the measurement of the rotational speed on the generator shaft, tower motion and blade root moments, and actuators for adjusting the pitch angle of the blades and the torque of the generator. These devices are discussed in this section.

8.2.1 Sensors

This section discusses sensors for measurement of the rotational speed on the generator shaft, tower motion and blade root moments.

Rotational speed measurement

The rotational speed is measured for both power regulation and active damping of the first drive-train mode. It is common practice to measure the rotational speed with a rotary encoder on the generator shaft. This is a digital device that consists of a fixed part and a rotating part. The rotating part is equipped with a number of equidistant markers (usually a power of two) and is mounted on the generator shaft with a typical speed range from 750 to 1500 rpm. The fixed part usually contains three ‘pulse factories’, which generate $N$ pulses per shaft revolution accompanied by a single pulse for detection of the reference position. The generator shaft position is thus measured with resolution $2\pi/N$.

Tower-top motion measurement

The sideward and fore–aft tower motions are usually measured with accelerometers, which yield the linear acceleration in the two directions. The basic principle consists of measuring the force that is required to accelerate a small measurement mass at the same rate as the object (in this case the tower top) itself. Different methods exist for measurement of this required force (Klaasen, 1986), which are discussed below in the context of control.

Mechanical transducers include a spring in order to realize a displacement between the measurement mass ($m$) and the measurement device housing. This relative displacement is measured with a strain gauge or a differential transformer and is converted to a force via the spring stiffness ($s$). A differential transformer exploits the principle of varying mutual inductance between two coils when the position of the relatively small-sized core changes. In both cases, a ‘stable’ (low impedance) device output voltage becomes available to be used for control. The mass–spring configuration puts an upper frequency limit on the measurable acceleration: up to ca. 10% of the natural frequency the required force is up to 98% proportional to the acceleration of the object with negligible phase shift ($<1^\circ$) for exponential damping rates less than 0.1. The natural frequency is
At higher frequencies, the dynamics of the transducer itself disturb the proportionality and cause phase shift. However, internal compensation may be included because of the known parameters of the measurement device.

Piezoelectric transducers include a piece of material that exhibits electrical polarization when externally loaded. Via its capacitance, a voltage is associated with the rate of electrical polarization. If so desired, the electrical polarization is available as the ‘stable’ (low-impedance) device output voltage. This can be realized in two ways. The first method uses only passive elements, viz. a resistor and capacitors, and performs straightforward amplification of the transducer voltage to the device output voltage (passive method). The second method exploits an operational amplifier as active element with a resistor (R) and capacitor (C) in the feedback loop in parallel configuration (active method).

Both methods put a lower frequency limit on the measurable acceleration. Above ca. 10 times the high-pass frequency (ω) of the overall measurement device, the device output voltage is more than 99.5% proportional to the required force for accelerating the device, and thus proportional to the acceleration of the object with small phase shift (5.7° at 1000 down to 0.6° at 10000). The high-pass frequency amounts to 1/(RC) rad/s. At lower frequencies, the dynamics of the overall device disturb the proportionality and cause phase shift; internal compensation may be included but never allows for measuring constant acceleration levels. The lower the high-pass frequency, the higher the product RC. In the passive method, the capacity C can never significantly exceed the capacitance of the piezoelectric material piece while in the active method, C equals the capacitance to be chosen in the feedback loop of the operational amplifier. The resistance R in the passive option can never exceed the leakage resistance while in the active option, R equals the resistance in the feedback loop, which can be much larger than the leakage resistance.

Blade load measurement

Conventionally, blade loads are measured with wire strain gauges. The measurement principle is simple: under elastic deformation conditions (regular operation) the strain in the blade surface is proportional to the blade loading and can be transformed straightforwardly into a ‘stable’ (low-impedance) device output voltage, which can be used for control. However, the layout of a wind turbine and the conditions in which a wind turbine works make installation difficult and operation unreliable while the potential danger of damage due to lightning is high. In addition, strain gauges are subject to calibration drift.

The calibration drift is not such a large problem since only variations in the load measurements around the mean value are used in the control loops. Of course, some way of calibration is still required as otherwise the operation range of the overall load measurement device can be exceeded.

Recent developments in the field of optical strain gauges are likely to overcome the problems with wire strain gauges. The measurement principle is based on
variation in the wavelength of light when it is reflected from the surface which deforms. Very high frequency data processing is required to generate the desired measurement signals with a reasonable sample rate. This measurement technique exploits fiber Bragg gratings (FBG), which allows separate measurement locations in one optical fiber. Thus, functionally separated sensors can be realized in an elegant way. In Wernicke et al. (2004), measurement results from wired and optical strain gauges on a rotating blade have been compared. The results with optical strain gauges were obtained with 16 FBGs on the blade. Both measurements showed sufficient accuracy but the results with optical strain gauges showed 0.07 s more delay. This delay is significant in the context of individual pitch control (IPC). However, the use of fewer FBGs is likely to reduce the delay to an acceptable value of 0.025 s or lower.

Local blade flow measurement

The local blade inflow measurements, i.e. the local angle of attack and local flow velocity, can be used for individual blade pitching to alleviate blade loads. A multi-hole pitot tube enables the measurement of both the flow velocity and the flow direction. The measurement is not a standard feature on wind turbines at the moment but a five-hole pitot tube, as described in Madsen (1991), has been previously used in an experimental set-up to directly measure local inflow conditions on a rotating wind turbine blade. Pitot tubes can be mounted at different radial positions to obtain the required measurements for the flow-based controller. A recommended radial position is 2/3 out from the blade root, as close to the tip as possible without influences from tip vortices.

The pitot tube is mounted on a tube equal to the length of the chord at the mounting position, on the leading edge of the blade, pressure side. The considerations in defining the length of the tube are:

- the measurement point should be as close as possible to the airfoil to measure angle of attack;
- there should be a minimum influence from the bound circulation; therefore it is placed further out from the airfoil.

The influence of bound circulation on the magnitude of the local velocity is insignificant, whereas the upward deflection of the flow is considerable at 1–2 chord lengths from the leading edge. The pitot tube is connected to four differential pressure transducers and the output gives the magnitude of velocity, the angle of attack and the sideslip angle.

8.2.2 Actuators

The control loops discussed in this chapter require actuators for the realization of desired values for the generator torque and the pitch angles of the rotor blades.
The full-span pitch actuators are dealt with as pitch speed servo systems instead of pitch angle servo systems. Within a pitch servo actuator, pitch angle control is always realized via a feedback loop that contains a pitch speed servo loop. This additional feedback loop significantly lowers the bandwidth for pitch angle control in comparison with pitch speed control. The higher bandwidth of the speed servos introduces much less parasitic dynamics in the pitch control loops and thus allows for stronger and faster control.

**Generator torque control**

The majority of wind turbines are equipped with an electric conversion system consisting of a doubly fed asynchronous machine, power electronics and control loops for the desired generator torque and reactive power in the stator of the machine. This kind of conversion system is commonly used in variable speed wind turbines that are equipped with a gearbox. So-called direct-drive wind turbines, which do not include a gearbox, are usually equipped with conversion systems based on a permanent magnet synchronous machine. A survey of electric conversion systems is given in Pierik *et al.* (2008).

**Electric blade pitching**

Electric actuators for pitch control are usually driven by a DC motor or a vector-controlled synchronous machine with permanent-magnet rotor (AC drive). In the context of control, the AC drive can be assumed to act as a DC motor.

Figure 8.1 shows the configuration of a pitch speed servo system with AC drive. The effect of aerodynamic forces on the blade torsion moment is not included in the figure. The feedback block for the speed servo controls the effective AC-motor current in an inner loop and the rotor speed in an outer loop.

![8.1 Pitch speed servo system with vector controlled AC motor.](image-url)
The current control loop of the AC motor compensates for changes in the electromotive force caused by rotor speed variation. The resulting motor torque $T_{\text{motor}}$ accelerates the pitch-wise blade rotation via a gearbox with transmission ratio $i$. The load inertia $J_P$ as felt by the motor amounts to $J_M + J_B/i^2$, with $J_M$ the moment of inertia of the rotor of the AC motor and $J_B$ the pitch-wise inertia of the rotor blade. The friction torque $T_{\text{fric}}$ caused by the pitch bearings counteracts this acceleration.

**Hydraulic blade pitching**

Hydraulic actuators for pitch control are usually equipped with a proportional servo valve that controls a double-acting hydraulic cylinder. The double-acting cylinder guarantees similar performance in both pitching directions. The proportional servo valve allows for fast control of the oil flow in a continuous range of values.

Figure 8.2 shows the layout of a hydraulic pitch speed servo actuator. The effect of aerodynamic forces on the blade torsion moment is not included in the figure. The compensation scheme translates the desired pitching speed $\dot{\theta}_{\text{set}}$ into a servo valve position $v'$ that gives rise to the desired oil flow $\phi_{\text{oil}}$. A crankshaft mechanism converts the linear speed of the piston rod to the angular pitching speed with an approximately constant transmission ratio of $1/i$. The oil column in the hydraulic cylinder effectively behaves as a very stiff spring-damper system. A change in $\phi_{\text{oil}}$ causes a rate of change $F_{\text{hydr}}$ in the force on the piston as long as its changed position has not yet fully compensated for the changed height of the oil column. These transient dynamics are very fast.

### 8.3 Control objectives

The control capability of a PRVS wind turbine adapts the operation to the wind conditions and reduces the varying loads that result from wind speed fluctuations. This section defines the considered control objectives.
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Though modern low-solidity horizontal axis wind turbines show good aerodynamic performance in a broad range of tip speed ratios, it remains worthwhile to adapt the rotor speed to the wind speed in order to achieve maximum power capture.

This can be accomplished by adjusting the generator torque. The generator torque setting also has a strong influence on the collective lead–lag modes of the turbine rotor that result from in-plane blade bending and drive-train torsion (drive-train modes). In addition, the poorly damped sideward tower bending modes are affected by the generator torque setting. So, from a control viewpoint, the generator torque setting has a threefold effect on the wind turbine behavior.

The aerodynamic power captured by wind turbines is limited in high wind speeds by pitching the blades simultaneously to a feathering position (collective blade pitching). In this way, the angle of attack is reduced at increasing wind speed. However, collective blade pitching also affects the rotor thrust, which in turn influences the fore–aft tower bending modes. This opens up the possibility of using blade pitching to enhance the damping of the tower fore–aft motion.

Another important aspect of wind turbine behavior concerns cyclic load variations due to rotational sampling of the wind field and the passage of the tower by the rotor blades. Wind shear and tower shadow give rise to harmonic bending moment variations in the rotor blades at rotor speed angular frequency and integer multiples of it, generally referred to as nP (n = 1, 2, ...). Rotational sampling of atmospheric turbulence gives rise to stochastic blade load variations that have a broad frequency content with peaks centered around nP. The driving torque and thrust of a three-bladed rotor only experience the 3nP harmonic content of these (pseudo) periodic load variations. This also applies to the tilt and yaw moments on the nacelle. Individual (cyclic) blade pitching is a suitable way of reducing these loads (see e.g. Bossanyi, 2004; Larsen et al., 2005).

With these considerations in mind we can define aeroelastic control objectives which are focused on dynamic load reduction, stability and performance enhancement.

1. Adjustment of the generator torque based on the rotational speed \( \Omega_{\text{gen}} \) for optimal tip speed ratio operation in partial load.
2. Collective pitch control based on the rotational speed \( \Omega_{\text{gen}} \) for rated power operation in full-load conditions.
3. Adjustment of the generator torque based on the rotational speed \( \Omega_{\text{gen}} \) for enhanced damping of the first drive-train mode.
4. Adjustment of the generator torque based on tower sideward acceleration \( \ddot{y} \) for enhanced damping of the first sideways bending mode.
5. Collective pitch control based on tower fore–aft acceleration \( \ddot{x} \) for enhanced damping of the first fore–aft bending mode in full-load conditions.
6. IPC based on blade flapwise moments \( M_{z,1} \), \( M_{z,2} \), \( M_{z,3} \), for reduced flapwise blade loading and tilt-wise and yaw-wise nacelle loading.
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Objectives 1 and 2 represent conventional wind turbine control objectives, while objectives 3 and 6 will be treated separately in the section on advanced control methods (section 8.5).

8.4 Conventional wind turbine control

The main control loops, called here conventional wind turbine control, concern the regulation of the power production and rotor speed control. Power control is achieved by both pitch control and electric torque control, at both below-rated and above-rated wind speed conditions. Figure 8.3 gives a block-schematic representation of the feedback structure for conventional rotor speed regulation and power control. The different blocks are explained below.

8.4.1 Generator speed filtering

The quality of the measured generator speed is crucial for generator speed feedback control. The following turbine effects disturb the generator speed and should be sufficiently suppressed by means of digital filtering, which usually includes a series interconnection of one or more of the following filters.

- Filter for 3p and 6p effects, resulting from tower shadow and rotational sampling. A typical filter for this is a fourth-order inverse Chebyshev type II filter with cut-off frequency of 2.5p rad/s and reduction of 20 dB.

![8.3 Block-schematic representation of the conventional pitch control.](image-url)
- Notch filter at the collective lead–lag (drive-train) frequency, e.g. a second-order elliptic filter with stop-band of 10% around the drive-train frequency, 30 dB reduction and 1 dB ripple.
- Notch filter at the first sideways tower frequency, such as a second-order elliptic filter with stop-band of 15% around the first tower frequency, 20 dB reduction and 1 dB ripple.

Besides the positive effect of smoothing, the measured generator speed signal and preventing undesired actuation at the above-mentioned natural frequencies, these filters also introduce phase shift that has a negative effect on the achievable performance. For that reason, the filter selection/tuning process is turbine-specific and should be done carefully.

8.4.2 Below-rated control

In the below-rated region, the aim is to produce as much energy as possible. This is achieved by maintaining an optimal tip speed ratio \( \lambda_{\text{opt}} \), and keeping the pitch angle at its working position, i.e. at the position where the power coefficient is maximal, that is

\[
\theta_{\text{opt}} = \arg \max_\theta C_r(\theta, \lambda_{\text{opt}})
\]

Assuming pitch speed (rather than pitch angle) as the signal sent to the blade pitch actuators, a simple proportional (P) compensator can be used to eliminate any deviation of the measured blade pitch angles with the setpoint value \( \theta_{\text{set}} \), as depicted in Fig. 8.4. The setpoint \( \theta_{\text{set}} \) equals the working point value \( \theta_{\text{opt}} \) up to a certain value of the generator speed, after which it starts to increase linearly with \( \Omega_{\text{gen}} \), reaching about 4\(^\circ\)–6\(^\circ\) when the generator speed rises to rated. This is called peak-shaving and its purpose is to reduce the axial force on the rotor at around rated wind speed conditions (where it achieves its maximum). This reduces the load on the tower bottom at the expense of a negligible power loss. This effect is realized by the block ‘rotor speed dependent pitch angle setpoint’ in Fig. 8.4.

Clearly, the best option to achieve optimal tip speed ratio would be to control the rotor speed \( \Omega \) at the reference value \( \Omega_{\text{opt}} = \lambda_{\text{opt}} V/R \), where \( V \) is the undisturbed wind speed, and \( R \) is the rotor radius. However, because the undisturbed wind is

\[ \Omega_{\text{gen}} \]

\[ \theta_{\text{set}} \]

\[ \theta_{\text{fit}} \]

8.4 Pitch angle control at partial load conditions.
not measured, $\Omega_{\text{opt}}$ is unknown. Direct rotor speed control at below rated wind conditions would thus only be possible through some estimate of the undisturbed wind $V$. Instead, the usual approach is to set the generator torque demand based on the measured generator speed $\Omega_{\text{gen}}$ using the so-called optimal torque/speed-curve (QN-curve). The optimal QN-curve is formed by defining the maximal power as a function of the rotor speed (when $\lambda = \lambda_{\text{opt}}$),

$$P_{\text{opt}}(\Omega) = \frac{1}{2} \rho \pi R^2 C_p(\theta_{\text{opt}}, \lambda_{\text{opt}}) V^3 = \frac{1}{2} \rho \pi R^2 C_p(\theta_{\text{opt}}, \lambda_{\text{opt}}) \frac{\Omega^3}{\lambda_{\text{opt}}^3}$$

so that, by neglecting the drive-train dynamics ($\Omega_{\text{gen}} = i\Omega$, $i$ being the gearbox ratio), the optimal generator torque would be

$$T_g(\Omega_{\text{gen}}) = P_{\text{opt}} \left( \frac{\Omega_{\text{gen}}}{i} \right) / \Omega_{\text{gen}}$$

which represents the QN-curve. It can easily be shown that at constant wind speed $V$ this generator torque control approach leads to optimal tip speed ratio and, hence, also maximal power. Dynamically, the power fluctuates around the optimal value due to wind variations. Several options have been proposed in the literature to improve the energy yield, including a reduction by a few percent of the optimal torque according to the QN-curve (Johnson et al., 2004), tip speed ratio estimation (Bossanyi, 2000) or by achieving reduced effective rotor inertia by including a differential term in the generator torque set-point (Burton et al., 2001). These approaches achieve 0.5–1% increase in energy capture. Still, due to the simplicity of the QN-curve for generator torque control and the fact that it works well in practice, it represents an often-used industrial solution.

### 8.4.3 Above-rated control

During full load operation, the conventional control objective is to keep the rotor speed at its rated value and produce rated electric power. To control the electric power at its rated value, the generator torque demand is set to

$$T_g = \frac{P_{\text{rat}}}{\Omega_{\text{gen}}^{\text{rat}}}$$

Here, the filtered generator speed $\Omega_{\text{gen}}^{\text{filt}}$ is used, as explained in Section 8.4.1. Filtering is used to avoid excessive excitation of the drive-train and the tower, as well as unnecessary actuation at frequencies 3$p$ (and higher). It should be pointed out that this constant-power generator torque demand approach has a destabilizing effect on the generator speed, since generator speed increase leads to generator torque decrease, leading to additional increase in $\Omega_{\text{gen}}$. The loop is stabilized with pitch control. However, due to the limited pitch bandwidth, this leads to increased rotor speed fluctuations. An alternative generator torque control approach is to
keep it at its rated value, i.e. \( T_g = \frac{P_{\text{rat}}}{\Omega_{\text{gen}}^\text{rat}} \), where \( \Omega_{\text{gen}}^\text{rat} \) is the rated rotor speed. This gives rise to larger power fluctuations, but allows the pitch control algorithm to achieve better generator speed regulation.

Rotor speed regulation is achieved by controlling the blade pitch angle in such a way that the lift force is reduced by decreasing the angle of attack. This pitch control concept is called *pitch-to-vane* control in this chapter (another often-used term in the literature is *pitch-to-feather*). This is discussed in more detail below.

**Full-load pitch controller design**

For rotor speed control, the conventionally used controller structure is of PD type when pitch speed is used as the control signal (and PI type when pitch angle is the output of the controller). Without loss of generality, in this chapter the pitch speed is assumed to be the control signal.

For the design of the parameters of the PD controller, a very simple model of the rotational speed of the generator is sufficient:

\[
J_t \dot{\Omega}_{\text{gen}} = T_a (\theta, \lambda) - T_g
\]

Here, \( J_t = J_g + i^2 J_r \) is the total moment of inertia, being the sum of the fast-shaft equivalent moments of inertia of the generator and rotor, and \( T_a \) denotes the aerodynamic torque, given by

\[
T_a (\theta, \Omega, V) = \frac{1}{2} \rho \pi R^2 C_Q (\theta, \lambda)V^2
\]

In this model for the rotor speed dynamics, the tower and drive-train are assumed rigid, which is acceptable since the controller will act on the filtered generator speed (see the previous section), from which dynamic influences from the tower and drive-train are removed. After linearization of the aerodynamic torque around a given working point \((\theta^*, \Omega^*, V^*)\), the transfer function describing the dynamics from the pitch speed \( \theta^* \) to the filtered generator speed \( \Omega_{\text{gen}}^\text{filt} \) has the form

\[
H_0(s) = \frac{\frac{\partial}{\partial \theta} T_a (\theta^*, \Omega^*, V^*)}{J_t s \frac{\partial}{\partial \theta} \dot{T}_a (\theta^*, \Omega^*, V^*)} F(s),
\]

where \( F(s) \) represents the generator speed filtering, described in Section 8.4.1.

Usually, the working point \((\theta^*, \Omega^*, V^*)\) at which the PD controller is designed is selected such that \( \frac{\partial}{\partial \theta} T_a (\theta^*, \Omega^*, V^*) \) is maximal. When designing the controller it is important that the data processing delay \( \tau \) (representing computer calculation time, measurement and actuation delay time) is also taken into account, so that the final model for PD controller design then becomes
\[ H(s) = H_0(s) e^{-rs} \]

The parameters of the PD compensator, \( C_0(s) = k_p + k_ds \), are selected to achieve the given desired gain and phase margins (typically a gain margin of 2 and a phase margin of 45°).

**Gain scheduling**

The PD compensator is designed for the selected working point \((\theta^*, \Omega^*, V^*)\). In order to cover the whole operating region of the wind turbine, its coefficients are scheduled. To this end, the inverse of the aerodynamic torque sensitivity to pitch angle, \( \frac{\partial}{\partial \theta} T_a(\theta, \Omega, V) \), is used. As the wind speed \( V \) is unknown, the idea is to define a gain-scheduling parameter \((\theta, \Omega)\) such that, for all relevant wind speeds, rotor speeds and pitch angles

\[ \mu(\theta, \Omega) \frac{\partial}{\partial \theta} T_a(\theta, \Omega, V) = \frac{\partial}{\partial \theta} T_a(\theta^*, \Omega^*, V^*) \]

The gain-scheduling parameter \((\theta, \Omega)\) is derived by first choosing some two-dimensional polynomial, such as

\[ \mu(\theta, \Omega) = \sum_{i=0}^{N_\theta} \sum_{j=0}^{N_\Omega} c_{ij} \theta^i \Omega^j \]

and then selecting the coefficients by least-squares fitting

\[ c_{ij} = \arg \min_{\theta, \Omega, V} \left\| \mu(\theta, \Omega) \frac{\partial}{\partial \theta} T_a(\theta, \Omega, V) - T_a(\theta^*, \Omega^*, V^*) \right\|_2 \]

Sufficient accuracy is usually achieved for \( N_\theta = 2, N_\Omega = 1 \). The final gain-scheduled PD controller becomes

\[ C(s) = \mu(\theta, \Omega_{\text{gen}}) \left( k_p + k_ds \right) \]

**Setpoint adaptation**

Basically, the generator speed setpoint \( \Omega_{\text{gen}}^{\text{ref}} \) is controlled at its rated value \( \Omega_{\text{gen}}^{\text{rat}} \) for generation of rated electric power. In the higher wind speed regions, the pitch angle will be feathered and far away from the ‘working position’. In case of sudden falling wind gusts, each rotor speed decrease will then cause loss of electric power, in spite of above-rated mean wind speed.

To prevent this loss of production, in the higher wind speed region the rotor speed setpoint can be raised slightly by a few rpm’s, dependent on the pitch angle. Using the mechanism of ‘kinetic buffering’ (flywheel), rated power can be maintained longer during falling gusts.
To realize a smooth reference value towards the rotor speed controller, the setpoint offset $\Omega_{gen}^{\text{off}}$ is only implemented between the lower $\theta^{LL}$ and the upper pitch limit $\theta^{UL}$ in a linear way, using a first-order filter with large time constant (see Fig. 8.5). Setting $\Omega_{gen}^{\text{off}}$ to a value of 0.5–1 rpm, and $\theta^{LL}$, $\theta^{UL}$, to a value of 5° and 12°, respectively, usually improves the power production during sudden falling wind gusts. Another approach to ‘kinetic buffering’ is treated in Section 8.4.4.

Dynamic inflow compensation

Due to dynamic inflow effects, a fast variation of the blade pitch angle will result in a dynamic transition of the aerodynamic torque and thrust to the steady-state values. Since this effect is neglected in the model used for the PD compensator design, it can be (partially) compensated for by extending the controller $C(s)$ with the inverse of a linearized model of the dynamic inflow phenomenon. This is described in detail in van Engelen (2004).

Inactivity zone and limitation

Small pitch actions due to, for example, remaining noise (despite of rotor speed filtering), are undesired because they will cause considerable mechanical loads on the actuation system. To prevent this, an inactivity zone can be introduced, that performs the following operations before the pitch setpoint is sent to the actuators:

- ignore small pitching actions (inactivity zone);
- pass on effective pitching actions undisturbed (passing zone);
- avoid too many transitions into and out of the inactivity zone (hysteresis);
- enforced pitching when leaving the inactivity zone for compensation of temporal inactivity (catch up).

Further, the pitch speed is limited to its maximum values, and pitch actions are ignored if it would drive a blade beyond an extreme position:

- limit the pitch speed to its maximum values (pitch speed limitation),
- ignore pitching actions if maximum of minimum blade position is already reached (pitch angle limitation).
All the above-mentioned functions aim to reduce mechanical loads of the pitch actuation system without loss of control performance as intended by the pitch control algorithm.

The inactivity zone should be scheduled by taking into account the actual turbulence.

**Forced rotor speed limitation**

A maximum rotor speed has to be guaranteed in order to limit wind turbine loading and to minimize the variable speed range of the generator and converter. Commonly, exceeding the rotor speed alarm value will lead to intervention of the turbine supervisory control system and result in a turbine shut down. To prevent this whenever possible, the pitch control algorithm can include a ‘forced rotor speed limitation’ algorithm, a mechanism that ensures limitation of the rotor speed by forcing the rotor blades towards feathering direction. The principle of forced rotor speed limitation is shown in Fig. 8.6.

As soon as the switch condition is enabled, the pitch speed setpoint is set to the target value $\dot{\theta}_{\text{FRL}}$. It occurs as soon as the measured generator speed value exceeds the forced generator speed limit value, $\Omega_{\text{gen}}^{\text{lim}}$, and the rotor speed is still increasing. To minimize loss of energy yield, the forced rotor speed limitation is disabled as soon as the generator speed starts to decrease or the pitch angle gets larger than some (variable) limit $\theta_{\text{FRL}}$. Setting $\theta_{\text{FRL}}$ to a few degrees (e.g. 3°–4°) higher than the pitch angle at which the rotor speed limitation was enabled is usually sufficient.

![Diagram of forced rotor speed limitation](image)

**8.6 Principle of forced rotor speed limitation.**
Feed-forward control of estimated wind speed

The principle of wind speed feed-forward control is based on the estimation of a rotor effective wind speed from rotor speed measurements. The purpose is to react better to wind gusts. The simplest way to estimate the wind speed is through the reconstruction of the aerodynamic torque from the (low frequency) power balance,

\[ \hat{T}_a = J \frac{\dot{\Omega}_{\text{gen}}^\text{filt}}{i} + T_g + T_L \]

In the above equation, \( T_L \) represents losses. The wind speed can then be estimated by solving the following non-linear least squares problem:

\[ \hat{V} = \arg \min_V \left\{ \hat{r}_a - \frac{1}{2} \rho \pi R^4 C_Q \left( \theta, \frac{R \Omega_{\text{gen}}^\text{filt}}{i \hat{V}} \right) \hat{V}^2 \right\}_2 \]

Note that in the estimation of the aerodynamic torque the filtered rotor acceleration is used. The reason for that is that the tower dynamics and drive-train dynamics are simply neglected in the equation for \( T_a \), although they do affect the generator speed. By using the filtered generator acceleration \( \Omega_{\text{gen}}^\text{filt} \) instead of the measured one, these dynamics do not influence the aerodynamic torque estimate, and hence also have no effect on the estimated wind speed. Unfortunately, a delay is introduced by the filtering, which is effective in the corresponding control action. A better alternative is, therefore, to include the tower and drive-train dynamics in the estimation scheme. To this end, a Kalman filter can be used to either estimate the aerodynamic torque with a linear Kalman filter and then extract the wind speed suggested above (Østergaard et al., 2007) or directly estimate the wind speed from a non-linear model, including the aerodynamics, with an augmented state extended Kalman filter. In Kanev and van Engelen (2009), a generalized framework is developed for estimation of blade-effective wind speeds by non-linear Kalman filtering, which can readily be simplified for the rotor effective wind speed estimation.

The estimated wind speed can be used to realize an additional pitch control action, that improves the turbine power production and its response to sudden wind gusts. A target pitch speed value \( \dot{\theta}^{FF} \) is determined from the desired condition to maintain stationary rated power production,

\[ P^{\text{ref}} = \frac{1}{2} \rho \pi R^4 C_P \left( \dot{\theta}^{FF}, \frac{R \Omega_{\text{gen}}^\text{filt}}{i \hat{V}} \right) \hat{V}^3 \]

Differentiation with respect to time gives

\[ \dot{\theta}^{FF} = -\frac{1}{\frac{\partial C_P}{\partial \Omega}} \hat{V}^3 \left( \frac{\partial C_P}{\partial \Omega} \frac{R \Omega_{\text{gen}}^\text{filt}}{i \hat{V}} + \left( \frac{\partial C_P}{\partial \hat{V}} \hat{V}^3 + 3C_P \hat{V}^2 \right) \hat{V} \right) \]

The estimated wind speed \( \hat{V} \) is mapped to the pitch speed action \( \dot{\theta}^{FF} \) through the feed-forward controller.
The differentiation time constant $\tau_{FF}$ and the gain $K_{FF}$ should be carefully selected to guarantee stability and sufficiently smooth pitch actions. Time-consuming online computations are avoided when the fraction in the controller with the derivatives of the power coefficient is approximated offline by a polynomial through least squares fitting. $1/\tau_{FF}$ should be smaller than the 3p and drive-train frequencies, but high enough to create sufficient bandwidth. A typical value is $\tau_{FF} = 0.5 – 1$ s. The gain $K_{FF}$ must be smaller than 1 (typically 0.5–0.8).

### 8.4.4 Full/partial load selector

The transitions between full load and partial load should be implemented with care in order to prevent excessive transitions due to turbulence at mean wind speeds around rated. Transition from full to partial load could be triggered when the blade pitch angle has reached its working position value $\theta_{opt}$, while the (filtered) generator speed is below rated and falling, that is

$$(\theta \leq \theta_{opt}) \text{ and } (\Omega_{gen}^{filt} < \Omega_{gen}^{rat}) \text{ and } (\dot{\Omega}_{gen}^{filt} < 0)$$

The transition back to full load could be effected whenever the generator speed exceeds some given above-rated value, e.g. $(\Omega_{gen}^{rat} + 1 \text{ rpm})$, or the generator acceleration exceeds some limit $\Omega_{gen}^{lim}$. The acceleration condition is added to prevent the generator speed from passing the rated speed with high acceleration as a result of wind gusts. The following condition could be used for transition from partial to full load:

$$(\Omega_{gen}^{filt} > \Omega_{gen}^{rat} + 1 \text{ rpm}) \text{ and } (\dot{\Omega}_{gen}^{filt} > \Omega_{gen}^{lim})$$

The generator torque behavior at full load, which is based on the QN-curve described above, can be improved by extending the full load operating region as depicted in Fig. 8.7 (Schaak and van Engelen, 2004). The purpose is to keep rated power production even when the generator speed drops below its rated value, as long as the pitch controller works in full load. This gives rise to the extended full load operation curve for the generator in Fig. 8.7, which guarantees rated power yield even when $\Omega_{gen} < \Omega_{gen}^{rat}$ as long as the torque demand is below its allowed maximum $T_{g}^{max}$. The transient zone, depicted by the shaded area in the figure, is used for transition from the extended full load curve to the optimal-$\lambda$ partial load torque curve. The generator torque leaves the extended full load curve whenever a full to partial load transition takes place, or when the generator speed reaches some minimal value $\Omega_{gen}^{full,min}$. The torque demand then follows a straight line from the point at which the extended full load curve is left to the point $\Omega_{gen}^{pr,min}$ on the optimal-$\lambda$ curve.
8.5 Advanced control for load reduction

We have already discussed the idea that generator torque variations can be used to reduce drive-train resonances and sideways tower vibrations, while collective pitch speed variations enable additional damping of fore–aft tower vibrations, and individual pitch actions can be used to reduce blade loads. All these control add-ons are active in different frequency bands and can thus be designed as independent control loops under the condition that separation is guaranteed by means of proper filtering. These load reduction control strategies are discussed below.

8.5.1 Drive-train damping

For variable speed turbines with a gearbox transmission, there are serious risks of severe rotor shaft vibrations. These vibrations can be reduced with the generator torque.

Figure 8.8 represents a schematic representation of the drive-train, in which the flexibility is modeled as a spring-damper pair interconnecting the moments of inertia of the rotor $J_r$ and generator $J_g$ (via the gearbox). This model can be used to describe the first drive-train mode, higher modes and the coupling with the tower ‘naying’ motion. The following equations of motion hold:

\[
J_r \ddot{\Omega} = T_a - c_d \dot{\gamma} - k_d \dot{\gamma} \\
J_g \dot{\Omega}_{gen} = \frac{1}{l} \left( c_d \gamma + k_d \dot{\gamma} \right) - T_s
\]
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where the torsion speed is defined as \( \dot{\gamma} = \Omega - \frac{\Omega_{gen}}{i} \). Drive-train vibrations are defined as the varying shaft torsion. The stiffness \( c_d \) and damping \( k_d \) parameter can be chosen such that they model the first coupled drive-train/collective lead–lag blade vibration mode. This coupled mode dominates the in-plane vibration behavior.

The above equations can be rewritten in the following form:

\[
\frac{i^2 J_{g} J_{r}}{i^2 J_{g} + J_{r}} \dot{\gamma} = -c_d \dot{\gamma} - k_d \ddot{\gamma} + \frac{i^2 J_{g}}{i^2 J_{g} + J_{r}} T_{a} + \frac{J_{r} i}{i^2 J_{g} + J_{r}} T_{gen}
\]

This equation, in combination with the equation of motion for the generator speed above can be used to build a Kalman filter for the estimation of the torsion speed, \( \hat{\gamma} \), which can be used in a feedback loop for achieving the desired effective damping parameter \( k_d^{des} \). This is achieved by the following feedback law:

\[
T_{gen} = \frac{i^2 J_{g} + J_{r}}{i J_{r}} (k_d - k_d^{des}) \hat{\gamma}
\]

This drive-train damping control loop does not influence the low-frequency behavior of the power control loop if a high-pass filter is used to filter the low-frequency components of the measured generator speed. Setting the cut-off frequency sufficiently small yields close to zero-phase shift in the vicinity of the first drive-train frequency.

Since \( \dot{\gamma} = \Omega - \frac{\Omega_{gen}}{i} \) and the variations in \( \Omega \) are small compared to those in \( \Omega_{gen} \), it is often possible to feed-back \( \Omega_{gen} \) instead of torsion speed (Burton et al., 2001).

### 8.5.2 Tower fore–aft damping

Reduction of fore–aft movements (nodding) of the tower will become more relevant for larger turbines, due to the lower frequency of the first bending mode. The active damping of the first tower fore–aft mode is discussed below.
Consider the following simplified model for the first fore–aft bending mode of the tower, in which tower torsion, yawing effects and higher bending modes are neglected

\[
m_{t} \ddot{x} + k_{t} \dot{x} + c_{t}x = F_{ax}(\theta, V - \dot{x}, \Omega)
\]

\[
F_{ax}(\theta, V - \dot{x}, \Omega) = \frac{1}{2} \rho \pi R^2 C_T (\lambda, \theta) (V - \dot{x})^2, \quad \lambda = \frac{\Omega R}{V - \dot{x}}
\]

where \(x\) is the tower top position in the longitudinal direction, and \(F_{ax}\) is the axial force on the rotor. Note that the effect of the tower top speed \(\dot{x}\) on the rotor-effective wind speed is also included in the expression for the axial force. Linearization of the axial force around a given working point \((\theta^*, V^*, \Omega^*)\) gives

\[
m_{t} \ddot{x} + k_{t} \dot{x} + c_{t}x = F_{ax,0} + \frac{\partial F_{ax}}{\partial \theta} \theta - \frac{\partial F_{ax}}{\partial V} \dot{x}
\]

\[
F_{ax,0} = F_{ax}(\theta^*, V^*, \Omega^*) - \frac{\partial F_{ax}}{\partial \theta} \theta^* + \frac{\partial F_{ax}}{\partial V} (V - V^*) + \frac{\partial F_{ax}}{\partial \Omega} (\Omega - \Omega^*)
\]

By feeding back the measured tower top acceleration to the blade pitch speed via a proportional gain, \(\dot{\theta} = K_{fa} \ddot{x}\), the following equation of motion is obtained:

\[
m_{t} \ddot{x} + \left(k_{t} + \frac{\partial F_{ax}}{\partial V} - \frac{\partial F_{ax}}{\partial \theta} K_{fa}\right) \dot{x} + c_{t}x = F_{ax,0}
\]

This allows for achieving some desired effective damping \(k_{t}^{des}\) through the feedback gain

\[
K_{fa} = \frac{1}{\frac{\partial F_{ax}}{\partial \theta}} \left(k_{t} + \frac{\partial F_{ax}}{\partial V} - k_{t}^{des}\right)
\]

A bandpass filter around the first tower frequency strongly reduces the influence on the rotor speed control loop. A possible choice for this filter is a fourth-order inverse Chebyshev type II filter with about 40 dB reduction. Its phase shift will be zero at the tower frequency. Since in practice the tower frequency is not exactly known (and may vary slightly), the phase shift of the filter will only be exactly zero if the actual tower frequency is estimated online from the zero-crossings of the measured tower top acceleration \(\ddot{x}\).

Note that the feedback gain depends on \(\frac{\partial F_{ax}}{\partial \theta}\) and \(\frac{\partial F_{ax}}{\partial V}\), which in term vary with the working point \((\theta^*, V^*, \Omega^*)\). Hence, gain-scheduling needs to be implemented.

### 8.5.3 Tower sideways damping

Reduction of sideways tower movement (naying) is important because it is naturally badly damped due to the absence of aerodynamic rotor damping. Active damping through the generator torque is discussed below.
Using similar simplifying assumptions as above, the following equation of motion describes the first sideways tower mode,

\[ m_i \ddot{y} + k_i \dot{y} + c_i y = \frac{1}{h} T_g \]

where \( y \) is the sideways tower top position, and \( h \) is a parameter relating the generator torque to the resulting sideways force on the tower top. For notational simplicity in the above equation the same mass, stiffness and damping parameters are used as in the equation of motion in the fore–aft direction, although this need not be the case. An effective damping \( k_t^{des} \) can be achieved by feeding the measured sideways acceleration \( \ddot{y} \) back to the generator torque signal through integral action,

\[ \dot{T}_g = h (k_t - k_t^{des}) \dot{y} \]

To prevent interaction with the feedback loop for power regulation through the AN-curve, two filters are needed: a band-pass filter around the first tower sideways eigen frequency in the damping loop, and an additional low-pass filter in the power loop. A first-order elliptic filter with a pass band of about 10% around the tower frequency, 20 dB reduction and 2 dB ripple is sufficient in the damping loop, and it has a favorable phase shift around the tower frequency. The low-pass filter in the power loop for power control should have as little phase shift at low frequencies as possible, and could be implemented as a high-order inverse Chebyshev filter with cut-off frequency about 15–20% below the tower frequency and 10dB reduction.

### 8.5.4 Blade load reduction

Modern wind turbines have the possibility of individually pitching the blades. This opens the road towards the use of advanced IPC algorithms for achieving fatigue load reduction. Different effects (such as tower shadow, wind shear, yaw–misalignment and rotational wind field sampling) result in blade loads at the rotational frequency (1p) and multiples of it (2p, 3p, etc.). Blade load reduction by IPC can be achieved by using additional measurements, such as blade root bending moments, shaft bending moments or tower-top bending moments measured at the yaw bearing. Below we will assume that measurements of the blade root bending moments are available, since these are rather common in modern wind turbines. The use of other moment measurements (at the shaft or at the yaw bearing) is straightforward.

The starting point is the closed-loop interconnection, depicted on Fig. 8.9, where \( C_{CPC} \) denotes the collective pitch control algorithms (including rotor speed control and tower fore–aft damping), and \( C_G \) is the generator torque controller (including power control, drive-train damping and tower sideways damping). The blocks in the shaded area in the figure representing the IPC controller will become clear in the following.
Suppose that the following linear parameter varying model describes the relevant dynamics of the wind turbine (possibly including the basic controllers $C_{CPC}$ and $C_G$) from the three blade pitch angles $\theta_i$, and axial blade effective wind speeds $w_i$, to the three flapwise blade root bending moments $M_{zi}$, $i=1, 2, 3$.

$$\dot{x}(t) = A(\psi, p)x(t) + B(\psi, p)\theta(t) + E(\psi, p)w(t)$$

$$M_i(t) = C(\psi, p)x(t) + D(\psi, p)\theta(t) + F(\psi, p)w(t)$$

where $\psi$ is the rotor azimuth angle,

$$M_z = [M_{z1}, M_{z2}, M_{z3}]^T,$$

$$\theta = [\theta_1, \theta_2, \theta_3]^T,$$

$$w = [w_1, w_2, w_3]^T.$$  

The parameter $p = \{\Omega, \theta_{col}, w_{ax}\}$ defines the operating point of the turbine, wherein $\theta_{col} = \frac{1}{3}(\theta_1 + \theta_2 + \theta_3)$ is the collective blade pitch angle, and $w_{ax} = \frac{1}{3}(w_1 + w_2 + w_3)$ is the driving torque effective wind speed. Although not explicitly denoted in the model, the parameters $\psi = \psi(t)$ and $p = p(t)$ are functions of time. The blade-effective wind speeds $w_i$ are fictitious signals defined in such a way that they approximate (in a statistical sense) the effects of full 3D longitudinal turbulence on the driving moments of the three blades (van Engelen, 2007).
For a fixed operating point \( p(t) = p^* \), the above model represents a periodic system, which complicates the controller design process. However, by transforming the signals \( M_z, \theta \) and \( w \) (and the states \( x \)), defined in the rotating coordinate frame, to the fixed reference frame, one can convert this model into a linear time-invariant (LTI) system. This so-called Coleman transformation is based on the matrix:

\[
T_D(\psi) = \frac{2}{3} \begin{bmatrix}
\sin(\psi) & \sin\left(\psi + \frac{2\pi}{3}\right) & \sin\left(\psi + \frac{4\pi}{3}\right) \\
\cos(\psi) & \cos\left(\psi + \frac{2\pi}{3}\right) & \cos\left(\psi + \frac{4\pi}{3}\right)
\end{bmatrix}
\]

which is used to demodulate the signals defined in the rotating coordinate frame into non-rotating multi-blade coordinates,

\[
\begin{bmatrix}
M_{cm,2} \\
M_{cm,3}
\end{bmatrix}
\begin{bmatrix}
\theta_{cm,2} \\
\theta_{cm,3}
\end{bmatrix}
\begin{bmatrix}
w_{cm,2} \\
w_{cm,3}
\end{bmatrix}
= T_D(\psi)
\begin{bmatrix}
M_{z,2} \\
M_{z,3}
\end{bmatrix}
\begin{bmatrix}
\theta_2 \\
\theta_3
\end{bmatrix}
\begin{bmatrix}
w_2 \\
w_3
\end{bmatrix}
\]

It has been shown in van Engelen (2006) and Van Engelen (2007) that this transformation gives an azimuth independent model in the resulting non-rotating coordinates,

\[
\begin{aligned}
\dot{x}_{cm}(t) &= A_{cm}(p)x_{cm}(t) + B_{cm}(p)\theta_{cm}(t) + E_{cm}(p)w_{cm}(t) \\
M_{cm}(t) &= C_{cm}(p)x_{cm}(t) + D_{cm}(p)\theta_{cm}(t) + F_{cm}(p)w_{cm}(t)
\end{aligned}
\]

This model takes the form of an LTI system for a fixed operating point (i.e. for fixed \( p \)), allowing the use of conventional control design techniques. Once designed, the IPC controller should be connected to the original system using the Coleman demodulation matrix \( T_D \) and its (pseudo) inverse modulation matrix, given by

\[
T_M(\psi) = \begin{bmatrix}
\sin(\psi) & \cos(\psi) \\
\sin\left(\psi + \frac{2\pi}{3}\right) & \cos\left(\psi + \frac{2\pi}{3}\right) \\
\sin\left(\psi + \frac{4\pi}{3}\right) & \cos\left(\psi + \frac{4\pi}{3}\right)
\end{bmatrix}
\]

By actuating \( \theta_{cm,2} \) and \( \theta_{cm,3} \), the IPC controller adds up deviations around the collective pitch angle \( \theta_{col} \), which is controlled by the CPC (see Fig. 8.9). Moreover, it can be shown that the rotor tilt and yaw moments are approximately proportional to the second and third multiblade coordinates of the blade root flapwise moments. More specifically, when the influence of tensile and shearing forces and pitch-wise moments in the hub center are neglected, \( M_{th} = \frac{3}{2} M_{cm,2} \) and \( M_{yaw} = \frac{3}{2} M_{cm,3} \).

For that reason, the second multiblade components of the input signals, \( \theta_{cm,2} \) and
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\( w_{\text{cm},2} \), are referred to as tilt-oriented components (having most effect on the rotor tilt moment), while the \( \theta_{\text{cm},3} \) and \( w_{\text{cm},3} \) are called yaw-oriented components.

Finally, it should be pointed out that, due to rotational wind field sampling, tower shadow and wind shear, the original blade effective wind speeds \( w_i \) contain frequency components at multiples of the rotational frequency, 1p, 2p, etc. This results in similar (np) components in the blade root moments \( M_{z,l} \). In multiblade coordinates, however, these (np) frequencies in \( w_i \) are demodulated into (3 np) frequencies in \( w_{\text{cm},2} \) and \( w_{\text{cm},3} \), resulting in 3p, 6p, 9p, etc. components in \( M_{\text{cm},2} \) and \( M_{\text{cm},3} \). More specifically, 1p components in \( M_z \) are transformed into static 0p tilt and yaw moments, 2p and 4p frequencies in \( M_z \) become 3p components in the fixed frame, 5p and 7p are modulated to 6p, and so on. Interestingly, 3 np components in the flap moments cancel out and have no influence on the rotor moments. For more insight into the effects of the Coleman transformation, see van Engelen (2006).

Hence, blade load reduction around the 1p frequency can be achieved by means of reducing the static (0p) rotor moments \( M_{\text{cm},2} \) and \( M_{\text{cm},3} \). Due to the negligible coupling between these at low frequencies, a single-input-single-output approach with two simple I-compensators is sufficient:

\[
\theta_{\text{cm},2} = \frac{k_2}{s} F_{\text{IPC}}(s) M_{\text{cm},2},
\]

\[
\theta_{\text{cm},3} = \frac{k_3}{s} F_{\text{IPC}}(s) M_{\text{cm},3}
\]

where \( F_{\text{IPC}}(s) \) is a series of band-stop filters around the 3p and 6p frequency that prevents unnecessary propagation of these components in \( M_{\text{cm}} \). A filter at the first tower frequency might also be needed. Note that constant \( \theta_{\text{cm},2} \) and \( \theta_{\text{cm},3} \) will yield, after modulation to rotating coordinates, cyclic variations of the three blade pitch angles around \( \theta_{\text{col}} \) shifted by 120°:

\[
\theta_i = \theta_{\text{col}} + \sin \left( \frac{(i-1)2\pi}{3} \right) \theta_{\text{cm},2} + \cos \left( \frac{(i-1)2\pi}{3} \right) \theta_{\text{cm},3}
\]

The controller gains \( k_2 \) and \( k_3 \) can be selected to achieve some desired gain margin \( m_g \) (e.g. \( m_g = 2 \)). The phase margin cannot be influenced with \( k_j \). To compute the gains, denote \( T_j(s), j = 2, 3 \), as the transfer function from \( \theta_{\text{cm},j} \) to \( M_{\text{cm},j} \) and consider the open-loop transfer

\[
L_j(s) = \frac{k_j}{s} F_{\text{IPC}}(s) T_j(s)
\]

Due to the lack of poles of \( L(s) \) in the open right-half plane (assuming, of course, stability of \( T_j \)), a standard Nyquist stability analysis indicates that gain-margin of \( m_g \) is achieved by selecting

\[
k_j = \frac{1}{m_g |L_j(w_{180°})|}
\]

where \( w_{180°} \) is such that \( p = \{ \Omega^*, \theta_{\text{col}}^*, w_{180°}^* \} \).
Designed in this way, the IPC controllers will only achieve the specified design criteria at the working point where the model is valid. To achieve improved performance throughout the whole operation range of the turbine, a gain-scheduling approach can be used. Assuming that IPC is only active in full load conditions, the operating point is (statically) defined by $\theta_{col}$. Hence, the gain of the IPC controller can be scheduled as a function of the collective pitch angle in such a way that the DC gain of the resulting open-loop transfer function remains constant. More specifically, let the IPC controller $C_{IPC}(s)$ be designed for linear the model $T_j(s)$ in operating point $p = \{\Omega^*, \theta_{col}^*, w_{ax}^*\}$, defined by $\theta_{col}^*$, and let $T'_j(s), l = 1, 2, \ldots, L$, denote the dynamics from $\theta_{cm,j}$ to $M_{cm,j}$ defined at operating points with corresponding $\theta_{col}^l$. By computing off-line the gains

$$K'_{g,j,l} = \frac{T'_j(0)}{T'_j(0)}, \quad l = 1, 2, \ldots, L$$

one can gain-schedule the IPC controller based on the current collective pitch angle $\theta_{col}(t)$ as follows

$$j = \{l : l = 1, 2, \ldots, L, \theta_{col}^l \leq \theta_{col}(t) \leq \theta_{col}^{l+1}\},$$

$$\alpha_j(t) = \frac{\theta_{col}(t) - \theta_{col}^l}{\theta_{col}^{l+1} - \theta_{col}^l},$$

$$C_{IPC,j}(s) = \left(\alpha_j(t)K'_{g,j,l} + (1 - \alpha_j(t))K'_{g,j,l}\right)\frac{k}{s}F_{IPC}(s).$$

### 8.6 Future trends

At present, different IPC algorithms are available for the reduction of blade loads (Bossanyi, 2003; van Engelen, 2006). Although these can lead to large reduction of the 1p blade loads, the resulting cyclic pitching of the blades easily reaches the speed limits of the blade pitch actuators. For achieving 2p, 3p and higher blade load reduction with IPC, a much wider bandwidth of the pitch actuators is required (van Engelen, 2006).

To circumvent this bandwidth restriction, different actuation mechanisms that influence the local aerodynamic characteristics of the blades can be used, such as micro-electromechanical translational tabs and trailing edge flaps. Such actuation devices have a much broader bandwidth, allowing for higher harmonics control (2p, 3p, etc. blade load reduction).

So far, the question of achieving fatigue load reduction using sensors and actuators distributed over the blade span has received little attention. In the framework of the Danish project AdapWing research has been done to the application of trailing edge control surfaces for load alleviation (Basualdo, 2005; Andersen et al., 2006; Buhl et al., 2007). It has been demonstrated that (under
idealized conditions) the use of flaps throughout about 1/3 of the blade length, together with local flapwise deflection measurements, can achieve load suppressions of up to 63% (Andersen et al., 2006). An even larger potential is suggested to be achievable by using angle of attack measurements as input to the controller (Buhl et al., 2007). Angle of attack measurements can be obtained by using a five-hole pitot tube. A proof of concept of the so-called smart rotor blade was presented in van Wingerden et al. (2008), where the experiment included an elastic, non-rotating blade equipped with blade root flapwise bending moment sensor (piezoelectric patch) and a trailing edge flap actuator.

Although these first efforts show promising results, further research is needed on the (optimal) design of the control structures, on the stability and the interaction between the local control loops, the use of more sophisticated (multivariable) control design techniques, the interactions between the blades, and the effect on the loads of other turbine components, etc.
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Abstract: Higher towers for wind turbines are the main trend to achieve better effectiveness in the conversion of wind energy to electrical energy. This leads to an increasing contribution of the tower costs to the total investment costs. Optimization of the structural design by improving the design of connections in the tower is an important issue for the competitiveness of the wind energy sector. The basis of the design model of the flange connection and the possibilities of retrofitting are shown.

A short overview of the main structural solutions for towers and the most common criteria for the design are provided in the text.

Key words: towers, structural design, flange connection, retrofitting, fatigue.

9.1 Introduction

Wind is one of the most important sources of renewable energy. One of its main advantages is very low CO₂ emission during production. Wind power stations convert kinetic energy from wind into electrical energy. During the last few years, wind energy has had an increase of about 30% annually. The installed wind power capacity all over the world increased from 6 GW in 1996 up to 121 GW in 2008, of which about 60% was produced in OECD-Europe.

This continuing trend requires a growing production, which can be achieved by building towers higher than 80 m in regions with higher wind speeds and installing wind turbines with larger potential, more than 4 MW. The wind’s power rises up to the power of 3 as a function of wind velocity. It is not only the height above the ground level that influences the wind speed. The location where the station is constructed and daily/seasonal changes play decisive roles, as well as long-term variations in wind speed over decades. The latter are not fully understood yet.

The height of the tower and the installed capacity have to be balanced against maintenance and tower production costs. The tower accounts for about 15–20% of the overall investment.

Most towers for wind turbines are fabricated of steel. Recently, concrete towers were promoted by a couple of companies, but their use is limited due to certain
conditions where the production costs are competitive. These conditions are mostly dependent on the transport costs and local building tradition as well as the price and availability of the steel. Steel towers may be either a part of a hybrid tower (lower part in concrete and upper part in steel) or solely as a lattice tower or a tubular tower which is the focus of this chapter because it is the most common design.

9.2 Lattice towers

9.2.1 General

Lattice towers were a common structural solution in the past, mostly because of the simplicity of design and construction. Even today they are rather common for towers up to 30 m high. The outer appearance of a lattice tower from a nearby place, larger footprint and maintenance issues are the main disadvantages. Although lattice towers become indistinct from far away, they have almost disappeared for aesthetic reasons. The main structural advantages, compared to tubular towers, are larger bending stiffness for the same amount of material, more flexible supply chain, less expensive transport to the site and simpler foundations (see Fig. 9.1).

For extreme situations, the very high towers with heights over 120 m, lattice towers are certainly the most competitive solution because they are not limited by their base diameter as most common tubular towers are.

9.2.2 Assembly

Lattice towers are constructed of many pre-assembled sections, which are hot-dip galvanised. They are bolted together on the construction site and lifted by a crane. Lattice towers are more costly and difficult to assemble than tubular towers. Complex terrain can complicate assembly because a staging area for assembly is necessary. The base section is bolted to the foundation.

9.3 Tubular towers

Most of the existing tubular steel towers are constructed as cantilevers and just a few guyed towers can be found. The latter are mostly used for down-wind rotors since in this case their low self-weight is advantageous. The foundations are rather expensive and the guys need more free area around the tower.

Cantilever tubular steel towers are mostly constructed as tapered towers, as can be seen in Fig. 9.2. This saves the weight of the steel used in the structure. The diameter decreases and the thickness of the steel shells is reduced for the higher segments of the tower.
9.1 Lattice tower. Photo by Marcus Klose, Germanischer Lloyd.

9.3.1 Tower erection

The towers consist of a number of sections, which are transported to the construction site where they are assembled using bolted connections (see Chapter 4). The prefabrication of the sections at the steel workshops shortens the time of the tower erection on site to just three to five days. But the transportation of the steel tubes limits the maximum base diameter of the tower to about 4.5 m; a small variation exists for different countries. At present the tower sections are connected by flange connections which require rather thick machine-produced rings, with small out-of-plane tolerances which make them a rather expensive detail. Recently
an alternative solution for in situ tower connection was proposed: using friction connections with long opened slotted holes instead of flange connections – which is more economical. The solution was developed within the European project HISTWIN (High Strength Tubular Tower for Wind Turbines, 2006–9). These types of connections are less prone to fatigue and less expensive to produce, which reduces total tower costs by about 10%. A major advantage of tower connections is that they are assembled inside the tower and all accessories are protected from the weather conditions.

9.3.2 Short towers

Small capacity turbines are often placed on short towers, mostly for private use, which may be erected in one piece. The tower structure may be either lattice or tubular, guyed or clamped tower. The tower is fabricated at a steel workshop and transported to the site.
9.3.3 Offshore towers

A fairly new area is a wind farm built offshore. The wind power is more constant with higher average speed and less air turbulence compared to onshore wind farms. All towers look alike above the sea level: a turbine placed on a steel tubular tower about 100 m high. However, the foundation of offshore towers differs depending on the water depth. They may be designed as fixed or floating support structures. The most common are fixed support structures including monopole, gravity-based and tripod structures (IEC 61400-3). The choice of the foundation structure is governed by soil conditions, water depth, type of wind turbine and installation/fabrication costs.

A monopole is a welded steel pile 4–6 m in diameter which penetrates into the sea bed. No preparation of the sea bed is required which is the biggest advantage of the system. One limitation is water depth: 25–30 m, above which the tower often becomes too flexible.

Gravity-based support foundation is suitable for shallow water up to 10 m water depth. It is often necessary to include post-installed ballast to stabilise the structure. The main advantage is that the structure can be fabricated onshore, transported to the installation site and installed as a whole.

Development of the foundation structures for deep water, 30–60 m deep, is mostly based on tripod and quadropod structures, the latter widely used in the oil/gas offshore industry.

Floating structures are considered for deep waters and where the fixed supports are too expensive due to work on the sea bed. Technical difficulties are related to the minimisation of the wave-induced motion and coupling of supported structure and wind turbine in order to satisfy requirements of static and dynamic stability.

Investment and maintenance costs are roughly twice the onshore costs, installations which leads to requirements for higher capacity turbines. Turbines with capacity of at least 5 MW are recognised as sufficiently economical.

The structural design of offshore towers is much more complicated than onshore towers. In addition to dynamic loads of the rotor, the loads from waves and ice pressure during wintertime in areas with colder climate have to be taken into account.

The installation of an offshore wind energy converter is much more complicated than onshore. These difficulties are not only the weather conditions but also the conditions of the sea, for example the swell. Firstly, the foundation, which is the most complicated part, is set into place. The tubular tower and the nacelle, which are pre-assembled onshore to keep the offshore work at a minimum, are installed faster. Finally the pre-installed rotor blades are fixed to the structure.

9.4 Load cases on towers for wind turbines

The definition and the quantification of load cases depend mainly on the wind conditions at the construction site. Turbine classes defined in IEC (2005), in terms
of wind speed and turbulence parameters, cover most practical applications independently of particular wind conditions. For a certain turbine class, the complete set of design situations can be defined, such as normal situations, fault situations, transportation, installation and maintenance situations. Within each design situation a number of load cases have to be considered. For each load case the analysis of ultimate loads \((U)\) with reference to material strength, deflection or stability, and the analysis of fatigue loads \((F)\) in the assessment of the fatigue strength are performed.

The load calculation and the load application on the towers for wind turbines are usually performed by the wind turbine designer using sophisticated tailor-made programs. These programs have to be capable of simulating the loads in the time domain considering the turbulent wind characteristics, the dynamic behaviour of the structural components as well as the operational behaviour of the wind turbine. Based on such analysis, the turbine producer provides load tables pertinent to tower design in the form of section loads at different tower heights.

For a free-standing tubular tower, the shear force in the wind direction and the corresponding bending moment are usually design driving. Considering that bending moment along the tower height depends directly on the shear force, the load case that delivers the extreme shear force becomes design driving for the whole tower except for the upper parts close to tower top where the load case resulting in maximum bending moments must be used.

More detailed information on design load cases (DLC) can be found in Chapter 4 of the design guidelines (GL Wind, 2004) and in Chapter 7 of the electrotechnical standard (IEC, 2005).

### 9.4.1 Analysis of fatigue loads

Time series of section resultants along the tower for different load cases based on numerical simulations of the adequate wind speed are made in time domain (Burton et al., 2001). To derive suitable loads for fatigue analysis the ‘rainflow’ counting is performed and Markov matrices are issued. However, information about the mean value of the section resultants contained in those matrices together with the load range and the number of cycles, is usually not necessary for performing fatigue calculations. The load cycles within predefined ranges are merged together, and the fatigue load spectrum is developed, which represents the number of cycles for each load range considered in Markov matrices.

Usually, a further simplification of the fatigue loading quantification is performed by converting the fatigue load spectrum into a damage equivalent load range \(\Delta R_e\). This is a constant load range which, in an equivalent number of cycles \(N_e\), will produce the same amount of damage as the actual fatigue load spectrum with different load ranges \(\Delta R_i\) and cycles \(N_i\). The equivalent load range \(\Delta R_e\) is defined as (Hansen, 2008):
\[ \Delta R_e = \left( \sum_{i=1}^{N} \frac{N \Delta R^m_i}{N_e} \right)^{\frac{1}{m}} \]  

[9.1]

where \( N \) is the total number of amplitude ranges. According to EN1993-1-9 CEN, 2005) \( N_e = 2 \times 10^6 \) and values of \( m \) vary between 3 and 5, \( m = 4 \) being normally used. Turbine producers often provide the equivalent load range for \( N_e = 2 \times 10^8 \) cycles. Nevertheless, the conversion of the damage equivalent load range \( \Delta R_e \) to the reference value given in EN1993-1-9 is straightforward.

When using damage equivalent moments in two orthogonal directions, these can be combined to obtain the resultant equivalent bending moment in order to compute the corresponding equivalent fatigue stress range \( \Delta \sigma_{S,\text{equ}} \) given in EN1993-1-9.

### 9.4.2 Design requirements

The most common failure criteria of steel tubular towers are: buckling failure due to extreme loading and fatigue failure. According to Burton et al. (2001) fatigue is more likely to be critical for pitch-regulated machines and at low-wind-speed sites. Pitch-regulated machines have increased thrust fluctuations above rated and reduced loading at standstill. On the other hand, in comparison to high-wind-speed sites, low-wind-speed sites tend to generate lower extreme wind gusts while maintaining the fatigue load spectra. Stress concentrations at the door opening must be checked. It is very common for fatigue loading to govern the design near openings. A fatigue strength curve, detail 71, according to EN1993-1-9, is used for a full penetration butt weld.

**Local buckling**

The main objective of the tower design is to make the cylinder thickness as thin as possible which often leads to design against local instability. Assuming a perfect geometry without any imperfections, the critical buckling stress of the axially loaded tubular tower is:

\[ \sigma_{cr} = 0.605 \cdot C \cdot E \cdot \frac{t}{r} \]  

[9.2]

where

- \( C = \) coefficient due to length of the shell
- \( E = \) E-modulus
- \( t = \) wall thickness
- \( r = \) radius of cylinder

Since in reality no structure has a perfect geometry, semi-empirical coefficients are determined for axial and bending loading (Eurocode 3; CEN, 2005). For axial loading this is:
For $r/t < 212$

$$\alpha_0 = \frac{0.83}{\sqrt{1 + 0.01 \frac{r}{t}}} \quad [9.3]$$

For $r/t > 212$

$$\alpha_0 = \frac{0.70}{\sqrt{0.1 + 0.01 \frac{r}{t}}} \quad [9.4]$$

And for bending loading:

$$\alpha_B = 0.1887 + 0.8113\alpha_0 \quad [9.5]$$

With these factors the ultimate strength ends up as:

For $\alpha_B \sigma_{cr} > \frac{f_y}{2}$

$$\sigma_u = f_y \left[ 1 - 0.4123 \left( \frac{f_y}{\alpha_B \sigma_{cr}} \right)^{0.6} \right] \quad [9.6]$$

For $\alpha_B \sigma_{cr} < \frac{f_y}{2}$

$$\sigma_u = 0.75 \alpha_B \sigma_{cr} \quad [9.7]$$

**Eigen frequency of the tower**

Dynamic loading on the wind tower is composed of periodic loading, mainly generated by the turbine rotation, and random loading due to the wind turbulence. Resonance effects due to the cyclic loading can be minimised by tuning the natural frequencies of the tower.

The rotor of a horizontal-axis wind turbine rotates in close proximity to the tower, since the clearance between the rotational plane and the tower axis is kept as small as possible to minimise bending moments induced by low-speed shaft and nacelle bedplate in the tower. Therefore, the most important periodic loading is induced by the blades when passing in front of the tower. This blade-passing frequency is equal to the turbine rotational frequency multiplied by the number of blades on the turbine rotor, in general three. On the other hand, periodic excitation due to the turbine rotational frequency appears very rarely, because this would mean that the individual blades of the rotor are different in shape or mass, which is usually avoided using tight tolerances.

To avoid resonant excitation of the tower by thrust fluctuations at blade-passing frequency or, to a lesser extent at rotational frequency, the lowest natural frequencies of the tower should be tuned to not coincide with those excitation frequencies. This constraint requires in general a specific check involving the mass
and stiffness of the tower since it is not met by the ultimate limit state design. According to the first natural frequency of the tower, it can be classified as (Burton et al., 2001):

- **Soft-soft tower**, for which the natural frequency is lower than the rotational frequency.
- **Soft tower**, for which the natural frequency falls between the rotational frequency and the blade-passing frequency.
- **Stiff tower**, for which the natural frequency is greater than blade-passing frequency.

When increasing the tower height, it becomes unfeasible to conceive stiff towers, since the greater the ratio between height and diameter, the smaller the stiffness of the tower. Therefore, soft towers have become the current solution.

Wind turbines develop their peak efficiency at one particular ratio between the rotational speed of the tip of a blade and the wind speed – the tip speed ratio. For a wide range of wind speeds the maximisation of efficiency is reached when two-speed or variable-speed wind turbines are used. The latter present several advantages when compared to fixed-speed or two-speed turbines (Hau, 2006).

In the case of two-speed operation wind turbines, the constraint on the first natural frequency can be stated in order to minimise the near-resonant dynamic amplification. Considering that the amount of viscous damping of the tower is relatively small, usually less than 2% of critical, and that the ratio between upper and lower rotational frequency is 1.5, the first natural frequency should be about 2.6 times the upper rotational frequency, and the second natural frequency should be greater than 3.36 times the same frequency in order to keep the amplification factor below 4.

For a three-blade turbine operating with continuously variable speed between the lower and the upper rotational frequencies, the minimisation of the dynamic amplification is achieved when the first natural frequency falls between the upper rotational frequency and three times the lower rotational frequency. Concerning the second natural frequency, the minimisation of dynamic amplification is achieved when it is greater than the upper blade-passing frequency. If for a two-speed operation, a minimum ratio of 3.36 is used then the amplification factor in the second natural frequency is kept below 4.

Consider, for example, the Repower MM92 wind turbine, for which the manufacturer gives operating limits of 0.13 Hz and 0.25 Hz, for the lower and the upper rotor speeds, respectively. With a possible error of 12.5%, the tower first natural frequency should fall in the range 0.281–0.341 Hz and the second frequency above 0.85 Hz in order to minimise dynamic amplification (Fig. 9.3). An experimental model identification of one of this type of towers (HISTWIN, 2010) delivered values of 0.34 Hz and 2.8 Hz, respectively, for the first and second tower natural frequencies.

Besides the stiffness and mass distribution of the tower, natural frequencies depend on the stiffness of the foundation and on the soil–structure interaction. Figure 9.4 illustrates the dependency of the first and second natural frequency...
9.3 Dynamic amplification factor for % of critical damping and natural frequencies for Repower MM 92 wind turbine (80m high and 4.3 m base diameter steel tower).

9.4 The first and second tower natural frequencies versus modulus of elasticity of the soil for Repower MM92 wind turbine.

of an 80 m tall wind tower on the modulus of elasticity $E_s$ of the soil. To ensure allowable range for the integrated structure’s first natural frequency a minimum rotational stiffness of the interaction of soil and foundation should be established by the wind tower fabricant. This implies a minimum subgrade reaction modulus that must be checked using adequate site tests such as SPT, cross-hole or seismic refraction tests.
9.5 **Ring-flange connection**

9.5.1 General

Bolted ring-flange connections are the most common type of joints in tubular wind turbine tower constructions. Fast assembly during erection and easy disassembling at the end of lifetime are reasons for that, especially for onshore towers.

Due to the high fatigue loading with about $10^8$–$10^9$ cycles during lifetime, special focus has to be set on the fatigue resistance of the bolts as well as the welded joints between tower shell and flanges. For both details the type of the flange connection, which can be different, plays an essential role in the fatigue resistance.

9.5.2 Flange types

*Conventional ring-flange connections*

The detailing and specific geometry of a ring-flange has a significant influence on the fatigue behaviour of the connection. Single-sided, resp. L-shaped, ring-flanges, which can be regarded as state-of-the-art joints between tower segments, cause additional local bending moments in the bolts and in the shell. Figure 9.5 shows four different types of conventional L-shaped ring-flange connections. The main differences between the particular flange connections are summarised in Table 9.1.

*Alternative solutions for bolted joints*

The eccentricity of the L-shaped flange connections described above causes additional axial bolt forces, which in simple terms depend on the leverage between compressed flange area C, bolt load $F_s$ and tower shell tension force $Z$ (cf. Fig. 9.6). Furthermore, the bolts are subjected to bending moments in function of the opening angle $\varphi$ of the joint, which additionally decreases the maximum load as well as the fatigue resistance of the joint.

![Scheme of different model types of conventional ring-flange connections](image)

9.5.5 Scheme of different model types of conventional ring-flange connections: (a) slip-on flange, (b) welding-on flange, (c) welding-neck flange and (d) welding-neck flange with defined contact area.
Table 9.1 Comparison of different conventional flange-connection types

<table>
<thead>
<tr>
<th>(a) Slip-on flange</th>
<th>(b) Welding-on flange</th>
<th>(c) Welding-neck flange</th>
<th>(d) Welding-neck flange with defined contact area</th>
</tr>
</thead>
<tbody>
<tr>
<td>Common connection type for free-standing steel stack constructions and antenna towers</td>
<td>Used to be standard choice for tubular wind turbine towers</td>
<td>Recently standard connection detail for tubular wind turbine towers</td>
<td>Rarely used connection detail; machining of contact area has to be done for one flange of each flange connection</td>
</tr>
<tr>
<td>(+) Low production costs</td>
<td>(+) Low production costs</td>
<td>(+) Easy to weld; equal material thicknesses of tower shell and flange neck lead to equal weld penetration on both sides of the butt joint</td>
<td>(+) Defined bolt-load function $F_s(Z)$ due to clearly defined contact areas</td>
</tr>
<tr>
<td>(+) High lamellar-tearing safety due to geometry and residual stress pattern in flanges</td>
<td>(+) Higher fatigue safety than flange type (a); detail category 71 according to Eurocode 3 Part 3-2</td>
<td>(+) Higher fatigue safety than flange type (a); detail category 71 according to Eurocode 3 Part 1-9</td>
<td>(+) More favourable bolt-load function compared to conventional flanges with full contact areas (Schmidt and Neuper, 1997)</td>
</tr>
<tr>
<td>(+) No joint preparation needed</td>
<td>(o) Easy joint preparation (tower shell sided; can be done in the same production step as cutting of plate)</td>
<td>(+) Good assessment of weld quality due to several inspection techniques to find inner and outer flaws.</td>
<td>(+) Easy to weld due to equal shell thickness on both sides of the weld</td>
</tr>
<tr>
<td>(–) Difficult to weld due to wide difference in material thicknesses; flange-sided weld penetration small</td>
<td>(–) Difficult to weld due to wide difference in material thicknesses; flange-sided weld penetration small</td>
<td>(–) 30% higher flange production costs due to machining of the flange compared to solution (a) and (b) (Seidel, 2001)</td>
<td>(+) Higher fatigue safety than flange type (a); detail category 71 according to Eurocode 3 Part 1–9</td>
</tr>
<tr>
<td>(–) Low fatigue safety; detail category 40 according to Eurocode 3 Part 1-9</td>
<td>(-) Good assignment of weld quality due to several inspection techniques to find inner and outer flaws. However, it is difficult to find flaws of the weldroot.</td>
<td>Good assessment of weld quality due to several inspection techniques to find inner and outer flaws.</td>
<td>(-) 45% higher flange production costs compared to solution (a) and (b) due to double-sided machining of the flange (Seidel, 2001)</td>
</tr>
<tr>
<td>(+) Weld inspections only by surface inspection techniques</td>
<td>(-) 30% higher flange production costs due to machining of the flange compared to solution (a) and (b) (Seidel, 2001)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Therefore, several alternative site-joint designs have been proposed to avoid or decrease additional loads and bending moments in the bolts. Figure 9.7 gives an overview of those different alternative proposals. However, such proposals do not show only advantages; in particular attention must be paid when having blind bolts to be prestressed.

Alternatives (a) and (b) represent ‘tension-free’ connection details developed by Schlemenat (2001), which have already been used for all kinds of industrial applications with great demands on tightness and fatigue safety of the joints, such
as steam generators. All internal forces of the shell are transferred from one segment to the other via contact pressure. The pre-loaded bolts of the connection are not subjected to significant additional axial tension or bending stresses (see also Schlemenat and Burmann, 2009). The application of tension-free joints for tubular wind turbine towers has been considered, but to the knowledge of the authors still not realised.

Figure 9.7(c) and (d) represent ‘eccentric-free’ flange systems from MECAL (1997), which lead to more favourable loading of the bolts compared to conventional ring-flange connections. One disadvantage of system (c) is the inclined boreholes, which are difficult to realise. Furthermore, for both flange connections (c) and (d) it is problematic that threads have to be drilled into the blind holes and the prestressing is uncertain. However, a realisation of the flange on wind turbine towers is not known, probably due to economic reasons (see also Jakubowski, 2003). Figure 9.7(e) shows a friction joint, developed within the research project (see Velskovic et al., 2010) in period 2006–2009 HISTWIN.

9.5.3 Design

General

The analytical determination of the real structural behaviour of a pre-loaded ring-flange connection of tubular tower segments under bending is rather complicated (see Jakubowski and Schmidt, 2005; Lehmann, 2003; Schaumann and Seidel, 2002). Currently the best way to consider all redistribution and load-shifting effects within the 3D structure is by numerical simulations. Thereby the entire joint is to be discretised by means of volumetric brick-elements. However, due to the large number of contact surfaces needed, such finite element simulations are too labour-intensive for the usual tower design. Therefore, common practice is to

![Diagram showing alternative connection details for on-site segment joints: (a) and (b) ‘tension-free’ joint, (c) and (d) ‘eccentric-free’ joint and (e) friction joint.](image-url)
use segment models, allowing for a simple and realistic determination of the relevant internal forces, such as bolt loads (see Fig. 9.8(a)). As a result of these segment models the tension force $Z$ in the shell can be obtained by the integral of the axial stress $\sigma_x$ over the cross-sectional area of the shell strip with $c$.

By means of this simplified 2D model the design for ultimate and fatigue limit state can be realised in a more reasonable way. Thereby the smaller the radius $R$ of the tube the more the ring effects that have to be taken into account. The general procedure for both design verifications is described in sections 9.5.4 and 9.5.5, respectively.

For the fatigue limit state the determination of the exact bolt loads as a function of the shell force $Z$ plays an essential role. The general behaviour of a pre-loaded bolt in L-shaped ring-flange connections can be described as follows (see Fig. 9.8(b)):

1. For segment forces $Z \leq 0$ the flange zone under compression (solid clamp) has the shape of a paraboloid of revolution (VDI 2230) and the bolt loads $F_s$ keep almost constant at the level of $F_v$, thus $F_s \approx F_v = \text{constant}$.
2. With increasing segment force $Z \leq Z_1$ the solid clamp begins to move in the direction of the flange edge and the bolt load $F_s$ slightly increases.
3. From a certain segment force $Z_1$ onwards the shifting of the clamp solid develops faster and the flange connection begins to open, which leads to an expeditious increase of bolt load $F_s$.
4. On reaching segment force $Z_2$ the interface of the flanges stays only in contact at the flange edges, and the structural behaviour of the connection corresponds to the pure edge-bearing model illustrated in Fig. 9.6. The bolt load $F_s$ increases linearly as a function of the tension force $Z$ in the shell.
5. When reaching the elastic limit of the bolt ($Z_3$) the slope of the bolt-load function $F_s(Z)$ decreases and the connection reaches its limit due to plastification of the bolt.

9.8 Segment model of L-shaped ring-flange connection.
Flange imperfections

Imperfections due to manufacturing, such as inclinations or gaps between the flanges, cannot be avoided. These imperfections can significantly influence the actual loads in the bolts in the region affected and thus the performance of the entire connection. Figure 9.9 shows the qualitative shape of the solid clamp after pre-loading of the bolt for different types of imperfection.

Jakubowski (2003) indicates the following three types of imperfection, which can occur in any combination:

1. rotation symmetric or local taper with flange-sided gap – case (b) in Fig. 9.9
2. rotation symmetric or local taper with tube-sided gap – case (c) in Fig. 9.9
3. local parallel gap – case (d) in Fig. 9.9

Local taper and parallel gap imperfections have the most detrimental impact on ultimate as well as fatigue resistance of the flange connection. Figure 9.10 shows the influence of these imperfections on the bolt load. The shift of bolt-load function $F_s(Z)$ considerably increases the load variation ranges in the bolt $\delta F_s$ and thus the fatigue load. This fact should be considered to gain a conservative and prudent fatigue design.

9.5.4 Ultimate limit state

The verification of the ultimate limit state (ULS) is usually performed according to the plastic hinge theory. Even though bolts in ring-flange connections are pre-loaded, the pre-tensioning load in bolts is not to be considered in the ULS verification. According to Petersen (1988), three different failure mechanisms

9.9 Qualitative shape of clamp solid in L-flange in a perfect (a) and different imperfect connections (b–d) (Jakubowski, 2003).
must be checked in L-shaped ring-flange connections, whereas the lowest resistance $Z_{ult,1}$ governs the design (cf. Fig. 9.11):

1. Yielding of the bolt – this failure mechanism governs if flanges and shells are rather stiff compared to the bolt. The ultimate resistance of the segment is equal to the tensional resistance of the bolt:

$$Z_{ult,1} = F_{t,Rd}$$

2. Yielding of the bolt and at the same time plastic hinge in the shell; the ultimate resistance of this failure mode is given by:

$$Z_{ult,2} = \frac{F_{t,Rd} \cdot a + M_{pl,Rd,sh}}{a + b}$$

9.10 Influences of flange imperfections on the bolt-load function.

9.11 Plastic hinge models for the determination of the ultimate resistance of L-shaped ring-flange connections according to Petersen (1988).
Plastic hinge in shell and flange; the bolt load stays below its tensile resistance ($F_{s,Ed} < F_{t,Rd}$). The ultimate resistance of this failure mode thereby reads:

$$Z_{ult} = \frac{M_{pl,Rd,sh} + M_{pl,Rd,fl,net}}{b}$$

where

- $Z_{ult}$ = Ultimate tensile resistance force of the segment
- $F_{s,Ed}$ = Design value of bolt load
- $F_{t,Rd}$ = Design tensile resistance of the bolt
- $M_{pl,Rd,sh}$ = Design plastic bending resistance of the shell
- $M_{pl,Rd,fl,net}$ = Design plastic bending resistance of the flange with deduction of bolt hole
- $a$ = Distance between flange edge and axis of bolt
- $b$ = Distance between axis of bolt and shell

### 9.5.5 Fatigue limit state

**General**

With regard to high fatigue safety, ring-flange connections should be designed elastically in such a way that the bolted joint does not open during the relevant fatigue cycles, which requires a sufficient high pre-loading of the bolts. The fatigue limit state can then be verified by means of a conventional fatigue verification. The ranges $\Delta \sigma_i$ of the stress-spectrum are to be determined as a function of the tower-loads, e.g. by a rainflow matrix. In doing so the non-linear relation between bending moments $M_{Ed,i}$ in the tower shell and detail stresses should be regarded, e.g. by using an adequate calculation method for the determination of the bolt-load function (cf. Fig. 9.10).

Secondly the design lifetime $N_{R,i}$ for each stress range $\Delta \sigma_i$ is calculated by taking into account the detail category. The assessment usually takes into account the accumulated damage according to Palmgren-Miner (see also CEN, 2005):

$$D_D = \sum_i \frac{n_{Ei}}{N_{Ri}} \leq 1.0$$

with $D_D$ = Damage index of entire lifetime

- $n_{Ei}$ = Expected load cycles on stress range $\Delta \sigma_i$ according to rainflow matrix
- $N_{Ri}$ = Endurance (in terms of life cycles) obtained from the fatigue strength curve of the detail for the stress range
- $n$ = number of stress ranges considered

Depending on the design model used for the determination of the stress ranges $\Delta \sigma_i$, different detail categories may be used for the fatigue assessment of the bolts. The German guidelines (DIBt-Ri, 2004; GL Wind, 2004) recommend the use of
detail category 36* for the bolt, if a simplified calculation method is used for the
determination of the bolt-load function. If the bending moments in the bolts are
taken into account by the model, the regular detail category 50 for bolts in tension
according to EN 1993-1-9 (CEN (2005)) may be used.

According to GL Wind (2004) the cut-off limit for endurance $N_{Ri} > 10^8$ given
in EN 1993-1-9 (CEN (2005)) has to be neglected, whereas a constant slope of $m$
= 5 has to be used for load cycles $n_{Ei} > 2 \times 10^6$.

A brief summary of different calculation methods for the determination of bolt-
load functions is given in the following sections. More detailed explanations can
be taken from the quoted sources or from Zein El Dine (2007).

Elastic structural behaviour of L-shaped flange connections

All methods for the determination of bolt-load functions summarised in the
following have in common that two spring stiffnesses are to be determined as
input parameters, the bolt stiffness $C_S$ and the equivalent clamp solid stiffness
$C_D$. According to the elastic model given in Fig. 9.12, these spring values are
given by:

$$C_S = \frac{1}{\int_0^{\ell_s} \frac{1}{EA_S(x)} \, dx}$$
$$C_D = \frac{1}{2 \cdot \int_0^{t_F} \frac{1}{EA_D(x)} \, dx}$$

where

- $A_S(x) = \text{Cross-sectional area of the bolt along the bolt axis}$
- $A_D(x) = \text{Cross-sectional area of the clamp solid along the bolt axis}$
- $\ell_s = \text{Bolt length}$
- $t_F = \text{Flange thickness}$
- $\bar{F} = \text{Unit load}$

The exact calculation procedures for the determination of $C_D$ and $C_S$ can be taken

Figure 9.13 gives the dimensions used by following segment models.

Bolt-load function according to Petersen (1988)

A widely used method for the determination of bolt loads is the simplified, bilinear
model derived by Petersen (1988) given in Fig. 9.14. Compared to a real bolt-load
function this assumption is conservative and on the safe side in the range of the
first slope but may become unsafe in the case of imperfect ring-flanges when
reaching the second slope, as ideal elastic and pure edge-bearing behaviour of a
perfect connection is assumed.

Furthermore, the method does not consider bending stresses in the bolt. Therefore, the use of detail category 36* is recommended in various guidelines.
9.12 Scheme for different load situations of clamp solid: (a) unloaded model, (b) pre-loaded spring model and (c) pre-loaded spring model under external load (Zein El Dine, 2007).

Bolt-load function according to Schmidt and Neuper (1997)

The tri-linear model developed by Schmidt and Neuper (1997) is, apart from the Petersen model, the most commonly used bolt-load function. Due to the small slope of the first part of the function \( F_{S,I} \) (see Fig. 9.15), this method is less conservative for low shell forces, \( Z \), than the Petersen approach. The part of the function, which considers the final edge-bearing behaviour \( F_{S,III} \) of the flange-connection, is modified in such a way that small imperfections are directly considered. The limit of this approach is given by the ratio:

\[
\frac{a + b}{t_F} \leq 3
\]

As the method does not consider bending stresses in the bolt, the use of detail category 36* is recommended in various guidelines.
Bolt-load function according to Faulhaber and Thomala (1987)

A quite close estimation of the real bolt-load function of perfect ring-flange connections can be found in the circular arc approach according to Faulhaber and Thomala (1987) (shown in Fig. 9.16). As the final slope of the function corresponds to pure edge-bearing of a perfect flange, this method leads to unsafe results in the case of high tension forces $Z$ in the shell. The limit of this approach is given by the ratio $\varphi_{en} \ a + b \leq D_{\text{washer}} + t_F$.

Bending stresses in the bolt can only be considered for the closed flange-joint; thus, the use of detail category 36* is also recommended here.
Bolt-load function according to Seidel (2001)

Another method, which allows for the determination of the additional bending stresses in the bolt, is the numerical procedure according to Seidel (2001). The flange is assumed to be a stocky cantilever fixed at the intersection of the flanges, with an identical bending line as for the pre-loaded bolt (cf. Fig. 9.17). Due to the eccentric tension force $Z$ in the shell the cantilever is bent, which leads to the rotation $\varphi$ at its end. The elongation $\Delta l$ of the bolt can then be determined as a function of the eccentricity between the bolt and the cantilever axis. However, the width of the cantilever $b_c$ is iteratively reduced about the length of the gap $l_{gap}$ until the system is in a balanced condition.

The limit of application of the Seidel approach is given by:

$$t \geq \frac{8 \cdot a^2 \cdot b^2 \cdot A}{c \cdot (a + b)}$$
9.6 Periodic monitoring

Periodic monitoring is a specified technical inspection of the whole structure, tower and foundation, which should be exclusively done by technical experts. The inspection intervals have to be defined in the certification report of the tower. They should not exceed a time period of more than two years (cf. DIBt-Ri, 2004; GL Wind, 2004).

The tower has to be controlled in view of eventual defects, whereby covered and soiled parts have to be uncovered and cleaned, including:

- Corrosion: tower-shell, flanges and bolts
- Cracks: concrete and welds
- Pre-load in bolts
- Deviation from allowable inclination of the tower
- Required covering of foundation

The pre-load in the bolts has to be controlled at least manually not only in view of looseness but also of existence of pre-load. However, an acoustic verification via weak hammer stroke against the bolts is an appropriate and easy method to detect large differences in the pre-loads. Loose or broken bolts have to be replaced, and the pre-loads of the replaced and the adjacent bolts have to be checked via a specified method, e.g. additional rotation angle method (see EN 1090, CEN, 2008).

Periodic monitoring has to be documented in inspection reports, which should be appended to the maintenance manual.
9.6.1 Retrofitting of flange imperfections

Imperfections in form of a flange-sided taper or parallel gap, as specified in subsection ‘Flange Imperfections’ (page 289), can be retrofitted using lining plates (see Fig. 9.18). The lining plate packages may consist of galvanised or stainless steel plates with different thicknesses. The provided plates should allow a maximum grading of 0.5 mm (e.g. by combining plates with a thickness of 2 mm, 1 mm and 0.5 mm). The following sequence of work steps should be followed:

1. Replacement of all bolts in the affected zone and low pre-loading by hand
2. Fitting of lining plate packages
3. Full pre-loading of the bolts up to $F_v$ using a pre-tensioning tool
4. Readjustment of the pre-loads $F_v$ in the bolts in the imperfection zone within six months after retrofitting via appropriate method, but not directly afterwards to ensure settling has stopped.

The shape and recommended dimensions of the lining plates are given in Fig. 9.19.

Length of lining plate: $l_{lp} \leq b_h$

Widths of lining plate: $w_{lp} \leq \frac{2 \cdot \pi \cdot (R - s - b_h)}{n_{bolts}} - 5$ mm

Width of cut: $w_{\text{cut}} = d_h$, with $d_h = \text{diameter of bolt-hole}$

Length of cut: $l_{\text{cut}} \leq l_{lp} - \left( a + \frac{d_h}{2} \right)$

All dimensions in mm; definitions of $R$, $b_h$, $s$ and $a$ are given in Fig. 9.18
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In the same way flange imperfections can be adjusted during erection. The method specified above has been checked within the scope of the research project HISTWIN, where almost all perfect bolt-force functions have been obtained after retrofitting (see Naumes et al., 2009).
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Wind energy system reliability and maintainability, and operation and maintenance strategies

I. ALSYOUF, Linnaeus University, Sweden

Abstract: This chapter discusses the reliability, operation and maintenance strategies for wind power systems. It examines the role of systems engineering in optimising the aspects of a system relating to reliability, supportability and maintainability. It considers various maintenance approaches and the role of proper maintenance practices in providing a secure and reliable energy supply at the right cost. It discusses the importance of identifying and understanding the relevant cost factors associated with wind power systems, based on lifecycle costing and using relevant performance measures to help select a cost-effective maintenance approach. It then reviews some efforts aimed at improving the design, production, construction, operation and maintenance of wind power systems. Finally, some future trends are discussed in the areas of operation and maintenance of wind power systems.

Key words: reliability, maintainability, supportability, wind power systems, maintenance approaches.

10.1 Introduction

The safe and reliable operation of wind energy systems depends on the right design, manufacture, construction, smooth operation and proper maintenance of several components that comprise these systems. Engineering for reliability and maintainability plays a key role in the production capacity achieved by wind farms and in their financial returns. Poor reliability directly affects the outcome of a project through increased operational and maintenance costs and reduced availability to generate power as a result of turbine downtime. Usually, the downtime period is a function of the supportability and maintainability characteristics of the system. Reliability and maintainability engineering attempts to study, characterise, measure and analyse the failure and repair of systems in order to improve their operational use by increasing their design life, eliminating or reducing the likelihood of failures and safety risks, and reducing downtime, thereby increasing available operating time. In this chapter, we present and discuss the main operational and maintenance issues relating to optimising the design and construction of wind energy systems. First, there is a basic introduction of the ‘bathtub curve concept’. There is then a discussion of the importance of considering the reliability and maintainability issues at the design stage, due to its impact on the system’s lifecycle costs. In this context, reliability practices include ‘classical’ reliability methods, mainly used for electrical and mechanical components such
as failure mode effect and criticality analysis (FMECA), event sequence analysis and fault tree analysis (FTA). Additionally, structural reliability methods are reviewed, such as probabilistic safety assessment (PSA), and asymptotic techniques, known as first- and second-order reliability methods (FORM/SORM), used for the structural constituents (tower, blades, foundations, towers, hub and safety systems (see e.g. Lange and Flint, 2007; Seebregts et al., 1995).

Next, we discuss the role of systems engineering in optimising the aspects of a system relating to reliability, supportability and maintainability. We will subsequently introduce various maintenance approaches and discuss the role of proper maintenance practices in providing a secure and reliable supply of energy. Following this is a discussion of the importance of identifying and understanding the relevant cost factors associated with wind power systems, based on lifecycle costing (LCC) and using relevant performance measures to help select a cost-effective maintenance approach. We then present some efforts aimed at improving the design, production, construction, operation and maintenance of wind power systems. Finally, we discuss future trends in the areas of operation and maintenance of wind power systems.

10.2 Bathtub curve concept

When a system fails, the cause of the failure can usually be traced to a failed part or an interaction between components which failed to perform their intended function. Components degrade with age and usage and they fail when they are no longer capable of functioning as they should. These failures can result in downtime and serious safety or environmental consequences. In the following section, we discuss the concept of the bathtub curve. The bathtub curve is perhaps the oldest and best-known concept in the field of reliability (Sherwin and Bossche, 1993). The bathtub curve consists of three periods: an infant mortality period, with a decreasing failure rate, followed by a normal life period, known as the ‘useful life’, with a low and relatively constant failure rate, and finally a wear-out period that exhibits an increasing failure rate (see Fig. 10.1).

It is necessary to distinguish between components and systems. Here, we use a hazard rate $z(t)$ to represent the failure rate of a component, while we use the overall rate of occurrence of failures (ROCOF) to represent the ‘failure rate’ for repairable and maintained systems. Each component in a system has its bathtub curve. Populations of new components always contain a proportion of defective items which fail early and give the $z(t)$ bathtub curve its initial downward trend, due to a relatively high initial failure rate. However, this part of the curve, that is the decreasing failure rate, does not appear in practice, due to recent advances in manufacturing and quality control that try to eliminate all infant mortality failures. Therefore, in Fig. 10.1, we assume that the useful life of all components in the system is defined from time zero. We then have a constant $z(t)$ portion of the curve when the component is at or near its inherent or random average failure rate.
Finally, we have a rising portion of the curve, when the deterioration mechanisms begin to dominate (see Ireson et al., 1995). Components generally have only one mode of failure and are renewed or restored to their standard condition following each failure or replacement.

In contrast, systems fail in many different ways, corresponding with the failure of the components from which they are assembled. The overall ROCOF in a system that consists of many components is the instantaneous sum of all the hazard rates \( z(t) \) of those components (Sherwin and Bossche, 1993).

Looking at the bathtub curve, we see that the initial phase is usually falling. This could be due to a combination of design errors, substandard material, poor manufacturing methods, poor processes, poor quality control, assembly faults, poor workmanship, poor installation quality or human errors. As these problems are rectified (which is usually done during the warranty period) the system starts its useful life period. Failures may occur during this period for various reasons, such as poor design with a low safety factor, an extreme load (higher than expected random stress), undetectable defects, human errors – such as misuse – and natural failures. Finally, as the long-life components exceed their design lifetime, they start to fail. These failures may be due to the following: wear caused by friction, wear caused by aging, poor maintenance, incorrect overhaul practices, fatigue, corrosion and creep, or a short item life, which may be part of the way it was designed (Dhillon, 2006).

The shape of the bathtub curve of a system may be altered by applying certain measures within each phase (Sherwin and Bossche, 1993). This means that in principle, and for the right price, initial problems in the infant mortality phase may be reduced, for example, by selecting the right materials, using well-designed components and quality manufactured parts, and employing highly skilled
assembly, installation, operational and maintenance personnel. The constant level of the bathtub curve can be lowered by applying the right preventive maintenance approach for the critical parts of the system. Finally, in the wear-out phase, it is usually the case that failures become more frequent as well as more expensive. In this case, one should consider whether the system should be renewed, replaced by a better system or overhauled to extend its life, which is usually between 20 and 25 years in the case of a wind turbine. Walford (2006) reported that wind turbines are commonly designed so that the design lives of the major components are the same as the turbine’s design life. However, there are numerous examples where the design life of major components is not achieved in practice. The reasons for this difference include inappropriate design assumptions, inadequate knowledge about the true operating environment and manufacturing quality control issues.

10.3 The role of reliability and maintainability engineering in wind energy systems

Maintenance costs for wind energy systems have been hitting manufacturers and will soon start to hit the owners of these systems, since the maintenance warranty periods for large (greater than 1 MW) turbines are beginning to lapse. While scheduled wind turbine maintenance costs are relatively low, unscheduled maintenance can weaken a company’s bottom line (Teresa, 2007). The productive capability of wind energy systems may be affected by reducing output and increasing operational and maintenance costs. Decisions made during the design and acquisition phases, (i.e. conceptual preliminary design and detailed design development) can dramatically influence the inherent reliability, supportability and maintainability aspects of a system, which in turn influence the ROCOF, time to support and time to maintain. Consequently, the performance of operational, logistics and maintenance functions is affected and this influences the system’s lifecycle costs (i.e. production, construction, operation and maintenance and disposal costs). Blanchard (2004) emphasised that including lifecycle considerations from the start of the decision-making process is critical. Although improvements to reduce cost can be initiated at any stage of a system’s lifecycle, the greatest impact (80–90%) on lifecycle costs (e.g. maintenance and support costs) can be achieved during the early phases of system design and development. This means that design for reliability (operation), supportability (logistics), and maintainability (maintenance) must be inherent within the early design and development process if the results are to be cost-effective.

It is very important to distinguish between reliability, maintainability and maintenance. Reliability is defined in a variety of ways. The most widely accepted definition of reliability states that it is the ability or capability of the product to perform the specified function in the designated environment for a minimum length of time or a minimum number of cycles or events (Ireson et al., 1995).
Reliability engineering, starting from the design and development stage, seeks to select the best design compromise which balances the cost of failure reduction with the value of enhancement (David, 2001). Dhillon (1999) clarified the idea that maintainability refers to measures taken during the design and development of a product to include features that will increase the ease of maintenance, and will ensure that, when used in the field, the product will have minimum downtime and lifecycle support costs. Maintenance refers to the measures taken by the users of a product or a system to keep it in an operable condition, or to repair it in order to restore it to an operable condition.

It can be seen in Fig. 10.2 that the availability of a system, which can be calculated as Uptime/(Uptime + Downtime), is a function of the mean time to failure (MTTF), the mean time to support (MTTS) and the mean time to repair (MTTR). Supportability and maintainability issues are important factors here to improve the availability of wind farms – i.e. system uptime. For example, the eventual maintenance and support infrastructure selected for a wind power system throughout its period of utilization can significantly affect the overall cost effectiveness of that system. It is very important that future wind power system design and development efforts start by defining wind power system requirements, as determined by stakeholder needs (e.g. owners or operators of wind farms, original equipment manufacturers (OEMs), service providers). This should be done early in the conceptual design phase. In addition, it is imperative that feedback information, based on experience gained during the various phases of a system’s lifecycle, especially during the operation and maintenance phase, be considered in new designs; see Fig. 10.3.

Investigating the root cause of a major component failure is essential and it assists the manufacturer in determining if the problem is an isolated instance or a systematic problem that needs a retrofit or redesign (Walford, 2006). Therefore, more cooperation between owners, operators and maintainers of wind farms and OEMs is needed to improve design, based on the needs of the various stakeholders.
When designing wind energy systems, we have a situation in which there are various stakeholders having opposing interests, with multiple and sometimes conflicting constraints. For example, manufacturers have a vested interest in reducing maintenance expenses during the guarantee period, which normally lasts two years. When turbines start to come out of their maintenance warranty periods, it is the owners who pay the maintenance costs. Prior to 2005, turbine buyers could generally base their procurement decisions purely on site characteristics and price; however, recent turbine shortages have made availability a key element in choosing suppliers (EWEA, 2009). Consequently, OEMs have started taking more responsibility for the lifecycle – selling working hours, that is uptime, instead of the machines. Turbine manufacturers now offer their customers options to select from a range of service packages that include an availability guarantee. Such manufacturers are very motivated to take maintenance issues into account during the early planning and conceptual design phases for wind energy systems.

Key issues to be addressed to run a wind farm economically are the minimization of maintenance requirements and the maximization of ease of access, which is critical for an offshore farm. The dilemma for the designers is how best to balance the cost of minimizing maintenance by increasing reliability – often at an added cost in redundant systems or greater design margins – against the cost of systems for facilitating and increasing maintenance capability (EWEA, 2009). Design for maintenance, the design of a condition monitoring system (CMS) and diagnostic instrumentation, maintenance data acquisition systems, design for service crew safety and the integration of measurement and control systems are among the important factors that should be considered early in this phase.

The provisioning and acquisition of reliability and maintenance support elements is considered very critical at this stage. This influences the ROCOF, the time to support and the time to maintain (Blanchard, 2004). For example, tasks
that are considered essential for reducing the ROCOF are: reliability requirements analysis, reliability modelling and analysis, reliability prediction, FMECA, event sequence analysis and FTA. Additionally, structural reliability methods are important, such as PSA and asymptotic techniques, known as FORM/SORM, which are used for structural components. As a result, one can identify a list of system-critical items and system-critical failure modes and causes (EWEA, 2009). These critical components will stand out as high-risk items, either because they are ‘weak items’ that are demonstrably failure prone, or because they are absolutely essential to turbine operation, or are expensive and time-consuming to diagnose and repair. Identifying the critical components (such as gearboxes, generators and power converters, and minor components with a high failure frequency) allows the operation and maintenance (O&M) staff to direct their monitoring, training, inventory and logistics efforts to areas that provide the most benefit (Walford, 2006). For example, according to a study that investigated failure statistics from two farms in Sweden, one in Finland and one in Germany, the gearbox is the most critical, because downtime per failure is high, compared to the other components (Ribrant and Bertling, 2007).

Blanchard (2004) illustrated that, to reduce the time to support, the following tasks should also be considered at the design stage: definition of the operational support concept; system component inter-changeability; analysis of the human–machine interface, as related to training; analysis of vendors and suppliers, from a maturity and stability perspective; analysis of technology from a proprietary maturity perspective; level of repair analysis; and maintenance task analysis. Consequently, the following deliverables can be provided: maintainer and operator training, spare and repair parts list, technical documentation, test and support equipment and a definition of required facilities.

To improve maintainability (time to maintain), the following tasks should be carried out: system maintenance concept definition; maintainability modeling and analysis; maintainability prediction; failure diagnosis; human factors and accessibility analysis; and reliability-centred maintenance (RCM). Accordingly, the following output can be generated: planned maintenance requirements, maintenance personnel and skill level requirements (Blanchard, 2004). Usually, maintenance personnel are very good at finding efficient ways of performing routine tasks and they often have an understanding of the equipment that can only be gained from hands-on experience. Therefore their suggestions and comments should be routinely incorporated into the continuous improvement process (Walford, 2006).

Despite the fact that there is reasonable adherence to the internationally recognised gearbox wind turbine design standards, gearboxes have yet to achieve their design life goals, and most systems still require significant repair or overhaul well before the end of their intended lifespan, as cited by Musial et al. (2007). They attempted to shed light on the nature of gearbox failures and found that most of the problems were generic in nature. Therefore, there is an opportunity for the
many stakeholders in the wind turbine gearbox supply chain to collaborate with each other; poor adherence to accepted gear industry practices, or poor workmanship, is not the primary source of failure. Therefore, there is a need to identify and correct deficiencies in the design process; most gearbox failures do not begin as gear failures or gear-tooth deficiencies. Field-failure assessments indicate that up to ten percent of gearbox failures may be manufacturing anomalies and quality issues that are gear related, but this is not the primary source of the problem; the majority of wind turbine gearbox failures appear to initiate in the bearings, although most gearboxes have been designed and developed using the best bearing-design practices available. This means that it is very important to analyse why gearboxes fail and to investigate the root cause of the gear problems.

The Danish Wind Power Academy (DWPA) reported the following examples of reasons for gearbox failure (DWPA, 2008):

- Wrong or bad oil, which creates unnatural wear and tear
- Dirty oil restricting oil flow and clogging up coolers
- Dust and brake dust clogging up internal coolers
- Oil level too low, creating air in the oil pump
- Oil temperature too low, blowing hoses and coolers or destroying couplings
- Mechanical wear and tear on hoses
- Faulty bypass valves
- Bent hoses, restricting oil flow
- Changing standard parameters when dealing with problems
- Disabling alarms completely
- Ignoring ‘filter clogged’ alarms
- Incorrect reassembling when changing parts
- Not closing oil sample valves, thus destroying gearboxes
- Continuing remote restarts without inspection
- Standstill marks, slowly causing the breakdown of bearings

Many of the gearbox problems discussed above may be due to the institutional barriers that hinder communication and feedback during the design, operation and maintenance of turbines. Hence, widespread collaboration of the diverse stakeholders is needed to bring together the various parts of the design process and to share information that is needed to address the problems. Here, we suggest systems engineering as an approach that can help in solving these problems.

### 10.4 Systems engineering

A comprehensive approach is required to tailor the optimization process to specific business variables and objectives. The word ‘holistic’ is defined by The Merriam-Webster dictionary as ‘relating to or concerned with wholes or with complete systems rather than with the analysis of, treatment of, or dissection into parts.’ Applying this principle to wind power systems means looking at all lifecycle
components as a whole and considering their interactions and conflicts. The wind energy industry has learned from its accumulated knowledge and experience over the past decades, with stakeholders such as researchers, wind turbine manufacturers, gear designers, bearing manufacturers and consultants all working together to improve load prediction, design, fabrication, operation and maintenance. However, there is an ever-increasing challenge to achieve the highest level of economic efficiency. Thus, there is a need to engage a wide range of stakeholders, including researchers, consultants, manufacturers of rotor blades, bearings, gearboxes, controls, generators, castings and towers, wind turbine owners/operators and service providers/maintainers, each of whom holds a piece of the answer and seeks to provide a safe and balanced wind energy system. This means that we are faced with a situation where there may be opposing interests, with multiple and sometimes conflicting constraints. Thus, there is a need for an approach which reveals the big picture. It is very important to achieve the stakeholders’ requirements for functional, physical and operational performance in the intended use environment throughout the planned life of the systems, in a cost-effective way. Thus, in this context, systems engineering may be used as a holistic, integrated discipline, where the inputs of various stakeholders are evaluated and balanced against each other to produce a coherent whole that is not dominated by the perspective of a single stakeholder.

In the following section, we present an overview of systems engineering and its role in transforming operational and maintenance needs and requirements into an integrated wind energy system design, through the concurrent consideration of all lifecycle needs. A system is defined by NASA (2007) as ‘the combination of elements that function together to produce the capability to meet a need. The elements include all hardware, software, facilities, personnel, processes, and procedures needed for this purpose.’ Systems engineering may be defined differently depending on one’s background and personal experience (Blanchard, 2004). Buade (2000) presented many definitions of systems engineering. For example, the International Council on Systems Engineering (INCOSE, 2004) defines systems engineering as ‘An interdisciplinary approach and means to enable the realization of successful systems’. NASA (2007) defines systems engineering as ‘a robust approach to the design, creation, and operation of systems’. The approach consists of a top-down, iterative process of requirements analysis, functional analysis and allocation, design synthesis and verification, and systems analysis and control. Blanchard (2004) illustrated that systems engineering principles influence the balance between performance, risk, cost and schedule. More specifically, they will:

1. transform approved operational needs and requirements into an integrated system design solution through concurrent consideration of all lifecycle needs (i.e. development, manufacturing, testing and evaluation, deployment, operations, support, training and disposal);
2. ensure the interoperability and integration of all operational, functional and physical interfaces. Ensure that system definition and design reflect the
requirements for all system elements: hardware, software, facilities, people, and data; and
3. characterize and manage technical risks.

The systems engineering approach consists of the identification and quantification of system goals, the creation of alternative system design concepts, the performance of design alternatives, the selection and implementation of the best design, the verification that the design is properly built and integrated, and the post-implementation assessment of how well the system meets (or met) the goals (NASA, 2007). Blanchard (2004, 29) preferred and cited the following definition for systems engineering: ‘the application of scientific and engineering efforts to:

1. Transform an operational need into a description of system performance parameters and a system configuration through the use of an iterative process of definition, synthesis, analysis, design, test and evaluation, and validation.
2. Integrate related technical parameters and ensure the compatibility of all physical, functional, and program interfaces in a manner that optimises the total definition and design.
3. Integrate reliability, maintainability, usability (human factors), safety, producibility, supportability (serviceability), disposability, and other such factors into a total engineering effort to meet cost, schedule, and technical performance objectives.’

Ignoring any part of the system’s lifecycle while engineering the system can lead to a number of negative consequences, including failure at the extreme. Maes and Faber (2008) reported that decision making can be seen as being equivalent to participating in a game, with nature acting as the main opponent. Knowing the rules of the game, that is the (success or acceptance) criteria, the system, the boundaries of the system, the possible consequences for the system and how all these factors are influenced by the world outside the system, is essential to winning the game. They emphasised that, for this reason, a very significant part of risk-based decision making is, in practice, concerned with system identification/definition as well as the identification of acceptance criteria, possible consequences and their probabilities of occurrence. The Joint Committee on Structural Safety (JCSS, 2008, 5) emphasised that ‘Only when an integral approach is taken to risk assessment it can be ensured that the significant risk contributions originating from the interactions between the different agents are accounted for’. The integral approach implies that explicit consideration is given to the interaction between all relevant agents, that is technical systems, nature, humans and organizations, in the assessment of the risks associated with the system under consideration. Here we can see the relationship between systems engineering as an integral methodology and its role in improving the effectiveness of decision making. Risk management is considered an important part of the systems engineering process, where effective risk management depends on a well-defined project.
10.5 Operation and maintenance issues and strategies

In this section, we will discuss some appropriate maintenance approaches and the role of proper maintenance practices in providing a secure and reliable energy supply.

10.5.1 Maintenance approaches

Several maintenance approaches, that is strategies and concepts, have been implemented by practitioners or suggested by intellectuals. For a further discussion of maintenance approaches and their development see Alsyouf (2009). Jardine and Tsang (2006) illustrated that there are two complementary methodologies that focus on different areas with regard to increasing the uptime of physical assets. These methodologies are:

1. Total productive maintenance (TPM) – a people-centred methodology that has proven to be successful for optimizing equipment effectiveness and eliminating breakdown. It has a strong focus on people and the basics, such as cleaning, tightening and lubrication, for ensuring the well-being of equipment. Its emphasis is on early detection of wear-out to prevent in-service failures.

2. Reliability-centred maintenance (RCM) – an asset-centred methodology that focuses on design to enhance asset reliability. It is a structured methodology for determining the maintenance requirements for a physical asset in its operating context.

Usually, maintenance tasks are aimed at minimizing failures and the consequences of failure of industrial plant, machinery and equipment. The taxonomy of maintenance is illustrated in Fig. 10.4.

10.4 Taxonomy of maintenance approaches.
Maintenance can be described as ‘reactive’ or ‘preventive’. Under the reactive approach, which is also denoted as ‘corrective maintenance’, there are two types. The first is run to failure, where the failure has little or no effect. In this case we may decide to do no routine maintenance beyond the basic cleaning or lubrication, if needed. The second type is breakdown maintenance, where we have unplanned maintenance due to the failure of critical components and where we need to act quickly to fix the problem(s) – that is firefighting. These failures should be avoided by performing preventive maintenance because they could have safety, environmental or operational consequences.

Preventive maintenance is defined by Sherwin (2000) as ‘any task designed to prevent failures or mitigate their effects’. It is divided into time-based maintenance (i.e. replacing components at a pre-specified (calendar or running) time, using statistical models based on recorded historical failure data, and condition-based maintenance (CBM), where there is a continuous or periodic monitoring of the condition of a critical component using one (or more) condition-monitoring techniques. CBM is also described in much of the literature as predictive maintenance. Put simply, it means the use of advanced technologies to determine equipment condition, and to potentially predict failure. There are many condition-monitoring methods used for the detection and diagnosis of defects in equipment. They include, but are not limited to, technologies such as: vibration and acoustic measurements, temperature measurements, wear debris analysis, machine performance monitoring, and the use of human senses (look, listen, feel and smell – see Dunn, 2000). The reliability of detecting a defect, given that a defect is present, varies with each of the condition-monitoring techniques. Vibration analysis is the most well-established technique. However, acoustic emission is often thought to be more sensitive for the detection of early stage damage (Fan et al., 2005). A detailed review and comparison of different vibration and acoustic methods for the detection of defects in rolling element bearings have been presented by Tandon and Choudhury (1999) and Tandon et al. (2007). Dunn (2000) emphasized the need for a holistic view of equipment condition to improve the accuracy of failure prediction. This requires the effective integration of condition-monitoring inspection results, including the condition-monitoring techniques used, visual inspection results, fixed-interval ‘preventive’ maintenance actions and equipment performance monitoring.

Hameed et al. (2009) summarized the main condition monitoring techniques used for wind turbines as follows:

1. Vibration analysis: Vibration analysis is the most widely known technology that is applied to condition monitoring. For wind turbines, this type of monitoring is applicable for monitoring the wheels and bearings of the gearbox, the bearings of the generator and the main bearing. The application of vibration monitoring techniques and working methods for wind turbines differ from other applications with respect to the dynamic load characteristics and low rotational speeds.
2. Oil analysis: This has two purposes – safeguarding the oil quality (contamination by parts, damp) and safeguarding the components involved (characterization of parts).

3. Thermography: This is often applied to the monitoring and failure identification of electronic and electric components. Hot spots, due to the degeneration of components or a bad contact, can be identified in a simple and fast manner.

4. Physical condition of materials: This mainly focuses on crack detection and growth. The methods applied are normally off-line and are not suitable for the on-line condition monitoring of wind turbines. An exception might be the usage of optical fuses in the blades and the acoustic monitoring of the structure.

5. Strain measurements: Measurement by strain gauges is a common technique.

6. Acoustic monitoring: This has a close relationship with vibration monitoring. While vibration sensors are rigidly mounted on the component involved, and register the local motion, the acoustic sensors ‘listen’ to the component.

7. Electrical effects: Various methods are used for monitoring electrical machines. For accumulators the impedance can be measured. For medium- and high-voltage grids, a number of techniques are available, such as discharge measurements and velocity measurements for switches. For cabling, isolation faults can be detected. These types of inspection measurements do not directly influence the operation of wind turbines.

8. Process parameters: For wind turbines, safeguarding based on process parameters is, of course, common practice. However, safeguarding is still largely based on level detection or the comparison of signals, which immediately results in an alarm when the signals exceed predefined limits. At present, more intelligent usage of the signals, based on parameter estimation and trending, is not common practice for wind turbines.

9. Performance monitoring: For safeguarding purposes, the relationship between power, wind velocity, rotor speed and blade angle can be used and, for large deviations, an alarm is generated. The detection margins for the alarm thresholds are large, in order to prevent false alarms. As with the estimation of process parameters, more sophisticated methods, including trending, are not often used.

10.5.2 Classification of maintenance practices

Maintenance practices are classified and described empirically, based on a survey conducted within the Swedish industry (see Alsyouf, 2009):

1. The reactive approach is focused mainly on firefighting, installing new equipment, using work-in-progress inventory between machines to guarantee the running of production lines, and performing an annual overhaul.

2. The preventive approach is characterised by performing maintenance tasks only, based on the OEM and the usage of statistical methods to model the life function of critical components, based on failure data.
3. The predictive approach is characterised by the usage of computerised maintenance and management systems, investment in training and improving the competence of personnel, using condition monitoring technology and using methods suggested by RCM, such as failure analysis, FMECA and statistical modeling.

4. The diagnostic (expert systems) approach is characterised by the use of remote and automatic diagnostic technology.

5. The autonomous approach is based on the philosophy of TPM, which mainly relies on measuring overall equipment effectiveness (OEE).

6. The lean approach focuses on reducing losses resulting from, for example, having a high level of spare parts inventory and requiring a long time to repair the machines.

7. The proactive approach is characterised by the following practices: improving the production process; purchasing new equipment and selecting suppliers, based on their previous experience; using cross-functional groups to solve production problems; supporting efforts to design and improve production processes; using the information available within a company to perform maintenance tasks and carry out the periodic, planned replacement of critical components.

The classification presented above was used as the basis for reviewing maintenance practices in wind power systems (see Alsyouf and El-Thalji, 2008). It was found that most of these practices are relevant in the wind energy industry. Only the reactive and lean approaches were found not to be relevant in this context.

However, in all cases, the decision-maker needs to select the right policy for each component, module or piece of equipment from all the applicable maintenance approaches. The identification and implementation of the appropriate maintenance policy will enable managers to avoid premature replacement costs, maintain a stable production capacity, and prevent the deterioration of the system and its components (Alsyouf, 2004).

10.6 Cost-effective maintenance for sustainable and competitive energy supply

According to a report published in 2006 by Sandia National Laboratories, the cumulative costs for O&M may represent as much as 65–90% of a turbine’s investment cost. Efforts to minimise O&M costs must start from a holistic approach, based on LCC, to identify current costs and gain a better understanding of those costs and the factors that drive them, and must not just look at the tip of the iceberg. Some of these factors will be common to wind power projects in general, but other factors will be site specific. Thus, using the right economic factors, one can estimate the savings expected from productivity improvement suggestions, compare this to the investments needed, and make a cost-effective
decision. Al-Najjar and Alsyouf (2004) developed a model for identifying, monitoring and improving the economic impact of the implemented maintenance approach, for example vibration-based maintenance. It provides an additional opportunity to identify where, why and how much capital should be invested, and judges whether or not the investment was cost effective.

To improve the reliability and safety of wind farms and reduce the O&M costs, there is a need to measure wind farm performance using holistic performance indicators that provide the required information for continuous improvement efforts, that is establish a sound foundation for comprehensive maintenance practice improvements using quantitative and qualitative data. Alsyouf (2006) suggested a balanced scorecard framework to assess the contribution of maintenance to strategic business objectives. Using the suggested framework it was possible to identify and measure the cause-and-effect relationship of using an effective maintenance strategy, and assess its impact on a company’s competitive advantage. There is a need for an adapted holistic performance measurement system to measure the performance of wind energy systems, so that one can:

- assess the contribution of the maintenance function to strategic business objectives
- identify the strengths and weaknesses of the implemented maintenance strategy
- establish a sound foundation for a comprehensive maintenance improvement strategy using quantitative and qualitative data.

Furthermore, by selecting suitable performance measures, it would be possible to detect deviations at an early stage, and to identify and trace the root cause of any deviation, thereby achieving cost-effective and continual improvements.

Based on both the LCC and performance measurement assessment, the decision-maker can select the right maintenance policy. For example, a very critical decision should be made regarding which event (failure, time-based, condition-based) triggers what type of maintenance task (e.g. repair, replacement or inspection). The decision-maker should select the right approach, that is the cost-effective task. In practice these decisions are based on informed opinions, such as following the recommendations of the OEM or introducing a preventive maintenance program, such as CBM. However, while such procedures may improve a wind farm’s reliability, it is by no means guaranteed to provide a cost-effective solution. Therefore, there is a need to help the decision-maker to select the right, that is, the most cost-effective, maintenance approach (Al-najjar and Alsyouf, 2003). El-Thalji et al. (2009) discussed the importance of using a lifecycle cost approach for the design, construction, operation and maintenance of wind energy systems. They developed a model for assessing the operation and maintenance costs, based on the OEE. They showed how lifecycle cost analysis can help decision-makers make cost-effective decisions (at every stage of the lifecycle of a wind energy system).
10.7 Efforts towards improved design and construction for wind power systems

This section presents part of the results of a literature review of maintenance practices in wind power systems. It is based on a review paper written by Alsyouf and El-Thalji (2008). The following is a summary of the main results of this review, presented according to the relevant wind power system lifecycle processes:

10.7.1 Design and development

An integrated design approach for offshore wind farms is presented by Kühn et al. (1999). The authors discussed three conceptual directions for future wind turbines and their associated maintenance strategies: a base case wind turbine; a disposable wind turbine; an advanced control wind turbine. These conceptual directions represent different compromises for the desirable features of turbines intended for offshore use. Various maintenance strategies applicable to the concepts were analysed, using Monte Carlo simulations. It was concluded that it is very important to have a well-adapted maintenance strategy with respect to machine design, in order to obtain an optimal design solution.

The design modifications necessary for future offshore wind turbines were discussed by Bussel van et al. (2001). The authors emphasized that an effective design approach is needed to reduce major maintenance costs and increase availability through, for example: improvement of access methods, reduction of the time required for offshore maintenance, turbine design for reduced maintenance and the development of appropriate maintenance strategies for servicing and repair.

The objectives and results of the Dutch offshore wind energy converter (DOWEC) project were discussed by Bussel van and Zaaijer (2001). The authors assessed the opportunities and the drawbacks of the application of different designs of very large wind turbines.

The differences between two development approaches to wind turbines, that is the proven technology approach and the integrated design approach, were discussed by Bussel (2002). The author emphasized that the use of proven technology is often considered as a requirement for the technology that is to be used offshore. However, with regard to current maintenance requirements, this may not be the best approach. There is a need for a design with significantly higher reliability specifications.

The importance of considering maintenance when designing wind turbines was discussed by Teresa (2007). The author illustrated how maintenance costs can weaken the bottom line for wind energy companies. As large (greater than 1 MW) turbines are beginning to come out of their maintenance warranty periods, so maintenance and repair work becomes a bigger issue for facility owners. There
was additionally a discussion of some of the difficulties and obstacles faced by maintenance operations departments. For example, the maintenance and rebuild of the critical components of some turbines, such as the gearbox and the generator, is very expensive. This can be attributed to a number of things: the high price of replacement components, the need to obtain and mobilise a large crane, the cost of the crane, as well as other difficulties that result in longer-than-planned downtime. The author suggested that this may be avoided by including on-board service cranes in new machines.

10.7.2 Production and construction

Some of the difficulties associated with maintaining offshore wind farms were discussed by Wood (2004). He highlighted that poor quality control in the production and construction phases were the root cause of the problems that forced manufacturing companies to reassess the entire design and retrofit. He reported that technical failures in wind systems are, in many cases, due to a combination of manufacturing problems, weather conditions and quality problems due to the way in which the wind energy equipment is transported and stored.

The current state of safety within construction processes and operations for wind energy equipment at sea was presented and discussed by Robb (2005). He emphasized that, although the operation of these farms can be supervised remotely, there is still a need to perform planned and unplanned maintenance tasks. These activities bring with them particular risks, such as personnel travelling from on shore, working at night, moving large objects, including machinery, diving operations that may be required, and the risk of fire, with limited means of escape.

The importance of implementing appropriate safety and operational guidelines was emphasized, including a specification of actions for each site and for employee training.

10.7.3 Operation and maintenance

The operation and maintenance of wind power systems has been discussed in many sources. In the following section, we summarise the main issues discussed and present them according to the classification of maintenance practices presented previously in section 10.5.2:

Preventive

Operational problems and their effect on the performance of wind power systems were studied and discussed by Iniyan et al. (1996). The authors analysed the technical availability, real availability, capacity factors and maximum downtime of wind turbine generators over the course of a year. They found that the total downtime fluctuates over the months, mainly dependent on wind velocity.
Therefore, the availability of the system can be improved by planning maintenance tasks properly. Besnard et al. (2009) presented an opportunistic maintenance optimisation model for offshore wind power systems. The model takes advantage of wind forecasts and corrective maintenance activities in order to perform preventive maintenance tasks at low cost.

Predictive

The integration of CMS into offshore wind technology was discussed by Caselitz et al. (1997). The authors presented an approach to integrate the required hardware and software extensions of CMS into wind energy converter technology to perform a predictive maintenance and repair strategy. This approach is based on using fibre optic technology to exchange data between the CMS and the offshore wind farm. They raised the challenge of integrating fault prediction data into databases, in order to generate a condition-dependent maintenance and repair strategy for offshore wind farms.

The wind turbine industry is young, with limited operational experience (Jefferies et al., 1998). The blades are a crucial and expensive component of a wind turbine. The authors explored the application of a normalised bi-spectrum or bi-coherence to the problem of condition monitoring for wind turbine blades. They reported that bi-coherence condition monitoring can successfully detect small physical changes in the machine from a very noisy signal.

Machine dynamics and electrical machine theory were studied by Wilkinson and Tavner (2004). The authors tried to link the causes of faults to detectable effects on the rotor dynamics of the overall drive train.

Condition monitoring instrumentation, data acquisition systems and a data analysis methodology for a small-scale wind turbine system are described by Khan et al. (2006). A lifecycle cost analysis of maintenance strategies for single wind turbine onshore and offshore farms were presented by Nilsson and Bertling (2007). A lifecycle cost methodology was used to compare alternative maintenance strategies. The analysis of two case studies showed that current maintenance planning is not optimised, and it is possible to make maintenance more efficient. CMS could resolve the growing need in the wind power industry for better maintenance management and increased reliability. They suggest, as a future task, studying how to combine CMS and RCM in wind power systems.

The impact of using the right maintenance policy, that is condition monitoring, on the cost per kilowatt-hour of producing energy by wind power was discussed by Anon. (2005a). The paper discussed technological developments for monitoring the condition of critical components in a wind turbine, that is mechanical parts and blades. It suggests the implementation of continuous autonomous condition monitoring as a solution for the technical problems associated with wind power systems.
**Diagnostic (expert systems)**

On-line condition monitoring in induction generators for small hydro stations and wind farms was discussed in (Albizu et al., 2004). The authors highlighted the importance of using on-line diagnostic techniques in the maintenance schemes. The latest version of SKF wind turbine CMS, that is WindCon 2.0, was presented and discussed in (Anon., 2005b). WindCon 2.0 works continuously in real time; it consists of an intelligent monitoring unit, a supervisory and analysis system, and a data transmission hotline that provides engineers with remote access to the system.

**Autonomous (TPM)**

A mathematical model to quantify wind farm production losses, in terms of planned and unplanned downtimes and speed losses, was derived in (Krokoszinski, 2003). The model is based on a total OEE method suggested by the TPM methodology. These losses are related to the theoretical maximum of annual wind park revenues. This approach can highlight the O&M cost contributions required prior to any investment decision.

Practical methods of predicting large wind turbine reliability using grouped survey data were discussed in (Tavner et al., 2007). The authors illustrated how turbine design, turbine configuration, time, weather and possibly maintenance can affect the results obtained.

**Proactive**

The role of research and development (R&D) efforts in achieving a more structured approach to O&M issues, and the optimization of maintenance strategies for wind farms were discussed by Rademakers et al. (2003). The authors emphasised that, in order to gain more benefit from R&D results, industrial parties should collaborate in collecting and exchanging O&M data. Furthermore, R&D is still needed to demonstrate the added value of condition monitoring and to develop algorithms for predicting the remaining life of components. Also, there is a need to develop tools that assist operators in making cost-effective decisions in their day-to-day work, especially for offshore work.

The question of whether a cost-effective integrated CMS can be realised in practice was investigated by Braam et al. (2003). The authors discussed how to improve available condition monitoring techniques by using new algorithms for data processing, which are based not only on condition monitoring data, but also on data and signals that are available in the turbine already. These include the temperature of the generators and the gearbox, variations in the power curves, trends in the pitch and yaw speeds.
10.8 Future trends

In the following section we will discuss future trends with regard to the operation and maintenance of wind energy systems.

According to a report published by the European Wind Energy Association (EWEA), the average cost per kWh of wind-generated power is estimated to be about 7 c€/kWh at a wind site with average wind speed (EWEA, 2009). It is estimated that O&M costs for a wind turbine are on average about 20–25% of the total cost per kWh produced; this figure is higher for offshore farms. According to the European Wind Energy Association’s scenarios, the market’s annual wind power investments are expected to be stable at around €10 billion up to the year 2015, with a gradually increasing share of the investment going offshore. By 2030, annual wind energy investments in EU-27 will reach almost €20 billion, with 60% of the investment offshore. For an onshore installation, the energy production indicator is normally around 2000–2500 full load hours per year. For a typical offshore installation this figure reaches up to 4000 full load hours per year, depending on the site, due to higher offshore wind speeds (Krohn et al., 2009). The economics of the performance of wind energy systems is highly dependent on the reliability and availability of the wind energy systems that have previously been installed. In the case of offshore wind farms, maintenance and service work have a considerable impact on the cost of energy (CoE) per kWh of generated power, due to issues related to their relative inaccessibility. Therefore, more attention is given to wind turbine reliability, and operation and maintenance. Consequently, different approaches have been tried to decrease operation and maintenance costs, and various measures have been applied to bring operation and maintenance activities and their costs under control. Due to the environmental conditions under which these activities are performed, and because of accessibility difficulties for offshore sites, efforts are now being focused on identifying risks, adapting new quality methods and investigating new technical solutions using, for example, remote condition monitoring and e-maintenance.

Condition monitoring is an essential component of an effective maintenance program. A comprehensive maintenance program provides diagnostic information on the health of the various subsystems of a farm and alerts the maintenance staff to trends that may be developing into failures or critical malfunctions. Usually, one can use the basic operational data available from the turbine’s control (SCADA) system, such as temperatures, speeds, fluid levels, line phase imbalance, voltage levels and tower vibration. In recent years, more sophisticated on-line monitoring systems have been introduced for wind turbines. These systems use technologies that were initially developed for other industries. For example, vibration monitoring is used to detect faults in the bearings and gearing. Similarly, shock-pulse or acoustic systems that use high-frequency, narrow-band vibration sensors are used to detect structure-borne pulses. These systems are component-specific and require significant knowledge to select the optimal sensor configuration and to develop algorithms for
interpreting the data collected from the sensors. There are many intelligent methods (known as soft computing) that are used for diagnostic and prognostic purposes (see Alsyouf and Alzoghoul, 2009). Soft computing is a collection of artificial intelligence techniques that uses the human mind as a model; it works synergistically and aims to exploit the tolerance of imprecision, uncertainty, approximation and partial truth to achieve tractability, robustness and a low solution cost (see as examples Zadeh, 1994; Mitra et al., 2002). Soft computing provides intelligent processing techniques which overcome the time-consuming and complex problems of hard computing techniques (Cabrera et al., 2009).

There are several soft computing methods, such as fuzzy logic, artificial neural networks (ANN), genetic algorithms (GA) and rough sets. The application of soft computing techniques is extensively found in the data mining step of the ‘knowledge discovery in databases’ (KDD) process, as shown in Fig. 10.5.

While neural networks, which are used for learning and curve fitting, and rough sets, which are used for handling uncertainty, are widely used for classification and rule generation, genetic algorithms are mostly used in various optimization and search processes, for example query optimization and template selection. On the other hand, case-based reasoning and decision trees are widely used to solve data mining problems, while fuzzy logic deals with imprecision and uncertainty (Zadeh, 1994). These methods have been applied successfully in the industrial sector. However, there is much to be done within wind power systems.

We present below part of the results (related to operations and maintenance) of a review of the available literature on soft computing applications in the field of wind power systems (see Alsyouf and Alzoghoul, 2009):

- An intelligent system for predictive maintenance (SIMAP) software and its features was presented in (Garcia et al., 2006). SIMAP uses different intelligent methods such as: ANN, fuzzy expert systems and fuzzy genetic algorithms for the purpose of supporting predictive maintenance. SIMAP is able to perform online condition monitoring, failure detection and diagnostic, and predictive maintenance scheduling, and to measure the effectiveness of the applied maintenance actions. The software was applied successfully to monitor the health condition of the gearbox of a wind turbine; moreover, the results showed that the artificial intelligence methods applied are capable of achieving the aims of a predictive maintenance strategy.
- An integrated maintenance management system, Terology Integrated Modular System (SMIT), applied to a form of renewable energy, was introduced by
Fonseca et al. (2008). SMIT manages the integration of the prediction algorithms developed, such as: support vector regression (SVR), autoregressive moving average (ARMA) and autoregressive integrated moving-average (ARIMA), along with the information system and the hardware itself. SMIT, which can be accessed through a client–server system, includes useful modules such as a fault diagnosis module, a non-periodic maintenance planning module and a generic on condition maintenance module, and it has the facility to add more modules. The results showed that SMIT is a powerful tool for maintenance management and can be used as the basis for new developments.

- The design of a vibration data acquisition system, along with an intelligent fault diagnostic system for wind turbines, was presented by Dongxiang et al. (2007). For early detection of wind turbines faults, a wavelet neural network (WNN) was used to predict vibration trends. Additionally, the C Language Integrated Production System (CLIPS) expert system tool was used for diagnostic purposes. The results showed that the system is effective for wind turbine vibration fault diagnostics.

- An application of an artificial neural network for predicting the power produced by different wind turbines was presented by Li et al. (2001). The predicted power generation can be used for diagnostic purposes. This can be achieved by comparing the expected power generation, which can be found by checking the manufacturer’s rating for a given wind speed, against the predicted power generation. If the predicted power is less than the expected power, this is an early warning indicator to carry out maintenance.

- A wave forecast method based on an artificial neural network was presented by Londhe and Panchang (2005). A wave forecast is helpful in planning O&M work for offshore wind power systems. The results showed that the artificial neural network was able to perform well for 6–12 hours’ wave prediction, and moderately well for 18–24 hours.

### 10.9 Sources of further information and advice

For additional information on major professional bodies and research groups within the wind energy sector, a useful source is The European Academy of Wind Energy’s web site (EAWE) http://www.iset.uni-kassel.de/eawe/partners/hannover.html. There is a link to all EAWE partners in Europe on this web site. An additional source is the web site of Sandia National Laboratories (SNL) http://www.sandia.gov/wind/.

Below, we list selected references that could be used for obtaining further information concerning topics related to maintenance engineering and management:
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Wind turbine condition monitoring systems and techniques

J. GIEBHARDT, Fraunhofer Institute for Wind Energy and Energy System Technology (IWES), Germany

Abstract: This chapter describes the main aspects of condition monitoring and fault prediction for large onshore and offshore wind turbines and gives an overview of the quantities to be measured for condition monitoring purposes. Examples are given for data processing and evaluation algorithms. The most relevant standards and technical guidelines are introduced. A discussion on the future of condition monitoring in wind turbines closes the chapter.
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11.1 Introduction

This chapter discusses the main aspects of condition monitoring and fault prediction in large onshore and offshore wind turbines. Condition monitoring in the context of this chapter should be understood as a measure to observe the development of faulty conditions in wind turbine components and to give the operator of a wind turbine or wind farm information for the planning and organising of maintenance and repair activities.

Since there are various commercial solutions for condition monitoring systems (CMS), technical details of the hardware and software will not be discussed in this chapter. Such information can be obtained from the CMS manufacturers, for example from their Internet home pages. Section 11.2 gives an overview of the physical quantities, which are of interest for condition monitoring and fault prediction purposes, and their measurement. In Section 11.3, algorithms for data processing and evaluation are discussed. Using an example of typical faults in the main components of wind turbines, time signal-based algorithms as well as those based on spectral analysis and frequency domain calculations are introduced. Section 11.4 introduces the most relevant standards and technical guidelines with respect to condition monitoring. An outlook to the future challenges, developments and requirements of condition monitoring in wind turbines closes the chapter.

11.2 Metrology for condition monitoring

To perform online condition monitoring and fault prediction functions, robust sensor and data acquisition equipment for continuous (i.e. ‘online’) measurements
is required. The following sections describe the required measurement hardware. The measurement principles and the major specifications according to bandwidth, sensitivity, etc., of the most common sensor types will be discussed. Table 11.1 shows a selection of the most relevant measures and the basic requirements for the respective sensors. A detailed description of the required measurements for condition monitoring in wind turbines can be found in Upwind-Report 2008.1

11.2.1 Measurement of power and wind speed
Measurement of the wind speed and the power output of a wind turbine yields information about the overall condition and is used as a classification measure for other fault descriptive quantities. For wind speed measurement to be used for condition monitoring, the integral anemometer of the wind turbine can be used. Active power output is measured by use of commercial power transducers. Typically, the anemometer output is a pulse signal, where the pulse frequency is proportional to the wind speed. Values will be taken by measuring the anemometer pulse frequency and calculating the wind speed according to the anemometer’s

<table>
<thead>
<tr>
<th>Table 11.1 Measurement requirements for condition monitoring (selection)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Quantity</strong></td>
</tr>
<tr>
<td>Power output</td>
</tr>
<tr>
<td>Wind speed</td>
</tr>
<tr>
<td>Acceleration</td>
</tr>
<tr>
<td>Vibration</td>
</tr>
<tr>
<td>RPM</td>
</tr>
<tr>
<td>Shaft position</td>
</tr>
<tr>
<td>Oil particle number</td>
</tr>
<tr>
<td>Oil conductivity and pH value</td>
</tr>
</tbody>
</table>

a RR: refresh rate of the signal, i.e. number of measured values per second.
b g: gravitational constant $g = 9.81 \text{ m/s}^2$. 
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characteristics. The output signal of the power transducer is represented by a voltage or current loop signal and is measured with analogue to digital conversion (ADC) inputs of the used CMS.

11.2.2 Measurement of nacelle oscillations

Nacelle oscillations can be used for indirect monitoring of the rotor condition. The measurements to be used for this are the transverse and axial nacelle oscillations related to the rotor shaft. Figure 11.1 shows a typical sensor configuration for measuring the nacelle oscillation of a horizontal axis wind turbine. Since rotor-induced nacelle oscillation frequencies are very low (typically from 0.1 Hz to 10 Hz), the acceleration sensors must be able to measure within a bandwidth of 0 Hz (DC) to a maximum of about 20 Hz. This covers the required frequency band for rotor condition monitoring data analysis very well. For more detailed technical specifications about condition monitoring see Table 11.1.

There are three oscillation modes that a wind energy converter’s nacelle can perform, which are relevant for rotor condition monitoring and fault prediction: transverse to the rotor axis, in line with the rotor axis and as torsion around the vertical tower axis. These oscillation modes are shown in Fig. 11.1 (see arrows). To monitor these oscillations, three acceleration sensors are required. The sensor

11.1 Sensor configuration for measurement of low frequency nacelle oscillations with accelerometers.
with label 3 in Fig. 11.1 is sensitive in the axial direction (related to the rotor axis). Sensors at labels 2 and 4 are sensitive in the transverse direction to the rotor axis. The sensor shown at label 1 is an inductive distance sensor. This sensor gives a reference signal for the absolute rotor position, when one blade is in the vertical upright position. This blade by definition is blade 1. Rotor position information is required to calculate the phase information, which helps to detect the rotor faults mass imbalance and aerodynamic asymmetry.

The acceleration sensors provide a voltage output signal, which is connected to the respective analogue input channels of the CMS. Appropriate low-pass filtering of the signals has to be done before ADC to allow the application of spectral analysis-based algorithms. The digitised values then contain information of all relevant nacelle oscillation frequencies to perform the rotor condition monitoring tasks.

11.2.3 Vibrations

Vibration measurement is used to evaluate the condition of bearings and gear wheels. For this purpose, piezoelectric vibration sensors are suitable. These sensors can measure mechanical vibrations in a frequency range of 3Hz–20 kHz. Detailed information about condition monitoring of bearings and gear wheels is given in various publications, for example in Final Public Report of the EC Project (2006). Table 11.1 shows the technical requirements for vibration measurement.

11.2.4 Shaft RPM and position

Some of the characteristic values used for condition monitoring and fault prediction are correlated to the RPM and absolute position of rotating components. For RPM measurement, an easy and very reliable way is to use inductive approximation sensors, which face the bolts of a shaft coupling or the mounting bolts of the rotor hub. This will generate a pulse signal, where the pulse frequency (as the product of the rotational shaft frequency and the number of bolts) gives the RPM value. To achieve a reasonable signal resolution, the minimum pulse frequency should not be less than 5 Hz. Table 11.1 shows the measurement requirements. The given bandwidth means that there should be at least three readings of the RPM value per second possible (refresh rate). This corresponds to the minimum required pulse frequency of 5 Hz as mentioned above.

To perform some specialised fault prediction algorithms, the absolute position of the rotating component under test has to be measured. In most of the cases, a single pulse per shaft revolution is sufficient. Such a pulse signal can be derived from the above-described measurements with an inductive approximation sensor. It only has to be modified in a way that a single pulse per shaft revolution is generated by passing only one bolt or a small metal object on the rotating shaft or
hub. If a higher resolution with interim values over one revolution is required, an electronic position encoder can be used. From these sensors, the actual position value can be read out via a communication line (e.g. RS485 with the SSI protocol). Some of them have an additional analogue output, which gives a ramp-shaped output signal (e.g. 0–360 degree corresponds to 4–20 mA).

11.2.5 Oil monitoring

Wear of bearings and gear wheels causes particles to develop in the oil of wind turbine gearboxes. If the number and/or size of particles (above a minimum size) in the oil increases, a developing fault can be assumed. Therefore, the oil particle number counting (see Table 11.1) can be used for condition monitoring purposes. The output of an oil particle sensor can be a pulse signal or a counter data value.

11.3 Algorithms for condition monitoring

This section describes the functionality of several condition monitoring algorithms developed for online signal processing, fault detection and fault classification. In section 11.3.1 the monitoring of the wind turbine’s power characteristic as an indicator for the overall health/performance is described. Section 11.3.2 describes the monitoring of the nacelle oscillations which are used to detect rotor faults. In section 11.3.3 the algorithms for monitoring of the drive train are described. Section 11.3.4 gives some basic information of the monitoring of the electrical system. Finally, section 11.3.5 gives an overview of the data classification, which has to be applied to all the condition monitoring algorithms mentioned.

11.3.1 Monitoring of power characteristic

The relation between wind speed and active power output of a wind energy converter provides information about the overall rotor condition, which for example can be influenced by blade pollution, increased surface roughness, icing and so on. To obtain this information from the raw data, the calculation of five-minute mean values (i.e. 300s mean values) of wind speed and power have been proven to be suitable, with \( N = (\text{number of samples per seconds}) \times 300\text{s} \):

\[
\bar{v}_W = \frac{\sum_{i=1}^{N} v_{Wi}}{N} \quad \text{and} \quad \bar{P} = \frac{\sum_{i=1}^{N} P_i}{N} \tag{11.1}
\]

The power characteristic monitoring starts with a learning phase. In this phase, the calculated pairs of mean values as described in equation [11.1] are classified in wind speed classes of a width of 0.5 m/s. Once there is a sufficient number of values binned in each class, the class mean value \( \bar{P}_{\text{class}} \) and the standard deviation...
\[ \sigma(P) \] are calculated. The resulting curve \( \bar{P}_{\text{Class}}(\bar{v}_W) \) is called the power characteristic of the wind energy converter.

For monitoring the power characteristic, the anemometer on the nacelle can be used for wind speed measurement. The measurements described above then do not represent the nominal power performance curve of the wind energy converter (e.g. as measured by certification institutes according to the IEC61400-12 standard). Nevertheless, to monitor the overall rotor performance these measurements are sufficient, since only deviations from the faultless condition as determined in the learning phase have to be considered.

As soon as the learning phase is completed, alarm limits will be calculated and the monitoring phase starts. Figure 11.2 shows the power characteristic of a 600 kW wind turbine with stall power limitation. The dots result from pairs of \( \bar{P}, \bar{v}_W \) and the dark grey circles represent the calculated (learned) class mean values \( \bar{P}_{\text{Class}} \). The light grey circles represent the certified power curve provided by the wind energy converter manufacturer. The outer thin lines are absolute alarm limits which have to be determined by an application programmer of the used CMS. The inner thin lines are calculated alarm limits. The distance of the calculated (inner) alarm limits (named here as \( L_{\text{dist}} \)) to the class mean values \( \bar{P}_{\text{Class}} \) have to be determined by an application programmer who sets up the CMS. For definition of the distances a heuristic approach has been chosen:

![Power characteristic of a 600 kW wind energy converter with absolute and learned alarm limits.](image)
With the calculated distances the curves for the upper and lower alarm limits $L_{UP}$ and $L_{LO}$ as a function of the wind speed class mean value are given by:

\[ L_{UP}(\bar{v}_w) = \bar{P}_{\text{class}}(\bar{v}_w) + L_{\text{dist}}(\bar{v}_w) \]
\[ L_{LO}(\bar{v}_w) = \bar{P}_{\text{class}}(\bar{v}_w) - L_{\text{dist}}(\bar{v}_w) \]  

As mentioned above, the distances will be calculated within a learning phase. The length of this phase is individual for each class. It ends either when more than a given number of pairs of $P, v_W$ have been evaluated or after a defined time period. Experiences from field tests with several CMS have shown that a number of 20–50 learned values for each class is suitable. The learning period should not exceed three months. After the end of the learning phase (i.e. either the maximum number of values are learned in the respective class or the three-month period has expired) the monitoring phase starts individually for each class. In this phase every incoming pair of $P, v_W$ is classified and $P$ is checked against the alarm limits.

The learned alarm limits can be parameterised by an application programmer. The parameter $K_1$ in equation [11.2] considers the higher turbulence intensity of power output at higher wind speeds by spreading up the alarm limits. Parameter $K_2$ considers the scatter of the measured mean values. Since the scatter results from random effects (measurement uncertainties and wind field turbulences) it can be assumed that the values are normal (Gauss) distributed. A value of 3 for $K_2$ then would assure that 99% of the values for pairs $P, v_W$ will be inside the alarm limits at faultless operation of the wind energy converter. Since the alarm limits already have a certain distance given by the factor $K_1 \cdot \bar{P}_{\text{class}}$, the value for $K_2$ should be slightly reduced. From the experiences from several field tests, it seems that a parameter setting of $K_1 = 0.1$ and $K_2 = 2.0$ is a good choice.

To avoid false alarms caused by one extreme values of a pair $P, v_W$, a threshold criterion is used. This criteria means that an alarm is triggered only when more than a determined number (to be set up by the CMS application programmer) of subsequent values of $P, v_W$ exceed the alarm limit. Since measurement of every pair of $P, v_W$ takes 5 minutes, a compromise between the robustness of the algorithm against extreme data points causing false alarms and the reaction time in case of a fault must be found. A number of three subsequent alarm limit overruns (corresponding to a reaction time of 15 minutes) will give a reasonable threshold criterion in this respect. This means that if the fourth subsequent value of $P, v_W$ exceeds an alarm limit, a problem with the rotor performance is detected and an alarming action is triggered by the CMS.

11.3.2 Monitoring of nacelle oscillations

Rotor faults in wind turbines induce specific oscillations of the nacelle. A mass imbalance of the rotor will bend the tower in the transverse direction (relative to
the rotor axis) with the rotational frequency. An aerodynamic asymmetry of the rotor will induce a complex nacelle oscillation pattern (for details see Giebhardt, 2006). This section describes the relevant algorithms to monitor the nacelle oscillations and to derive fault information from it.

*Spectral analysis and order analysis*

To analyse periodic nacelle oscillations, the fast Fourier transform (FFT) algorithm is used. For constant speed wind turbines the FFT algorithm is directly applied to the measured acceleration time signals \( a(t) \). To analyse nacelle oscillations of variable speed wind turbines, a modified algorithm has to be used which is called order analysis. This algorithm is based on samples recorded at equidistant rotational angles \( \phi_R \) instead of time-equidistant samples. If the measurement equipment does not allow proper samples directly triggered according to the rotor angle \( \phi_R \), the required data samples for order analysis can be generated by applying an interpolation algorithm to the time series of the acceleration signals. This algorithm uses the rotor position signal as a reference. The continuous variables \( t \) and \( \phi \) are replaced by their time-discrete counterparts defined by the sample time \( T \) and the sample angle \( \Phi_R(k = 0, 1, 2, 3, \ldots) \):

\[
a(kT) \rightarrow a(k\Phi_R)
\]

Applying the FFT algorithm to \( a(k\Phi_R) \) generates the complex discrete order spectrum \( A(f_O) \) with the discrete ‘order frequency’ \( f_O \) as the abscissa. For details of the spectral order analysis refer to the extensive literature in this field (e.g. Oppenheim and Schafer, 1989). The frequencies of nacelle oscillations to be evaluated are quite small. Especially for large wind energy converters the frequency range in scope is from about 0.1–3 Hz. To evaluate these low frequencies with a reasonable spectral resolution \( \Delta f \), the time window length \( T_{\text{WIN}} \) for the FFT and order analysis should be at least 100 s (\( \Delta f = 1/T_{\text{WIN}} \)). An advantage of these long evaluation time windows is that the random influences resulting from incoherent wind fields will be damped in the calculated spectra. Another way to reduce these influences is to average the calculated spectra over several time windows, using Welch’s method (refer to Oppenheim and Schafer, 1989).

**Calculation and monitoring of 1p nacelle oscillations**

To monitor the 1p (i.e. at the rotational frequency of the rotor) nacelle oscillations of a wind turbine, amplitude and phase of the 1p spectral components have to be analysed. The axial nacelle oscillation can be derived directly from the order spectrum at 1p frequency of the respective acceleration sensor time signal, that is, the component at \( A_{\text{AXIAL}}(1p) \).
The transverse and torsion components of the 1p nacelle oscillations can be calculated out of the order spectra of the two transverse acceleration signals. With the configuration shown in Fig. 11.1, both of the transverse sensitive sensors (labels 2 and 4) measure the pure transverse oscillation of the nacelle with the same phase. Since one of the sensors is mounted in front of the tower’s vertical axis and the other one is at the rear of it, torsion oscillation of the nacelle generates an acceleration signal contribution in the front sensor, which is in opposite phase (or in other words: the phase shift is $\pi$) to the acceleration signal contribution in the rear sensor.

Therefore, transverse and torsion oscillations can be separated by adding or subtracting the complex spectral components of the sensor signals at 1p frequency respectively:

$$A_{\text{TRANS}}(1p) = \frac{d_4 \cdot A_{\text{Sensor}2}(1p) + d_2 \cdot A_{\text{Sensor}4}(1p)}{d_2 + d_4} \quad [11.5]$$

$$A_{\text{TORS}}(1p) = \frac{A_{\text{Sensor}2}(1p) - A_{\text{Sensor}4}(1p)}{d_2 + d_4} \quad [11.6]$$

The weight factors $d_2$ and $d_4$ in equations 11.5 and 11.6 represent the distance of the sensors 2 and 4 (see Fig. 11.1) from the vertical tower axis as a projection to the rotor axis. Weighting is required for calculation of the transverse oscillation, since the measured acceleration amplitude of the torsion nacelle oscillation, which has to be eliminated from the spectrum, depends on the distance of the acceleration sensor mounting position from the vertical tower axis. For calculation of the torsion oscillation, no weighting is required, since the transverse acceleration signal contribution and, therefore, the amplitude in the spectrum does not depend on the sensor distance projection from the vertical tower axis.

**Trend analysis and alarm generation**

Trend analysis and alarm generation for complex values require special algorithms. To monitor 1p nacelle oscillations, both amplitude and phase of the complex spectral components have to be analysed. Figure 11.3 shows the principle of functionality of a trend analysis and alarm generation algorithm for monitoring complex spectral components. To monitor amplitude and phase simultaneously, the alarm limit is represented by a circle around the tip of the complex mean value $\bar{X}_0$, which represents the faultless condition of the rotor. The differential vector $d\bar{X}_1 = \bar{X}_1 - \bar{X}_0$ represents the case of changes in phase with a constant amplitude. Vector $d\bar{X}_2 = \bar{X}_2 - \bar{X}_0$ shows a case where only the amplitude increases, whereas the phase angle remains almost unchanged. This means that these two extreme conditions for changes of complex values are covered by the algorithm. Therefore, with the proposed circular alarm limit, obviously all other changes in between the two extremes will also be recognized by the algorithm.
A physical application of the above-described complex trend analysis is the monitoring of a wind turbine’s rotor. Looking at the faults related to mass imbalance and aerodynamic asymmetry of the rotor, the first type of fault will increase the amplitude of the 1p transverse nacelle oscillation (i.e. the spectral component at rotor rotational frequency resulting from an order analysis), but will leave the phase nearly unaffected. An aerodynamic asymmetry will result in a phase shift of the axial 1p nacelle oscillation with only a small increase of the related amplitude. A detailed description of the mentioned rotor faults and their monitoring is given by Giebhardt (2006).

\[ X_0 \] as the absolute value of the complex number \( X_0 \) results from a learning phase, which is performed under faultless condition of the rotor to be monitored. In this phase the incoming complex values \( X_i \) will be averaged by averaging the real part and imaginary part separately:

\[
\text{Re}\{X_0\} = \frac{1}{N} \sum_{i=1}^{N} \text{Re}\{X_i\} \quad \text{and} \quad \text{Im}\{X_0\} = \frac{1}{N} \sum_{i=1}^{N} \text{Im}\{X_i\}
\]  

After a user-specified number \( N \) of values has been averaged, the radius of the alarm limit circle is calculated from the scatter of the learned \( X_i \). Since the scatter is caused only by random effects (measurement uncertainties and wind field turbulences) in faultless operation of the wind turbine, it can be assumed that the values are normally distributed. The radius \( r_{AL} \) of the alarm limit circle is calculated as a multiple of the standard deviation of \( X_0 \):

\[
r_{AL} = K \cdot \max\left(\sigma\left(\text{Re}\{X_0\}\right), \sigma\left(\text{Im}\{X_0\}\right)\right)
\]  

To keep the calculation of radius \( r_{AL} \) simple, the maximum value of the two possible standard deviations is used. Experiences from field tests have
recommended a value of 20 for the number $N$ of averaged $X_i$ in equation [11.7]. For the parameter $K$ in equation [11.8], a value between 3.5 and 4.5 is recommended.

Once the alarm phase is activated, exceeding of the alarm limit is checked continuously by calculating the actual differential vector from the actual amplitude and phase measurements of $X$ with respect to $X_0$. An alarm is triggered when the absolute value of the calculated difference $dX = X - X_0$ exceeds the alarm limit circle radius. As a threshold parameter a number of three subsequent alarm limit overruns is required to cause the CMS to trigger an alarming action.

### 11.3.3 Monitoring of the drive train

This section describes the different approaches for monitoring drive train components. There are low-level algorithms used as well as those for advanced spectral analysis. The latter are based on the same principles as those described in section 11.3.2, but applied in a completely different frequency range ($10 \text{ Hz} < f < 10000 \text{ Hz}$).

**Faults in drive train bearings and gear wheels**

In the scope of the condition monitoring, there will be bearings on shafts, in the gearbox and in the generator. Most of the bearings used in wind turbines are roller bearings. Therefore, all the following statements according to fault description, causes and detecting algorithms will be related to the elements of roller bearings. Common causes for roller bearing faults and damage as well as their consequences are given in Table 11.2. In Table 11.3, some typical faults are described, which can occur with gear wheels.

**Statistical algorithms**

Statistical algorithms are used to analyse the time signals of vibration sensors. The approach is to calculate statistical values for a trend analysis and to learn more about the shape of the vibration signal. It is assumed that vibration signals taken from intact bearings are normally distributed, since the sonic pulses will be generated by the rolling elements and surfaces in a random way. If a fault on the bearing starts to develop, sonic pulses with higher energy (spikes) can be found in the vibration signals. The presence of those spikes can be identified with the statistical analysis algorithms as described below. Advantages of these statistical algorithms are that they give an absolute measure for the condition of the respective bearing; there is no training phase required to learn the baseline values, which correspond to a fault-free condition of the component. Disadvantages of these algorithms are the relatively poor selectivity, which means that a change in the value does not point to a certain faulty component of a bearing, for example the inner ring surface. Here are some examples for statistical characteristic values.
<table>
<thead>
<tr>
<th>Category</th>
<th>Damage</th>
<th>Cause</th>
<th>Consequences</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abrasion</td>
<td>Wear</td>
<td>Abrasion of surfaces under design loads, increased wear due to lubrication problems</td>
<td>Increased bearing clearance</td>
</tr>
<tr>
<td>Fatigue</td>
<td></td>
<td>High loads, eventually beyond design loads</td>
<td>Cracks and break-out of particles from surfaces</td>
</tr>
<tr>
<td>Overload</td>
<td>Deformation</td>
<td>Extreme loads, ongoing wear</td>
<td>Plastic surface deformation of roller elements and rings, pitting</td>
</tr>
<tr>
<td>Fracture</td>
<td></td>
<td></td>
<td>Fracture of roller cages and rings</td>
</tr>
<tr>
<td>Overheating</td>
<td>Heat stress cracks</td>
<td>Overheating and cooling within short periods</td>
<td>Cracks in bearing components</td>
</tr>
<tr>
<td></td>
<td>Overheated operation</td>
<td>Over RPM, dimension changes by heat extension, lubrication problems (too much, too little, pollution)</td>
<td></td>
</tr>
<tr>
<td>Corrosion</td>
<td>Corrosion of surfaces</td>
<td>Lubricant humidity, environmental influences (salt water in offshore WECs)</td>
<td>Increased wear, lubricant pollution</td>
</tr>
<tr>
<td>Electrical current conduction</td>
<td>Surface break-out and adherence</td>
<td>Bearing has to conduct high electrical currents due to lightning strikes, electrical problems (induced currents)</td>
<td>High abrasion, surface adherence due to sparks and surface welding</td>
</tr>
</tbody>
</table>

WEC, wave energy converter.

used for bearing condition monitoring. The time signal to be analysed is represented by its discrete form \( x(t) \rightarrow x(iT) \) or \( x_i \) (\( i = 0, 1, 2, 3, N \)) with \( T \) as the sample time interval. The number of intervals is \( N = T_{\text{Meas}}/T \) (\( T_{\text{Meas}} \) is the measured length of the time signal). This results in the following representations of the statistic values:

Maximum value: \( \hat{x} = \max (x_i) \)

Mean value: \( \bar{x} = \frac{1}{N} \sum_{i=1}^{N} x_i \)
The crest factor has a value of approximately 3 for an ideal normally distributed signal. This is because the maximum value in a normally distributed signal (the so-called ‘white noise’) is nearly $3\sigma$, the RMS is $\sigma$. If a fault is developing in a bearing, the spike amplitudes and, therefore, the maximum value of the signal increases. In an early occurrence of the faulty condition, this will not affect the RMS value, since the spike energy is small related to the overall energy of the signal. Therefore, the RMS value does not change significantly and the crest factor increases. Fault detection and the generation of CMS alarms is done by trend analysis of the crest factor. Although calculation of the statistic values of vibration signals is not dependent on the measurement time, an appropriate time
window should be measured, for example 1 s. In any case, the measurement time should be a multiple of the grid frequency (20 ms in Europe), because this will help to eliminate signal distortions related to grid EMC effects.

**Time series based algorithms**

An approach using only the pure time signal $a(t)$, for example from a vibration sensor, for detection of bearing faults is the calculation of the bearing condition unit (BCU). This approach is based on a special signal conditioning within the time domain which gives a signal proportional to the spike energy in a time signal. The algorithm in principle uses the effect that a fault on a bearing element induces spike pulses. These pulses excite the Eigen resonance of the attached vibration sensor. The signal conditioning unit will perform a bandpass filtering of the sensor signal, for example in a frequency range of 5–30 kHz (the Eigen resonance frequency of the sensor must be in this interval!). The filter output will be rectified and low-pass filtered (see Fig. 11.4). The mean value of the resulting signal is the BCU value and gives a measure for the spike energy in the sensor signal. The trend analysis of the BCU will detect developing bearing damage.

**Spectral analysis based algorithms**

1. Fault frequency calculation: All moving elements in a bearing or a gearbox generate vibration at defined frequencies, the so-called fault frequencies. They
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**11.4 Principle of the BCU filtering.**
depend on the geometry of the bearing, the roller elements and the wheels as well as on the rotational frequency of the shaft attached to the bearing under consideration. Algorithms for the calculation of fault frequencies can be found in the literature or can be obtained from the manufacturer’s technical documentation.

2. Standard FFT: The standard FFT algorithm computes the complex spectrum of a time signal. To get characteristic values for the monitoring of bearings, the amplitudes and phase values of the spectral components at the respective fault frequencies will be analysed. For this, normally the absolute value of the spectrum is calculated and a trend analysis is performed. To analyse faults in gear wheels, the sideband amplitudes of fault frequencies (in that case they are called ‘tooth mesh frequencies’) and their trend development can be of interest.

3. Order analysis: Since most of today’s wind turbines work at variable speed, the FFT algorithm faces some problems. When the frequency of the spectral component to be monitored varies within the analysed time window, the spectral peak related to it is no longer a peak but is ‘stretched’ to some kind of a knoll. Defined analysis of this particular spectral component is no longer possible. To get an idea of the problem, consider the following example: to monitor a spectral component at a fault frequency of 100 Hz with a resolution of 0.1 Hz, a time window of 10 s length has to be analysed. If the RPM of the wind turbine’s drive train varies by ten per cent (which can easily happen during normal operation) within this 10 s interval, the ‘peak’ at 100 Hz will be stretched over a frequency range of about 10 Hz, for example from 95 Hz to 105 Hz.

The problems described are avoided by use of the order analysis. For the order analysis, an equidistant sampled time signal will be transferred to a signal, which is equidistant sampled according to the rotational angles of the respective rotating component (shafts) in the drive train. For this, one of the shafts in the drive train must be the reference shaft. Applying the FFT to a shaft angle equidistant sampled signal, there will no longer be a spectrum produced with a frequency abscissa but with an ‘order’ abscissa. The (variable) rotational frequency of the reference shaft is as per definition related to ‘order = 1’. The fault frequencies can be calculated by multiples of this order 1, for example for a bearing with 10 rolling elements on the reference shaft, the passing frequency will be at order = 10. For fault frequencies on other shafts, the gear ratio according to the reference shaft must be taken into account.

The order analysis in its various forms of appearance is a very useful instrument to perform condition monitoring and fault prediction for variable speed offshore wind turbines. There are different approaches to get the above-mentioned ‘rotational angle’ equidistant sampled signal. One way is to use trigger pulses deduced from one of the shafts in the drive train, which then should also be the reference shaft. This can be realised quite easily with modern type data acquisition equipment. But this method is quite inflexible according to the sampling resolution. Therefore, another way is to measure the RPM of the reference shaft and interpolate a normal time signal to an order
signal by use of digital interpolation algorithms. This requires a very accurate RPM measurement with a high resolution according to the shaft angle, but is much more flexible since several of the above-mentioned FFT based analysis methods can be applied to the same time series input signals.

4. Envelope curve spectral analysis: This type of analysis is very sensitive for detecting bearing faults. The output of this algorithm is a spectrum with a significant peak at the dominant fault frequency and its harmonics. For calculation of an envelope curve spectrum (ECS), a high-pass filter eliminates signal components below the acceleration sensor’s resonance frequency. The resulting time signal is rectified and low-pass filtered. From this signal, an FFT/order analysis is performed. Figure 11.5 shows a comparison of the standard FFT (a) and the ECS algorithm (b). As can be seen, the fault frequency in question (here a bearing fault frequency at 103 Hz) can be seen much more clearly in the ECS.

Drive train fault prediction

The prediction of faults in the drive train faces some particular problems. The above-described algorithms for calculation of fault describing values and their
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11.3.4 Monitoring of electrical components

The main electrical component in a wind turbine is the generator and, depending on the concept, the power electronic equipment. Some promising concepts for monitoring the electric parts of a generator are described in Tavner et al (2008). For monitoring of cabling, switching gear, contacts in electrical cabinets, etc., thermography is a newly introduced method. A loss of conductivity due to contact corrosion or loosening in the above-described components will lead to higher thermal power loss caused by the faulty location. This can be clearly seen with IR cameras. Figure 11.6 shows a thermo image of an electrical cabinet with a temperature hot spot in the upper left corner, pointing to a fault in a circuit breaker.

11.3.5 Classification

Depending on the particular type of the wind turbine to be monitored, the above-described fault descriptive measurements can depend on the actual load condition.

11.6 Thermo image of an electrical cabinet.
and the RPM of rotating components. A measure of the load condition is the active power output, so it can be used to classify the calculated fault describing values, for example spectral amplitudes. The number of classes and class width to be used depends strongly on the type of measurement, so no generalised parameters can be given here. This is a matter of experiences of the CMS application programmers. The same is true for rotating component RPM.

Besides the regular classification algorithms, fuzzy classification can be used. This allows the application programmer of a CMS to include expert knowledge about the correlation between spectral amplitudes and power output. This expert knowledge is defined in the ‘rule base’ of a fuzzy classification algorithm. An example for such rules could be:

‘If power output is high and amplitude of 1p transverse nacelle oscillation is medium then rotor mass imbalance alarm condition is OK’

or

‘If power output is low and amplitude of 1p transverse nacelle oscillation is high then rotor mass imbalance alarm condition is FAULT’.


11.4 Condition monitoring standards and technical guidelines

11.4.1 Communication standard IEC 61400-25

The IEC 61400 is a comprehensive standard, covering most of the relevant technical items of wind turbines. The relevant part for CMS applications is Part 25 ‘Communications for monitoring and control of wind power plants’ with its subparts (see structure given below). Once implemented, the given definitions of the internal communication between the different wind turbine components will allow easy access to the internal data of the controller by a CMS. This can be used to get information about the actual load condition of the wind turbine, for example to classify fault descriptive measurements like vibration levels according to the power output. Furthermore, the different temperatures and environmental conditions measured by the controller can be made available for the CMS.

The subpart 6, which is under development at the moment, deals with the communication of CMS itself with the outside world. Among others, the format and contents of CMS data (time series, spectra, trends, warnings, alarms, etc.) to be transmitted to a database server or an operator are defined here. More information about the IEC 61400-25 can be found on the IEC web site (www.iec.ch, type ‘61400-25’ into the search engine).
Structure of IEC 61400 Part 25 ‘Communications for monitoring and control of wind power plants’
Subparts published (Status: 2009-05):
• IEC 61400-25-1 Overall description of principles and models
• IEC 61400-25-2 Information models
• IEC 61400-25-4 Mapping to communication profile
• IEC 61400-25-3 Information exchange models
• IEC 61400-25-5 Conformance testing

Subparts under editing:
• IEC 61400-25-6 Logical node classes and data classes for condition monitoring

11.4.2 Certification of condition monitoring systems
The certification process for CMSs was initiated by the German insurance company Allianz. Due to the growing number of faults on the gearboxes and bearings of wind turbines, Allianz insisted on installing a CMS for the respective components or, alternatively, replacing these components regularly every 5 years. To ensure a minimum functionality of the CMS, a certification procedure was worked out by the German Allianz Zentrum für Technik (AZT) in cooperation with Germanischer Lloyd (GL), wind energy department, Germany. The outcome of this is a certification guideline (2007). This certification is now accepted all over Europe as a standardised functional description of CMS for wind turbines. The GL certificate is mandatory, if the CMS is to meet the requirements of the German wind turbine insurance regulations. The main manufacturers/suppliers of CMS for wind turbines have achieved the certificate for their systems. A regularly updated table, which shows the certificated systems, can be found on the GL web site at: (http://www.gl-group.com/pdf/certlist_cms.pdf).

11.5 Future trends in condition monitoring
11.5.1 New sensor technologies
Newly developed sensor technologies allow new monitoring and fault prediction tasks in wind turbines. As an example, monitoring of the bending moments in the blade root as an indication for the rotor condition will be discussed here. With classic resistance-based strain gauges (SGs), measurement of the blade root bending moment is problematic. Those SGs are hard to attach to the FRP surface of rotor blades. Experience from field tests has shown that resistor SGs did not survive more than about five years on wind turbine rotor blades. For condition monitoring purposes, the SGs must survive as long as the blade being monitored, that is at least about 15 years. Meanwhile, SGs have been developed, which work
on an optical principle, the so-called fiber Bragg gratings (FBG) SGs. These sensors measure strain exposed to an optical fibre. The technology allows up to 20 measurement positions in a single fibre. Therefore, one rotor blade can be equipped with full two-axis strain measurement with four sensors at the blade root and at one or two more positions along the blade’s length. An application example for FBG strain measurement in wind turbines can be found in Verbruggen (2004). Other innovative developments are expected with new wind speed measurement systems, based on sonic (SODAR) or light reflection (LIDAR) effects.

11.5.2 Condition monitoring system integration

Today’s CMSs are normally installed with their own computing hardware for data acquisition and processing. This is due to historical reasons, since the turbine controllers of older turbines have no computing capacity left for calculating condition monitoring algorithms and tasks. In modern type wind turbine of the multi-megawatt class, the performance of wind turbine controllers has increased significantly. This would allow integrating condition monitoring and fault prediction functionalities into the controller system of a wind turbine. Advantages of such integration are a reduction of hardware and installation costs and direct and fast communication between condition monitoring and controller tasks. A disadvantage of integrating the condition monitoring functionalities into the turbine controller is that there will be less hardware redundancy.

11.5.3 New challenges for condition monitoring

The main challenge for future CMSs is the increasing size of the wind turbines and their components. The next generation of wind turbine is expected to have a rated power of 20 MW with a rotor diameter and hub height of 200 m or more. This results in very low eigen (natural) and rotating frequencies of the structural components. Monitoring of the related oscillations requires the development of new sensor technologies and new algorithms for fault prediction. For the latter, system identification methods will be a promising approach.

The next generation of wind turbines will also require new control strategies, for example with active damping of the tower oscillations. A CMS must consider the different behaviour of the wind turbine controller in the different load states. For example, when the controller performs damping activities, the oscillation behaviour of the structural components can change. This must be considered in the fault prediction algorithms of a CMS to avoid false alarms.
11.6 References
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Wind turbine performance assessment and knowledge management for aerodynamic behaviour modelling and design: IEA experience
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Abstract: During the 1990s, several institutes cooperated within the International Energy Agency (IEA) Annexes XIV and XVIII in order to perform aerodynamic experimental programmes on full-scale horizontal axis wind turbines in field conditions. In these experimental programmes, local aerodynamic quantities (forces, velocities) are measured at several locations along a rotor blade. As a result of the international collaboration within the IEA Annex XIV, it has been possible to coordinate data processing and to create a database of measured data. The detailed aerodynamic measurements obtained on very different turbines gave a unique opportunity to better understand the aerodynamic behaviour of a wind turbine and resulted in the development and validation of more accurate aerodynamic models. Moreover, the extreme wind in the Pacific Ocean region in Asia damages wind turbines every year. To promote the installation of wind turbines in such a severe wind region, the Extreme Wind Speed Database was constructed by Japanese New Energy and the Industrial Technology Development Organization. The database includes the extreme wind speed distribution in Japan for users who want to examine more detailed information on, for example, the local terrain effects.

Key words: horizontal axis wind turbine, aerodynamics, full-scale aerodynamic experiments, extreme wind condition.

12.1 Introduction

In the past, the accuracy of wind turbine design models has been assessed in several validation projects, see for example Schepers et al. (2002b). They all showed that the modelling of a wind turbine response (i.e. the power or the loads) is subject to large uncertainties. These uncertainties mainly find their origin in the aerodynamic modelling, where several phenomena, like three-dimensional geometric and rotational effects, instationary effects, yaw effects, stall, tower effects, etc., contribute to unknown responses, in particular at off-design conditions. These unknown responses make it very difficult to design cost-effective and reliable wind turbines. Turbines behave unexpectedly, experiencing instabilities, power overshoots or higher loads than expected. Alternatively, the loads may be lower than expected, which implies an over-dimensional (and costly) design.
The availability of high-quality measurements is considered to be the most important prerequisite to gain insight into these uncertainties and to validate and improve aerodynamic wind turbine models. However, in a conventional measurement programme, only integrated total (blade or rotor) loads are measured and this does not provide sufficient information to fully understand the very complicated details of wind turbine aerodynamics. For this purpose, it is necessary to have measurements of the underlying sectional aerodynamic loads, and for this, the pressure distribution and the resulting normal and tangential forces, together with the inflow angles, should be measured at different radial positions.

For this reason, many institutes initiated full-scale aerodynamic field experiments. These measurements were stored in a common database within the International Energy Agency (IEA) Annex XIV and XVIII projects. A well-known problem in these (and all field) experiments is the uncertainty due to the instationary, inhomogeneous and uncontrolled wind conditions, on the one hand complicates the interpretation of results significantly but on the other hand, opposite to measurements taken in a wind tunnel, makes the results representative for the conditions ‘felt’ by a wind turbine where wind speed variations and flow non-uniformities form important design drivers.

In this respect, it should be realised that it is not only the aerodynamic response to turbulence (and extreme wind speeds) that is largely uncertain but the input, that is the turbulence and extreme wind speeds, are also uncertain. As an example, extreme winds associated with typhoons are approaching and passing in the Pacific Ocean region in Asia and various regions in the world every year. To promote the installation of wind turbines to such severe wind regions, the Extreme Wind Speed Database was constructed by the Japanese New Energy and Industrial Technology Development Organization.

### 12.2 Aerodynamic measurements

#### 12.2.1 Inflow conditions

Ideally, wind turbines are installed in flat terrain where the inflow is uniform without the influence of geographical features, such as hills or obstacles. However, for aerodynamic performance assessment, the inflow to the wind turbine is measured by anemometers set up in meteorological masts upwind the wind turbine because the actual wind turbine is operated in the unsteady flow environments. In these measurements, it is difficult to understand the detailed distribution of the inflow wind to the rotor plane because the number of masts and anemometers is limited. Moreover, because the masts are located at some distance upstream the wind turbine and because they are usually fixed at a certain position, the inflow condition at the position of the wind turbine is estimated using time-averaged data (e.g. one minute). However, the instantaneous inflow velocity and direction to the rotor plane remain unknown. Therefore, detailed measurements of the inflow
conditions with high resolution in time and space, also close to the rotor plane, are necessary for the clarification of high-frequency phenomena (e.g. dynamic stall).

Nowadays, the free-stream inflow condition is often measured with a sonic anemometer. Such a device can measure the three-dimensional flow velocity with high accuracy and response, and it can be used in combination with measurements from cup-type anemometers and wind vanes used in standard wind assessment. Also, other methods, for example the remote sensing technology of the Doppler sonic detection and ranging (SODAR) and the Doppler light detection and ranging (LIDAR), can measure the inflow conditions for a large-scale wind turbine. These remote sensing devices can measure the wind profile with a high spatial resolution, and as such, they can be useful to provide the inflow condition over the rotor plane. To exploit these remote sensing devices, the improvement of the rate of data acquisition is still a problem to be solved when used in regions where the spatial non-uniformity of the wind is large, for example regions of complex geographical features and/or regions where changes in the ambient environment are large due to the weather changing by the seasons.

12.2.2 Aerodynamic forces

In general, the only performance indicator, as measured on wind turbines, is the electrical power. This quantity, however, hardly provides information on the aerodynamic behaviour of the rotor for which, as a minimal requirement, measurements of rotor torque and rotational speed of the rotor are also needed. This is due to the fact that the mechanical losses and generator losses depend on the rotational speed. Additional information on the aerodynamic characteristics of the rotor or the blade can be obtained from measurements of blade flap bending moment, blade lead–lag moment and rotor thrust.

The rotor torque is measured with the torque sensor installed at the rotor shaft or the generator shaft. There are methods for obtaining rotor thrust using a thrust sensor or estimating the tower bending moment from strain gauges mounted on the tower. Strain gauges mounted on the blade root can measure the blade root lead–lag bending moment and the blade flap bending moment.

These quantities make it possible to assess the aerodynamics of the whole rotor or blade in a global way. However, the loads consist of an aerodynamic and a mass-induced component and they are integrated over a certain spanwise length. This gives only indirect information about the aerodynamics at blade element level. In order to measure the aerodynamic properties relevant for dynamic load codes directly (i.e. lift, drag and moment coefficients, inflow angle, inflow velocity at several radial positions), the forces that act on a small area of the blade surface need to be measured. One method of measuring the local stress is to use strain gauges on the blade surface.

Another method of obtaining local forces on the blade is to measure normal forces and skin friction on separate segments on the blade surface using balances built in the blade. The most common (though still relatively rare) method is to
measure the aerodynamic forces on a blade surface with pressure taps that are led through pressure tabs to pressure sensors (scanners) inside the blade. By the use of these methods, the net local aerodynamic characteristics can be determined where corrections may be needed for effect of the centrifugal force by the rotor rotation that acts on the air in the pressure tubing, pressure sensors and the balances. Moreover, it is necessary to consider the response time governed by the inertia of the surface segment or the response of the pressure signal, which depends on the tubing length, since the aerodynamic forces on the blade surface change during the field measurement. The inflow to the rotor plane of the wind turbine is influenced by the non-uniformity of the atmospheric boundary layer as well as of the unsteadiness of the natural wind. Thus, it is necessary to measure the aerodynamic forces, which act on the blade and the rotor, with high speed sampling and to synchronise them with the azimuth angle, in order to ensure enough resolution in time and space.

The pressure or stress that acts on the blade surface is transmitted to the stationary system after it is converted into an electrical signal, detecting it with the sensor built inside the blade by the slip rings or the telemeter installed in the hub or the rotor shaft and sampled by the computer.

12.2.3 Angle of attack

The angle of attack is an important parameter in most three-dimensional aerodynamic models of rotating wind turbines. However, the definition of the angle of attack is based on the wind tunnel environment as the angle between the chord line and the wind velocity vector, which has the same direction as the uniform flow along the wind tunnel walls. However, for a wind turbine situation, no such equivalent of the angle of attack is known. This is due to the fact that the ambient wind velocity vector far upstream is not the only determining parameter in the angle of attack definition, but the wake-induced velocity (at the rotor plane!) should also be taken into account. This implies that the angle of attack should be measured in the rotor plane.

This could be accomplished by measuring the local flow angle ahead of the blade profile with a measuring device (i.e. a five-hole pitot probe, windvane, etc.). However, the local inflow angle as measured with such a device is considerably different from an actual angle of attack because of the bending of the stream lines, caused by the upwash from the bound vortex of the blade. It is then necessary to subtract this upwash to obtain the angle of attack from the local inflow angle.

It is possible to determine the upwash from two-dimensional wind tunnel experiments or numerical analyses. However, corrections using data from two-dimensional wind tunnel experiments suffer from the question whether such correction is representative of the three-dimensional rotational environment. An argument against correcting the angle of attack with numerical analysis is found in the idea that the measurements are meant to be material for validation and model improvement and they should not be obscured by uncertainties from the
calculational codes that they are supposed to validate! Besides probes, other methods have been tried to measure the inflow angle. A popular method is to use the pressure distribution or the position of the stagnation point. The angle of attack is then determined by comparing the position of the stagnation point or the entire pressure distribution with the corresponding results obtained from wind tunnel experiments. It is then assumed that the pressure distribution (and stagnation point) remains unchanged in rotational situations.

12.2.4 Dynamic pressure and non-dimensionalisation

The aerodynamic forces are often presented as coefficients that are non-dimensionalised with the dynamic pressure. This dynamic pressure is determined by the local wind speed at the airfoil that, however, cannot be derived straightforwardly from the free-stream wind speed and the rotational speed since the wake-induced velocities should also be included as well these induced velocities are not known a priori. At first sight, one could think of determining the dynamic pressure from the maximum in the pressure distribution around the airfoil or from a five-hole pitot probe measurement, but then it should be known that in most aerodynamic experiments on wind turbines, the pressures are measured as differentials relative to a reference pressure in, for example, the rotor hub that is not known precisely on an instantaneous level. As such, a dynamic pressure from the probe measurements, written as \( q = p_{\text{pitot}} - p_{\text{ref}} \) or \( q = p_{\text{max}} - p_{\text{ref}} \), when determined from the maximum in pressure distribution, suffers from the uncertainty in reference pressure. The uncertainty in reference pressure does not affect the value of the dimensional aerodynamic forces since, for instance, the normal force on an airfoil is determined as the difference between the pressure force on the suction side and the pressure force on the pressure side that cancels out the uncertainty in the reference pressure. However, the non-dimensionalisation of forces is affected by the uncertainty in reference pressure, as this is written as the (accurate) dimensional force divided by the (uncertain) dynamic pressure.

12.2.5 Flow visualisations

It is useful to measure pressure distributions and local aerodynamic forces on the blade surface of wind turbines in operation to determine the in-situ aerodynamic characteristics of the blade. On the other hand, it is equally important for understanding the unsteady phenomena of wind turbines in operation to investigate the flow pattern on the blade surface and the pressure distribution on the whole blade.

Although it is not easy to make flow visualisations on the blade surface of a full-scale wind turbine, averaged flow behaviour on the blade surface can be observed by the oil film method. Using this method, separated areas on the blade surface can be observed from the pattern of the liquid after operation by painting
liquid or fine particles on the blade surface. It would also be possible to monitor boundary layer transition on a rotating blade with a sublimation technique, like using naphthalene, where the sublimation takes place much faster in the turbulent part of the boundary. To observe the dynamic behaviour of the flow on the blade surface, there is the visualisation method of determining the behaviour of tufts, such as short strings glued on the blade surface, and recording them by a video camera mounted on the hub. The dynamic influence of the unsteadiness of the inflow, the spatial variance with the atmospheric boundary layer and the yaw operation on the flow on the blade surface can be observed by this method. Because the video camera is installed in the rotating hub, the picture is transmitted to the stationary system by slip rings or a telemeter, or it is stored by a recorder located on the hub – a method to detect stall is the so-called stall flag technique (Corten, 1998). In attached flow, an optical reflector is hidden by a stall flag, but in a stalled boundary layer, the reversed flow tips up this flag so that the reflector becomes visible, enabling an optical detection of the stalled region.

12.3 Field rotor aerodynamics database

As mentioned before, conventional experimental programmes on wind turbines generally do not provide sufficient information for the purpose of validating and improving aerodynamic design methods, as they only measure the integrated, total (blade or rotor) loads. These loads consist of an aerodynamic and a mass-induced component and they are integrated over a certain spanwise length. In the late 1980s and the 1990s, it was realised that more direct aerodynamic information was needed in order to improve the aerodynamic modelling. For this reason, several institutes initiated experimental programmes in which pressure distribution and the resulting normal and tangential forces together with the inflow angle and velocity at different radial positions were measured.

However, such aerodynamic field experiments are typically very time-consuming, expensive and complicated through the large volumes of data and the extensive data reduction that is required. Furthermore, each turbine configuration that is investigated experimentally may exhibit a very different aerodynamic response characteristic. Hence, the results that are obtained from the very time-consuming, expensive and complicated experiments may have only a limited validity.

For this reason, it was considered very advantageous to cooperate in these experiments. Under the auspices of the IEA Wind, this cooperation was established in Annex XIV and Annex XVIII (Schepers et al., 1997; Schepers et al., 2002a). These projects started in 1992 and ended in 2001. The so-called Operating Agent (coordinator) of these projects was the Energy Research Center of the Netherlands.

The cooperation led to an extensive database of aerodynamic measurements. This database provides unique aerodynamic data for a large number of wind turbine
configurations, which has been used for model validation and model development. The combination of insights and models had more general validity than those obtained from the experimental programmes independently. Furthermore, the project served as a platform where very specific knowledge associated with aerodynamic measurements could be exchanged. This has been very instructive for all participants by which the experimental programmes could be accelerated.

12.3.1 Test matrix

The full-scale aerodynamic experiment programme involved the following seven organisations in IEA Annex XIV and/or IEA Annex XVIII.

- **Delft University of Technology, DUT, The Netherlands**: The DUT experiments were carried out on a two-bladed, 10 m diameter turbine. The blades were untwisted and untapered.
- **The Energy Research Center of the Netherlands, ECN, The Netherlands**: The ECN experiments were carried out on a two-bladed, 27.4 m diameter turbine. The blades were twisted and tapered.
- **Imperial College, IC and Rutherford Appleton Laboratory, RAL, UK**: The IC/RAL experiments were carried out on a three-bladed, 16.9 m diameter turbine. The blades were twisted and tapered.
- **National Renewable Energy Laboratory, NREL, USA**: The NREL experiments were carried out on a three-bladed, 10 m diameter turbine. Measurements on two types of blades have been supplied:
  - An untwisted and untapered blade;
  - A similar blade, without taper, but with twist.
- **Mie University, Japan**: The Mie experiments were carried out on a three-bladed, 10 m diameter turbine. The blades were twisted and tapered.
- **Risø National Laboratory, Denmark**: The Risø experiments were carried out on a three-bladed, 19 m diameter turbine. The blades were twisted and tapered.

Note that the Centre for Renewable Energy Systems (CRES, GR) was also participating in the IEA Annexes.

The database constructed with IEA Annexes XIV and XVIII is arranged by the condition shown in Table 12.1.

Hence, the data included in this database can be summarised as follows:

- The diameter of the rotor ranges from 10 to 27 m.
- The number of blades is two or three.
- There are two kinds of local aerodynamic force measurements: by measuring segment forces with balances (applied by Risø) and by measuring the pressure distributions with pressure taps along the blade connected to pressure scanners (applied by the other participants).
Table 12.1 Test matrix of IEA Annexes XIV and XVIII

<table>
<thead>
<tr>
<th>Participants</th>
<th>ECN</th>
<th>DUT</th>
<th>NREL</th>
<th>IC/RAL</th>
<th>Risø</th>
<th>Mie</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diameter (m)</td>
<td>27.44</td>
<td>10</td>
<td>10.06</td>
<td>16.9</td>
<td>19</td>
<td>10</td>
</tr>
<tr>
<td>Number of blades</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Blade configuration</td>
<td>Twist and taper</td>
<td>Untwist and without taper</td>
<td>(1) Without twist and without taper</td>
<td>(2) Without taper but with twist</td>
<td>Twist and taper</td>
<td>Twist and taper</td>
</tr>
<tr>
<td>Profile</td>
<td>NACA 44xx</td>
<td>NLF 0416</td>
<td>S809</td>
<td>NACA 632xx</td>
<td>NACA 632xx</td>
<td>DU91-W2-250 and DU93-W-210</td>
</tr>
<tr>
<td>Aerodynamic measurement</td>
<td>Pressure distribution</td>
<td>Pressure distribution</td>
<td>Pressure distribution</td>
<td>Pressure distribution</td>
<td>Segment force by balance</td>
<td>Pressure distribution</td>
</tr>
<tr>
<td>Instrumented radial stations of pressure taps</td>
<td>3 (30%, 60%, 82%)</td>
<td>4 (30%, 50%, 70%, 90%)</td>
<td>4 or 5 (30%, 47%, 62%, 80%, 95%)</td>
<td>6 (20%, 30%, 40%, 50%, 65%, 80%)</td>
<td>3 (37%, 68%, 98%)</td>
<td>4 (32.5%, 50%, 70%, 90%)</td>
</tr>
<tr>
<td>Number of taps per station</td>
<td>47</td>
<td>59</td>
<td>28 or 32</td>
<td>26</td>
<td>—</td>
<td>50</td>
</tr>
<tr>
<td>Inflow angle and inflow velocity</td>
<td>Five-hole probe</td>
<td>Three-hole probe or six-hole probe</td>
<td>Five-hole probe and/or wind vanes</td>
<td>Five-hole probe</td>
<td>Five-hole probe</td>
<td>Five-hole probe</td>
</tr>
<tr>
<td>Instrumented radial stations of inflow measurements</td>
<td>1 (42%)</td>
<td>4 (36%, 56%, 76%, 96%)</td>
<td>4 (30%, 47%, 63%, 80%, 95%) or 5 (34%, 51%, 67%, 84%, 91%)</td>
<td>3</td>
<td>1 (72%)</td>
<td>5 (21%, 39%, 56%, 76%, 96%)</td>
</tr>
</tbody>
</table>

(continued)
Table 12.1 Continued

<table>
<thead>
<tr>
<th>Participants</th>
<th>ECN</th>
<th>DUT</th>
<th>NREL</th>
<th>IC/RAL</th>
<th>Risø</th>
<th>Mie</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measurement speed (Hz)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>128 or 64</td>
<td>333</td>
<td>520</td>
<td>625</td>
<td>25</td>
<td>95</td>
<td></td>
</tr>
<tr>
<td>Section measurement</td>
<td>Simultaneous</td>
<td>Partly</td>
<td>Simultaneous</td>
<td>Two stations simultaneous</td>
<td>—</td>
<td>Partly</td>
</tr>
<tr>
<td>Re</td>
<td>$1.8 \times 10^6$</td>
<td>$0.9 \times 10^6$</td>
<td>$0.7 \times 10^6$</td>
<td>$1.0 \times 10^6$</td>
<td>$1.0 \times 10^6$</td>
<td>$0.5 \times 10^6$</td>
</tr>
<tr>
<td>Averaged local inflow angle (degrees)</td>
<td>$-5$ to $+40$</td>
<td>$-5$ to $+40$</td>
<td>$-5$ to $+40$</td>
<td>$-5$ to $+40$</td>
<td>$-5$ to $+40$</td>
<td>$-5$ to $+40$</td>
</tr>
<tr>
<td>Yaw angle (degrees)</td>
<td>$\pm 30$</td>
<td>$\pm 30$</td>
<td>$\pm 30$</td>
<td>—</td>
<td>$\pm 30$</td>
<td>$\pm 30$</td>
</tr>
<tr>
<td>Rotor speed (min$^{-1}$)</td>
<td>Fixed but various rotor speeds were possible</td>
<td>Fixed</td>
<td>Fixed $71.63 \text{ min}^{-1}$</td>
<td>Fixed $38.2 \text{ min}^{-1}$</td>
<td>Fixed $35.6 \text{ min}^{-1}$ and $47.5 \text{ min}^{-1}$</td>
<td>Fixed $90 \text{ min}^{-1}$</td>
</tr>
</tbody>
</table>

Note: Reynolds number at rotating conditions at 70% R.
• The number of segments on which measurements of aerodynamic forces are performed ranges from three to six sections. The measurements are carried out at two or more sections simultaneously or partly.
• Often, the inflow angle was measured with a multi-hole probe mounted in front of the blade leading edge to which several corrections were applied to obtain the angle of attack.
• The sampling speed is from 64 to 625 Hz for the pressure measurements and 25 Hz for the segment force measurement.
• The Reynolds number at the 70% radius section varies from $0.5 \times 10^6$ to $1.8 \times 10^6$.

12.3.2 Supplied data

The measurement results are supplied in the form of time series (rotating and parked conditions). In order to facilitate the selection of signals from a file, it was considered essential that all the files were supplied in the same format. It was agreed that three types of files had to be supplied:

• **Log files**: these files contain general information about the measurement procedure. It should also contain:
  – date and time of measurement;
  – air density, pressure and temperature;
  – information that is needed to read the other files (like the number of pressure taps, the number of anemometers, etc.).

• **Profile files**: these files contain information about the wind speeds, the wind directions, the rotor speed, the pitch angle, the mechanical loads, the angles of attack and the inflow velocities, and the profile coefficients, all as a function of time and azimuth angle.

• **Pressure files**: these files contain the pressure recordings.

The format of the files and the filenames are synchronised. The files start with the statistics (mean, max, min, standard deviation) of every signal.

Note that the aerodynamic sectional characteristics, as measured during rotation, are also specified. Where possible, as a reference, the two-dimensional wind tunnel experimental data are added.

The database is open to the public, see http://www.ecn.nl/nl/units/wind/rd-programma/aerodynamica/projects/field-rotor-aerodynamics-database/, and the data are supplied to third parties on the condition that they inform the IEA Annex XIV/XVIII groups on the experiences gained with the data.

12.3.3 Results

The IEA Annex XIV/XVIII measurements have been used for several analyses. The most successful activities have been:
• Investigations on stall delay: It was clearly shown that at the inner blade section of wind turbine blades, the aerodynamic normal forces are much higher than expected from two-dimensional wind tunnel measurements. It could be shown (and, as a result of that, explained) that these phenomena depend on the pitch angle. Better stall delay models could be developed on the basis of these measurements.
• The validation of computational fluid dynamics (CFD) codes (NS-codes, free wake panel methods and RFOIL) on the basis of pressure distributions;
• The validation of yaw models on the basis of azimuthally binned averaged $c_n - \alpha$ data.

Most comparisons between calculations and measurements showed a good-to-reasonable agreement below stall, but above stall the agreement is poor. The main problems in the interpretation of the measurements are almost all associated with the angle of attack (and to a lesser extent with the non-dimensionalisation of the aerodynamic forces with an uncertain dynamic pressure). Some studies have been done where these uncertainties are avoided by using an aeroelastic code to simulate time series from the IEA Annex database, and then the calculated and measured, time-averaged, dimensional, aerodynamic segment loads are compared (Schepers et al., 2004).

Another problem lay in the fact that the incoming inflow conditions are very instationary and partly unknown by which, for example, very chaotic dynamic stall loops were identified (Bjorck, 1995). These dynamic stall measurements have limited value as validation material for dynamic stall models because these models require precise knowledge of the flow within the rotor plane. For validation of some CFD methods, the modelling of transition turned out to be a problem. Retrospective measurements at fixed transition were also desired, but no such measurements have been made available in the IEA Annex XIV/XVIII database.

12.4 Databases for special wind climates/high wind regimes

These databases concern data from strong and extreme winds, resulting from, for example, typhoons or cyclones appearing in the Pacific Ocean region in Asia and various regions in the world every year. Moreover, the turbulence of such winds affects the fatigue load of wind turbines considerably in a complex terrain.

The worldwide production of commercial wind turbines is based on the IEC61400-1 standard, and the wind turbines suitable for the installation site are selected according to the specification decided by the averaged wind velocity and turbulence intensity. IEC61400-1 is based on the wind situation in Europe and USA, and it is not intended for the extreme wind regions appearing in monsoon regions, such as Japan.
However, the damage caused by typhoons has increased recently, and the influence of local wind characteristics and the terrain configuration has become obvious in Japan. To avoid damage to the wind turbine by these extreme winds, it is necessary to estimate the turbulence and extreme wind speed and to select or design a wind turbine taking into account these extreme wind characteristics. Therefore, a manual covering a wind turbine selection procedure that is appropriate for the wind situation, and the process for the problem clarification, in Japan has been written by the Japanese New Energy and Industrial Technology Development Organization. In the manual, the following material is being provided for evaluating extreme wind speeds in detail and supporting material for a convenient evaluation of siting aspects (New Energy and Industrial Technology Development Organization, 2008).

- The outline of the extreme wind speed distribution in Japan: ‘Extreme Wind Speed Atlas’ and
- Database for users who examine more detailed information such as the influence of local terrain: ‘Extreme Wind Speed Database’.

These data are given for the whole of Japan, which was covered with 1 km meshes, and the influence of large-scale terrain configuration on the scale of several kilometres that is expressed by 1 m altitude data. In addition, the users need to examine the influence of small-scale terrain features based on the data from the Extreme Wind Speed Atlas if the site includes the special local feature.

Extreme Wind Speed Atlas and Extreme Wind Speed Database have the following features.

1. The value from the mesh of the meteorological station (hereafter, meteorological station mesh value) was obtained by statistically processing observed values and typhoon simulation results. Values from other meshes were obtained by interpolation from meteorological station mesh values and the resulting numerical wind analysis.

2. The values from the meteorological station mesh are converted into wind speed at 250 m height from the expected value of a 50-year span based on the Recommendations for Loads on Buildings by Architectural Institute of Japan (2004). This was calculated using the exponential law and the roughness class obtained from a vertical wind speed profile, according to the numerical flow analysis for wind direction sectors. It is used to construct the Extreme Wind Speed Atlas and the Extreme Wind Speed Database.

3. The effects of acceleration and deceleration by large-scale terrain features located several kilometres upstream of the turbine, taking into account the arbitrary position between meteorological stations.

4. The Extreme Wind Speed Atlas plots the maximum extreme wind speed in all wind direction sectors. The Extreme Wind Speed Database provides the extreme wind speed data according to eight wind direction sectors.

5. The Extreme Wind Speed Database is given as wind speed at 250 m height.
12.4.1 Complexity of terrain

It is necessary to check and evaluate the wind conditions when they do not correspond to standard conditions of a smooth terrain. In the Japanese wind power generation guideline, the complexity of terrain is judged by the following indicators:

1. The slope of the terrain is 10° or more.
2. The standard deviation in the altitude of the terrain cross-section in the upwind side, measured within 5 km from the installation site, is greater than 1.5 times the hub height.
3. The standard deviation in the altitude of the terrain cross-section in the upwind side within 5, 10 and 20 times the hub height exceeds 0.5, 0.8 and 1.4 times the hub height, respectively.
4. The acceleration rate of the wind speed exceeds by 1.1 of the local terrain.
5. More than 30% of the area is very steep (where very steep means a slope in the terrain of more than 30%).

The conditions from items 1 to 3 constitute indices in accordance with the IEC standard. It is judged that there is a possibility that the wind speed is influenced by the local terrain by item 1, and by the terrain complexity by items 2 and 3. Owing to the possibility of mountains located upwind of wind turbines at high altitudes, turbulence may increase, although it is thought that the possibility for an acceleration of the wind speed at the hub height is small. Item 4 is an item that is related to the effect of wind speed increase by the local terrain effects in item 1. It depends on the additional wind speed determined by the Recommendations for Loads on Buildings about the evaluation of acceleration rate. The acceleration rate is usually large close to the ground surface and becomes small at increasing heights above ground level, although the possibility of acceleration of the wind speed is shown in item 1. Therefore, the influence on the evaluation of strength of a large-scale wind turbine due to the vertical wind profile is thought to be small even if it is assumed that the wind speed in the higher layer is equivalent to that on a flat ground, provided that the wind speed at a hub height is corrected by the acceleration ratio. The typical one is the ruggedness index, RIX, as the index related to item 5 used with the wind simulation software WASP, developed by Risø National Laboratory. RIX is an index to judge the coverage of WASP, which provides the occupation rate of terrain more steep than the slope at which the separation of the flow will occur, according to the wind direction sector. The threshold of the slope gradient for the separation judgement used to calculate RIX is usually set to 0.3, which is 30% in slope gradient or 17° in slope angle.

After the indices mentioned above are evaluated according to the wind direction in 16 sectors, the maximum value of the index is used to judge the terrain complexity. The complexity is judged by the following indices:

1. **Low complexity**: None of the items 1, 2, 3, 4 and 5 are fulfilled.
2  *Middle complexity*: One or more of the items 1, 2, 3 and 4 are fulfilled and item 5 is not fulfilled.

3  *High complexity*: One or more of the items 1, 2, 3 and 4 are fulfilled and item 5 is also fulfilled.

However, the judgement procedure discussed above is a standard of the complexity of the terrain, and there is a possibility of taking the high values of the turbulence and/or the extreme wind speed according to terrain features even when the complexity is judged as low or middle. Moreover, when the field observations are greatly different from standard wind conditions and/or from wind speed data, corrected by adding the influence of local terrain on the standard wind condition, it is necessary to know the wind characteristics at the site in detail and to include the surrounding areas in the numerical simulations, regardless of the result of the judgement of the terrain features mentioned above.

### 12.4.2 Extreme Wind Speed Atlas

The Extreme Wind Speed Atlas provides an extreme wind speed at which the whole of Japan is covered with 1 km mesh. The features of the extreme wind speed distribution around the wind turbine installation site can be analysed by the Extreme Wind Speed Atlas.

The Extreme Wind Speed Atlas has the following features for the users in order to use it properly:

1. The wind speed at three levels of 30, 50 and 70 m height is provided.
2. The effect of the ground roughness is based on the national digital land information, which is provided by the Japanese Geographical Survey Institute.
3. It is provided so that the numerical wind speed distribution can be understood in the form of a distribution map.

The Extreme Wind Speed Atlas is constructed by considering the effect on the averaged altitude data of the 1 km mesh and the wind speed affected by the ground roughness distribution. Therefore, the user should locally examine it in a region where terrain configurations smaller than 1 km are predominant, although the effect of large-scale terrain features in the scale of several kilometres or more to which 1 km mesh is expressed as a minimum unit is considered.

### 12.4.3 Extreme Wind Speed Database

When it is judged that the wind turbine installation site is not flat, it is necessary to evaluate the influence of the local terrain by the equation of wind acceleration due to terrain features, numerical simulations and wind tunnel experiments using the Extreme Wind Speed Database, and to calculate the extreme wind speed. It is necessary to examine the effect of the terrain by using the extreme wind speed
according to the wind direction sector of the Extreme Wind Speed Database, as the effect of the terrain on the extreme wind speed depends on upwind terrain features, and the degree of influence depends on the wind direction.

The Extreme Wind Speed Database provides extreme wind speeds on a 1 km mesh, depending on the following conditions and the Extreme Wind Speed Atlas:

1. The extreme wind speed in eight wind directions is provided.
2. The wind speed at 250 m height is provided.
3. It is provided in the form of numeric information as a database to evaluate the influence of small geographical features.

### 12.5 Future trends

An obvious problem in aerodynamic (and other) field experiments is the uncertainty due to the instationary, inhomogeneous and uncontrolled wind conditions. In order to understand unsteady three-dimensional aerodynamic phenomena, statistical techniques, such as time and ensemble averaging, need to be used to translate the results from field rotor experiments into more reliable aerodynamic design methods.

The problem of the uncertain inflow was overcome in follow-up projects in which detailed aerodynamic measurements on model rotors placed in the wind tunnel were carried out (e.g. NREL’s NASA-Ames and the EU Mexico project, http://wind.nrel.gov/amestest/, http://www.ecn.nl/nl/units/wind/rd-programma/aerodynamica/projects/mexico/). The known, stationary, homogenous and controllable conditions of these tests facilitated the interpretation of results considerably. Within the Mexico project, it was even possible to map the details of the three-dimensional flow field around the rotor with the particle image velocimetry technique, in addition to aerodynamic blade measurements. Such detailed flow field mapping is still difficult to image in the field. On the other hand, it should be acknowledged that the ‘smooth’ wind tunnel conditions are not fully representative of the conditions ‘felt’ by a wind turbine where wind speed variations and flow non-uniformities form important design drivers. Also, disturbing scaling and tunnel effects can be considered as drawbacks of wind tunnel measurements.

The authors believe that a full understanding of wind turbine aerodynamics can only be established by combining the information from detailed aerodynamic measurements on wind turbines placed in the wind tunnel with similar information on wind turbines placed in the field where larger size turbines than the IEA Annex XIV/XVIII turbines should be applied in combination with more advanced measurement techniques; see for example the DanAero experiment. For aerodynamic field measurements, it is essential to combine them with very detailed inflow measurements to determine the response of the aerodynamics to unsteady conditions, where an attempt should be made to capture extreme wind conditions. Wind tunnel measurements are supporting in generating the basic
aerodynamic characteristics. Moreover, wind tunnel experiments could be used to investigate the aerodynamics of wind turbines under high mean wind speeds, and arbitrarily high turbulence intensities where the protected wind tunnel environment allows applying the most advanced measurement techniques in a relatively easy way. The combination of all this information will make it possible to improve aerodynamic models and design more reliable wind turbines that need less maintenance.

### 12.6 References
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Abstract: This chapter considers wind turbines at low wind speed and the optimising of blade design to improve performance in these conditions. The key aim is to achieve fast acceleration of the blades when the wind starts blowing because the average wind speed for starting is higher than the cut-in wind speed, which is the conventional measure of low wind performance. A blade element method for starting is described and shown to give good agreement with the measured starting sequences of a three-bladed 500 W turbine. Analytic expressions for starting time appear possible only for simple and unrealistic situations. Using a numerical, differential evolutionary strategy, however, blades can be designed to reduce starting time at the same time as maintaining high efficiency of power extraction. The most efficient blade designs are always very slow to start but, typically, a small trade-off in efficiency is associated with a large decrease in starting time. A practical application of this methodology is described for the blade design of a 5 kW turbine. This chapter shows that reducing starting time is also possible in the context of noise minimisation.

Key words: wind turbines, low wind speed, starting, optimisation, blade design, wind turbine blade design, low wind performance, optimisation, noise.

13.1 Introduction

It is important to state immediately that there is no magic solution to the problem of extracting significant power at low wind speeds from wind turbines; the wind speed sets the upper limit on that power. In other words, the Betz limit for conventional turbines applies equally at 5 m/s as at 25 m/s. The difference, for any turbine, is a factor of 125 in power output. This limitation was recognised in the US programme on low wind speed technology, Calvert et al. (2002), which aimed at general improvements to wind turbine technology, including cheaper but taller towers and lighter blades. Of course, there must be an improvement in ‘low wind’ economics if costs are reduced, but we concentrate here on the specific engineering issues of blade design and construction.

There are at least three reasons why good low wind performance is important for conventional turbines:

* Most of the work described in this chapter was done at the University of Newcastle, Australia.
1. For stand-alone power systems, turbine siting can then be biased in favour of the load rather than the resource.
2. It ensures that a turbine is ready to extract the available energy at higher wind speeds. We will see that this can be an important issue since the wind speed at which turbine blades start rotating from rest can be significantly higher than the cut-in wind speed.
3. Customers want to see their blades turning when the wind is blowing but are less fussy about the actual power production.

Low wind performance is usually discussed in terms of the cut-in speed, defined in the International Electrotechnical Commission (IEC) standards for large and small turbines as ‘the lowest mean wind speed at which the turbine produces power’ as determined by 10-minute averages of wind speed and power output, IEC (2006). Actual low wind performance is more complex than this single measure indicates. Figure 13.1(a) shows a plot of rotor speed against wind speed for a three-bladed, 2 m diameter, 500 W turbine taken from Wright (2005); an earlier version is given by Wright and Wood (2004). Each data point was assessed as being ‘steady’, ‘accelerating’, or ‘decelerating’ according to the method described in Wright and Wood (2004) and this determined the symbol used for plotting. The ‘steady’ points giving the maximum rotor speed for

![Diagram showing rotor speed against wind speed with regions labeled (i), (ii), and (iii)](Diagram.png)

13.1 (a) Low speed behaviour of a three-bladed 500 W turbine, taken from Wright (2005). (b) Simplified representation of hysteresis in rotor behaviour, adapted from (2005). The solid lines show the boundaries between region (i) decelerating, region (ii) steady, and region (iii) accelerating, as found by blade element theory.
each wind speed are bunched around the trajectory of power production as the wind speed changes. Below them are the (mostly) accelerating points at relative high wind speed and the decelerating points at low speed. There is significant hysteresis in the turbine passing between the operational curve and the stationary state (zero rotor speed) as indicated schematically in Fig. 13.1(b). The average speed at which the rotor starts from rest is 4.5 m/s, and the average speed at which it comes to rest is 2.5 m/s. The conventional cut-in wind speed is 3.5 m/s. These differences are well known anecdotally to manufacturers, installers and owners of small turbines and it is surprising that they have attracted so little academic attention.

The solid lines in Fig. 13.1(a) are the boundaries between the three regions as estimated by blade element theory: it does remarkably well for reasons that will be explained. It is clear from Fig. 13.1 that the major difficulty in achieving good low wind performance is starting the blades. The aerodynamic torque on stationary blades must overcome any resistive torque in the drive-train and generator. Starting is made more difficult by most small wind turbines having no blade pitch adjustment. This is usually considered too expensive but condemns the stationary or slowly rotating blades to high angles of attack, low lift and high drag.

Figure 13.2 shows a typical starting sequence for the turbine used to obtain Fig. 13.1, for an average wind speed at which the blades will just start. The origin for time is arbitrary. At around 5 seconds, a small gust causes the stationary blades to accelerate. There follows a long period, up to about 85 seconds, where the rotor accelerates slowly and the blade angles of attack decrease slowly. This is the ‘idling period’ whose length scales as \( U^{-2} \), where \( U \) is the wind speed (Wright and Wood, 2004). The last short period of rapid acceleration is also typical.
13.2 Aerodynamic modelling for starting

It is a straightforward task to turn the standard blade element method (BEM) for calculating power output, e.g. Burton et al. (2001), into a quasi-steady prediction of the rotor acceleration in the idling period. Somewhat surprisingly, Fig. 13.2 shows that the quasi-steady analysis remains accurate for the last period as well. The (related) assumptions for idling are:

1. the rotor extracts insignificant energy from the wind which, therefore, does not slow down through the blades;
2. the rotor acceleration is so slow that a quasi-steady analysis can be used; and
3. the aerodynamic torque acts only to accelerate the rotor.

These assumptions will hold for small values of the ratio of the rotor kinetic energy at the end of the idling period, $\frac{1}{2}NJ\Omega^2$ (where $N$ is the number of blades, $J$ is the inertia of one blade, and $\Omega$ is the rotor angular velocity) to the kinetic energy of the wind that passed through the rotor during the idling period of length $T_s$, $\frac{1}{2}\rho U^3 AT_s$ (where $\rho$ is the air density, $U$ is the average wind speed during starting, the rotor area, $A = \pi R^2$, and $R$ is the tip radius). There is a further assumption that the blades provide the overwhelming contribution to the turbine inertia, which in our experience is always the case. For the sequence in Fig. 13.2, with $NJ = 0.43$ kgm$^2$, $\Omega = 75$ rpm, $U = 4$ m/s and $T_s = 80$ s, the ratio is 0.0014.

Quasi-steadiness allows the use of steady lift and drag data to evaluate the rotor torque at any time.
With knowledge of the resistive torque, the third assumption leads to an ordinary differential equation for $\Omega$ by equating the net torque to $NJ$ times the angular acceleration. The equation can be solved easily by standard methods such as the Runge–Kutta scheme. For the turbine used to obtain Fig. 13.1 and 13.2, the static resistive torque was 0.36 Nm, which is two orders of magnitude lower than the power-producing torque at rated wind speed. This value was used in the calculations shown in Fig. 13.2. The remaining issue is to categorise aerofoil lift and drag at angles of attack, $\alpha$, up to 90°. This is difficult for two reasons: first as shown by curves (a), (b) and (c) in Fig. 13.2, which will be explained below, the calculations are very sensitive to the lift and drag values. Second, there is little information on aerofoil behaviour at high $\alpha$, particularly in combination with the low Reynolds numbers, $Re$, typical of small wind turbines. Mitigating these is the reasonable assumption that, at high $\alpha$, all aerofoils tend to behave as flat plates. Furthermore, the drag on a stationary blade does not influence the aerodynamic torque, so it is the lift that must be modelled accurately. A corollary is that aerodynamic torque decreases as the blades start rotating and the drag becomes important.

The tip chord of the 500 W blade is only 43 mm, and its twist angle relative to the plane of rotation is fixed at 3°. At a wind speed of 3.5 m/s the stationary blade has a tip $Re = 10^4$ and $\alpha = 87^\circ$. Needless to say, there are no lift and drag data for these conditions for the SD7062 section used for the blade; the only available data, from Lyon et al. (1997), cover $Re \geq 6 \times 10^4$ and $\alpha \leq 20^\circ$. The SD7062 section has a maximum thickness of 14% and the most relevant aerofoil data that could be found for higher angles were those of Ostowari and Naik (1985) for the 18% thick NACA4418 at $Re \geq 2.5 \times 10^5$. The values of $C_l$ and $C_d$ used to obtain the results labelled as (a) in Fig. 13.2 and 13.3 are an amalgam of the two sources with the high-$\alpha$ data being for infinite aspect ratio, $AR$, defined as the square of the length of the blade divided by the planform area.

Viterna and Corrigan (1981) produced equations for high-$\alpha$ lift and drag that are matched to the measured low-$\alpha$ values for any aerofoil. Estimate (b) was obtained using their equations as a guide; see Wright (2005) for more details. One interesting feature is that both $C_l$ and $C_d$ are dependent on $AR$ at high $\alpha$. $C_d$ is determined from the maximum value, given by

$$C_{d,max} = 1.11 + 0.018(AR) \quad [13.1]$$

which is an approximation to the drag coefficient of a normal flat plate given in many fluid dynamics textbooks, e.g. White (1999), for $AR \leq 20$ typically. It is entirely reasonable to expect that $C_{d,max}$ depends on $AR$, as suggested by the NACA4418 data of Ostowari and Naik (1985) in Fig. 13.3, but equation [13.1] may give a too great variation at the high $AR$ typical of blades as $C_{d,max}$ for a two-dimensional plate is 2.0. Furthermore, but probably of less importance, $C_{d,max}(AR)$ must equal $C_{d,max}(1/AR)$ for a flat plate, but equation [13.1] obviously does not give this. It is unclear whether $C_p$, which is not corrected for $AR$ at low $\alpha$ in blade element theory for power production, should be modified at high $\alpha$ for the analysis.
13.3 Lift and drag over the full range of angles of attack, taken from Wright (2005). Symbols and lines defined in Table 13.1, except that estimate (c) is shown dotted.
of starting. Nevertheless, estimate (b) gives remarkably accurate predictions of starting, not just for the data in Fig. 13.2, but for most of the over two hundred starting sequences analysed by Wright (2005).

Estimate (c) comes from the infinite-AR ‘flat plate’ equations,

\[ C_l = A_l \sin \alpha \cos \alpha \]  \[ C_d = A_d \sin^2 \alpha \]


These equations underestimate starting performance partly because they are the only ones that give zero \( C_l \) at \( \alpha = 90^\circ \), which is correct for a flat plate but apparently not for a cambered aerofoil: note that the lift is solely responsible for the initial blade rotation. Wood (2004) and Clifton-Smith and Wood (2007) used equations [13.2] and [13.3] with an ad hoc additional term to improve accuracy for the particular aerofoil.

The simple equations [13.2] and [13.3] with \( A_l = A_d = 2 \) allow the quasi-steady torque acting on the rotor, \( Q \), to be written in the simple closed form

\[ Q = N \rho U^2 R^3 \int_{r_h}^{1} (1 + \lambda^2 r^2)^{1/2} \sin \theta_p (\cos \theta_p - \lambda r \sin \theta_p) c r dr \]

where \( \lambda \) is the tip speed ratio, \( \theta_p \) is the blade twist angle relative to the plane of rotation, \( c \) is the blade chord, \( r \) is the radius, and \( r_h \) is the hub radius, all normalised by \( R \) (Wood, 2004). Equation [13.4] shows that the aerodynamic torque is proportional to \( U^2 \), and so is consistent with the finding that starting time depends on the inverse square of wind speed. Strictly, this is true only in the case of zero resistive torque. In that case, equation [13.4] also shows that \( Q \) is linear in \( N \), and

---

**Table 13.1** Symbols for lift and drag data in Fig. 13.3 and details of predictions shown in Fig. 13.2

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Reference</th>
<th>Aerofoil</th>
<th>Re</th>
<th>AR</th>
</tr>
</thead>
<tbody>
<tr>
<td>■</td>
<td>Lyons <em>et al.</em> (1997)</td>
<td>SD7062</td>
<td>(6 \times 10^4)</td>
<td>Infinite</td>
</tr>
<tr>
<td>♦</td>
<td>Lyons <em>et al.</em> (1997)</td>
<td>SD7062</td>
<td>(10^5)</td>
<td>Infinite</td>
</tr>
<tr>
<td>□</td>
<td>Ostawari and Naik (1985)</td>
<td>NACA4418</td>
<td>(2.5 \times 10^5)</td>
<td>6</td>
</tr>
<tr>
<td>◊</td>
<td>Ostawari and Naik (1985)</td>
<td>NACA4418</td>
<td>(2.5 \times 10^5)</td>
<td>9</td>
</tr>
<tr>
<td>△</td>
<td>Ostawari and Naik (1985)</td>
<td>NACA4418</td>
<td>(2.5 \times 10^5)</td>
<td>12</td>
</tr>
<tr>
<td>×</td>
<td>Ostawari and Naik (1985)</td>
<td>NACA4418</td>
<td>(2.5 \times 10^5)</td>
<td>Infinite</td>
</tr>
<tr>
<td>------</td>
<td>Estimate (a) – aerofoil data</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>______</td>
<td>Estimate (b) – based on Viterna and Corrigan (1981)</td>
<td>Blade AR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>........</td>
<td>Estimate (c) – flat plate equations [13.2] and [13.3] with</td>
<td>Infinite</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>( A_l = A_d = 2 )</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
if blade inertia dominates the turbine inertia then starting becomes independent of $N$. This limiting result has some important consequences which will be mentioned later. It appears that resistive torque becomes more important as turbine size decreases, which may explain why micro-turbines for yachts etc. often have five or seven blades. Equation [13.4] also shows that increasing rotor size is a sensible way to improve starting. If equation [13.4] is combined with the high-$\lambda$ approximation to the equations for $c$ and $\theta_p$ for an optimal power extracting rotor,

$$ r c C_l = \frac{16\pi}{9N\lambda^2} \quad [13.5a] $$
$$ \tan \theta_p = \frac{2}{3r\lambda} \quad [13.5b] $$

which are the limiting forms of equations [3.67] and [3.68] of Burton et al. (2001), the constancy of $rc$ results in a simple analytical expression for $Q$. No analytic expressions for $Q$ appear to be available for other formulations of lift, drag, chord and pitch, so that starting and its optimisation in practice must be studied numerically.

A major consequence of the analyses is that starting torque is generated mainly near the hub (Wood, 2001; Wright and Wood, 2004; Wright, 2005), for two main reasons. First, the rotational contribution to the effective velocity seen by the blade is small or zero. Second, equation 13.5(b) shows that the pitch angle is usually highest in the hub region. On the other hand, it is well known that power-producing torque comes from the tip region. This suggests the possibility of designing a blade to start quickly and be very efficient. However, it also means that considerable care needs to be exercised in designing the root section of small turbine blades for starting at low $Re$. Numerous studies, such as Sunada et al. (1997), have shown that thick aerofoils perform poorly at high $\alpha$ and low $Re$, so their use near the hub, which is common for large blades, must be avoided.

Finally, starting time depends on blade inertia and resistive torque, neither of which is important for power production.

### 13.3 Optimising blade design for power and starting

Blade design consists mainly of selecting the aerofoil section(s) that comprise the blade, and then determining the chord and twist distribution to optimise power output, for example. There are also localised structural and other requirements, such as the use of thick sections to ease the transition to circular blade attachments for large blades and chord modifications to reduce tip noise.

The observation that starting torque and power come from different regions of a blade suggests that dual optimisation is possible, but the method to do so is not immediately obvious. As shown above, analytical expressions for starting are possible only in restricted situations, so some form of numerical optimisation is required. Our work has been based on differential evolution (DE), Price et al.
(2006), one of the myriad of ‘evolutionary strategies’ for numerical optimisation. It was used by Wood (2004) and Clifton-Smith and Wood (2007) for starting and power optimisation, Clifton-Smith (2010a) for power optimisation including tip losses, Clifton-Smith (2010b) for noise minimisation, and Clifton-Smith and Wood (2010) for tower optimisation. Evolutionary strategies require the random selection of an initial population, which is then ‘evolved’ over a large number of generations with the aim of achieving convergence of the best performing members of the population. Most of our calculations have used a population of 2000, as shown in Table 13.2 along with the other main parameters used in the design examples to be given below. The restrictions on chord and pitch may well be partly set by manufacturing requirements. A single aerofoil section was used: the SG6043, specifically designed for small turbines (Giguère and Selig, 1998). Continuing with the evolutionary terminology, we speak of the blade ‘genes’ which are the chord and twist of the blade elements. In all our work, we have used the same aerofoil section for the whole blade, largely on the grounds that increasing section thickness near the hub, which is a standard practice for large blades, may cause serious loss of lift and increased drag at low Reynolds number as described above. If the optimisation required different sections or a variation in thickness along the blade, then the number of blade genes would increase, but the change would be easy to incorporate in the optimisation.

DE generates a potential replacement, or comparison vector, $c_i$, for the $i$th member of the current population, by randomly choosing genes either from a basis vector, $b_i$, or from a trial vector, $t_i$. This trial vector is constructed by the addition of $b_i$ and a weighted difference vector as follows:

$$t_i = b_i + w(u_i - l_i)$$

[13.6]

where, $w$ is the weighting factor and $b_i$, $u_i$, and $l_i$ are randomly chosen members of the current population. The ‘differential’ in the name DE refers to this method of ‘breeding’ the next generation using the weighted difference vector. Genes are chosen as follows:

<table>
<thead>
<tr>
<th>Table 13.2 Parameters for blade optimisation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population size: 2000 blades</td>
</tr>
<tr>
<td>Number of generations: 200</td>
</tr>
<tr>
<td>Maximum lifetime of one member: 20</td>
</tr>
<tr>
<td>Aerofoil: SG6043</td>
</tr>
<tr>
<td>Blade density: 550 kg m$^{-3}$</td>
</tr>
<tr>
<td>$\lambda_f = 1$</td>
</tr>
<tr>
<td>Maximum chord: 0.3</td>
</tr>
<tr>
<td>Maximum $\theta_p$: 25°</td>
</tr>
<tr>
<td>No. blade elements: 15</td>
</tr>
</tbody>
</table>
FOR $j = 1$, number of genes

IF ($rand < CR$) ! for every gene

\[ c_i(j) = t_i(j) \] ! take gene from trial vector

ELSE

\[ c_i(j) = b_i(j) \] ! take gene from basis vector

END

where $rand$ is a random number, $0 < rand < 1$, and $CR$ is a crossover factor taken here 0.1. If the trial blade has a higher fitness score than the original blade, the new replaces the old. Fitness is defined by

\[ \text{fitness}(i) = a_r \frac{\min(T_s(i))}{T_s(i)} + (1 - a_r) \frac{C_p(i)}{\max(C_p)} \]  

[13.7]

where the values of factor $a_r$ used in the calculations to be presented are given in Table 13.2, $C_p$ is the standard power coefficient calculated using a BEM model (e.g. Burton et al., 2001), and the minimum and maximum values are taken over the current population. All the graphical results presented in this chapter are for the blades defined by Table 13.2. For all calculations, 15 blade elements were used. Figure 13.4 shows a typical convergence history over 400 generations for an optimisation that did not include tip losses. It is clear that 200 generations is sufficient to obtain results that are close to convergent. The rapid increase in the starting time around Generation 50 corresponds to an increase in the maximum

![Graph](image_url)
fitness (not shown) indicating that the fastest starting blades were a small fraction of the population and had very low efficiency. Around Generation 170, $T_s$ increases again, this time by a much smaller amount, largely because of the death of the fastest starting, but old, blade.

For the dual optimisation of starting and power, the aim of the DE calculations is to populate the ‘Pareto front’ on a graph of $C_p$ versus $T_s$. For discrete calculations, the front is the sub-population that has either $C_p$ higher than or $T_s$ lower than all other blades. Typically, 1–10% of the final population lie on the front, and as demonstrated in Fig. 13.5, multiple runs of the program with different values of $a_s$ are required to map it. This is because the results from each run of the DE tend to converge on a small section of the two-dimensional space of $C_p$ and $T_s$. It is an assumption that implementing DE for 200 generations is sufficient to map the front. Apart from finding that test runs with more generations did not produce any significant changes, e.g. Fig. 13.4, there are several reasons to expect that the assumption is valid. The first is that DE accurately reproduces equation [13.5] for blade chord and twist when $C_p$ is the only objective function, Wood (2004), Clifton-Smith (2009) and the results to be presented below. Secondly, the situation

![Typical Pareto front for $\lambda = 5.5$, resistive torque = 0.5 Nm, including tip loss corrections, taken from Clifton-Smith (2009).]
shown in Fig. 13.5 looks to be a relatively simple optimisation problem, at least in comparison to the very difficult ones that DE has tackled successfully (Price at al., 2006).

The Pareto front is the locus of all optimal blades from which the designer must choose one. The $C_p$ values in Fig. 13.5 have been reduced from those in Fig. 13.4 by the introduction of the tip loss correction of de Vries (1979). Note that the optimal blade equation [13.5a] and [13.5b] ignore tip losses. Figure 13.5 shows the most important feature of all the dual optimisations that we have done: the ‘BEM’ blade, defined only by the optimal power producing equations as explained above, always has very poor starting performance. Furthermore, the shape of the Pareto Front is such that a small decrease in efficiency can be traded against a very large decrease in starting time.

Typical evolved chord (Fig. 13.6) and twist distributions (Fig. 13.7) are labelled as follows. Run 1 is the validating case, i.e. the result of DE optimisation ignoring starting time minimisation, or $a_s = 0$. Run 1 and the BEM chord and twist distributions (see equation 13.5) are in very good agreement except for the DE blade’s twist near the tip, which has been altered by the implementation of the de Vries (1979) tip loss correction. There is no correction for the BEM distributions.

13.6 Chord for efficient, slowly starting blade (Run 1) and a less efficient but faster starting blade (Run 3), taken from Clifton-Smith (2009).
There is some disagreement and scatter in the chord distribution near the hub, but this region produces little power and hence exerts little evolutionary pressure on the evolving blades. For Run 3, $a_s = 0.2$. As shown in Fig. 13.5, there is a significant improvement in starting time for a small decrease in $C_p$. This is primarily due to an increase in chord and twist in the hub region. The difference in the tip region of the blade is again due to the DE calculations including a tip loss correction in determining $C_p$.

### 13.4 Actual blade design, construction and performance

The first practical application of the dual optimisation design methodology was the 2.5 m long blade for the Aerogenesis 5 kW wind turbine shown in Fig. 13.8 (Wood, 2008). This turbine has two, rather than three, blades partly to reduce cost. A standard electric motor and gearbox combination is used for the same reason. Induction motors or generators usually have little resistive torque but the gearbox may have a substantial amount that must be overcome by good blade design. Figure 13.8 shows that the blade has a much wider chord near the hub than is
Optimising wind turbine design for low wind speeds

common for large blades. Large blades have thick aerofoils near the hub, partly to withstand the large centrifugal loads. These loads scale as $\Omega^2 R$, whereas tip speed ratio does not change significantly with $R$, so $\Omega R$ is constant. Thus, both $\Omega$ and the centrifugal loads increase with decreasing turbine size. However, as pointed out above, it is dangerous aerodynamically to use thick aerofoils at low $Re$, so the structural design of the 2.5 m blade was a major challenge. Previous versions of the blade were attached to the blade disk via a flat, rectangular section. The rapid twist required to connect to the aerodynamic section of the blade was the weak point of the blade. Blade failure occurred through delamination along the trailing edge as well as more normal fatigue cracking and fibre pullout on the pressure surface. The new blade has most of that twist removed, requiring it to be mounted at $20^\circ$ to the plane of rotation as can be seen in Fig. 13.8.

Finite element modelling (FEM) was used to design the blade layup. In turn, the finite element modelling was calibrated for material properties using static dead load and torsion tests as well as determination of the blade natural frequency. Conventional fibreglass (mainly unidirectional glass for the centrifugal load) produced a sufficiently strong blade so that no carbon fibres or other advanced materials were needed. The blade is made, as are many large blades, by gluing together two halves made separately by vacuum infusion. A machined PVC foam core is used as an alternative to a spar or a shear web to keep the surfaces apart and to form a glue dam at the

13.8 The Aerogenesis 5 kW wind turbine with cup anemometer and wind vane.
leading edge. Each blade weighs 5.43 kg, which compares to the value of 5.74 kg from the data correlation of large blade mass and length shown in Fig. 13.3 of Brøndsted et al. (2005). This comparison suggests that we have been successful in achieving low blade inertia to improve starting performance. A static fatigue test programme, based on the work of Epaarachchi and Clausen (2006), and similar to those used on larger blades, is underway using the rig shown in Fig. 13.9. The first

13.9 Fatigue test rig with 2.5 m blade. The safety cage has been removed to show blade driven by the hinged arm in the middle of the photo. Strain gauges and their electrical connections can be seen on the pressure (upper) surface.
blade to be tested has successfully survived the equivalent of twenty years of service life; the full results of the programme will be reported later.

There is a powered-off brake behind the motor, and this influenced the choice of blade number by the following reasoning. The brake serves two purposes: emergency stopping in the unlikely event that the control system fails, and parking the blades in high winds. The first requires a relatively low brake torque to minimise blade stresses during braking, whereas the second requires a higher torque; both, however, are significantly larger than the static resistive torque. In terms of blade number, emergency stopping would probably require less brake torque if three blades were used. This is because the turbine’s rated power would occur at a lower angular velocity and therefore a higher torque, but the increase would be more than counterbalanced by the increase in the rotor inertia, provided that the brake torque still exceeded the aerodynamic torque. However, parking in high winds would require a higher brake torque as the aerodynamic torque would be raised by 50% for the same wind speed. The range of available brake torques favoured the use of two blades.

The beginning of an actual starting sequence for the two-bladed rotor is shown in Fig. 13.10 along with the wind speed and predictions of the rotor acceleration. The gearbox resistive torque was established from static tests and from measurements of the time required to stop with a known inertial load when the motor power was turned off. The computed rotor speed (the heavy solid line) is greater than that measured, possibly because of turbine yaw which is ignored in the starting analysis described above, but the comparative value of the starting analysis is likely to be unaffected. Using three blades (the long-dashed prediction) would significantly improve the starting performance. Recall, however, that in the absence of resistive torque, starting performance is independent of blade number. Thus, the difference between two- and three-bladed starting is an indication that the 1.9 Nm static resistive torque is significant. Since the turbine was installed we have purchased, but not yet received, gearboxes from another manufacturer with a resistive static torque of 0.9 Nm. The short-dashed lines in Fig. 13.10 suggest that using these units would improve starting significantly, and using three blades would then result in a much smaller additional advantage. However, there is a further indirect advantage of using three blades: they can be pitched out relative to two blades while maintaining the rated power. The final calculation in Fig. 13.10 (the second long-dashed line) shows that this arrangement would produce the fastest start.

Another way of assessing starting performance and drive train resistance is through the plots of net (aerodynamic – resistive) torque against rotor speed for varying wind speeds shown in Fig. 13.11 for the 5 kW turbine with two blades and the original gearbox. As mentioned previously, the aerodynamic torque decreases once the blades start – the short, sudden drop from the static value is a consequence of a slight mismatch between the measurements of static and dynamic resistive torque – so the wind speed needs to be at least 5 m/s to ensure positive net torque
13.10 Measured and predicted starting of the Aerogenesis 5 kW turbine. $Q_R$ is the resistive torque.

13.11 Net rotor torque as a function of rotor speed and wind speed for the two-bladed 5 kW Aerogenesis wind turbine.
for all rotor speeds. Assuming a similar reduction in the dynamic resistance as in the resistive torque, the new gearboxes would reduce the minimum wind speed to somewhere between 3.5 and 4 m/s.

It is clear from these considerations that starting is a complex process and its influence on blade and machine design involves a number of trade-offs, of which only the major aerodynamic ones were covered. Of the rest, we note that gearbox friction is temperature dependent and may be reduced by judicious choice of lubricant.

13.5 Multi-dimensional design of larger blades

So far, very little has been written about noise. The reason is simply that a well-designed blade of around 2–3 m in length will not be noisy during normal operation. No particular attention was paid to noise in designing the 5 kW blade.

As blade size increases, however, resistive torque becomes less important but noise more so. Whilst the above results focused only on dual optimisation, the numerical nature of DE and the use of a weighted fitness function means that the method can be expanded to any number of objective functions. For example, a possible fitness function combining starting performance, $C_p$, and sound pressure level is:

$$fitness(i) = a_s \min(T_s(i)) + a_p \frac{C_p(i)}{\max(C_p)} + a_n \min(SPL)$$

where $a_p = (1 - a_s - a_n)$ and the factors, $a_s$ and $a_n$, are the starting and noise weightings and can be varied between 0 and 1, such that the condition $a_p + a_s < 1$ is satisfied. This, of course, assumes, as with power and starting, that noise production can be modelled simply enough to allow many thousands of evaluations of the objective function during an evolutionary optimisation. Our work, Clifton-Smith (2009, 2010b), used the noise model of Zhu (2002) and Zhu et al. (2005). They developed a Class III model in the classification of Wagner et al. (1996) for the turbulent boundary layer trailing edge noise, the laminar boundary layer vortex shedding noise, the trailing edge bluntness vortex shedding noise, and the inflow turbulence noise. Boundary layer thickness calculations were done using XFOIL, Drela (1989). Mechanical and other noise sources were not considered. For consistency in presentation, the extended design used the blade parameters in Table 13.2.

Results from Clifton-Smith (2010b) suggest that it is possible to reduce both noise and starting time for a negligible reduction in $C_p$. The use of three objective functions maps out an optimal fitness surface for minimal noise, minimal starting time and maximum $C_p$, and is shown in Plate V (between pp. 286 and 287). Figure 13.12 shows an optimal fitness front for minimal noise and minimal starting time where only blades with a $C_p$ within 1% of the BEM-optimal bladed were considered. Note that the $C_p$ calculations included the de Vries (1979) correction for tip losses, and the starting calculations included a resistive torque of 0.5 Nm as in Fig. 13.5.
Whilst the quietest blade is the slowest to start and the fastest starting blade is the loudest, there is an area in between where starting performance and noise levels can be improved simultaneously. In particular, significant improvement in the starting time and sound pressure level can be made relative to the BEM optimal blade.

### 13.6 Conclusion

The results presented in this chapter show that many of the desirable features of wind turbine blade design, such as high efficiency, fast starting and low noise are determined by specific regions on the blade. In addition, and somewhat surprisingly, blades designed solely to maximise power extraction tend to be very slow to start and relatively noisy. It is possible, for example, to make significant improvements to the starting performance of blades by trading off only a small loss in efficiency as measured by the standard power coefficient.

Low wind performance is a particular requirement of small blade design because the drive train and generator resistive torque appears to become more
important as turbine size decreases. Furthermore, large wind turbines are usually sited in windy areas whereas small turbines tend to be placed near the load they supply. Very little research has been done on low wind speed performance. It has been shown here that it is much harder to start blades as the wind starts blowing than it is to keep them spinning as the wind decreases, so the major emphasis on analysing and improving low wind performance has been on starting. Fortunately, the simple BEM used routinely to predict power extraction can be readily adapted to provide an accurate calculation of starting. Further, the two forms of BEM for starting and power extraction are sufficiently simple to be used for many thousands of evaluations of the objective functions during numerical optimisation for blade design.

It is assumed that no power is produced during starting so that the net torque acts solely to accelerate the rotor. The key data required are the lift and drag of the appropriate aerofoil sections at high incidence and low Reynolds number. Even though there is very little applicable data, it was shown that starting could be accurately simulated and was useful in making major design decisions for small turbines.

Optimisation of small blades using the methodology outlined in this paper produces large chords and requires thinner profiles in the root area than is common for large blades. Particular care is required to preserve blade integrity in the face of much higher centrifugal loads on small blades. Section 13.4 described the design of blades for a 5 kW wind turbine. The actual starting performance was described along with the construction and testing of the blades to ensure that they had low inertia, and a fatigue life of at least 20 years.

The optimisation was extended to include noise minimisation in Section 13.5. The trade-offs are harder to judge than in the two-dimensional case, but a decrease in starting time and reduction in noise level can be made for a small decrease in efficiency from the maximum as determined by the standard BEM.
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Plate V Typical Pareto front for SPL and $T_s$ and $C_{pr}$ taken from Clifton-Smith (2009).
Optimising wind turbine design for operation in cold climates

L. BATTISTI, University of Trento, Italy

Abstract: There is still a lack of basic information on the conditions causing ice formation on wind turbines, and of technical solutions for turbines operating at low temperatures and in icy climates, despite more and more installation taking place in recent years. Icing of wind turbines affects three different aspects: the design (aerodynamics, loads, control system, materials), safety (ice throw, unbalance, over power, fatigue), and cost-effectiveness (annual energy output expectations, reliable wind sensor, ice detection, wind turbine equipment and lifetime). Cold weather packages provided by turbine manufacturers are typically adopted. The aim of these technical solutions is to widen the operating temperature range of a given wind turbine. However, at sites with a high probability of icing – e.g. several weeks per year – systems that ensure the operation of turbines are needed in order to avoid long stoppages during icing weather events. Active or passive de-icing or anti-icing systems for the rotor blades are then recommended. In this chapter, a general review of the main effects of cold climates on wind energy conversion systems is provided. The wide array of solutions that have been used to reduce the impact of cold weather and ice events on wind turbine design and operation are presented and discussed. Finally, approaches to evaluating and minimising safety and economic risks from ice shedding, and operation and maintenance costs related to the exploitation of wind energy in cold climates are presented.

Key words: cold climates, ice accretion, ice prevention systems, ice shedding risk, economic feasibility.

14.1 Effect of cold climates on wind turbine design and operation

14.1.1 General effects of cold climates on wind turbines

Certification guidelines, that is GL Wind, arbitrarily define low temperature as an hourly averaged temperature of less than –20°C that happens in an average year on the wind energy conversion system (WECS) site on more than nine days per year, and/or the yearly average temperature being below 0 °C (GL Wind, 2005, pp. 4–21). The IEA XIX Annex, Wind Energy in Cold Climates, more consistently defines cold climates as: ‘sites that have either icing events or low temperatures outside the operational limit of standard wind turbines’ (Laakso et al., 2003).

The principles of operation of wind turbines under icing conditions have been compiled in several projects within the EU-funded WECO project, ‘Wind Energy
Optimising wind turbine design for operation in cold climates (Tammelin et al., 2000). However, since finishing the research work, many more larger wind turbines have been installed and more experience has been gained.

It has to be recognised that the retrieval of reliable data on characteristics of cold climate sites is still crucial. Although several maps of average site temperatures and frost are available (Fig. 14.1a and 14.1b shows an example of typical maps), there is a substantial lack of icing maps that can be used to assess the severity of the phenomenon for preliminary design. The fact that the common icing evaluation for meteorological purposes is of limited help in forecasting the severity of the icing process on the wind turbine parts is not stressed enough. As will be explained in more detail in the following paragraphs, it is the dimensions of the object being struck (i.e. the blade) and its relative velocity with regard to the water droplet dimension and speed that drive the ice formation on the surface. Therefore, indications of icing maps are indicative of the presence of conditions favourable for icing, but direct measurements of icing parameters to be used in models are necessary for the safe design of wind farms in cold climates.

There are several contributory effects of cold climates on WECSs. In mountainous sites, temperatures lower than the standard (15 °C) associated with high altitude reduce the annual energy harvest, both directly (effect on density) and indirectly (effect on blade Reynolds number) due to the aerodynamic forces. Additionally, this resource, being strongly influenced by the lay of the land, is

characterised by complex turbulence mechanisms, and, in winter, very cold temperatures and clouds favour ice accretion. Figure 14.2 (Battisti and Giovannelli, 2006) shows the trend of the relationship between the relative air density (density at the site to the standard value, $\rho_{\text{ST}} = 1.225 \text{ kg/m}^3$) and elevation. The effect of different stability conditions is shown. Note that the density at 1000 metres a.s.l. is approximately 90% of the standard density for standard atmosphere, and about 82% at 2000 m a.s.l.

However, this value depends on the degree of stability of the atmosphere, and may drop considerably in the presence of local conditions of thermal inversion (approximately 2% every 100 m) compared to the vertical gradient based on the United States Standard Atmosphere (0.65°C/100 m) implying care evaluations for the structural stresses and plant capacity.

The dual dependence of the Reynolds number on the density and dynamic viscosity prompts the considerations of Fig. 14.3, where the dependence of the Reynolds number on site temperature at different locations is shown.

For the same characteristic velocity and dimensions, blades operating in the mountains experience lower Reynolds numbers, which can drop by as much as 8% at 1000 m a.s.l, while at subarctic sites (considered at the sea level) with mean temperatures around 0°C, they increase by around 10%, leading to an increase in the performance and forces. The Reynolds number affects the static curves of the lift and resistance coefficient of the profiles and can consequently have a further
Effect on the capacity prediction. This effect is particularly relevant for small blade chords, where changes in maximum lift and lift-AOA slope do not vary linearly with the Reynolds number. In Fig. 14.4, the dependence of maximum lift and lift-to-drag coefficient as a function of the Reynolds number for the NACA0015 profile are given (Sheldahl and Klimas, 1980).

14.2 Dependence of air density on site elevation.

14.3 Dependence of Reynolds number on site temperature.
To analyse the effect of density on power, power coefficient, thrust and thrust coefficient, three main typologies of wind turbines, stall, pitch and variable speed-controlled wind turbines of the same diameter have been designed and their behaviour analysed for standard and altered density conditions. The wind turbine characteristics have been recomputed for three environmental situations that are described in Table 14.1. Class A is stall regulated, class B is pitch regulated and class C is fully variable speed. Item 1 represents design with standard density, item 2 design with reduced density, item 3 reduced density where the rotor diameter has been increased by means of hub extenders and keeping the same blade, and finally item 4 is an increased density environment compared to the standard. The magnification of the rotor size is a common procedure to recover part of the energy losses due to the reduced density. This operation is actually limited in efficacy for large rotors, as the maximum feasible root elongation for the blades is about 1.5 m. All the cases presented have been computed by optimising the power coefficient. A diameter of 66 m has been used for the computations. The blade pitch and rotational speed have been optimised to deliver the maximum power coefficient for each operational case. The Reynolds number effect on the blades’ lift and drag is also considered.

The effect of density variation on power, power coefficient, thrust and thrust coefficient for the same three typologies of wind turbines is presented in Fig. 14.5.
### Table 14.1 Data and results for the operation of a 66 m diameter wind turbine in different environments

<table>
<thead>
<tr>
<th></th>
<th>Stall regulated</th>
<th>Pitch regulated</th>
<th>Full variable</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A1</td>
<td>A2</td>
<td>A3</td>
</tr>
<tr>
<td>( \rho ) [kg/m(^3)]</td>
<td>1.225</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>( D ) [m]</td>
<td>66</td>
<td>66</td>
<td>66</td>
</tr>
<tr>
<td>( N ) [RPM]</td>
<td>20</td>
<td>20</td>
<td>19.27</td>
</tr>
<tr>
<td>Pitch angle [°]</td>
<td>–4.6</td>
<td>–4.6</td>
<td>–5.1</td>
</tr>
<tr>
<td>( V_{tip} ) [m/s]</td>
<td>69.11</td>
<td>69.11</td>
<td>69.62</td>
</tr>
<tr>
<td>( C_{P_{max}} )</td>
<td>0.527</td>
<td>0.527</td>
<td>0.516</td>
</tr>
<tr>
<td>( V_{nom} ) [m/s]</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>( P/P_{st} ) [m/s]</td>
<td>1</td>
<td>0.816</td>
<td>0.860</td>
</tr>
<tr>
<td>( \lambda/\lambda_{st} )</td>
<td>1.00</td>
<td>1.00</td>
<td>0.98</td>
</tr>
</tbody>
</table>

Note: A – stall regulated, B – pitch regulated, C – fully variable speed. Item 1 – standard density environment, 2 – reduced density environment, 3 – reduced density with enlarged rotor size, 4 – increased density environment compared to standard.
For stall-regulated wind turbines, the reduction of the density (case A1) brings a general decrease of power, while an increase (A4) in the density results in extra power at each wind speed. The same trend is also confirmed for the thrust. The wind speed at which the maximum power occurs remains almost unaffected. The extended diameter of the rotor (A3) allows recovering almost all the power, but it has to be mentioned that a structural verification of the tower for the bigger rotor size and thrust is necessary. In pitch-regulated and fully variable speed wind turbines, the rotor will deliver the maximum power in all conditions, but the rated wind speed will shift to higher values for reduced density sites (B2, C2) and to lower values for higher densities (B4, C4). The peak thrust is also reduced as the density drops. Note that for higher density, the control lets the thrust increase well
above the maximum setting given for the standard conditions. This shift of the power curve also has an adverse effect on the siting of the wind turbine, which can be completely mismatched. The general conclusion is that without any correction of the control settings, the power curves are generally altered and both siting and mechanical problems are expected.

Cold climates are also characterised by conditions that could potentially lead to ice formation. Generally speaking, icing refers to both atmospheric icing, due to precipitation of water and sea spraying, and it consists of the accretion of ice over both stationary and moving parts, thus determining and altering the fluid dynamic behaviour of the aerodynamic profiles and the mass of the ice-contaminated components. In particular, the lift and drag of both the single profile and the blade as a whole with its three-dimensional development, and therefore the pressure distribution along the blade, are considerably changed. Often, it is very difficult to foresee how lift and drag will change as a result of the deposit of ice on the surfaces, this issue being dependent on the type of ice and its growth history. In the instance of ice accretion, which always happens unevenly, the blade in operation undergoes different flexional and torsional stresses with respect to the uniced conditions, which are transferred to the hub and bearings. These conditions cause unbalanced loads on the mechanical train, and excessive vibration that can reduce the power production and even lead to a stopping of the turbine.

Ice detection is still an unresolved issue for wind energy applications, and potentially effective existing means of de-icing have a poor effect in mitigating the consequences of icing. Moreover, in such operating conditions, a WECS safety concern arises, in terms of the safety of both people and goods that are near to the system.

Due to the increased size of the latest generation of WECSs, once the conditions are created for the ice to come off, sudden and unpredictably sized ice masses can take off like bullets from the blades, causing damage to the surrounding environment. This can lead to the operator having to stop the WECS as soon as the ice presence on the blades is detected. The length of such stops will depend on the seriousness of the problem. In fact, if the ice cannot be adequately removed by means of the available de-icing devices, the consequence is that the systems can be used only for a limited number of days during the potential icing period. In the field, reports indicate an electrical power loss of 1–20% of a normal year’s production with continuous system working.

A qualitative scheme of the effect on harvested energy in cold climates with reference to mountainous sites is depicted in Fig. 14.6. The relative figures are compared to the wind resource available at sea level (100% expected production). Ice causes a direct reduction in energy harvest due to the presence of ice on the blades (alteration of power curve, stop, anti-icing system supply) and an indirect reduction due to the more prolonged maintenance times and additional source of damage induced by operation with ice. The figure shows that operation in icing conditions can lead to a significant decrease of energy delivered – as high as about
50% compared to the same resource at sea level. Lower utilisation factor and non-competitive energy prices can result.

At harsh sites, annual power loss may increase by up to 20–50% (Laakso et al., 2003; Maissan, 2001; Seifert, 2003). How future large offshore plants will be affected by icing events is not clear at the moment.

14.1.2 Special requirements of wind turbines in cold climates

Besides general certification stating that the design and construction of a given turbine/tower assembly are to conform to accepted standards (in terms of design load assumptions, construction materials and methods, control systems and safety measures), operations in cold climates need further caution in ensuring the applicability of the system design and construction to the site-specific conditions.

Usually, manufacturers refer to the standstill temperature as the temperature the turbine can withstand while not operating. This temperature reflects a limit on the turbine material’s ability and design philosophy to withstand stress without exceeding normal or acceptable wear and tear. According to the specifications of many manufacturers, most turbine models are designed for operation in ambient temperatures down to –20°C, although some companies indicate operational ranges as low as –30°C and structure ranges down to –40°C. Specially designed versions exist for such applications (cold climate version, Arctic version, cold weather packages, etc.). The wind turbines equipped with such systems allow widening of their operating temperature range (Fig. 14.7).
The cold weather packages will normally include:

- heaters (various services, such as oil, gearbox and electric generator);
- additional control cabinet heaters;
- nacelle space heaters;
- improved ambient sealing;
- special alloy ductile iron for hub and machine frame;
- special alloy tower steel;
- low temperature lubricants;
- heated anemometry;
- ice detectors;
- diagnostic package;
- modified start-up procedure;
- increased ventilation systems (in sites with density lower than standard).

As icing is expected during operations, anti-icing or de-icing systems, synthetically classified as IPS (ice prevention systems), are necessary. These systems usually require a source of power to be operated, which is taken from the online production of the turbine or from the electrical grid. As a consequence, operation in cold climates needs a cold station service to provide energy for both the cold weather package and the ice prevention system and to prevent damage during the turbine standstill or shut-down periods.

All such issues need to be examined in the design phase preceding the installation of the turbines in their working environment. Not doing so would mean lower...
energy production than expected and prolonged periods of inactivity required for safety reasons or because of the turbines’ inability to perform satisfactorily.

Turbines operating in cold climates have to be designed for safe operation: dedicated strategies and special equipment could be considered according to the scheme summarised in Table 14.2, showing the climate characteristics and the suggested strategy.

Generally, the adoption of icing mitigation strategies (such as the IPS, increased preventive maintenance, pre-stocking replacement parts on the site or near each turbine) aims to increase the WT’s availability and performance. As a consequence in cold climates, additional costs and the different performance scatter with respect to a wind project on a conventional site have to be taken into account. The major economic risk is due to:

- increased initial costs (limited installation schedules, higher equipment costs, higher installation costs);
- additional costs for installation of dedicated equipment (such as cold weather packages or an anti-deicing system) and their operational costs;
- increased periodic (e.g. after snowfalls and icing events) and unscheduled (premature failures due to increased fatigue loading) maintenance costs;
- increased downtime or power penalty due to icing events;
- increased downtime due to extremely low temperatures (only in very cold weather);
- increased downtime between repairs due to turbine inaccessibility;
- increased turbine downtime for public and labour safety (blades and tower ice throw).

### 14.1.3 Installed or planned wind farms in cold climates

Despite the mentioned technical problems, there is a growing interest in installing wind farms on cold climate sites. There are two reasons for this. The first lies in the fact that nowadays, the more favourable sites for wind energy have been exploited in historically wind-developing countries (i.e. Europe), and the second is that for some countries, cold-climate sites are the only available land. The
majority of potential cold climate sites are located in open and forested terrain with average wind speeds higher than 7 m/s. The total potential is estimated to be ten times more than for easily accessible offshore sites (personal evaluation based on unpublished market analysis). A wide market potential is located in Sweden, Finland, Norway, Iceland, other European mountainous areas (Pyrenees, France, Austria, Switzerland, Liechtenstein, Italy, Germany, Slovenia, Romania, Slovakia, Ukraine, Hungary, Serbia and Montenegro, Scotland), North America (Canada, USA), Asia (Himalayas in China, India, Nepal, Bhutan), a part of South America and non-Himalayan parts of China.

The Chinese Wind Energy Association has estimated that about 40% of the 253-GW onshore exploitable power will be located in cold desert areas. The target by 2020 is for 30 GW in total, 70% of which will be located in cold climates. Canada has a target of more than 10 GW before 2020, 90% of them being designated as cold climates.

In Table 14.3 and Table 14.4, the existing wind farms operating in European and non-European cold climates, respectively, are listed. The data have been collected by the work of the XIX annex ‘Wind energy in cold climates’ of IEA, updated at the end of 2006. It represents a global total of slightly more than 600 MW installed.

### 14.2 Effect of ice on wind turbines

Wind turbine performance changes in response to ice accretion on the moving and stationary parts (Battisti, 2007). Turbines of different sizes and operating parameters (e.g. rotational speed) will have different behaviour on the same site depending on the combination of environmental conditions and type of wind turbine. Non-dimensional analysis (Battisti, 2008) based on the Langmuir parameter that describes the inertia effects of the water droplets indicates that for relatively small droplets \((d/D)^2 \ll 1\), that is for large body size, the icing will be not an important issue, while for small bodies or for smaller parts of larger bodies, icing will be important. Small wind turbines, due to the large rotational velocities and smaller chords (and profile thickness), are more prone to icing than larger turbines.

#### 14.2.1 General icing characteristics

There are two requisites for the appearance of icing on an object (e.g. the rotor blade):

1. The surface temperature must be below 0 °C.
2. The surface must be exposed to impacts of supercooled water droplets (i.e. liquid water at temperature below 0 °C).

Recurrent conditions for the observed onset of icing are in-cloud icing, fog, sprays, snow and freezing rain. In clouds, operation of wind turbine is a common
<table>
<thead>
<tr>
<th>Country</th>
<th>Site</th>
<th>Turbine manufacturer</th>
<th>Number of turbines</th>
<th>Total MW</th>
<th>Status</th>
<th>Site elevation m a.s.l.</th>
<th>Site icing</th>
<th>Site low temp.</th>
<th>Modifications icing</th>
<th>Modifications low temp.</th>
</tr>
</thead>
<tbody>
<tr>
<td>FI</td>
<td>Paljasselkä</td>
<td>NORDTANK</td>
<td>1</td>
<td>0.065</td>
<td>Active</td>
<td>400</td>
<td>Heavy</td>
<td>−30°C</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>FI</td>
<td>Korsnäs</td>
<td>NORDTANK</td>
<td>4</td>
<td>0.8</td>
<td>Active</td>
<td>0</td>
<td>Slight</td>
<td>−30°C</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>FI</td>
<td>Sottunga</td>
<td>VESTAS</td>
<td>1</td>
<td>0.225</td>
<td>Active</td>
<td>0</td>
<td>Slight</td>
<td>−30°C</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>FI</td>
<td>Siikajoki</td>
<td>NORDTANK</td>
<td>2</td>
<td>0.6</td>
<td>Active</td>
<td>0</td>
<td>Slight</td>
<td>−30°C</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>FI</td>
<td>Kalajoki</td>
<td>NORDTANK</td>
<td>2</td>
<td>0.6</td>
<td>Active</td>
<td>0</td>
<td>Slight</td>
<td>−30°C</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>FI</td>
<td>Kemi</td>
<td>NORDTANK</td>
<td>3</td>
<td>0.9</td>
<td>Active</td>
<td>0</td>
<td>Slight</td>
<td>−30°C</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>FI</td>
<td>Pori</td>
<td>NORDTANK</td>
<td>1</td>
<td>0.3</td>
<td>Active</td>
<td>0</td>
<td>Slight</td>
<td>−30°C</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>FI</td>
<td>Hailuoto</td>
<td>NORDTANK</td>
<td>2</td>
<td>0.6</td>
<td>Active</td>
<td>0</td>
<td>Slight</td>
<td>−30°C</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>FI</td>
<td>Lammasoaivi</td>
<td>BONUS</td>
<td>3</td>
<td>1.5</td>
<td>Active</td>
<td>710</td>
<td>Heavy</td>
<td>−30°C</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>FI</td>
<td>Hailuoto</td>
<td>NORDTANK</td>
<td>2</td>
<td>1</td>
<td>Active</td>
<td>0</td>
<td>Slight</td>
<td>−30°C</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>FI</td>
<td>Ii</td>
<td>NORDTANK</td>
<td>1</td>
<td>0.5</td>
<td>Active</td>
<td>0</td>
<td>Slight</td>
<td>−30°C</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>FI</td>
<td>Eckerö</td>
<td>VESTAS</td>
<td>1</td>
<td>0.5</td>
<td>Active</td>
<td>0</td>
<td>Slight</td>
<td>−30°C</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>FI</td>
<td>Kökar</td>
<td>ENERCON</td>
<td>1</td>
<td>0.5</td>
<td>Active</td>
<td>0</td>
<td>Slight</td>
<td>−30°C</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>FI</td>
<td>Vårdö</td>
<td>ENERCON</td>
<td>1</td>
<td>0.5</td>
<td>Active</td>
<td>0</td>
<td>Slight</td>
<td>−30°C</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>FI</td>
<td>Finström</td>
<td>ENERCON</td>
<td>2</td>
<td>1.6</td>
<td>Active</td>
<td>0</td>
<td>Slight</td>
<td>−30°C</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>FI</td>
<td>Siikajoki</td>
<td>NORDTANK</td>
<td>2</td>
<td>1.2</td>
<td>Active</td>
<td>0</td>
<td>Slight</td>
<td>−30°C</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>FI</td>
<td>Lemland</td>
<td>VESTAS</td>
<td>4</td>
<td>2.4</td>
<td>Active</td>
<td>0</td>
<td>Slight</td>
<td>−30°C</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>FI</td>
<td>Olos</td>
<td>BONUS</td>
<td>5</td>
<td>3</td>
<td>Active</td>
<td>520</td>
<td>Heavy</td>
<td>−30°C</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>FI</td>
<td>Föglö</td>
<td>ENERCON</td>
<td>1</td>
<td>0.6</td>
<td>Active</td>
<td>0</td>
<td>Slight</td>
<td>−30°C</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>FI</td>
<td>Lumijoki</td>
<td>VESTAS</td>
<td>1</td>
<td>0.66</td>
<td>Active</td>
<td>0</td>
<td>Slight</td>
<td>−30°C</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>FI</td>
<td>Kuivaniemi</td>
<td>NEGMICON</td>
<td>6</td>
<td>5</td>
<td>Active</td>
<td>0</td>
<td>Slight</td>
<td>−30°C</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>FI</td>
<td>Meri-Pori</td>
<td>BONUS</td>
<td>8</td>
<td>8</td>
<td>Active</td>
<td>0</td>
<td>Slight</td>
<td>−30°C</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>FI</td>
<td>Kotka</td>
<td>BONUS</td>
<td>2</td>
<td>2</td>
<td>Active</td>
<td>0</td>
<td>Slight</td>
<td>−30°C</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>FI</td>
<td>Oulu</td>
<td>WINWIND</td>
<td>1</td>
<td>1</td>
<td>Active</td>
<td>0</td>
<td>Slight</td>
<td>−30°C</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>FI</td>
<td>Oulunsalo</td>
<td>NORDEX</td>
<td>1</td>
<td>1.3</td>
<td>Active</td>
<td>0</td>
<td>Slight</td>
<td>−30°C</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>SE</td>
<td>Suorva</td>
<td>BONUS</td>
<td>1</td>
<td>0.6</td>
<td>Active</td>
<td>0</td>
<td>Heavy</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>SE</td>
<td>Rodovälen</td>
<td>BONUS</td>
<td>1</td>
<td>0.6</td>
<td>Active</td>
<td>0</td>
<td>Heavy</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>SE</td>
<td>Rodovälen</td>
<td>NORDEX</td>
<td>1</td>
<td>0.6</td>
<td>Active</td>
<td>0</td>
<td>Heavy</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Country</td>
<td>Location</td>
<td>Manufacturer</td>
<td>Model</td>
<td>Active</td>
<td>Size</td>
<td>Type</td>
<td>Temperature</td>
<td>Status</td>
<td></td>
<td></td>
</tr>
<tr>
<td>---------</td>
<td>----------</td>
<td>--------------</td>
<td>-------</td>
<td>--------</td>
<td>------</td>
<td>------</td>
<td>-------------</td>
<td>--------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SE</td>
<td>Rodovälen</td>
<td>NEGMICON</td>
<td>1</td>
<td>0.6</td>
<td>Active</td>
<td>Heavy</td>
<td>No</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SE</td>
<td>Kall</td>
<td>VESTAS</td>
<td>1</td>
<td>1.7</td>
<td>Active</td>
<td>Heavy</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SE</td>
<td>Kvarkenvind, Umeå</td>
<td></td>
<td>1</td>
<td>0.6</td>
<td>Active</td>
<td>Slight</td>
<td>No</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SE</td>
<td>Äppelbo</td>
<td>NEGMICON</td>
<td>1</td>
<td>0.9</td>
<td>Active</td>
<td>No</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SE</td>
<td>Klimpfjäll</td>
<td>NEGMICON</td>
<td>3</td>
<td>2.7</td>
<td>Active</td>
<td>No</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SE</td>
<td>Kiruna</td>
<td>NEGMICON</td>
<td>6</td>
<td>5.4</td>
<td>Active</td>
<td>No</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SE</td>
<td>Aapua</td>
<td>VESTAS</td>
<td>7</td>
<td>10.5</td>
<td>Active</td>
<td>No</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SE</td>
<td>Seskarö</td>
<td>WinWinD</td>
<td>7</td>
<td>7</td>
<td>Active</td>
<td>No</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SE</td>
<td>Bondön</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CH</td>
<td>Grenchenberg</td>
<td>BONUS</td>
<td>1</td>
<td>0.15</td>
<td>Active</td>
<td>1300</td>
<td>Slight</td>
<td>–20°C</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>CH</td>
<td>Simplon pass</td>
<td>Husumer</td>
<td>1</td>
<td>0.03</td>
<td>Active</td>
<td>2000</td>
<td>Heavy</td>
<td>–20°C</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>CH</td>
<td>Gäbris</td>
<td>LAGERWEY</td>
<td>1</td>
<td>0.08</td>
<td>Active</td>
<td>1100</td>
<td>Slight</td>
<td>–15°C</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>CH</td>
<td>Mt Crosin</td>
<td>VESTAS</td>
<td>6</td>
<td>4.16</td>
<td>Active</td>
<td>1200</td>
<td>Slight</td>
<td>–20°C</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>CH</td>
<td>Titlis</td>
<td>Husumer</td>
<td>1</td>
<td>0.03</td>
<td>Active</td>
<td>3000</td>
<td>Heavy</td>
<td>–25°C</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>CH</td>
<td>Guetsch, Andermatt</td>
<td>LAGERWEY</td>
<td>1</td>
<td>0.75</td>
<td>Dismantled</td>
<td>2300</td>
<td>Heavy</td>
<td>–25°C</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>CH</td>
<td>StMoritz</td>
<td>Aventa</td>
<td>1</td>
<td>0.006</td>
<td>Active</td>
<td>2200</td>
<td>Heavy</td>
<td>–25°C</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>CH</td>
<td>Guetsch, Andermatt</td>
<td>Enercon E-40</td>
<td>1</td>
<td>0.6</td>
<td>Active</td>
<td>2300</td>
<td>Heavy</td>
<td>–25°C</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>CH</td>
<td>Feldmoos Entlebuch</td>
<td>NEC-Micon</td>
<td>1</td>
<td>0.9</td>
<td>Active</td>
<td>1020</td>
<td>Slight</td>
<td>–15°C</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>CH</td>
<td>Crêt Meuron</td>
<td></td>
<td>7</td>
<td></td>
<td>Project</td>
<td>1300</td>
<td>Slight</td>
<td>–20°C</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CH</td>
<td>Gotthard</td>
<td></td>
<td>6</td>
<td></td>
<td>Project</td>
<td>2100</td>
<td>Heavy</td>
<td>–25°C</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CH</td>
<td>Grimsel</td>
<td></td>
<td>3</td>
<td></td>
<td>Project</td>
<td>2150</td>
<td>Heavy</td>
<td>–25°C</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CH</td>
<td>St. Brais</td>
<td></td>
<td>2</td>
<td></td>
<td>Project</td>
<td>1200</td>
<td>Slight</td>
<td>–15°C</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CH</td>
<td>Chaumont</td>
<td></td>
<td>2</td>
<td></td>
<td>Project</td>
<td>1200</td>
<td>Slight</td>
<td>–15°C</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CH</td>
<td>St. Croix</td>
<td></td>
<td>7</td>
<td></td>
<td>Project</td>
<td>1200</td>
<td>Slight</td>
<td>–15°C</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UK</td>
<td>Windy Standard</td>
<td>NEGMICON</td>
<td>36</td>
<td>21.6</td>
<td>Active</td>
<td>600</td>
<td>Slight</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UK</td>
<td>Hagshaw Hill, 50 km South of Glasgow</td>
<td>BONUS</td>
<td>26</td>
<td>15.6</td>
<td>Active</td>
<td>600</td>
<td>Slight</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IT</td>
<td>Acqua Spruzza</td>
<td></td>
<td>1</td>
<td>0.3</td>
<td>Active</td>
<td>Heavy</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IT</td>
<td>Malles venosta</td>
<td>LEITWIND</td>
<td>2</td>
<td>2.53</td>
<td>Active</td>
<td>1250</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NO</td>
<td>Sandhaugen</td>
<td>GE</td>
<td>1</td>
<td>1.5</td>
<td>Active</td>
<td>430</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(continued)
<table>
<thead>
<tr>
<th>Country</th>
<th>Site</th>
<th>Turbine manufacturer</th>
<th>Number of turbines</th>
<th>Total MW</th>
<th>Status</th>
<th>Site elevation m a.s.l.</th>
<th>Site icing</th>
<th>Site low temp.</th>
<th>Modifications icing</th>
<th>Modifications low temp.</th>
</tr>
</thead>
<tbody>
<tr>
<td>NO</td>
<td>Nygaardsfjellet</td>
<td>Siemens</td>
<td>3</td>
<td>6.9</td>
<td>Active</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AT</td>
<td>Oberzeiring</td>
<td>Vestas</td>
<td>13</td>
<td>22.75</td>
<td>Active</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AT</td>
<td>Herschgi</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AT</td>
<td>Leitzersdorf</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AT</td>
<td>Prellenkirchen</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AT</td>
<td>Schenkenfelden</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AT</td>
<td>Zistersdorf</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DE</td>
<td>Brandenkopf</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DE</td>
<td>Chemnitz</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DE</td>
<td>Esens</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DE</td>
<td>Eulenberg</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DE</td>
<td>Ibbenbüren</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DE</td>
<td>Kirchdorf</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DE</td>
<td>Langeln</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DE</td>
<td>Lüppath auf Rügen</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>10</td>
</tr>
<tr>
<td>DE</td>
<td>Radauanger</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DE</td>
<td>Rebgeshain</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DE</td>
<td>Sadisdorf</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DE</td>
<td>Sandbostel</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DE</td>
<td>Seitenroda</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DE</td>
<td>Steinbeck</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DE</td>
<td>Stübbeberg</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DE</td>
<td>Wattenbach</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DE</td>
<td>Söhrewald</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DE</td>
<td>Zug</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
<td></td>
<td>144.44</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

IEA, Annex XIX inventory, update end 2006.
<table>
<thead>
<tr>
<th>Country</th>
<th>Site</th>
<th>Turbine manufacturer</th>
<th>Number of turbines</th>
<th>Total MW</th>
<th>Status</th>
<th>Site elevation m a.s.l.</th>
<th>Site icing</th>
<th>Site low temp.</th>
<th>Modifications icing</th>
<th>Modifications low temp.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Canada</td>
<td>North Cape (Prince Edward Island)</td>
<td>Vestas</td>
<td>8</td>
<td>5.28</td>
<td>Active</td>
<td>Slight</td>
<td>–25°C</td>
<td>No</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Canada</td>
<td>Metane (Québec)</td>
<td>NEG-Micon</td>
<td>3</td>
<td>2.25</td>
<td>Active</td>
<td>Slight</td>
<td>–30°C</td>
<td>No</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Canada</td>
<td>Le Nordais, phase 1 (Québec)</td>
<td>NEG-Micon</td>
<td>76</td>
<td>57</td>
<td>Active</td>
<td>Slight</td>
<td>–30°C</td>
<td>No</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Canada</td>
<td>Le Nordais, phase 2 (Québec)</td>
<td>NEG-Micon</td>
<td>57</td>
<td>42.75</td>
<td>Active</td>
<td>Slight</td>
<td>–30°C</td>
<td>No</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Canada</td>
<td>Tiverton (Ontario)</td>
<td>Tacke</td>
<td>1</td>
<td>0.6</td>
<td>Active</td>
<td>Slight</td>
<td>–30°C</td>
<td>No</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Canada</td>
<td>Pickering (Ontario)</td>
<td>Vestas</td>
<td>1</td>
<td>1.8</td>
<td>Active</td>
<td>Slight</td>
<td>–25°C</td>
<td>No</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Canada</td>
<td>Gull Lake (Saskatchewan)</td>
<td>Vestas</td>
<td>1</td>
<td>3.96</td>
<td>Active</td>
<td>Almost none</td>
<td>–30°C</td>
<td>No</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Canada</td>
<td>Pincher Creek (Alberta)</td>
<td>Danish</td>
<td>3</td>
<td>0.195</td>
<td>Active</td>
<td>Almost none</td>
<td>–30°C</td>
<td>No</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Canada</td>
<td>Pincher Creek (Alberta)</td>
<td>Windmatic</td>
<td>1</td>
<td>0.15</td>
<td>Active</td>
<td>Almost none</td>
<td>–30°C</td>
<td>No</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Canada</td>
<td>Cowley (Alberta)</td>
<td>US Windpower (Kenetech), Nordex Vestas</td>
<td>72</td>
<td>40.095</td>
<td>Active</td>
<td>Almost none</td>
<td>–30°C</td>
<td>No</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Canada</td>
<td>Pincher Creek, Castle River (Alberta)</td>
<td>Vestas</td>
<td>4</td>
<td>2.46</td>
<td>Active</td>
<td>Almost none</td>
<td>–30°C</td>
<td>No</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Canada</td>
<td>Peigan Nation Reserve</td>
<td>NEG-Micon</td>
<td>1</td>
<td>0.9</td>
<td>Active</td>
<td>Almost none</td>
<td>–30°C</td>
<td>No</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Canada</td>
<td>Heackel Hill, White Horse (Yukon)</td>
<td>Bonus, Vestas</td>
<td>2</td>
<td>0.81</td>
<td>Active</td>
<td>Heavy</td>
<td>–40°C</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>China</td>
<td>Urumqi, Xinjiang Province</td>
<td>BONUS</td>
<td>13</td>
<td>1.95</td>
<td>Active</td>
<td></td>
<td>–40°C</td>
<td>No</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>China</td>
<td>XWP GP, Xinjiang Province</td>
<td>BONUS</td>
<td>4</td>
<td>1.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>China</td>
<td>XWP GP, Xinjiang Province</td>
<td>BONUS</td>
<td>4</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Country</td>
<td>Site</td>
<td>Turbine manufacturer</td>
<td>Number of turbines</td>
<td>Total MW</td>
<td>Status</td>
<td>Site elevation m a.s.l.</td>
<td>Site icing</td>
<td>Site low temp.</td>
<td>Modifications icing</td>
<td>Modifications low temp.</td>
</tr>
<tr>
<td>----------</td>
<td>-------------------------------------</td>
<td>----------------------</td>
<td>--------------------</td>
<td>----------</td>
<td>--------</td>
<td>-------------------------</td>
<td>------------</td>
<td>---------------</td>
<td>--------------------</td>
<td>-------------------------</td>
</tr>
<tr>
<td>China</td>
<td>XWEC, Xinjiang Province, (AN)</td>
<td>ANBONUS</td>
<td>10</td>
<td>1.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>China</td>
<td>Buerjin Hydro Power, Xinjiang</td>
<td>ANBONUS</td>
<td>3</td>
<td>1.35</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>China</td>
<td>IMEPA, Inner Mongolia</td>
<td>BONUS</td>
<td>12</td>
<td>7.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Russia</td>
<td>Murmansk</td>
<td>NEG-Micon</td>
<td>1</td>
<td>0.2</td>
<td>Active</td>
<td></td>
<td>Slight</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Japan</td>
<td>Tomamae Windfarm, Hokkaido</td>
<td>BONUS</td>
<td>20</td>
<td>20</td>
<td>Active</td>
<td>70</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Japan</td>
<td>Tomamae Town, Fuuraibo</td>
<td>BONUS</td>
<td>1</td>
<td>1</td>
<td>Active</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Japan</td>
<td>Hamatonbetsu, Hokkaido</td>
<td>BONUS</td>
<td>3</td>
<td>3</td>
<td>Active</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Japan</td>
<td>Enbetsu, Hokkaido</td>
<td>BONUS</td>
<td>3</td>
<td>3</td>
<td>Active</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Japan</td>
<td>Hamatonbetsu Green Fund, Hokkaido</td>
<td>BONUS</td>
<td>1</td>
<td>1</td>
<td>Active</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Japan</td>
<td>Iwaya Wind Farm, Tohoku district,</td>
<td>BONUS</td>
<td>25</td>
<td>32.5</td>
<td>Active</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>US</td>
<td>Lake Benton, Minnesota</td>
<td></td>
<td></td>
<td>200</td>
<td>Active</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>US</td>
<td>Searsburg, Vermont</td>
<td></td>
<td></td>
<td>6</td>
<td>Active</td>
<td>Slight</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>US</td>
<td>Nine Canyon, Washington</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td></td>
<td></td>
<td>479.39</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
situation. Due to the relative velocity of the blades, condition 2 is also satisfied for very low wind speeds.

14.2.2 Icing parameters

The meteorological and climatic quantities related to icing are:

- the liquid water content of air (LWC);
- the air temperature (T);
- the droplet size (d or MVD);
- the atmospheric pressure (p).

For a complete evaluation of the probability of encountering an icing situation of a given severity, all these variables should be considered simultaneously, in relation as well with:

- the relative wind speed (W) of the blade;
- the transverse size of the blade (thickness or nose diameter).

The availability of information for these parameters is common in aeronautic fields and routinely measured, while for the wind energy field, LWC and MWD are not available or are measured at site, prejudicing the application of existing ice accretion codes.

14.2.3 Icing events

The icing day is a critical variable for defining the economic relevance of icing on WECS production and the convenience of installing turbines in icing-relevant sites. The icing day is a probabilistic concept (Battisti, Brighenti, et al., 2005) arising from the subset of conditions defined by the shared area shown in Fig. 14.8. Aeronautical models consider the atmospheric states defined by the variables W, T, LWC and MVD as icing events, characterised in that their range is LWC > 0 (g/m³), T < 0 (°C) and W > 0 (m/s). When such limits are simultaneously exceeded, ice will form. The direct icing duration (icing time) is defined as the minimum duration of the single event with a contemporary occurrence of such conditions and is expressed as:

\[ t_i = t_{LWC>0} \cap t_{V>0} \cap t_{T<0} \]  \[14.1\]

The intensity of the phenomenon can only be determined if the wind turbine’s geometrical features and operating conditions are given. The condition expressed by Fig. 14.8 actually defines a necessary but not sufficient condition for icing. A range of simultaneous combinations of meteorological variables, each of them having the same probability of being exceeded, define the probability of icing.

Operationally, the icing day is considered as the sum of the number of hours during which the turbine is not free of ice. This depends not only on the incipient ice accretion duration time (turbine in-cloud operation – icing formation or direct
icing) but also on the time duration during which the turbine cannot produce because of the persistence of ice on structures (extra time of ice or indirect icing). Usually, extra ice is not recorded by some ice detection devices, but observations (Durstewitz, 2003) indicate that it can be as high as 100% of the direct icing time and results in up to 50% of the increased system unavailability. But there is no clear consensus on this point.

14.2.4 Icing type

The type of ice that will be formed is dependent on the atmospheric and meteorological conditions, as well as on the thermal conditions prevailing during ice formation at the surface. Predicting the type and shape of the ice accretion for a specified set of icing conditions is difficult because of the complex interactions between the meteorological and turbine operating parameters. For the purpose of studying the ice formation, it is convenient to divide the ice into two classes: glaze and rime. In Fig. 14.9, the mechanism of ice formation is illustrated.

A mixture of these two types of icing is not uncommon because the atmospheric conditions change during an icing period, and it is called mixed ice.

Glaze ice is usually associated with large values of LWC of the air and with droplet size of 0–500 µm and temperatures between 0 and –5°C. It forms a transparent icecap with a glassy surface. The icecap adapts itself to the form of the enclosed object and can hardly be removed from it. It is compact, usually transparent,
almost bubble free, with strong adhesion and density close to 900 kg/m$^3$. Glaze ice is generally clear and is characterised by the presence of larger protuberances, commonly known as glaze horns, as shown in Fig. 14.10(a).

Rime is usually associated with freezing fog with a droplet size of 0–10 µm. When the air temperature is well below $0^\circ$C (less than $-5^\circ$C), the super-cooled droplets freeze almost instantaneously on contact. Two types of rime ice are identified: hard rime, which is granular, white or translucent, density 600–900 kg/m$^3$, and soft rime, which is white or opaque, density 100–600 kg/m$^3$.

A mixed ice accretion will have some of the characteristics of both glaze and rime ice accretions. As shown in Fig. 14.10(b), the centre portion of a mixed ice accretion will have the characteristics of glaze ice accretion. This glaze centre will

14.10 (a) Example of a glaze ice shape. (b) Example of mixed ice accretion.
be surrounded by rime ice accretions, commonly called rime feathers because of their thin, feather-like shape and delicate structure.

Atmospheric icing related to wind turbines operating in clouds and fog that have smaller droplet sizes than raindrops is able to supercool more and will therefore tend to accrete rime, whereas larger supercooled drops are associated with glaze accretion (Ackley and Templeton, 1979).

A correlation between droplet size and LWC with the temperature influence shown is presented in Fig. 14.11. The majority of these show the tendency that LWC decreases for increasing droplet size. This is reported by the experimental findings of Cober et al. (2001) as well. The solid curves represent the potential accumulations of ice on a cylinder (diameter 3 in.) in g/cm²/h.

14.2.5 Offshore icing

Icing has been recognised as a serious long-lasting problem for ships and sea structures. There are substantial differences between offshore and continental regions, essentially due to the presence of the water and the boundary layer structures over sea and land, respectively.

Icing on the sea is caused, in order of importance, by:

- sea sprays originating from seawater;
- atmospheric icing originating from atmospheric freshwater.

Both phenomena can occur simultaneously and the relative prevalence is essentially linked to the height above the sea surface. Sea sprays do not usually reach higher than 15–30 m, depending on the relative velocity of the wind. The LWC drops with height, and at 4 m above the sea level and at wind speeds less
than 25 m/s (Makkonen, 1984), it is one or two orders of magnitude smaller than the typical maximum values of LWC during atmospheric icing.

In offshore conditions, icepack or floating blocks (flows, driving ice, land-fast ice) on the sea surface cause additional static and dynamic forces on the turbine structure. The effects of sea ice occur as mechanical shocks and increased vibrations that may result in additional operational loads.

It is well recognised from field experiences that offshore wind turbines suffer from sea ice actions much less at the areas where sea ice is mostly land-fast ice compared with that of the drifting ice. For land-fast ice, the structure is typically surrounded by more or less uniform ice. The ice sheet interacting with the turbine structure produces a wide range of deformation states, each generating different reactions on the structure (Mróz et al., 2005). Static loads are induced by a stationary contact of the ice with the turbine tower, and the surface forces arise from loads applied by a combination of winds, currents drags and thermal expansion, which slowly push the ice cover against the structure. The tower behaves as a single, isolated pinning point resisting the applied driving force, which can be more or less distributed over the tower surface. Weather conditions, applied force level and icing–de-icing cycles of the interface determine the uniformity of the mutual ice–structure contact. Thick ice in cold seawaters may sometimes induce the pile-up phenomenon as a result of an irreversible damage of the offshore cantilever structure systems. A certain amount of this ‘pack ice’ occurs every winter, typically towards springtime, when sea ice starts to move. Dynamic loadings arise from pieces of floating ice or even ice fields that can cover several square kilometres, hitting against the structure with appreciable velocity (even higher than 1 m/s). The duration and the forces exchanged with the tower depend on the kinetic energy of the ice and on its features. Floating and pack ice on the water surface and atmospheric icing induce the wind turbine to excessive vibrations. Ice drift and hitting against the foundation might trigger structural vibrations, or even damage it by exciting the tower, while the structure’s icing will flapwise excite the blades, but the main effect is felt on the tower (Battisti, Hansen, et al., 2005).

The turbine components need to be resistant to vibration under time-varying environmental or operational loads. Especially for cold climates, the wind turbine should incorporate sensors that monitor the environmental loads, including both those due to icing and to the sea ice, and the state of the structure. This concept needs more advanced diagnostic tools to be developed compared to current state-of-the-art ones. On the basis of this information, semi-active countermeasures are activated automatically to prevent excessive vibrations. One possible method of mitigating the vibrations is to embed damping and smart elements in the supporting structure of the wind turbine. These would be used to reduce the dynamic response and to increase the fatigue life of the structure. Structural damping is almost always an effective solution against excessive vibrations. The foundations of the wind turbines also have an effect on preventing ice-induced movements. In appropriate sites, the natural land-fast ice zone can be extended in the wind park...
such that the static and dynamic ice forces on individual foundations remain small.

Sea ice accumulation on the tower could possibly modify the tower weight and aerodynamics, thus modifying the loads on foundations. Moreover, as different researchers showed in the study by Morcillo et al. (2004), the ice accumulation could accelerate the corrosion speed process of the tower and support structure, if appropriate offshore corrosion protection systems are not adopted.

14.2.6 Ice detection

Ice detection is a challenging task in wind energy. The analysis of the number of icing days during the wind resource evaluation phase often uses the combination of heated and unheated anemometers. For wind turbine operations, various sensor systems have been tested over the years, but none of them has yet proved sufficiently reliable and efficient. Ice detectors used in stationary conditions (meteorology applications) for aeronautics are heavy and installable only on the fixed parts of wind turbines such as the nacelle. Unfortunately, the relative velocities at the blade tip are much higher than those occurring at the nacelle (e.g. a 12 m/s wind speed at the nacelle corresponds to about 70 m/s relative velocity at the blade tip), and the local heat transfer is much enhanced at the blade tip, causing the icing process to be dissimilar between the nacelle and the blade. Most frequently, when the icing process is recorded as being incipient at the nacelle, the blade is in full icing and the maximum vibration sensors of the wind turbine have already intervened. There are direct and indirect icing-based detection concepts. The direct ones are based on reading of various physical parameters. From aeronautical applications, there are piezoelectric transducers, depolarising infrared laser light transducers and impedance-change transducers based on the change of dielectric constant of water ice. Common problems of such devices are the weights, which are excessive for applications on moving parts such as blades. Most applications are only indicative for wind turbines and need the contemporary measurement of indirect parameters, such as the power curve, the ambient temperature reading and accelerations. Also, the measurement of the increased weight of the blade due to ice through the blade root bending moments has been proposed. A variant is the measure of the gyroscopic moment of the hub. These methods rely on the fact that ice accretion is naturally uneven, so a mass imbalance always occurs. The methods must determine whether the monitored meteorological conditions and operational conditions are consistent with blade icing. Thus, in configurations in which blade mass imbalance is checked, both latter methods also need to measure the ambient temperature, the humidity and the yaw because blade imbalance can also result from yaw angle, and a near-zero yaw condition is necessary to avoid incorrect detection. The status of current ice detection technology for wind turbines is not reliable at the moment, as often the wrong variables are detected, with the consequence of waste of monitoring costs, uncertain monitoring and, where present, additional costs of energy for anti-
icing systems (waste of energy for anti-icing purposes). On the basis of the personal experience of the author, the only way for the early and accurate detection of ice onset is the contemporary measurement at the same location of the external surface temperature and the external surface wetness of the rotating frame (blade) at the correct position (both spanwise and chordwise).

14.2.7 Ice growth on wind turbines

Generally, there are three situations in which icing on WT can occur: standstill (the rotor is at rest), idling (the blades are rotating, but the wind turbine is not connected with the grid) and operation. Ice growth is also related to the wind turbine control strategy: pitch-controlled or stall-controlled wind turbines. In a pitch-controlled WT, blade leading edge (LE) ice accretion of up to 100% (of the chord length) could be observed (Seifert and Richert, 1997, 1998) during idling in icing conditions, as the pitch angle is reduced and the rotor speed is low. The angle of attack (AOA) at the sections produces negligible lift, and thus, neither centrifugal loads nor relevant lift forces are acting on the ice growing at the LE region, resulting in a much bigger growth rate. During power production, the relatively high rotor speed causes the onset of centrifugal forces on the ice at the LE, and the lift forces cause shear forces on the accreted surface and bending moment between the ice and the blade, resulting in the early break-off of the ice and the formation of erratic shapes. For this reason, the quantification of the ice mass distribution and the total ice mass is only possible on a statistical base and deduced from on-site observations. Figure 14.12 shows the turbine in different working conditions. Qualitative ice accretions are depicted on the blades.

Small ice accretions are evident during power production under icing conditions. Standstill causes a more serious problem because, depending on the wind direction, large areas of the blade can be exposed to icing, also in moderate winds. As a consequence, de-icing applied to a small blade region can be totally ineffective. Also, trailing edge ice accretion is possible.

Due to the increasing spanwise relative air velocity along the radius and the progressively reducing width of the blade, the ice accretion builds up more on the outer part of the blade with an approximately linear increase. In general, observations (take for all the one in Fig. 14.13) confirm that ice build-up is almost linear from the blade root to the tip with a maximum depth of ice accretion at the outer part. The growth is insignificant until the mid radius for large wind turbines. Due to the mass and surface forces and the superimposed vibration phenomena, the ice at the outer part of the blade breaks off and grows again during operation forming a typical saw tooth distribution. For this reason, Germanisher Lloyd (GL Wind, 2005) prescribes that ‘the mass distribution (mass/unit length) shall be assumed at the LE. It increases linearly from zero in the rotor axis to the value $m$ at half of the radius, and thus remains constant up to the outermost radius’. The following empirical rule is given:
14.12 Qualitative example of lift forces caused by ice on the pitch-controlled blade in different working conditions.

\[ m = \rho_{\text{ice}} \times k \times c_{\text{min}} (c_{\text{min}} + c_{\text{max}}) \] [kg/m]

\[ \rho_{\text{ice}} = 700 \, \text{kg/m}^3 \]

\[ k = 0.00675 + 0.3 \times e^{-0.32 \frac{r_i}{r}} \]

\[ r_i = 1 \, \text{m} \]

\[ c_{\text{max}} = \text{maximum chord length} \]
\[ c_{\text{min}} = \text{chord length at the blade tip, linearly extrapolated from the blade contour} \]

This approach produces the mass distribution shown in Fig. 14.14 where the ice distribution for the three rotors of different size is simulated.
14.13 Picture of the distribution of a typical ice accretion.
The mass inventory gives about 1066 kg of additional mass for each blade of 40 m span, 604 kg for the 30 m span and 302 kg for the 20 m span. These additional masses are in the order of 10–15% of the blade mass and become relevant for static and dynamic load analysis.

The ice affects the aerodynamic and aeroelastic behaviour of the rotor due to:

- the change of the mass per unit metre of the blades;
- the change of the aerodynamic performances (and forces) of the aerofoils;
- the change of the material mechanical properties with temperature;
- the effect on the control system (inhibition of the actuators and/or sensors, etc.).

The presence of ice on the rotor determines additional loads that can reduce the lifetime of some components. It should be safe to integrate such information with other measurements (temperature, wind velocity) and database retrievals (standard power curves, standard frequency spectra of the vibrations) to set up new strategies for rotor design.

Further information on the aeroelastic behaviour of the iced rotor can be found in part of work package 3 (WP3) of the EC project NNE5 2001-00259 (2001) and New Icetools (NICE), aimed at improved recommendations for load and design related to wind turbine in ice condition. WP3 deals with structural dynamics and turbine safety due to ice load conditions.

### 14.3 Effects of ice on aerodynamics and loads

The effects of ice on aerodynamic profiles include decreased lift, increased drag and instability caused by adverse moments. Ice accretion on aircraft has been
investigated for the past 50 years (see Al-Khalil *et al.*, 1993; Gelder and Lewis, 1951; Neel *et al.*, 1947; Thomas *et al.*, 1996) but because of the detrimental effects on aircraft performance, only a few observations and tests are so far available for wind turbines (Bose and Rong, 1990; Makkonen and Autti, 1991; Makkonen *et al.*, 2001a, 2001b; Seifert and Richert, 1998).

Furthermore, the following relevant differences arise between the two application fields:

- It is difficult to carry out tests on wind turbines in climatic tunnels.
- Among the few correlations recognised as valid in the aeronautical field, only a few data are usable for wind turbines, also because of the limited angles of attack ranges that have been investigated.
- Some physical parameter ranges (LWD, MVD) can only be estimated.
- Until now, the understanding of the aerodynamic behaviour has been undertaken by:
  - taking field measurements from an instrumented turbine during icing;
  - set up of semi-empirical aerodynamic models;
  - comparison with measurements and trying to tune the semi-empirical model in order to capture the real behaviour;
  - CFD approach.

The performance degradation caused by glaze and rime ice accretion can differ significantly due to the observable differences in form and texture. Glaze ice, which in severe cases is characterised by large ice horn formations near the LE, causes a large increase of drag and decreases the maximum lift coefficient because of flow separation behind these formations. A shift of the zero-lift AOA is observed, but it is not as severe as in the case of rime ice accretions. This is caused by the rougher surface of the rime accretion near the stagnation point that results in a thicker upper surface boundary layer near the LE than on glaze ice accretion. Although glaze ice accretions increase the surface roughness over the clean aerofoil, the shape has a much more significant effect on performance degradation. For this reason, a simplified performance degradation model of glaze ice horns is usually employed in tests without consideration of surface roughness effects with nearly the same accuracy, especially for maximum lift and drag. In some cases, the ice growth is sufficient to change the body shape and thereby affect the amount of collected water as the ice grows in size.

Rime ice, which is characterised by a rougher surface near the stagnation point and more streamlined appearance, generally causes a smaller increase in drag compared to glaze ice horns. Since rime ice accretions tend to retain the streamlined shape of the aerofoil, the surface roughness that causes premature transition is the primary cause of the increased drag. The LE surface roughness also causes a decrease in the maximum lift coefficient and a shift in the zero AOA as discussed earlier.
Formation of ice masses increases at approximately constant rates with increasing time in a rime icing condition and at a progressively increasing rate in glaze icing conditions.

The aerodynamic penalties depend on the aerofoil shape, which means the thickness of the aerofoil, the pointed LE and the flow separation from the suction side at high angles of attack.

Thicker aerofoils with blunt LE would be less prone to drag reduction with ice, and any correlation among ice shape, AOA and change in drag is more progressive. With respect to the two main modalities of ice accretion, the following general considerations can be drawn.

14.3.1 Smooth ice (glaze)

1. With growing ice accretion, the drag of the aerofoil increases due to the profile shape alteration, even if the profile shape tends to be replicated, and due to the attack angle variation, diminishing the power output of the turbine.
2. At the iced cross-section of the blade, the augmented chord length at the LE can lead to:
   (a) an increase of the bending moment at the blade root;
   (b) an increase of the pitching moment that is very important for the pitch control mechanism;
   (c) an increase of the lift coefficient (overpower).

14.3.2 Rough ice (rime)

1. With growing ice accretion, the drag of the aerofoil increases due to the profile shape alteration, diminishing the power output of the turbine.
2. At the iced cross-section of the blade, the augmented chord length at the LE can lead to:
   (a) an increase of the bending moment at the blade root;
   (b) an increase of the pitching moment, which is very important for the pitch control mechanism.

Until now, the most systematic work has been undertaken experimentally in the WECO project (Tammelin et al., 2000), where the problem has been approached by an evaluation of the effect of simulated ice accretion on the aerodynamic performance of an artificially reshaped aerofoil. The shape of ice of the LE to be investigated in the wind tunnel was taken from plaster pieces modelled from ice fragments found close to a real iced WT (Fig. 14.15). LE ice accretion was investigated in a wind tunnel for a range of values of the ratio of ice length to chord (2% up to 44%). Stationary and non-stationary 2-D data of lift, drag and aerodynamic moment coefficients have been extracted in an open jet wind tunnel for AOA in the range of \(-10^\circ\) to \(30^\circ\). In Fig. 14.15, the results are shown. Compared to the clean profile, the A (2.2\%) and B (22\%) contamination levels
reduce the performances of the profile, while the effect of the large chord encountered in case C (44\%) tends to anticipate the stall condition and leads to a comparable maximum lift.

Instationary measurements were performed for the iced and non-iced cross-sections in order to investigate the influence of icing on the dynamic stall behaviour. The results have shown no significant change of the behaviour of iced and non-iced $C_\text{l}(\alpha)$ curves. A shift of the zero-lift AOA of the iced airfoil compared to the clean one also resulted in a lower amplitude of the maximum and minimum lift coefficient in the stall region for the iced section. In particular, these results suggested that an influence on the dynamic behaviour in the post-stall region could be expected.

**14.3.3 Procedure for assessing the performance of iced rotors**

In the absence of any standard, and by considering the difficulty in predicting shape and dimension of the accreted ice on the blade, we arbitrarily introduce a procedure to help in obtaining icing scenarios and associated performance degradation. The steps are:

- Start from the performance of profiles contaminated by different ice thicknesses, for instance on the basis of the WECO results, and define the standards (ratios ice length to chord of A = 2\%, B = 22\% and C = 44\%).
- Construct the performance of a similar clean airfoil (i.e. from NACA 4415 to NACA 4421).
- Define the performances of the similar iced aerofoil and introduce the Viterna method (Viterna and Corrigan, 1981) to obtain the contaminated profile performance above stall conditions.
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Table 14.5 Definition of the contamination levels

<table>
<thead>
<tr>
<th>Contamination level</th>
<th>Ratio of ice to chord</th>
</tr>
</thead>
<tbody>
<tr>
<td>CL0</td>
<td>GL \cdot 0.275</td>
</tr>
<tr>
<td>CL1</td>
<td>GL \cdot 0.5</td>
</tr>
<tr>
<td>CL2</td>
<td>GL \cdot \text{Base mass distribution}</td>
</tr>
<tr>
<td>CL3</td>
<td>GL \cdot 2</td>
</tr>
</tbody>
</table>

- Build up scenarios of ice mass distribution on the blade (contamination levels).
- Determine, with some physically sound rule or with the aid of observation, the extent of the ice accretion along the blade.
- Interpolate between cases A, B and C to get the performance of arbitrarily contaminated sections of the blade and construct a look-up table for each section.
- Run the BEM code to get the iced power curve.

The level of contamination of the surface is defined in Table 14.5. The Germanischer Lloyd trapezoidal rule (GL Wind, 2005) is taken as the basis and denoted as CL2. Very light (CL0), light (CL1) and heavy (CL3) mass distributions are defined.

In Fig. 14.16, the mass distribution due to these contamination levels is given for the 32 m blade of the Tjaereborg wind turbine data. In Fig. 14.17, the resulting ice thickness is obtained by considering a suitable hypothesis on the local ice accretions.

14.4 Icing effect on power production

Two methods to study icing effects on power production have been historically used:

- direct power measurement, experimental, based on continuous data from WT test sites;
- calculation, based on the method explained in the preceding paragraphs.

According to the latter method, the resulting power curves, obtained for the four contamination levels, are shown in Fig. 14.18 for a 2 MW wind turbine.

The power curves are observed to show little change in shape for the first three contamination levels. Rather, they are simply offset to higher velocities with higher ice accretion. However, the fourth level, CL3, shows a marked change in the power curve. While this curve never reaches rated power, it does recover a lot of energy from the wind speeds below the rated wind speed. Thus, if the site has more frequent winds in this range, an increase of energy could be possible for CL3 compared to CL2.
14.16 Ice mass distribution according to Table 14.5 contamination levels.

14.17 Ice maximum thicknesses according to Table 14.5 contamination levels.
14.5 Anti-icing and de-icing systems, design and performance

14.5.1 System assessment

The selection and design of anti-icing systems for wind turbines has to be based on the reliable evaluation of the heat fluxes that the blades exchange with the environment during icing conditions. The problem increases in complexity due to the dependency of the heat fluxes on a large number of variables that are both climate and turbine dependent.

As icing is a common occurrence in aviation, the wind energy research field can profit from the experience and adapt some solutions to their special needs, although basic differences do not make technology transfer obvious. Quite a number of aeronautical ice accretion-prediction codes have been developed to aid in the design of ice protection systems and in the certification of aircraft for flight in icing conditions: the LEWICE code from NASA (Wright, 1995, 2002), the CANICE code from École Polytechnique (Morency et al., 1999, 2000; Tran et al., 1996), the CAPTA code from ONERA (Guffond and Brunet, 1985), the ICE code from CIRA (Mingione and Brandi, 1998) and the 2DFOIL-ICE code from the University of Twente (Dillingh and Hoeijmakers, 2003). These codes adopt similar methodologies.

As a consequence, the losses associated with aerodynamic degradation claim for a corresponding reduction in annual energy production (AEP).
for heat modules and they can predict water catch rates, water droplet impingement limits, ice accretion shapes and overall thermal ice protection system requirements. The use of these codes for the wind energy field is not straightforward. Important differences arise between aeronautical and wind applications. These are due to the climatic conditions at which they are calibrated, the adopted ice prevention strategy, the operating angles of attack of the profiles, the wall materials employed and the effect of rotation.

Only a few dedicated codes exist for analysis of ice accretion and ice prevention system design of wind turbines: the LEWICE 2.0 ANTICE code (Al-Khalil et al., 2001), adapted to predict anti-icing power requirements for wind turbines, and the TURBICE code (Makkonen et al., 2001a) that simulates ice accretion on wind turbine blades developed by the Technical Research Centre of Finland (VTT). Recently, the TREWICE code (Battisti, Fedrizzi, Rialti and Dal Savio, 2005) developed by the University of Trento has been made available either for thermal anti-icing or de-icing purposes. TREWICE can also model hot air anti-icing systems in both continuous and intermittent heating mode.

Safety insights and fatigue load considerations strive for no-ice-tolerant or for quasi-no-ice-tolerant strategies. IPS installed power and energy consumption depend on the amount of the heat fluxes required per unit surface and on the extent of the blade thermal protected area. The former depends in turn on the prescribed surface temperature (running wet or evaporative surface conditions), and the latter on both climatic conditions and blade geometry characteristics. These arguments will have basic implications for the WT selection process of site developers and break-even analysis of IPS in cold climates.

The selection, analysis and design of anti-ice thermal IPS for wind turbines involve an iterative procedure.

The first design stage is to assess the need of the ice prevention system. This step requires reliable information on icing severity of the site and the effect of ice on turbine dynamics. An aeroelastic code should assess whether the ice prevention system is actually required and whether its economic profitability is sustainable. IPSs affect both investment and operating costs in different ways depending upon site and selected IPS typology.

The type of IPS has to be selected and then designed. Usually the system has to be integrated into an existing design philosophy rather than being part of a dedicated machine for cold climates. Field tests should complete the procedure and dictate the operating rules of turbine and IPS.

This step is challenging because of:

- the lack of meteorological and site parameters;
- the lack of data (both thermal and mechanical) on blade material behaviour at very low (–20–0°C) and very high (70–110°C) temperatures for continuous service;
- the lack of available tools for design of IPSs. Some numerical tools developed for aeronautical fields are not very suited for use in wind turbines, because of
very different climatic conditions encountered (LWC, MVD, etc.), availability of such data, presence and control of ice detection systems, relative wind speed of moving parts, on-board available power for anti-icing, maximum demand during specific operations, materials used, effect on performance, rotating parts, typical icing time, need of certifications. Reliable numerical tools are quite difficult to build up and validate. They require very structured and heavy computational modules, some of which are not readily available for private companies or research centres;

- the need for additional efforts (both for design and certification) to integrate the IPS into current wind turbine design.

The suggested requirement in designing blade IPS is that the blade must be maintained sufficiently free of ice accretion to enable continued, safe and economic operation in icing conditions. While in the aeronautical field the recommended procedure is to design for the partial or complete evaporation of all impinging water in the most severe conditions (likely to be encountered in a condition of continuous icing), some tolerance for ice formation could be admitted under certain conditions in wind turbines. A heated blade designed on this basis will remain clear of ice under most situations with only a relatively small amount of runback forming.

A standard ice accretion code alone is not sufficient for designing a thermal anti-ice IPS. Usually the goal of ice accretions codes is to predict the local ice mass growing on the surface, while anti-ice prediction codes are designed to assess the heat flows to be provided at the surface to ensure a given temperature to be maintained at the surface. Ice accretion codes can be modified by adding an external heat source in the energy balance, which can possibly keep the blade’s external temperature above freezing. Adding external heat means introducing a conjugate heat transfer analysis step. Usually the conjugate heat transfer analysis encompasses the external flow field, the blade wall conduction process and the inner flow field computation (when blade warm induct air circulation is employed).

The steady state conditions required from anti-icing computation introduces some simplification in the calculation path compared to unsteady processes involved in ice accretion. The simplified path of the ice prevention system assessment is depicted in Fig. 14.19.

### 14.5.2 Design procedure

Since IPSs on wind turbines cause additional investment and operational costs, some criteria are needed for the assessment of the benefits of such systems. Although in general, searching for appropriate structural solutions for IPSs should take into account actions exerted by both the sea ice and icing, in the following only an example of an integrated procedure for atmospheric icing is presented. The extension to include sea ice effect is straightforward and does not modify the underlying logic.
Figure 14.19 depicts a possible integrated design path for IPSs applied to the rotor as an explanatory situation.

On the basis of environmental data and technical guidance issues, manufacturer design requirements and objective, the procedure first assigns the boundary conditions for a series of numerical simulations and experimental campaigns. Ice accretion analysis is necessary to provide the new contaminated blade profile shape and the induced performance and loads. In this step the aeroelastic code simulations evaluate the ice accretion on the blades and consequent surface and mass loads. A performance deterioration analysis allows the energy output to be evaluated. Shed-ice trajectory and structural damage tolerance analysis is also an output of the integrated procedure. A technical level decision is now made on the need for an IPS. For light icing, where negligible structural and performance penalties exist and an acceptable risk for people and goods is evident, no IPS is required and only limitations can be prescribed for in icing operations. If the use of an IPS is found to be necessary instead, a preliminary selection of the technology is made on the basis of engineering experience.

Four types of systems are indicated in Fig. 14.19: thermal, mechanical, ice-phobic and hybrid surfaces. According to the choice, simplified methods are used to evaluate the anti-icing installed power and its energy consumption, and a break-even analysis is carried out to assess the economic viability of the system. In the case of the system ending as uneconomical, only limitations are prescribed for operation in icing conditions. However, if the selection of continuous anti-ice technology is confirmed as preliminarily viable, Fig. 14.20 indicates the full calculation path for system executive design, verification and certification. Numerical and in-field tests on models are necessary to assess the technical availability and reliability of the IPS. This step ends with the analysis of the
components’ redesign. If a major redesign is needed, a new economic break-even point is required, otherwise only the technical approval path is followed.

14.5.3 Integration of the aeroelastic analysis in the anti-icing design procedure

A consistent step of temporal quantities that characterise the persistence of the icing on a given site is defined here as an event frequency level (EFL). The temporal quantities can be, for example, the number of hours of operation with ice on one, two and three blades and the number of sudden shedding events from one or two blades.

The following procedure is proposed to integrate the aeroelastic analysis into the de-icing design:

- A set of arbitrary contamination levels (CL) and EFL has to be defined.
- The CL–EFL couples determine a matrix of arbitrary load history cases where the 20-lifetime assessment can be carried out.
- A damage level can be defined for every CL–EFL couple as the increase in the 20-year equivalent load with respect to those of the standard case. The damage level matrix can be realised for a set of components of the WT.

Any given site can then be fitted into one of the CL–EFL matrices based on its meteorological characteristics.

In case the damage level exceeded a critical value $D_{\text{critical}}$, the data from the CL–EFL couple are fed as input to the anti-icing design procedure. The previous procedure relies on the basic hypothesis that there is sufficient information about temporal and physical characteristics of icing of a given site macro/micro
area. They can be originated from direct measurements or meteorological extrapolations.

Figure 14.21 presents a scheme for the damage level matrix.

14.6 Ice prevention systems, concepts, comparison and discussion

Three types of classification can be used for IPS: the first is very intuitive and is based on the principle of operation adopted – thermal, mechanical or other – the second is based on the energy requirement and the third is based on the duration of the applied means and is analysed by an intermittency factor.

By focusing on the principle of operation used, IPSs can be classified on mechanical, thermal or others, the latter grouping of all systems is not included in the first two.

In IPS mechanical methods, mechanical shocks are induced to break the ice cap. The main methods are: forced vibration, electromagnetic impulses, ultrasounds, electro- and magneto-strained envelopes, and changes in the alloy memory phase.

In IPS thermal methods, heat is applied to a selected wide area encompassing the water impingement region. Generally speaking, the heat needed to prevent ice in thermal-based anti-ice systems can be provided using two heating strategies, that is a distributed heat source generation (electrical pads) or a concentrated heat source generation (hot air). In the former case, the heat is generated at the desired location by means of the Joule effect, while in the latter the heat is produced in
one location and then distributed by means of a suitable carrier (generally air, but other intermediate heat carriers can also be used). Heat can be used to prevent impinging cloud droplets to freeze, either by evaporating or by maintaining them in liquid state (running wet option). In this case, we refer to the anti-icing system. In evaporative practice, sufficient heat is supplied to evaporate all water droplets impinging upon the heated surface, while in running wet only enough heat is provided to prevent freezing on the heated surface. Beyond the heated surface of a running-wet system, the water can freeze, resulting in run-back ice. For this reason, running-wet systems must be used carefully so as not to permit build-up of run-back ice in critical locations. When heat is used to dislodge or melt an existing ice cap, we refer to it as a de-icing system.

In a thermal IPS the heat source can be supplied either by extraction from the plant’s own electrical system, or by a separate on-board generator with its own source of power. An interesting opportunity in wind turbines is to seek for regenerative energy sources as the heat released from electrical devices or heat exchangers, and the option will be analysed in the following sections.

Other IPSs include solar-radiation-absorbent coating, hydrophobic and ice-phobic coating, viscous products and greases.

Generally speaking, passive techniques do not always hinder ice formation, but help to limit its problematic effects. Special coatings result in no energy consumption, no moving mechanical parts and are typically easy to be fit. As drawbacks they do not remove ice, do not sufficiently prevent ice build-up, are not active during the night and are less efficient on cloudy days. Some possible aerodynamic performance issues and the risk of wear can both be of concern. Moreover, some coatings can be toxic or corrosive.

For energy analysis purposes, the most interesting way to classify thermal IPSs is through the time duration of the applied heat. For this aim we use an intermittency factor defined as the ratio of the duration of the heat application to the surface to the total time of the icing event, which will be the sum of the time duration of heat supply and the time duration where no heat is used. Equation [14.3] shows this ratio:

$$\tau = \frac{T_{\text{heat-on}}}{T_{\text{heat-on}} + T_{\text{heat-off}}} = \frac{T_{\text{heat-on}}}{T}$$  \hspace{1cm} \text{[14.3]}

On this basis, de-icing systems are characterised by an intermittency factor less than unity, which indicates cyclic operation, while anti-icing systems operate at an intermittency factor equal to unity, indicating continuous operation. In de-icing practice (which is widely used in the aeronautic field), sufficient heat is rapidly applied to the ice-surface interface in order to melt the bonding layer of ice; aerodynamic or centrifugal forces then remove the bulk of the ice. These two operating options determine quite different power and energy requirements, and different loads on the blades, thus leaving a different cost impact on the whole system.
14.6.1 Wind turbine IPSs in use

To the author’s knowledge, among active systems, only rotor blade electric heating and hot air blade circulation systems are currently in use and commercially available for wind energy. Microwave and inflatable rubber boots on the LE of the blade are mechanical technologies still in progress and under development. Passive systems include some black painting treatment on the blade surface or Teflon coating to help in reducing surface wettability.

**Rotor blade electric heating**

Electrothermal heating and de-icing/anti-icing of wind energy turbine blades can be accomplished by electrical heating elements manufactured from various types of wire and foils.

Electrically heated foils at the LE (heating wires or carbon fibres) were initially developed at VTT (Technical Research Centre of Finland) in 1992 (Peltola et al., 1999). The system supplies enough heat at the blade’s external surface to keep the surface at a prescribed temperature. Ideally if any panel could be singularly heated, this strategy would lead to an isothermal surface and hence to the minimum heating supply. Some unavoidable heat walls’ back side losses have to be considered, however. The system is quite effective for harsh conditions and works well as a de-icing system. After the original concept, different regions of the blade can be separately heated to gain maximum efficiency of the system, but electronic problems and difficulties in monitoring the temperature for each heated panel suggested switching to a simpler control system. There are two unsolved problems related to such a system: the first is related to the material of the heating elements, made of metal or carbon fibre, which can attract lightning strokes. The second is related to the structural problems caused to the position of the heating elements at the LE. The gravity forces acting as the rotor turns cause high deterministic loads on the blade’s structure. Aerodynamic driving forces and superposed so-called edgewise vibration, caused by low damping of the natural frequency in this direction, are added to the gravity loads.

High strains in the GRP (glass fibre reinforced plastic) load carrying girder will cause even higher strain in the wires or fibres, respectively, of the heating elements. This is especially true if the heating elements are made of carbon fibre. Their Young’s modulus is much higher compared to glass fibres and the consequence is that more load is carried by the heating fibres.

This method of heating the turbine blades has proved to be thermally effective but difficult to manage, suffering from thermal and mechanical fatigue, and thereby limiting their life span. Conductive fabrics have been used in de-icing and anti-icing aerospace structures as integrally bonded laminate that is used to thermally control a surface of an aircraft to which the laminate is bonded. The conductive fibres are of low weight, with no intrusion in terms of aerodynamics;
they are easy to handle compared to wire and foil, and most notably, they allow the even distribution of heat. The fibres may be arranged in woven, non-woven or braided forms of various styles and may be electrically conductive natural fibres, electrically conductive man-made fibres, semi-conductive natural fibres, semi-conductive man-made fibres, non-conductive natural fibres or non-conductive man-made fibres. Any of the fibres may be coated with conductive, semi-conductive or non-conductive materials. These factors contribute to a more efficient use of energy. Because wind turbines operate on very limited electrical resources and extreme atmospheric conditions, the system must be efficient as well as robust to provide protection. A variety of heater elements exists in the prior art. Although several patents have resulted in products for aeronautic applications, none of these heater elements have yet been commercially applied to heat and de-ice the surface of wind energy turbine blades. A recent trial (Pederson, 2008) involves a Vestas V90 turbine, utilising 93 heaters, 31 per blade, each zone containing 8–10 heaters, 7 zones per blade. A power pulse of 23 kW is sent to each zone to raise its temperature and de-ice the blades.

*Hot air blade circulation systems*

In-duct circulating air systems for the anti-icing and de-icing of aircraft components, especially airfoils, were originally developed in the 1950s and now represent the most often adopted systems for aircrafts wings. They were soon thought of for use in wind turbines, too: in fact, the first description of such an application for wind turbine rotors dates back to 1949 (Woigt, 1949). Here an in-duct circulating air system in the blade was described, wherein the air was heated by way of the waste heat from the electrical generator. The system did not come into commercial use until the 1980s, by which time more rational concepts had been developed for blades equipped with both de-icing and anti-icing systems (Enercon, 2003). The use of hot air in wind turbines comes from the great simplicity and reliability of the system, and from an efficient use of the heat released by dedicated electrical devices that can easily be carried by the air to the required locations.

There are basically two possible configurations for in-duct circulating air anti-ice systems, that is, the open-circuit and the closed-circuit systems, both obtained by arranging suitable partitioning walls inside the blade shell. Those configurations are schematically illustrated in Fig. 14.22. In the open-circuit system, the hot air enters at the blade root and flows towards the tip through a channel built in the LE area, where the anti-ice heat demand is greatest. The partitioning wall may possibly coincide with the blade spar. The air is expelled at the blade tip.

The static air pressure changes along the channel and is locally determined by a balance among the centrifugal forces, pressure losses and heat losses through the blade wall. A naturally aspirated flow can thus be established in the channel, depending on the inlet air pressure and temperature, the rotor turning speed and the
shape of the channel (channel section, aspect ratio and blade length). For given ambient and operating conditions, the thermal performance of the system is thus determined by the air mass flow and the inlet air pressure and temperature (Battisti and Dal Savio, 2003). In the closed-circuit system, two (or more) channels are created within the blade shell to enable the air to flow back from the tip towards the blade flange through a return channel. The exhausted air, back from the tip, is then reheated and cyclically routed into the rotor blade. This solution needs a fan to establish the flow within the channel, but it also provides ice protection on the blade aft portion (Battisti and Dal Savio, 2003; Battisti and Soraperra, 2003). Where glaze icing is a concern, this system prevents run-back freezing. Its thermal performance is better than that of the open channel version, despite its greater complexity and the need for mechanical power to promote the air circulation. Only a few works are available in the published literature on this topic, and they almost always refer to aeronautical systems (see e.g. Thomas, et al., 1996), which have important differences compared to wind turbines due to different materials and
solutions adopted. Even fewer papers are available on the related experimental issues, and they refer only to the use of electrical pads for anti-icing instead of internal air circulation (Battisti, 2006). The distribution of the air within the blade shell makes the control of the surface temperature a challenging task. The requirement of a minimum temperature at the LE leads to large gradients in the aft part, moving the design goal away from the isothermal wall, with the consequence of much higher heat fluxes compared to electric heated foils.

Although most of the anti-icing systems for aeronautic use are designed to evaporate a large part of the water caught by wings, such a strategy is not suitable for wind turbines due to the prohibitive amount of required heat.

Advantages of this solution are that the LE surface and thus the blade’s aerodynamics are not affected and there are no negative effects on the lightning protection system. Disadvantages are due to the fact that GRP material is a good insulator and therefore during high wind speeds or during rotation of the rotor at low temperatures the heat losses due to forced convection will require very large heating power.

The rotor blade heating is usually activated at a given (recorded) external temperature (i.e. equal to or less than +2°C), provided the control system is informed that ice has formed on the rotor blades.

Despite its simplicity, any system employing in-duct hot gas has the following weaknesses:

• high heat flux needed due the high wall thermal resistance (unlike in the aeronautic field);
• air circulation systems required (closed circuit).

Due to the low thermal conductivity of the material used for blade shells ($\lambda_m < 1$ W/mK), and the thick walls adopted (10–70 mm), the thermal problem is dominated by the heat resistance through the wall. Only a marginal benefit is therefore obtained (a part of the very tip regions) through enhanced internal air circulation (as used in aircraft wings). As a consequence, very high temperatures are required at the blade’s inner wall, which results in unacceptable working conditions for common GRP, stopping the system from being very efficient at low external temperature. A detailed analysis of the system is given in Battisti, Fedrizzi, Rialti and Dal Savio (2005). The use of more thermally conductive blade walls should reduce the problem. This goal could be accomplished by means of one or more of the following:

• drastic reduction of thickness;
• use of polymeric matrix charge variation;
• use of thermal bridges.

As a conclusion, thermal based anti-icing, as will become evident in the simulation presented below, shows the following characteristics:

• very high power density for anti-icing (1–10 kW/m²);
• very high installed power for safe operation even in moderate icing conditions;
• applicable only for a small portion of blade surface to prevent excessive power requirement;
• when ice detection systems fail, or some delay in icing onset occurs, the available power for de-icing becomes inadequate to remove the ice formed.

Passive systems

Passive systems adopt black painting and special coatings, though the latter are still in the development phase. Black painting means that, in daylight, the blade heats up and the ice melts earlier than with white painted blades. However, in summertime the temperature of the blade’s surface may affect the material properties of the GRP which is sensitive to high temperatures. Black blades appear to add minimal solar gain in windy areas, in summer or winter.

Special coatings of hydrophobic and ice-phobic material can reduce the shear forces between the ice and the blade’s surface. Advantages of coating the whole surface of a rotor blade are relatively low cost, that no special lightning protection is required, that the blades are easy to maintain and that the whole surface is protected. New coating formulas are under development and will be discussed in the following sections.

Disadvantages of both systems are the ice throw during operation and possible asymmetrical ice accretion that leads to imbalance.

The energetic efficiency of an IPS

The presence of an ancillary system such as the IPS introduces an energy penalty in AEP. During IPS operations, the energy harvest is:

$$E_{\text{ice,ave}} = \int_{t_{\text{HEAT,ON}}} \int_{0}^{T_{\text{HEAT,ON}}} \frac{1}{2} \rho V^3 A C p(V) \eta_m \eta_{el} \eta_{aux} \eta_{IPS} \, dt$$  \hspace{1cm} [14.4]

Where \(E_{\text{ice,ave}}\) is the average energy harvest during the icing period and operation of the IPS, \(\eta_m\) is the mechanical efficiency, \(\eta_{el}\) is the electrical efficiency, \(\eta_{aux}\) is the efficiency of the ancillary equipment and \(\eta_{IPS}\) is the efficiency of the IPS system, defined in Equation [14.5]. The IPS, \(T_{\text{HEAT,ON}}\), is the period of operation. This duration may or may not coincide with the icing duration. This depends upon the anti-icing strategy adopted, and the efficacy of the ice detection systems to correctly switch on and off the IPS. The efficiency of an IPS can be defined as the following:

$$\eta_{IPS} = 1 - \frac{\dot{Q}_{\text{IPS,ave}}}{P_{\text{ice,ave}}}$$  \hspace{1cm} [14.5]

\(\dot{Q}_{\text{IPS,ave}}\) is the average power used by the IPS, and \(P_{\text{ice,ave}}\) the electrical power delivered during icing periods.

For an electrothermal system, the actual average heating power of the IPS-adopting electrical systems is given by the ratio of the ideal average heating power
(as required to keep the surface at the prescribed temperature) and the heating efficiency, which takes into consideration the heat losses in the wires and through the blade back wall, and can be synthetically expressed by an system efficiency factor $\varepsilon$ depending on the kind of system adopted:

$$\dot{Q}_{IPS, ave} = \frac{\dot{Q}_{IPS}}{\varepsilon} \tag{14.6}$$

where $\dot{Q}_{IPS}$ is the thermal power ideally required at the surface to prevent ice or carry out a given ice mitigation strategy.

As hot air systems are of concern, the IPS heating efficiency $\varepsilon_{h.a.s}$ is computed by taking into consideration that the surface temperatures differ from the (minimum) required. The efficiency also includes the mechanical power needed to promote the hot air flow within the system ($\bar{P}_m$) and the actual average heating power of the IPS is written as:

$$\dot{Q}_{IPS, ave} = \frac{\dot{Q}_{IPS}}{\varepsilon_{h.a.s}} + \bar{P}_m \tag{14.7}$$

As Table 14.6 states, computed on the basis of simulations carried out with TREWICE, depending on the adopted IPS principle, the maximum efficiency is achieved using heating foils, while for a hot air IPS, a considerable amount of heat is wasted because of the practical inability to obtain the theoretical minimum surface temperature for an optimum heat distribution.

**Estimating the anti-icing power and energy requirement**

The anti-icing thermal power requirement depends on several variables, which can be conveniently grouped as: meteorological, wind turbine characteristics and operation, and ice prevention system characteristics. The following functional relationship can be written:

$$\dot{Q}_{IPS, ave} = f \left( \frac{W,T,LWC,MVD}{\text{meteorological}}, Z, \text{ blade planform, WT control, } \frac{A_{\text{heat}}}{\text{turbine}}, T_{s, \text{min}}, A_{\text{heat}} \varepsilon \right) \tag{14.8}$$

$T_{s, \text{min}}$ is the minimum allowable temperature of the external surface and $A_{\text{heat}}$ is the heated area.

<table>
<thead>
<tr>
<th>IPS principle</th>
<th>$\varepsilon$ (average)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heating foils</td>
<td>0.9</td>
</tr>
<tr>
<td>Hot air, closed channel</td>
<td>0.6</td>
</tr>
<tr>
<td>Hot air, open channel</td>
<td>0.3</td>
</tr>
</tbody>
</table>
For any set of values of the variables expressed by Eq. [14.8] conductive to actual icing events, the anti-ice thermal power can be calculated by means of suitable models (Makkonen, et al., 2001a; Battisti, Fedrizzi, Rialti and Dal Savio, 2005). With reference to the blade discretisation scheme of Fig. 14.23 and quantities of Table 14.7, the thermal power required for the protected area of the rotor to be kept free of ice is expressed as:

\[ \dot{Q}_{\text{WS,ave}} = \frac{Z}{\varepsilon} \sum_{j=1}^{N} \dot{q}_{j}^{m} L_{j} H_{j} \]  \[\text{[14.9]}\]

where \( Z \) being the number of blades and

\[ \dot{q}_{j}^{m} = \frac{M}{k=M} \dot{q}_{\text{ICE,k}} \]  \[\text{[14.10]}\]

where \( h_{k} \) is the width of the \( k \)-th panel (Fig. 14.23).

The anti-ice power requirement is proportional to the heated area. The extension of the heated part either in spanwise or in chordwise direction should be set by consideration of both the length of the impingement and the safety coefficient \( (k_{j}) \) based on engineering experience (e.e.). The heated chordwise \( (S_{\text{s.s.}} \) stands for blade section suction surface wetted length and \( S_{\text{p.s.}} \) stands for pressure surface wetted length) extension is therefore given by:

\[ H_{j} = k_{j} \times \left( \frac{s_{\text{s.s.}} + s_{\text{p.s.}}}{\text{driptot inj. calc.}} \right) \]  \[\text{[14.11]}\]

14.23 Blade discretisation scheme.
The spanwise length also takes into account the risk connected with icing of the root section.

In Eq. 14.10 the term \( q_{\text{ICE,k}} \) is the chordwise specific heat flux exchanged by the \( k \)-panel of the \( j \)-station of the blade, while the summation gives the spanwise heat flux of the \( N \) stations. \( q_{\text{ICE,k}} \) is obtained by solving for each \( k \)-panel the mass and energy balance given by:

\[
\dot{m}_{\text{w,in}} c_w \left( T_{\text{w,in}} - T_{\text{ef}} \right) - \dot{m}_{\text{w,out}} c_w \left( T_{\text{w,out}} - T_{\text{ef}} \right) + \beta LWC w_{\text{w,imp}} \left[ c_w \left( T_{\text{w,imp}} - T_{\text{ef}} \right) + \frac{w_{\text{w,imp}}^2}{2} \right] - K \left[ \frac{h}{\rho_{\text{w,air}} T^{0.5}} \right] \left[ \frac{\varepsilon_{\text{w,in}} r \varepsilon_{\text{w(out)}} P_e}{T_{\text{w,out}}} \right] \Delta H_{\text{ev}} - h_e \left( T_{\text{w,ref}} - T_e \right) \left( T_e + \frac{r w_e^2}{2 c_{\text{w,air}}} - T_e \right) + \dot{q}_{\text{ext}} = 0
\]  
\[14.12\]

with the auxiliary equation:

\[
\dot{m}_{\text{imp}} + \dot{m}_{\text{w,in}} - \dot{m}_{\text{w,out}} - \dot{m}_{\text{ev}} = 0
\]  
\[14.13\]

For the sake of simplicity, a 1-D heat transfer problem can be set (the accuracy of this hypothesis is satisfactory and will be discussed later). By discharging the first
two contributions in Eq. 14.12, being negligible, the various contributions in the energy balance have been renamed as follows:

\[
\dot{q}_{\text{conv}} = h_c (T_s - T_\infty), \quad \dot{q}_{\text{ev}} = \dot{m}_w \Delta H_{ev}, \quad \dot{q}_{\text{sens}} = \dot{m}_\text{imp} c_w (T_s - T_\infty)
\]

\[
\dot{q}_{\text{aero}} = h_c \left( T_e + \frac{r w^2}{2c_{\text{p, air}}} - T_\infty \right), \quad \dot{q}_{\text{ke}} = \dot{m}_\text{imp} \frac{w^2}{2}
\]

[14.14]

and Eq. 14.12 can be written as:

\[
\dot{q}_{\text{ICE,k}} = \dot{q}_{\text{conv,k}} + \dot{q}_{\text{ev,k}} + \dot{q}_{\text{sens,k}} + \dot{q}_{\text{aero,k}} + \dot{q}_{\text{ke,k}}
\]

[14.15]

Now, for heated foils IPS:

\[
\dot{q}_{\text{ICE,k}} = f(T_{s, \text{ext}}, \epsilon)
\]

[14.16]

While in hot gas IPS, the conjugate heat transfer problem implies that:

\[
\dot{q}_{\text{ICE,k}} = \frac{1}{R_{\text{wall,k}}} \cdot (T_s, \text{int} - T_{s, \text{ext}}) \cdot A_{\text{m,k}} = h_c \cdot (T_s, \text{int} - T_{s, \text{ext}}) \cdot A_{\text{int,k}}
\]

[14.17]

A polytropic process can be used to obtain the air flow thermodynamic state at each \( j \)-station of the inner channel along the blade radial direction. The internal local temperature and heat transfer conditions of the \( j \)-section can therefore be only iteratively evaluated, since the \( j \)-thermodynamic state depends upon the \( j-1 \) state, and is constrained by the condition:

\[
T_{s, \text{ext}} \geq T_{s, \text{min}}
\]

[14.18]

set by the design choice.

Determining \( \dot{Q}_{\text{IPS,ave}} \) from \( \dot{q}_{j}^m \) is rather complex and tedious, since each contribution has to be computed and integrated over the surface.

A comparison of the expected anti-icing power and its magnitude compared to the rated power of the turbine as the size varies is shown in Fig. 14.24.

![Graph showing comparison of total expected electrical anti-icing specific power, anti-icing power and its magnitude compared to the rated power of the turbine as the size varies.](image)
Final considerations are:

- When turbines with the same rated power are considered, the reduction of the number of blades leads to a decrease of the ratio of rotor anti-icing thermal power to rated turbine power.
- If a different rated power for the same number of blade is considered, the larger turbines are less penalised in terms of total anti-icing requirement compared to smaller ones.
- As for anti-icing power, the power produced increases with increasing machine sizes, but so does the length of the blade and consequently also the surface heat.

14.7 Emerging solutions for ice prevention systems

14.7.1 Inflatable rubber boots on the LE of the wing and control surfaces (pneumatic de-icing system)

Small aeroplanes often use mechanical de-icing systems consisting of a so-called inflatable rubber boot on the LE of the wings and control surfaces. The system tends to cause aerodynamic disturbance and causes additional noise, and it has to be divided into short sections to prevent it self-inflating because of the air being subject to the centrifugal effect. Originally the system was developed by Goodrich. In the normal non-inflated state the tubes lie flat and conform to the airfoil surface to which the de-icer is bonded. After the build-up (typically 6–13 mm of ice on the surface), the de-icers are inflated with compressed air. The inflation cycle lasts for a few seconds to achieve optimal ice shed and prevent additional ice formation on the inflated surface.

After the ice has cracked, its bond to the surface is broken and the ice is removed through centrifugal and aerodynamic forces. The de-icer is then allowed to deflate as the air is evacuated to atmosphere. Vacuum is then applied to ensure that there is no lifting of the surface on the low-pressure side of the airfoil. A part of the high risk of additional unavailability due to the increased complexity of such IPS, the effect of the roughness of the boots over the aerodynamic performance and noise emission is not clear yet. Also the wear and repair issues seem to pose serious limitations to the system used in field. Of unquestionable interest is the very low expected energy consumption.

14.7.2 Microwave

The use of microwaves is under investigation by LM Glasfibers (Mansson, 2004). A test rig for an LM 19, 1 blade has been set up. A microwave generator of 6 kW at 2.54 GHz and a power emission of less than 10 mW/m² has been used for preliminary tests. The power unit has a low impact on blade costs, and has no lightning issues, but the limited energy absorption in glaze ice obtained needs further tests to be carried out with higher power.
14.7.3 Low surface adhesion materials

Low adhesion of ice on blade surface can be accomplished by means of:

- hydrophobic surfaces (low wettability surfaces);
- ice-phobic surfaces.

There are two primary benefits of reducing ice adhesion:

- IPS requiring lower energy could be used;
- the removal of ice is cleaner.

Early studies in the aeronautic field on static ice adhesion to surfaces ended up with the following conclusions:

- adhesive shear stress increases linearly with decreasing surface temperature;
- silicones reduce the adhesion of the ice, but if provided as a coating layer, are stripped away with each ice removal, thus not providing a permanent coating;
- a poor correlation seems to exist between low ice adhesion and water repellence. It is uncertain if surfaces with hydrophobic properties will also have ice-phobic capability. Hydrophobicity does not necessarily produce ice-phobicity;
- ice-phobic characteristics of a material can change with time and repeated removal.

A given coating will behave differently in different icing conditions, rime or glaze (in dry or wet ice growth), because the hydrophobicity also plays a role.

In ice accretion processes, the water coalesces into beads during glaze ice accretion. Aerodynamic and mass forces (a part of surface non-homogeneities) will deform the beads, and alter the wetting process from place to place. In these regions the shape of ice could be altered, compared to regions where, once a thin layer of ice has formed over the surface, the surface or coating behaviour is totally masked, since the ice will grow over ice only.

Ice-phobic coatings may reduce or eliminate the need for traditional anti-icing systems. However, many existing ice-phobic coatings are based on a thermoplastic or thermosetting resin that may contain solid or liquid fillers. Due to the composition of these ice-phobic coatings the solid or liquid fillers settle upon the coated material’s surface. The fluid interfaces or weak boundary layers on the surface of the materials provide ice adhesion strengths of no more than 300 kPa. However, unprotected thermoset or thermoplastic materials typically have poor erosion resistance, and adding solid or liquid fillers further decreases their erosion resistance. This is undesirable because the engine and aircraft components that most need ice build-up protection are positioned in severely erosive environments.

Therefore, there are ice-phobic coatings under development that have better erosion resistance than existing ice-phobic coatings with low ice shear strength in the range of 20 kPa to about 50 kPa.
Let us consider a typical wind turbine characterised by the data listed in Table 14.8. The centrifugal force of the mass of ice accreted at the tip and the superficial adhesion strength is:

\[ F_c = \omega^2 \cdot r \cdot m_{ic} \]
\[ m_{ic} = \rho_{ic} \cdot A \cdot t_{ic} \]
\[ \frac{F_c}{A} = \rho_{ic} \cdot t_{ic} \cdot r \cdot \omega^2 = 18 \text{ kPa} \]

[14.19]

For ice to shed spontaneously, the adhesion strength should be less than 18 kPa.

In Table 14.9 the ice adhesion value made with the static ice shear test methods for several commercially available products is reported merging data from

<table>
<thead>
<tr>
<th>Table 14.8</th>
<th>Typical data of a MW-size wind turbine used for computing the superficial adhesion force required to shed the ice</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rated power</td>
<td>( P_r = 1 \text{ MW} )</td>
</tr>
<tr>
<td>Rated speed</td>
<td>( \omega_r = 2 \text{ rad/s} )</td>
</tr>
<tr>
<td>Thickness of the ice cap at the tip</td>
<td>( t_{tip} = 0.2 \text{ m} )</td>
</tr>
<tr>
<td>Ice density</td>
<td>( \rho_{ic} = 700 \text{ kg/m}^3 )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 14.9</th>
<th>Ice adhesion value of several commercially available products</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coatings</td>
<td>Shear stress (kPa)</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
</tr>
<tr>
<td>PUR</td>
<td>411</td>
</tr>
<tr>
<td>SWR-1</td>
<td>372</td>
</tr>
<tr>
<td>SWR-2</td>
<td>485</td>
</tr>
<tr>
<td>WR</td>
<td>198</td>
</tr>
<tr>
<td>Al</td>
<td>461</td>
</tr>
<tr>
<td>Teflon</td>
<td>40–238</td>
</tr>
<tr>
<td>Epoxy paint (generic)</td>
<td>400</td>
</tr>
<tr>
<td>Polyurethane resin (urethane)</td>
<td>411</td>
</tr>
<tr>
<td>Acrylic silicone resin (generic)</td>
<td>198</td>
</tr>
<tr>
<td>PVC</td>
<td>90</td>
</tr>
<tr>
<td>Microphase Phasebreak B2</td>
<td>117</td>
</tr>
<tr>
<td>Microphase ESL</td>
<td>295</td>
</tr>
<tr>
<td>Twenty-first Century 51PC951</td>
<td>637</td>
</tr>
<tr>
<td>S&amp;A of Fernandia RIP-4004</td>
<td>374</td>
</tr>
<tr>
<td>Kiss Cote® MegaGuard® LiquidCote</td>
<td>898</td>
</tr>
<tr>
<td>NuSil® R-2180</td>
<td>37</td>
</tr>
</tbody>
</table>

Kimura, et al. (2004) and US2007/0254170 (2007). The tests have been carried at 0 °C and –10 °C. Note that the adhesion strength tends to increase as the temperature decreases.

With current materials, centrifugal forces are generally insufficient to cause ice shedding from any surface, even at the tip of the blade. Nevertheless some materials seem to be promising.

The performance in time (durability) depends dramatically on the degradation of the original surface bonding (i.e. on site conditions), thus while very low adhesion is possible, durability must be demonstrated both for repeated ice removals and for rain impingement at blade speed. Consequently the following conclusions can be drawn:

- icing prevention on wind turbine blades by coatings alone is, at the moment, in the incubation stage;
- the adhesion strength of an ice accretion could, however, be reduced when blades are treated with an appropriate coating;
- combinations of coatings with de-icing or anti-icing devices should be taken into consideration since a reduced adhesion might be helpful in improving the performance of ice protection systems.

14.7.4 Intermittent (cyclic) hot gas heating

The energy penalties for a turbine using continuous heating for icing protection are extremely large and in some cases may be prohibitive. An advantageous method (Battisti et al., 2006; Battisti and Fedrizzi, 2007) for icing protection in wind turbines can be accomplished by cyclical de-icing. Some ice is permitted to form on the surfaces but then is removed periodically during relatively short, intensive applications of heat.

A water film between the surface and the ice is caused by the application of heat, and permits the removal of the ice by aerodynamic forces. Because the heating is intermittent, heat is supplied successively to relatively small surfaces areas, and a constant load on a heat source is thus maintained. The total heat input for cyclical de-icing, therefore, can be greatly reduced from that required for continuous heating. If the large heating requirement associated with continuous hot gas heating can be reduced by the use of a cyclical hot gas de-icing system, the wind turbine performance penalties could be decreased from those incurred with the continuous heating system.

Even though the average thermal power level required for the two cases is comparable, the heating period ($t_{Heat\ ON}$) for the de-icing practice is much shorter than for the anti-icing system ($t_{Heat\ ON} + t_{Heat\ OFF}$). Contrary to aeronautical de-icing systems that employ ratios up to 10 (Yasilik, et al., 1992; Gray et al., 1952), low values of this ratio, that is 0.5:1.5, can be typical for WT. This is caused by the different thermal conductivities of the materials used to manufacture
the blade wall. The effect relates to the Fourier number which expresses the ratio between the thermal conduction and the thermal inertia of a body. Bodies with large Fourier numbers, that is, with high conductivity $\lambda_{\text{mat}}$ and small thermal inertia $\rho c_{\text{th}}$ (such as aircraft wings made of aluminium alloy), allow large heat fluxes to readily diffuse through the volume. On the other hand, large heat fluxes cannot diffuse quickly through thick walls made of composites (low Fourier number), resulting in a large increase of the ‘warm surface’ (inner-side) temperature, without any significant heat diffusion at the ‘cold surface’ (outer-side) in short times. Therefore, in the latter case, low thermal power densities should be preferred for long warming periods. Numerical simulations (Battisti and Fedrizzi, 2007) have confirmed the validity of this approach. Figure 14.25 shows the intermittency factor variation versus the warm air temperature and LWC, for cold air temperature equal to $-3^\circ\text{C}$. The intermittency factor drops as the hot air temperature is increased, due to the reduction of the time required for the ice to melt. The chart shows an asymptotic trend as the temperature increases. Figure 14.25 also shows that, during de-icing operation and for warm-air temperatures more than about $140^\circ\text{C}$, the maximum inner surface temperature rises above $100^\circ\text{C}$. This figure could affect the structural integrity of the blade, and has been used as a maximum working temperature. A minimum warm-air temperature between 70 and $80^\circ\text{C}$ is required for the de-icing practice; at lower temperatures, the intermittency factor rapidly approaches the limit of 1. Figure 14.26 compares the anti-icing and de-icing systems in terms of energy consumption ratio for operation at an ambient temperature of $-3^\circ\text{C}$. The energy consumption ratio is defined in Eq. 14.20:

$$E_\tau = \frac{\dot{q}_{\text{avg, de-icing}} \cdot T_{\text{heat-on}}}{\dot{q}_{\text{anti-icing}} \cdot (T_{\text{heat-on}} + T_{\text{heat-off}})} = \frac{\dot{q}_{\text{avg, de-icing}}}{\dot{q}_{\text{anti-icing}}} \cdot \tau = \dot{q}_{\text{anti-icing}} \cdot \xi \cdot \tau \quad \text{[14.20]}$$

**Figure 14.25** Intermittency factor vs warm air temperature at $\text{T}_{a,\infty} = -3^\circ\text{C}$. 
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where ξ is a magnification factor representing the fraction of extra power required for de-icing, and τ is the intermittency factor given in equation [14.3]. The graphs show that this ratio is less than 40% in all the cases considered, when de-icing is adopted instead of anti-icing. All the three curves present a minimum at about 120 °C, meaning that the best compromise between employed heating power and de-icing heat-on time is obtained in this condition. Thus, this operational condition is preferred, if it is compatible with the air heater power installed and with the blade at safe-working temperature.

14.7.5 The regenerative ice prevention system

The regenerative option is concerned with the opportunity to use an available on-board heating source to provide energy for anti-icing/de-icing operations. Some dissipated energy could be collected from electrical devices, such as the electrical generator and the converter. In Fig. 14.27 the conceptual scheme is depicted.

With reference to Fig. 14.27, if we consider the electrical generator as a heat exchanger, the overall thermal efficiency is given by:

\[ \eta = \frac{T_{a,el,\text{out}} - T_{a,\text{in}}}{T_{w,\text{gen}} - T_{a,\text{in}}} \]  \[ \text{[14.21]} \]

where \( T_{a,el,\text{out}} \) is the temperature of the air at the exit of the electrical generator, \( T_{a,\text{in}} \) is the temperature of the air drawn from the environment and \( T_{w,\text{gen}} \) is the working temperature of the generator wall.

The regeneration factor is given by:

\[ R = \frac{T_{g,el,\text{out}} - T_{a,\text{in}}}{T_{a,b,\text{in}} - T_{a,\text{in}}} \]  \[ \text{[14.22]} \]
where \( T_{a,b,in} \) is the temperature of the air entering the blade. The thermal power to be provided to the blade is:

\[
\dot{Q}_{ext} = \dot{Q}_{fP} = \dot{m}_a c_{p,air} (T_{a,b,in} - T_{a,in}) \cdot (1 - R) \quad [14.23]
\]

and the thermal power released by the electrical generator is:

\[
P_{g,el} (1 - \eta_{g,el}) = \dot{m}_a c_{p,air} (T_{a,b,in} - T_{a,in}) \quad [14.24]
\]

The electrical power available will be:

\[
P_{el,av} = P_{el} (1 - \eta_{g,el}) S_g \quad [14.25]
\]

where \( \eta_{g,el} \) is the electric efficiency of the electrical generator, \( S_g \) is the electrical active area of the generator and \( P_{el} \) is the specific electrical power.

We now consider the following input data of Table 14.10, in which the graph of Fig. 14.28 is obtained.

The graph in Fig. 14.28 shows the regeneration factor \( R \), and the ratio of the external, supplied thermal power to that available from internal sources \( \dot{Q}_{ext}/P_{el,av} \) as function of the required blade air inlet temperature \( T_{a,b,in} \). The simulations are made for two different mass flows of air: 1 and 2 kg/s. The graph clearly shows that with an air-sucked mass flow of 1 kg/s the regenerative effect is approaching 100%, as a relatively low air temperature is required at the blade root. The external power drops accordingly and can even become less than that available, thus leading anti-icing to be integrally fulfilled only from internal sources. As the mass flow increases, the benefit decreases, because the heat extraction process through the electrical generator is less efficient.

\[
\begin{array}{lcc}
T_{w,gen} & \text{Working temperature of the generator} & 100^\circ \text{C} \\
T_{a,in} & \text{Ambient temperature, sucked} & -3^\circ \text{C} \\
P_{el} & \text{Specific power of the generator} & 125 \text{ kW/m}^2 \\
\eta_{g,el} & \text{Efficiency of the generator} & 0.95 \\
\end{array}
\]
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Intermittent heating realised without using intermittent electric heaters but through a continuous heating source (the electrical generator) allows a decisive gain in availability.

The supplied power for anti-icing can also be obtained from other ancillary heat generating systems (e.g. the converter into the tower).

The electrical generator can use an independent cooling system thus optimising both the cooling process and the anti-icing process.

**RIME-Tech regenerative ice mitigation effusive technology**

RIME-Tech (US2005/0242233, 2005) is a technology based on the known concept of the film heating, for both anti-icing and de-icing purposes. It is based on the generation of a spatially continuous film of air partially or totally enveloping the external blade surface. The film is created by ejection of air from the inside to the outside of the blades through slots or arrays of holes made in the wall, as schematically shown in Fig. 14.29.

The air forming the film is first aspirated through the rear part of the nacelle or the tower bottom and is warmed up by flushing the electric devices, such as the trafo/inverter within the tower or the electric generator in the nacelle. The warm air is thus supplied to the blade through the root of each blade and then rooted to the portions of the wall equipped with the holes. The ejection process can either be continuous or cyclic in time by setting an appropriate intermittency factor. Preliminary computations show that the anti-ice heat flux requirement at the blade
surface is reduced by up to 50–70%, therefore only warm air is needed for anti-ice purposes and the regenerative scheme takes full advantage of this solution.

The heat transfer mechanism is shown in Fig. 14.30. The film heating combines two heat exchange effects: the convective one at the surface and through the holes in the wall, and the ‘film’ one at the external surface where warm and cold air mix. The mixing produces both an increase of the heat exchange coefficient by convection, dependent on the fluids’ flow features, and an increase of the air temperature at the surface. The net effect is, however, a decrease of the heat fluxes from the surface to the cold stream. This effect is shown in Fig. 14.31 where a comparison of the external wall temperatures distribution at the LE region among impermeable wall (current technology) and the permeable wall (RIME-Tech) is presented. The simulations have been made with TREWICE (Battisti, Fedrizzi, Rialti and Dal Savio, 2005). Film heating can achieve very smooth and isothermal blade skin temperatures, compared to traditional hot gas systems. The injection temperature of the air is about +10°C. The air ejection also reduces the collection efficiency of the blade profile, thus decreasing the quantity of water impinging on the surface. From an economic point of view, the operating costs are virtually zero, since air heating can be obtained by a regenerative effect. Educated shaping of the inner channels could ideally lead to natural aspirated flow, due to a pure centrifugal effect or to a very light air pumping requirement. In this configuration, the system does not need an icing detection system to establish icing onset, since
as the wind turbine rotates the flow is automatically established and the anti-icing effect performed.

### 14.8 Ice throw and icing risk

Construction and operation of a wind energy facility in cold climates would create some increased health and safety hazards due to ice throw and ice damage on the mechanical structure of the wind turbine and this is well documented.
in the literature (Frank and Seifert, 1997; Morgan, et al., 1998; Seifert, et al., 2004).

Persons, animals and facilities within the ice throw hazard zone could theoretically be at risk of being struck by falling ice fragments, which could result in damage, injury or death.

Sudden detachment of ice pieces having different weights and shapes can occur from the tower, nacelle and rotor blade surfaces during standstill, idling and operation. During the turbine operation, the accreted ice can be periodically removed through intensive warming or mechanical actions. Gravitational, aerodynamic and centrifugal forces eject the detached ice fragments. The area on the ground around the wind turbine that is covered by the ice fall is dependent, among other parameters, on the mass and the size of the ejected ice. A recent map of the ice pieces collected at the ground of the alpine test site of Gütsch in Switzerland (Cattinis, 2008) is shown in Fig. 14.32.

![14.32 Collected ice fragments at the alpine test site of Gütsch in Switzerland.](image)
More than 200 fragments with mass up to 8 kg and travelling distances up to 92 m have been collected on the ground around an Enercon E-40 equipped with hot air IPSs. It has been recognised that the risk from ice throw is very high during and immediately after each blade heating cycle, and since the area is a ski resort, special precautions have been adopted to avoid accidents (the winter walking trails were placed further away and warning signs were installed).

In general the ice trajectory is dependent upon the loading and stress state at the time of failure, and on the type and progression of failure before separation. An extensive literature search on this potential hazard indicated that no advanced analytical modelling has been accomplished; this is probably due to the complexity of the analysis, coupled with the extremely low incidence of ice throw reports. Under certain conditions ice can form on wind turbine towers and rotor blades in a variety of ways, but many of these do not lead to an ice throw hazard; an example of this would be normal light frosting of a stopped blade. The study of ice throw and its related risks is one of three areas of work originated in the WECO project (Tammelin, et al., 2000). As part of this work, analytical modelling techniques have been developed to determine the probabilistic ice throw hazard in the vicinity of a turbine using variables for turbine and tower geometry, rotor speed, gravity, fragment dimensions and aerodynamic lift and drag. Risk is expressed in terms of the number of expected strikes per square metre per year. Observations and measurements on ice fragments found on the ground around wind turbines were collected and experimental tests were conducted to investigate the aerodynamic forces on iced airfoils and the ice fragments themselves. Significant findings included that (1) ice fragments ranged from 0.1 to 1.0 kg in size and (2) no ice throw distances over 100 m had been reported (Morgan et al., 1998; Tammelin and Seifert, 2001).

Coupled with the analytical conclusions described above, this suggests that the risk of being struck by ice diminishes at distances greater than 100 m from each tower at the proposed facility.

Experience with wind turbines in North America (noted for its cold climate and harsh winters) has not identified ice throw as a problem. With newer turbine designs, control sensors typically detect the additional weight and slower movement of the blades with ice build-up and stop the rotors; the rotors are usually restarted after the ice has been shed. Known incidents involving ice are limited to ice shed onto a project vehicle parked underneath a turbine.

Given the stochastic nature of the ice shed, the risk assessment relative to the ice shedding from wind turbines can be carried out by applying statistical methods such as the Monte Carlo Method to the ballistic model, which solves the ice pieces’ trajectory. Suitable density functions can be set for each of the input parameters to the trajectory equation. The output fragment distribution on the ground is possibly presented in terms of strike probability and recurrence period as a function of input parameters such as varying ice pieces’ mass and shape.

Battisti (Battisti et al., 2005d) performed numerical simulations to predict the ice fragment distribution on the ground around a MW-size three-bladed wind
In addition to the above mentioned input density functions, the operational data of Table 14.11 were used for the simulations.

The ice fragments’ thickness varied between 1 and 9 cm, while tests were performed with ice pieces of mass 0.18–0.36 kg. Finally the annual number of ice strikes was evaluated. The number of icing days per year adopted (5 days/year) $N$, was multiplied by the average ice accretion mass per day, computed on the basis of accretion models on the rotor (75 kg/day), and divided by the average mass of the cast ice pieces (0.18 or 0.36 kg):

$$N = \frac{n_{i,dy} \cdot m_{d, avg}}{m_{avg}}$$ [14.26]

From this value, the strike probability per year per square metre $P_y$ is computed from the ice fragment distribution on the ground. The strike probability is also evaluated in terms of recurrence period, as:

$$T = \left( P_y \cdot S_{cov} \right)^{-1}$$ [14.27]

where $S_{cov}$ represents the surface on the ground covered by the object for which the risk analysis is carried out; in this study, the area covered by a person was considered, i.e. about 1 m$^2$.

The ice fragment distribution on the ground, computed by considering the standstill condition, is taken as a reference. In fact, it is representative of the current recommended control strategy to stop the rotor in case of blades icing. Ice fragments with average mass of 0.36 kg and 5 cm thick are considered for the simulations.

Figure 14.33 and Fig. 14.34 show the product of the computation with $10^4$ shedding events. Figure 14.33 shows that the majority of the ice fragments fall below the turbine blades, as they follow the wind direction. The turbine tower position is represented by means of a black dot. Ice fall on the nacelle cannot be avoided with the potential of damage to the nacelle anemometers.

Due to the wind action, a few pieces fall outside the area swept on the ground by the rotor yawing, in the prevailing wind direction. The same result is proposed in Fig. 14.34 in terms of $P_y$.

Apart for an area very close to the turbine tower, the strike probability is anywhere lower than 2 strikes/m$^2$/year. The white contour presents a recurrence period of ten years, meaning that a person or an object that lies on the contour has the average probability of being struck once in ten years. As can be seen, a distance greater than 25 m ($0.5 D_r$) from the turbine tower is satisfactory to reduce the probability of ice accidents below one in ten years. The above results are in

---

**Table 14.11 Turbine geometrical and operating conditions**

<table>
<thead>
<tr>
<th>$R_b$ [m]</th>
<th>$H_{tower}$ [m]</th>
<th>$\omega_R$ [RPM]</th>
<th>$\lambda$ [-]</th>
<th>$\rho_{ice}$ [kg/m$^3$]</th>
<th>$\rho_{air}$ [kg/m$^3$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>60</td>
<td>25</td>
<td>5.45</td>
<td>750</td>
<td>1.3</td>
</tr>
</tbody>
</table>
14.33 Ground ice cover in standstill conditions for ice fragments with average mass of 0.36 kg and thickness of 5 cm.

14.34 Strike probability in standstill conditions for ice fragments with average mass of 0.36 kg and thickness of 5 cm.
agreement with the experimental data collected by Seifert et al. (2004) about the safety distance from wind turbines. They proposed a simplified empirical equation developed for a still standing WT:

\[
d = V \left( \frac{D/2 + H}{15} \right)
\]

[14.28]

where \(d\) (m) is the maximum falling distance, \(V\) (m/s) is the wind speed at hub height, \(H\) (m) is the hub height and \(D\) (m) the rotor diameter.

Ice debound and throw during turbine operation was then analysed as a consequence of sudden removal of the ice fragments of a given thickness and average mass.

Figures 14.35 and 14.36 show the strike probability in strikes/m²/year for ice fragments with 0.36 kg average mass, being 1 and 5 cm thick respectively. Once again, the white contours represent the recurrence period: ten years recurrence period is represented with the continuous lines, while the dash-dotted lines stay for a period of 50 years.

The comparison of the two figures shows the different ice pieces’ distribution on the ground. In Fig. 14.34 the strike probability is anywhere lower than 0.6 strikes/m²/year, while in Fig. 14.35 strike probability higher than 1.3 strikes/m²/year is revealed in the area very close to the turbine. Since \(10^4\) ice shedding events
were considered for both simulations, in the first case the fragments have a more scattered distribution on the ground than in the latter case. This is due to the marked wind transport of the thinner fragments compared to the larger ice pieces. In both simulations the 10 year recurrence period enclosure is slightly higher than the one in Fig. 14.34 (with still rotor) due to the initial imposed acceleration and again to the wind action on the thinner pieces; the ten year contours have a maximum extension of about 30–40 m (0.6–0.8 \(D_r\)), and the 50 year areas have an extension of about 80–90 m (1.6–1.8 \(D_r\)). Comparison of the recurrence period enclosures shows that the contour areas for the 1 cm thick fragments are slightly larger than the ones for the 5 cm thick pieces. However, the important difference is in the shape of the areas: the ones for the 1 cm thick fragments (Fig. 14.35) are extended in the prevailing wind direction. The ones for the 5 cm thick fragments (Fig. 14.36) are extended in the prevailing initial direction at the time of their removal from the blades; shapes with two lobes are in fact obtained in the latter case.

The maximum throwing distance for each computed case was compared to the one calculated by means of the relationship proposed by Seifert et al. (2004), who introduced a simplified empirical equation representing such a ‘risk circle’ without the need for detailed calculations:

\[ m_{avg} = 0.36 \text{ kg} \]
\[ th = 5 \text{ cm} \]
\[ d = (D + H) \times 1.5 \]  

[14.29]

using the same variables as equation [14.28].

For the cases presented in Figs 14.35 and 14.36, a maximum distance of about 200 m was computed. This has to be compared with the solution of the empirical equation [14.29], which furnishes a value of 165 m. For the considered wind and site and ice piece features, the solutions presented in this numerical model result in more conservative values.

A far more important safety problem arises for the maintenance operators, who need to approach the tower closely. A risk assessment can be performed assuming a possible intervention scenario. Equation [14.30] allows the calculation of the strike probability, expressed in strikes per hour, suffered by a worker walking towards the wind turbine, downwind of the turbine along a straight path, as indicated in Fig. 14.37 during WT operation.

\[ P_h = \frac{L_{\text{path}} \times W_{\text{path}} \times P_{y, \text{path}}}{24 \times n_{\text{dy}}} \]  

[14.30]

Putting figures into the calculation gives:

\[ P_h = \frac{75 \text{ m} \times 1 \text{ m} \times 0.2 \text{ strikes}}{24 \times 5 \text{ days year}} = 0.13 \text{ strikes/hour} \]  

[14.31]

Since the ice fragments are spread over a larger terrain, when the WT is operating, a lower risk is encountered by operators working in the vicinity of the turbine. During standstill, a higher risk is possible close to the wind turbine. With the same data, a \( P_h \) of 1.25 strikes/hour is possible approaching the wind turbine.

To summarise:

- Wind turbine operation under icing conditions increases the probability of being struck at a given distance from the turbine, compared to the probability that results from stopping the rotor. This is due to the initial acceleration of the fragments that are about to detach, and to the significant wind transport of light and thin ice pieces that are produced by means of the de-icing practice. However, even in the worst case, the contours corresponding to a recurrence period of 50 years restrict an area that is not exceeding the safety distances of usual applications. In the same manner, minimum distances between wind turbines in wind farms are not influenced.

- The ice fragment thickness has a minor effect on the assessment of the recurrence period contours, but the removal of light and thin pieces at sites with high average wind velocities (where the wind transport effect becomes predominant) produces wider areas covered by ice fall.
De-icing practice potentially determines a smaller thickness of ice fragments and higher frequency of detachments. If one only considers the effect on the rotor aerodynamics and loading, frequent detachment of thin ice pieces is desirable. However, if energy savings connected to the de-icing practice and the risk reduction for people and objects are taken into account, less frequent removals of thicker ice fragments might be wanted.

If recurrence period enclosures might suggest safety distances for the general public from objects from the wind turbine, the safety problem for operators, who need to approach the tower closely, is still unresolved; the probability of being struck is much higher as the distance from the turbine decreases. For the considered environmental conditions, the simulations carried out show that a person walking to and from the tower for 10 hours (during an icing day) has between 1 and 10 odds on average of being struck. The number and duration of the maintenance tasks have to be stated to evaluate the risk for the operators. Further investigation has to be carried out in this area.

A result of the wind resource assessment during the icing period would give the correct orientation of the tower maintenance door to allow the safest access to the WT for the maintenance people (who drive and walk in the direction of the wind).
The impact speed of the ice fragments on the ground is also critical in ice risk assessment: the kinetic energy of lighter ice pieces means that they will impact a person or an object with negligible effect, even though carried farther from the turbine. In the future, this analysis should be integrated into the ice risk assessment.

14.9 Energy loss in cold climates and economic risk

On cold climate sites, the potential energy production losses due to ice accretions on blades and the downtime for excessively low temperatures have to be taken into account in the economic feasibility study. If we confine the analysis to the icing accretions periods (usually the temperature does not fall below the standstill threshold), the AEP can be obtained from:

\[
\text{AEP} = P_{\text{clean blade}} \times (8760 - t_{\text{iced blade}}) + \sum_{i=1}^{n} P_{\text{iced blade},i} \times t_{\text{iced blade},i} \tag{14.32}
\]

where \(P_{\text{clean blade}}\) is the average wind turbine power output when the aerofoil is not contaminated by ice accretion, and \(P_{\text{iced blade},i}\) is the average power output during the \(i\)-th icing event.

As previously stated, the break-even cost of an ice prevention system depends on many parameters. They include:

- ice prevention device typology and operation efficiency,
- site specific parameters: the probability or the time of icing, the wind resource, the air temperature and the adopted operating strategy in icing conditions,
- turbine specific parameters: the effect of the icing on the turbine power curve and production.

A simple approach to estimate the break-even conditions is presented in the following.

As the costs of the ice prevention system (installation, operation and maintenance) are less than the costs of the energy production losses suffered because of icing, the IPS will improve the project economics. The latter represents the IPS benefits that are the revenues that the extra AEP during the icing periods would provide. At the break-even point, where the minimum benefits necessary to cover all expenditures are reached, the following condition is achieved:

\[
\text{Annual IPS costs} = \text{annual IPS benefits} \tag{14.33}
\]

This condition is translated into the following:

\[
\frac{I_{\text{IPS}}}{a} + O&M_{\text{IPS}} = c \times \text{AEP}_{\text{loss}} \tag{14.34}
\]
where \( I_{\text{IPS}} \) is the cost of the de-ice/anti-ice device, \( a \) is the annuity factor and \( c \) is the selling price of energy. \( \frac{I_{\text{IPS}}}{a} \) therefore represents the IPS capital to be paid annually. The O&M costs include both maintenance (\( M_{\text{IPS}} \)) and electric consumption (\( E_{\text{IPS}} \)) costs during the whole year, that is:

\[
O\&M_{\text{IPS}} = c' \times E_{\text{IPS}} + M_{\text{IPS}} \quad [14.35]
\]

where \( c' \) is the cost of energy (supposed for the sake of generality to be different from \( c \)).

The IPS electric consumption depends on icing period duration, weather conditions (especially on air temperature and wind speed distributions), wind turbine characteristics (rotor tip speed, heating surface of blades and number of blades) and type of anti-ice/de-ice device. The O&M can be written as:

\[
O\&M_{\text{IPS}} = c' \times \sum_{i=1}^{n} \dot{Q}_{\text{IPS, ext}, i} \times t_{\text{iced blade}, i} + M_{\text{IPS}} = c' \times \frac{\sum_{i=1}^{n} \dot{Q}_{\text{IPS, i}} \times t_{\text{iced blade}, i}}{\epsilon_{\text{IPS}}} + M_{\text{IPS}} \quad [14.36]
\]

where \( \dot{Q}_{\text{IPS, i}} \) is the power required at the external surface of the blade to maintain it at temperatures above 0 °C (for instance +2 °C) in the \( i \)-th icing event, and obtained, for instance, through the method outlined in the previous paragraphs, while \( \dot{Q}_{\text{IPS, ext}, i} \) is the installed IPS power and \( \epsilon_{\text{IPS}} \) is its overall efficiency. Assuming that the IPS electric need is provided directly by the WT (and not from the electric grid), or \( c = c' \) and after substituting, the break-even condition is given by:

\[
\frac{I_{\text{IPS}}}{a} + c \times \frac{\sum_{i=1}^{n} \dot{Q}_{\text{IPS, i}} \times t_{\text{iced blade}, i}}{\epsilon_{\text{IPS}}} + M_{\text{IPS}} = c \times \text{AEP}_{\text{loss}} \quad [14.37]
\]

Equation [14.36] can be used to carry out a break-even simulation for preliminary design purposes.

Let us consider operating a 1300 kW three-bladed wind turbine, located at 1900 m a.s.l. in a mountainous site. The turbine is equipped with an IPS which heats the blade surface up to 2 °C when icing conditions are detected. Only the outer half of each blade is heated. The IPS characteristics and costs are illustrated in Table 14.12. The modified blade is manufactured with special features dedicated to IPS performance gain (e.g. high conductivity materials). The weather conditions are obtained using the method based on Battisti, Brighenti et al. (2005).

Figure 14.38 shows the minimum icing days period to achieve economic use of IPS, as a function of wind resource (expressed as mean wind speed at the hub height of 50 m) and AEP during the icing period when an electric IPS is employed. Figures 14.39 and 14.40 show the same when a hot gas IPS is used instead. The energy yield during the icing period is here parametrically expressed as a percentage of the AEP in the absence of ice accretion, but it can be computed with the method outlined in the previous paragraphs. The electric anti-icing system needs higher investment cost compared to hot air systems, while its higher system efficiency
Table 14.12 Site weather conditions and IPS data used for break-even simulation of Figs 14.38, 14.39 and 14.40

Weather conditions during icing period

Mean temperature $-4.89 \, ^\circ C$

Temperature Gauss parameters $m = 2$, $s = 7$

Wind scale Weibull parameter $k = 1.5$

Mean LWC $0.8$ g/m$^3$

LWC Weibull parameters $k = 2$, $A = 0.9$

IPS characteristics

Electric IPS

Efficiency $= 0.9$

Cost $= 13\%$ of WT cost

Hot air IPS

Efficiency $= 0.3$ (for standard blade)

$= 0.6$ (for modified blade)

Cost $= 2\%$ of WT cost (for standard blade)

$= 7\%$ of WT cost (for modified blade)

(supposed at 0.9) allows the annual operating costs (that is, the electricity feed costs to be contained). The break-even analysis illustrated in Figs 14.38, 14.39 and 14.40 indicates that the critical duration of icing depends on the wind resource and on the IPS investment costs. Light icing conditions suggest that the IPS is not generally convenient for low wind speed sites. In harsher environments, leading to more relevant AEP losses, hot air IPS break-even is achieved for fewer icing days at the same site compared to the electric one. This profitability is higher for
14.39 Minimum icing period required to achieve economics of IPS, as a function of wind resource (expressed as mean wind speed at the hub height of 50 m) and annual energy production during the icing period for hot gas IPS (closed circuit, Fig. 14.22).

the simplest execution of the hot air IPS (single channel, see Fig. 14.22), but such a system becomes unprofitable for low or medium winds because of the very high energy consumption due to the low thermal efficiency of the IPS (Brighenti, 2006).

14.40 Minimum icing period required to achieve economics of IPS, as a function of wind resource (expressed as mean wind speed at the hub height of 50 m) and annual energy production during the icing period for hot gas IPS (closed circuit, Fig. 14.22).
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Offshore environmental loads and wind turbine design: impact of wind, wave, currents and ice
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Abstract: In order to design offshore wind turbines, an engineer must understand the environmental loads that are imposed on the structure. This chapter describes the wind, wave, current and ice loading phenomena and how to translate the environmental characteristics to design loads against which the structure must be designed.
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15.1 Introduction

For the design of offshore wind turbines, the assessment of environmental parameters is a little bit more extensive than for turbines on land. Onshore, turbines can be designed following a class prescribing the wind regime and the required resilience of the turbine design. Offshore, the wind climate presents itself in a slightly different form: winds are less turbulent but stronger and wind shear is less pronounced. But, more importantly, the design of the offshore wind turbine is governed by environmental loads such as waves, current and, in some areas, ice.

This chapter focuses on the offshore environment loads such as wind, waves, currents and ice. It describes the phenomena driving them and the way to convert environmental forces into loads on the offshore wind turbine. From the general load determination, the design loads can be defined.

15.2 Overview of environmental loads

For calculating the loads on the offshore wind turbine a mechanical model of the structure is introduced. Figure 15.1 shows the offshore wind turbine in its environment, including the external loads by wind, waves and current, respectively $V_{\text{wind}}$, $U_{\text{wave}}$ and $U_{\text{current}}$. These environmental conditions lead to the environmental loads on the support structure, while the weight of the wind turbine and the weight of the support structure lead to gravitational loads. In Fig. 15.2, the offshore wind turbine support structure is modeled as a stick, with the environmental loads and gravitational loads projected on it. Here, the support structure is limited to a two-dimensional model, so no consideration will be given to the loads and dynamics in
the $y$-direction perpendicular to the $x$-$z$ plane. Also, all environmental loads are assumed to be acting in the $x$-direction.

### 15.3 Wind

#### 15.3.1 Description of wind field

From field experiments, it is known that the undisturbed wind velocity is variable in space, time and direction.\(^1\)
Since merely a two-dimensional model is considered here, the variations in direction will be neglected; the wind speed will be considered to be acting in the $x$-direction only. Given this limitation, the wind velocity still varies both in height and in time. An example of an actual wind speed profile at a frozen time moment is given in Fig. 15.3. The following sections will cover the descriptions of the variations of the wind speed in height and in time, as well as the effect that these variations cause on the rotating blades.

15.3.2 Wind speed variations with height

Due to friction between the moving air and the earth’s surface, wind gets decelerated at low heights, giving the mean wind speed a variation with height.
The mean wind speed decreases from heights about 2 km above the ground, where the effects of the friction are negligible, down to the surface, where its value becomes (practically) zero. This layer is called the atmospheric boundary layer. The vertical variation of the mean wind speed, the mean wind speed profile, can be expressed by different functions. One of the most commonly used functions to describe such a profile is the logarithmic profile:

\[ V(z) = V_{\text{ref}} \ln \left( \frac{z}{z_0} \right) \ln \left( \frac{z_{\text{ref}}}{z_0} \right) \]  

where:

- \( V(z) \) = mean wind speed at height \( z \) (m/s)
- \( V_{\text{ref}} \) = mean wind speed at the reference height \( z_{\text{ref}} \) (m/s)
- \( z_{\text{ref}} \) = reference height (m)
- \( z_0 \) = surface roughness length (m)

An example of a mean wind speed profile is shown in Fig. 15.4. The surface roughness length \( z_0 \) is a parameter that depends on the type of surface. Values for this parameter are 0.20 mm for a calm open sea and 0.50 mm for a rough sea.\(^3\)
These values are significantly lower than for onshore wind due to the absence of buildings, trees, etc.

It is noted that a measured mean wind speed can only be used in combination with a given reference height. A common choice for the reference height is $z_{\text{ref}} = 10 \text{ m}$.

However, in the context of wind turbines, the hub height can be a natural choice for $z_{\text{ref}}$, provided that measurements at that height are available.

Next to the logarithmic profile description, the power-law description is also commonly used (equation [15.2]). The shear coefficient $\alpha_{\text{shear}}$ for offshore conditions is 0.12.

$$V_w(z) = V_{w, r} \left( \frac{z}{z_r} \right)^{\alpha_{\text{shear}}}$$  \[15.2\]

Both profiles are used in the industry and do not give significant differences.

15.3.3 Turbulence

When wind is measured in the field, a time-varying wind speed can be found as shown in Fig. 15.5. From this time series the statistical parameters can be calculated: the mean wind speed and the standard deviation.
The turbulence intensity is defined as the standard deviation of the time-varying wind speed divided by the mean wind speed, in percentage:

$$I_t = \frac{\sigma}{V_w} \%$$  \[15.3\]

The turbulence intensity is dependent on height and on the roughness of the terrain. Rougher terrain and lower altitude give higher turbulence intensities. Design standards give descriptions of the turbulence intensity based on these roughness and altitude parameters. For design cases, fixed turbulence levels can be selected for specific sites. Figure 15.6 shows the recommended turbulence intensities as a function of wind speed for different standards. For offshore wind conditions, the turbulence intensity is significantly lower than onshore: 11% offshore and 20% onshore. The reader is, however, reminded that this is true only for the turbulence of undisturbed wind. Turbines that operate in the wake of another turbine will experience more turbulence. As a rule of thumb, the spacing between offshore turbines is therefore at least seven times the rotor diameter. This distance helps reduce the amount of additional turbulence, and gives the wind flow time to regain speed from the undisturbed wind above and below the rotor area.

Next to the longitudinal turbulence (in the direction of the wind), the lateral and vertical turbulence intensities are also defined by the standards. Different descriptions are available ranging from isotropic turbulence ($I_u = I_v = I_w$) to height-dependent correlations.

Turbulence can also be represented in a spectral form. Several models have been fitted to the turbulence spectrum. The von Kármán and Kaimal spectra are the most commonly used models (equations [15.4] and [15.5]), although turbulence spectra over sea generally contain even greater low-frequency content. These models are based on the mean wind speed, the turbulence intensity and a length scale:
where:
\[ \sigma_v = \text{standard deviation of the wind speed (m/s)} \]
\[ L_v = \text{integral length scale (model dependent) (m)} \]
\[ V_w = \text{mean wind speed (m/s)} \]
\[ f = \text{frequency (Hz)} \]

The precise definition of the length scales is again prescribed in the literature or in design standards. When these spectra are applied in calculation tools, these prescribed values can be selected generally. The underlying relationships between parameters are then fixed. No preference exists for either method.

15.3.4 Extreme wind speeds and gusts

Two basic extreme wind load cases can be defined: the extreme hourly mean wind speed with given return period (1, 50, 100 years) and the extreme incident wind speed within a given short time interval.

The extreme hourly mean wind speed is found by taking a large number of measured means and selecting the extremes above a chosen threshold. These extremes are then plotted on a log-linear scale over the number of occurrences per
time interval (month, year). By fitting a distribution curve through these measured values, an extrapolation can be made of the expected maximum in periods beyond the measurement period. One of the most commonly used is the Gumbel distribution, as shown in Fig. 15.7.

In onshore wind turbine design, the design standards give a prescribed extreme wind speed for different classes. Table 15.1 shows the values given by the IEC. The classes are used as reference for the design of the turbine; they are not directly linked to specific sites. Offshore sites are classed as ‘S’ (special), which are not defined and require site-specific analysis.

### 15.4 Waves

15.4.1 Waves, the surface of the sea

Waves at sea occur when wind is blowing across the water surface. They occur from small ripples up to house-high giants.

<table>
<thead>
<tr>
<th>Class</th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>IV</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_{w, \text{ext 1h}}$</td>
<td>10</td>
<td>8.5</td>
<td>7.5</td>
<td>6.0</td>
</tr>
<tr>
<td>$V_{w, \text{ext 10min}}$</td>
<td>50</td>
<td>42.5</td>
<td>37.5</td>
<td>30</td>
</tr>
</tbody>
</table>

*Table 15.1 Location classes according to IEC with yearly hourly mean wind speed ($V_{w, \text{ext 1h}}$) and extreme 10 min mean wind speed ($V_{w, \text{ext 10min}}$) in (m/s) at hub height*
For the purpose of describing the wave climate at a specific location, a climate is usually considered to be stationary within periods of three hours. This means that within such periods of time, the statistical properties of the wave climate are assumed to be constant. The wave characteristics within such durations are called sea states and can be described statistically by a variance density spectrum, commonly referred to as a wave spectrum. A wave spectrum is typically obtained by performing a fast Fourier transform (FFT) on the wave time series of a sea state. Standard wave spectra have been developed which can describe a wave climate using a limited number of parameters (a method similar to the wind spectra described in the previous section). Two often-used standard wave spectra are:

- the Pierson–Moskowitz wave spectrum, for fully developed seas
- the JONSWAP wave spectrum, for fetch-limited wind-generated seas

Figure 15.8 shows a plot of these standard wave spectra. Both these spectra can be derived from the parameters $H_s$ and $T_z$, the significant wave height and the mean zero-crossing wave period. The Pierson–Moskowitz spectrum can be expressed as follows:

\[
S_{PM}(\omega) = \frac{A}{\omega^5} \exp\left(-\frac{B}{\omega^4}\right)
\]  

with:

\[
A = \frac{4\pi^3 H_s^2}{T_z^4}
\]

\[
B = \frac{16\pi^3}{T_z^4}
\]

where:

- $S_{PM}(\omega)$ = Pierson–Moskowitz variance density spectrum (m$^2$s)
- $\omega$ = angular frequency (rad/s)
- $H_s$ = significant wave height (m)
- $T_z$ = mean zero-crossing wave period (s).

15.8 JONSWAP and Pierson–Moskowitz wave spectra.
The JONSWAP spectrum is based on wave measurements carried out in 1968 and 1969 during the Joint North Sea Wave Project (JONSWAP) in the North Sea. This spectrum has the shape of the Pierson–Moskowitz spectrum, but is modified by a peak enhancement. The JONSWAP spectrum follows from the formulas below:

\[
S_{JS}(\omega) = n_f \cdot \frac{A}{\omega^2} \exp\left(-\frac{B}{\omega^4}\right) \left(\gamma \exp\left\{\frac{1}{2\sigma_a^2} \left(\frac{\omega - \omega_m}{\sigma_a}\right)^2\right\}\right) \tag{15.9}
\]

\[
\omega_m = \left(\frac{4}{5} \frac{B}{A}\right)^{1/4} \tag{15.10}
\]

where:
- \(S_{JS}(\omega)\) = JONSWAP variance density spectrum (m^2s)
- \(n_f\) = normalizing factor between JONSWAP and Pierson–Moskowitz spectrum
- \(\gamma\) = peak shape parameter
- \(\omega_m\) = modal angular frequency (rad/s)
- \(\sigma\) = numerical parameter
  - \(\sigma_a\) for \(\omega < \omega_m\)
  - \(\sigma_b\) for \(\omega \geq \omega_m\)

The average values for the spectrum’s peak shape parameter and numerical parameters were taken from the measurements of the JONSWAP. They are:

\[
\gamma = 3.3 \tag{15.11}
\]

\[
\sigma_a = 0.07 \tag{15.12}
\]

\[
\sigma_b = 0.09 \tag{15.13}
\]

For the value of the peak shape parameter given in equation [15.11], the offshore section at the Delft University of Technology found a normalizing factor for equation [15.9] of Ref. 5:

\[
n_f = 0.625 \tag{15.14}
\]

With the formulae and values given above, the JONSWAP variance density spectrum can now be expressed with the spectral parameters \(H_s\) and \(T_z\):

\[
S_{JS}(\omega) = 2.5\pi^4 \cdot \frac{H_s^2}{T_z^4 \omega^2} \exp\left(-\frac{16\pi^3}{T_z^4 \omega^4}\right) \left(3.3 \exp\left\{\frac{1}{2\sigma_a^2} \left(\frac{\omega - \omega_m}{\sigma_a}\right)^2\right\}\right) \tag{15.15}
\]

with:

\[
\omega_m = \left(12.8 \times \frac{\pi^4}{T_z^4}\right)^{1/4}
\]
15.5 Current

In principle, current velocities vary in space and time as wind velocities do. However, both the length and the timescales of the variations in the current velocity are much larger than those for wind. They are also large compared to the horizontal dimensions of a monopile and the range of periods of interest for determining the pile’s dynamic behavior. Currents may therefore be considered as a horizontally uniform flow field of constant velocity, which is only a function of the vertical \( z \)-coordinate.

Because of the lack of more specific information for a particular site, current models for structural design will usually define a simple current profile over depth, using the known current velocity at the water surface as an input parameter. A commonly used method – the power law profile (similar to the wind shear profile in section 15.3) taken from Ref. 5 – will be used for the current:

\[
U_{\text{current}}(z) = U_{c0} \left( \frac{z + d}{d} \right)^{1/3}
\]

where:

- \( U_{\text{current}}(z) \) = current velocity at elevation \( z \) for \( -d \leq z \leq 0 \) (m/s)
- \( U_{c0} \) = current velocity at MSL (m/s)
- \( z \) = vertical coordinate, measured positively upwards from MSL (m)
- \( d \) = water depth (m).

15.6 Hydrodynamic loads

Both the water particle velocities and the accelerations cause hydrodynamic loads on the support structure of an offshore wind turbine. For the calculation of the hydrodynamic loads on slender piles, the basic model is the Morison equation, named after J R Morison who derived it in 1950.\(^5\) This equation covers the total hydrodynamic loads, and will therefore be used to calculate \( q_{\text{hydro}} \). The Morison equation for a motionless slender pile in water reads:

\[
q_{\text{hydro}} = f_i + f_d = \frac{\pi}{4} D^2 C_M D^2 U_w + C_D |U| U_w
\]

where:

- \( q_{\text{hydro}} = \frac{dF}{dz} \) = total hydrodynamic load per unit length (N/m)
- \( f_i = \frac{dF_i}{dz} \) = hydrodynamic inertia load per unit length (N/m)
- \( f_d = \frac{dF_d}{dz} \) = hydrodynamic drag load per unit length (N/m)
- \( C_M \) = inertia coefficient
$C_D = \text{drag coefficient}$

$D = \text{monopile outer diameter (m)}$

$\rho_w = \text{mass density of water (kg/m}^3\text{)}$

$U_{w'} = \text{horizontal water particle acceleration (m/s}^2\text{)}$

$U_w = \text{horizontal water particle velocity (m/s)}$

Since the Morison equation is essentially an empirical equation, the values of its drag and inertia coefficients have been determined experimentally in a variety of ways. For the inertia coefficient $C_M$, a value of 2 is widely accepted for objects with a circular cross-section. For the drag coefficient $C_D$, Det Norske Veritas uses a value of 0.7 for a circular cylinder in the deterministic fatigue analysis.

For the calculation of the drag load, the horizontal water particle velocity is needed, which depends on both the current and the wave velocity. If the structure itself is also moving (for instance a floating turbine), its velocity should be taken into account as well. The equation for the velocity of a water particle relative to a node on the monopile then reads:

$$U_{rel}(z,t) = U_{\text{current}}(z) + U_{\text{wave}}(z,t) - U_s(z,t) [15.20]$$

where:

$U_{rel} = \text{relative velocity of water to structure (m/s)}$

$U_{\text{current}} = \text{current velocity (m/s)}$

$U_{\text{wave}} = \text{horizontal water particle velocity due to waves (m/s)}$

$U_s = \text{horizontal velocity of the structure (m/s)}$

When a structure is moving, according to Ref. 1, Morison’s equation becomes:

$$q_{\text{hyd}} = \frac{\pi}{4} \rho_w C_s D^2 \cdot \dot{U}_{\text{wave}} - \frac{\pi}{4} \rho_w (C_M - 1) D^2 \cdot \ddot{U}_s + \frac{1}{2} \rho_w C_D D \cdot |U_{\text{rel}}| \cdot \dot{U}_{\text{rel}} [15.21]$$

where:

$\dot{U}_{\text{wave}} = \text{horizontal water particle acceleration due to waves (m/s}^2\text{)}$

$\ddot{U}_s = \text{horizontal acceleration of the structure (m/s}^2\text{)}$

Finally, the diameter of the structure can also vary in height, meaning that its magnitude is a function of $z$. Thus, equation [15.21] can be rewritten as:

$$q_{\text{hyd}}(z,t) = \frac{\pi}{4} \rho_w C_s \left[ D(z) \right]^2 \dot{U}_{\text{wave}}(z,t) - \frac{\pi}{4} \rho_w (C_M - 1) \left[ D(z) \right]^2 \ddot{U}_s(z,t)$$

$$+ \frac{1}{2} \rho_w C_D D(z) \cdot |U_{\text{rel}}(z,t)| \cdot \dot{U}_{\text{rel}}(z,t) [15.22]$$

15.6.1 Diffraction

The basic assumption of the Morison equation is that the submerged members on which the wave loads are calculated do not affect the waves. As long as the
cylinder diameter is relatively small compared to the wavelength this assumption is valid. For large-diameter structures, like the monopile support structures for offshore wind turbines placed in relatively shallow water with consequently reduced wavelength, the validity of the Morison equation can be compromised.

The effect that a structure has on the wave field is called diffraction. To incorporate this effect in the Morison equation, the MacCamy–Fuchs correction is introduced in Fig. 15.9. This correction reduces the magnitude of the inertia coefficient. The correction factor is dependent on the ratio of diameter over wavelength: \(D/\lambda_{\text{wave}}\). Figure 15.9 shows the reduction of \(C_M\) for increasing ratio.

### 15.7 Long-term wave description

All wave events discussed in the previous sections dealt with sea conditions that are assumed stationary for a certain period of time. The wave conditions during these periods are called sea states and they typically last three hours. When long-term effects of the wave climate at a certain site are studied to find the probability of extremes or to calculate the lifetime fatigue damage, a large amount of data is required. These data can be taken by measurements from buoys, platforms or satellites, or can be estimated from large meteorological and oceanographic models fed and calibrated with measurements from a large number of stations.

The resulting sea states are binned into a scatter diagram. This diagram gives the probability of the occurrence of each combination of \(H_s\) and \(T_z\) for that location. Every bin represents the probability of occurrence of wave conditions having that specific combination of parameter values, with which the wave spectrum according to a selected spectral model can be determined. The size of the bins can

![MacCamy–Fuchs diffraction correction of the inertia coefficient \(C_M\) in the Morison equation for cylinder diameter over wavelength.](image)
be selected arbitrarily, i.e. larger bins will remove a lot of detail but reduce the total number of sea states. A typical bin size for $H_s$ is steps of 0.5 m and for $T_z$ steps of 2 s.

On looking at the cloud of occurrences in a wave scatter diagram, we find that there is some linear relationship hidden in the cloud of occurrences, i.e. the cloud runs from bottom-left to top-right. The general direction of this cloud is of course trivial, i.e. large waves have large periods (or they become too steep and break) and small waves have smaller periods. But to fix a linear relationship would considerably reduce the variability reflected in the diagram and discard valuable information. Because scatter diagrams are very site-specific, the assumed linear relationships of one location should not be superimposed onto the next. Table 15.2 shows the scatter diagram for the OWEZ or ‘NL1’ location.

### 15.8 Ice loads

Not all offshore wind turbines will be subjected to ice. The North Sea does not freeze in winter, even when temperatures are below zero for a long period. In the design, items like ice coverage on blades (icing) can be an issue, but this is treated in the turbine design. For offshore wind turbines in the Baltic area, ice loads are an item of design. Here, the sea freezes for longer periods of time. The ice coverage floats with wind and tides and thus exerts loads on the structure.

For the design of offshore wind turbines, two main phenomena need attention in design:

<table>
<thead>
<tr>
<th>$T_z$ (s)</th>
<th>0.0–0.5</th>
<th>0.5–1.0</th>
<th>1.0–1.5</th>
<th>1.5–2.0</th>
<th>2.0–2.5</th>
<th>2.5–3.0</th>
<th>3.0–3.5</th>
<th>3.5–4.0</th>
<th>4.0–4.5</th>
<th>4.5–5.0</th>
<th>5.0–5.5</th>
<th>5.5–6.0</th>
<th>6.0–6.5</th>
<th>6.5–7.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_s$ (m)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0–1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1–2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2–3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3–4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4–5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5–6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6–7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7–8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sum:</td>
<td>1.0</td>
<td>0.0</td>
<td>1.0</td>
<td>355.1</td>
<td>521.1</td>
<td>111.1</td>
<td>10.4</td>
<td>0.3</td>
<td>1000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 15.2 Wave scatter diagram for $H_s$ and $T_z$ with occurrence in parts per thousand for the OWEZ.
• maximum ice load
• dynamic ice load

The maximum ice load on the structure is found by estimating the most probable maximum thickness of the ice on the location of the offshore wind farm. This information is typically available from national weather and/or shipping institutes that have these data in records for several decades, giving a good maximum design estimate. The maximum stress can then be defined with an empirical formula for the crushing strength of ice:

\[ \sigma = 9.4 \times 10^5 (d^{-i/2} + 3 \theta^{0.78}) \]  \[15.23\]

where:
- \( \sigma \) = crushing strength (Pa)
- \( d \) = crystal size (cm)
- \( \theta \) = temperature (°C)

When an ice floe drifts on the current through an offshore wind farm, the floe will break at more or less constant intervals: ice accumulates, pressure builds up against the structure until the crushing strength is reached (equation [15.22]). As the ice breaks, the structure will move in its natural frequency. When the breaking of ice occurs at the natural frequency or a multiple of the natural frequency, the structure will resonate significantly, causing increased bending stress.

The characteristic length of a floating ice sheet affected by the breaking process can be calculated as:

\[ L_c = \left[ \frac{Eh^3}{12\gamma(1-\nu^2)} \right]^{1/4} \]  \[15.24\]

where:
- \( L_c \) = characteristic length (m)
- \( \gamma \) = specific weight of water
- \( \nu \) = poisson’s ratio of ice, typically 0.3

To reduce the ice loads on structures, ice cones are used. These are triangular-shaped steel or concrete rings that lift the ice up to help it break more easily, reducing direct vertical load on the structure.
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Design, construction and installation of support structures for offshore wind energy systems
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Abstract: This chapter discusses design, construction and installation of support structures for offshore wind turbines. Structures fixed to the seabed are an appropriate choice for moderate water depths. However, with offshore wind energy expecting to move further offshore, flexible or floating structures will be more feasible than fixed ones. The design of the support structures is particularly influenced by the load characteristics resulting from the environmental impact, the variation of the site conditions within the wind farm and the available construction and installation facilities. The support structure is to be designed to withstand not only the controlling extreme event, but also the effect of continuous cyclic loading on its operating behaviour.

Key words: fixed support structures, flexible or floating structures, foundation design, cyclic loading, installation.

16.1 Introduction

Design and structural layout of support structures for offshore wind turbines is primarily influenced by their specific load characteristics and the available construction and installation facilities. In contrast to land-based turbines, the additional loading caused by waves and currents, ice and, if required, ship collisions must be taken into consideration. However, the dead weight of the slender turbines is extremely small compared to the horizontal loads and, if required, bending moments from the environmental impact, leading to very unfavourable load conditions.

The large number of offshore wind turbines planned per wind farm requires a high degree of prefabrication, but this is limited by the variation of the subsoil conditions within a wind farm. Construction and installation of the foundations further depend on the availability of the necessary facilities on land, and the offshore installation equipment. Installation work offshore is extremely weather-dependent which may lead to large costs when keeping the equipment available during downtime.

Against this background the basic concepts of design and construction of support structures for offshore wind turbines are presented in this chapter. In the first part, various support structures including their structural layout and bearing behaviour are introduced. The general design methodology and appropriate design concepts are outlined and the possibilities of foundation optimization are discussed.
in the second part of this chapter. After that, installation techniques for the different foundation types are presented. The chapter ends with an outline of future trends and an overview of sources of further information.

16.2 Types of support structure

16.2.1 Classification

The support structure of an offshore wind turbine is commonly referred to as the foundation body embedded in or placed on the seabed, including the part of the structure that reaches above the waterline up to the level where the tower is connected. Support structures for offshore wind turbines can be classified into two groups:

1. structures fixed at the seabed
2. flexible or floating structures.

Fixed support structures are foundation concepts that have been adopted from the classical oil and gas industries (see Fig. 16.1), such as steel framework structures (e.g. jackets or tripods), gravity based foundations or suction buckets. Monopiles were also used for special structures in offshore engineering, and meanwhile they are the most frequently used foundation concept in the offshore wind industry.

The following discussion focuses on fixed support structures that are suitable for small to moderate water depths. With greater water depths the loading on the support structure increases and consequently its mass increases as well, which may result in an uneconomic design. Under such conditions the use of flexible or floating support structures may be more feasible. However, such structures are still in the prototype phase and therefore comprise future trends to be outlined in section 16.6.

16.2.2 Fixed support structures

The basic concepts, the fundamental bearing behaviour and some structural details of monopiles, gravity based foundations, steel framework structures and suction buckets are presented in the following.

16.1 Fixed support structures for offshore wind turbines (Lesny, 2010).
Monopiles

Monopiles are usually steel pipe piles (see Fig. 16.2). They extend above the water level where the tower is connected with a so-called transition piece (see section 16.5.1).

Acting as an extension of the tower into the subsoil, the monopile is the simplest foundation solution, but at the same time it shows a very complex load transfer behaviour as it has to carry the whole environmental and operational loading. The loading is predominantly transferred into the subsoil by lateral bedding as the amount of vertical loading and torsional moments in contrast to horizontal loading and bending moments is very small. The pile head is freely supported and the pile is flexible with a full or partial restraint in the soil. This concept is depicted in Fig. 16.3. Near-surface soil layers with a sufficient bearing capacity are therefore of vital importance for the lateral load transfer.

Up to now monopiles have only been installed in water depths up to about 25 m with correspondingly moderate wave loading. Deeper water and the accompanying increase in loading, as well as higher performance wind turbines, directly result in greater diameters and embedment lengths of a monopile and may lead to uneconomic and technically unfavourable design solutions.

Gravity based foundations

The classical form of a gravity based foundation is the caisson of reinforced concrete, steel or a composite. Caissons have a cellular design (see Fig. 16.4) and
are, due to their compact structure, exposed to high hydrodynamic loading. Therefore they must have on the one hand a high volume to ensure the necessary floating stability, but on the other hand a large bulk. This means that a sufficient ballasting either with sand, gravel, concrete, ore or water is required for the later sinking and the load transfer during operation. The first tower segment is usually installed with a ring flange connection (see Fig. 16.4).

As with a monopile, a gravity based foundation transfers the whole structural loading into the subsoil. The loads are transferred by normal and shear stresses in the foundation base down to a depth that reaches between once and twice the diameter of the foundation (see Fig. 16.5). Soil layers with a sufficient bearing capacity from the surface down to great depths are therefore required when choosing a gravity based foundation.

In order to avoid erosion in the base area, gapping is not permitted if the caisson is placed directly on the soil surface (e.g. GL, 2005). In this case only compressive stresses can be transferred in the base area. To guarantee this, the contact area must be uniform and even, to ensure a close contact between the base of the foundation and the ground. Steel or concrete skirts, which are installed along the edge of the foundation base and penetrate into the soil during placement (see Fig. 16.5), prevent erosion in the foundation base and also improve the bearing capacity if they are sufficiently long.
Steel framework structures

Steel framework structures for offshore wind turbines are, for example, jackets or tripods. These structures are usually anchored in the seabed with piles, but in principle shallow foundations or suction buckets may also be used. A jacket
usually has four supporting legs (Fig. 16.6) which are inclined to reduce the reaction forces and improve their dynamic behaviour.

A tripod structure (Fig. 16.7) comprises a main pipe and three legs. For a statically expedient layout of the nodes the water depth should be large enough so that the main nodes are below the wave influence zone (Dörfeldt and Bicker, 2004). Figure 16.8 shows a tripile which is a new type of structure developed specifically for offshore wind turbines. Here, the main node is located above the water level. The three foundation legs are welded to the tower structure with a supporting cross-piece of flat steel elements.

Due to the spread-out character of a steel frame the loads applied on the single foundation elements (e.g. the piles) are reduced, and the structure itself often has less bulk than a compact foundation. As a result, the foundation dimensions remain within feasible limits which makes them especially suitable for greater water depths or in cases of thick soft layers near the surface where other foundation concepts are not appropriate.

The single foundation elements are subjected to alternating tensile and compression loads and the bending moments applied to the structure. In the case of piles the compression piles transfer the loading by shaft friction and base resistance whereas the tension piles transfer the loading by shaft friction only (see Fig. 16.9). Horizontal loads are transferred by inclining the piles or by lateral bedding in the
case of vertical piles. However, due to the continuous change between tension and compression a loss of soil stiffness can occur, which impairs the dynamics of the whole structure (see Byrne and Houlsby, 2002). It is therefore often recommended to suppress the tensile forces by appropriate additional ballasting of the structure.
Suction buckets

A suction bucket foundation is a steel cylinder which is closed at the top. It differs from the classical foundation concepts only in its unique method of installation as it is embedded into the soil by the creation of a vacuum inside the cylinder. Other than a suction bucket which corresponds to a shallow foundation, suction piles or suction anchors are also possible depending on the type of load transfer and the geometric dimensions (see Fig. 16.10).

In contrast to classical gravity based foundations the embedment zone of a suction bucket contributes to the load transfer as well. This prevents erosion in the base area and increases the safety, in particular against bearing resistance failure and sliding. However, a full contact between the suction bucket and the soil in the inside of the bucket is required. The contact area must therefore be grouted if necessary.

In principle, two variations of a suction bucket foundation are possible for offshore wind turbines: a single suction bucket foundation and a spread-out structure such as a jacket or tripod, which is founded on a number of suction buckets.

The capacity for tension loads, which is important in case of spread-out structures, primarily depends on the shear resistance in the embedment zone. Additionally, the tension loads create a negative pressure depending on the load
frequency and the drainage conditions, which is limited by the cavitation of the pore water (see Tjelta, 1994; Bye et al., 1995; Kelly et al., 2003; Houlsby et al., 2005). This passive suction pressure has a decisive influence on the maximum tension resistance of cohesive soils in undrained conditions. However, vertical tension cracks and the simultaneous occurrence of horizontal and moment loading can impair the tension capacity (Andersen et al., 1993; Dyvik et al., 1993). In non-cohesive soils the passive suction pressure is induced by dilation depending on the initial density of the soil. As a result only a temporary increase in the tension capacity occurs as it vanishes due to drainage (Tjelta, 1995; Byrne, 2000).

A suction bucket foundation is a relatively new concept for offshore wind turbines. Up to now, it has been used only in Frederikshavn (Denmark) as a prototype for a Vestas V90 3.0 MW (see Fig. 16.11).

### 16.3 Design methods and techniques

#### 16.3.1 Design concept

According to the relevant guidelines available for the design of offshore wind turbines (e.g. DNV, 2004; GL, 2005 with reference to API, 2000; BSH, 2007) the foundation has to be designed so that, under the influence of the environmental and operational loading, its stability over the operational life is guaranteed and the occurring deformations do not impair the serviceability of the turbine. As the design cannot be performed in a closed form usually a two-stage procedure such as the one presented in Fig. 16.12 is adopted (for details see Lesny, 2010).

In the first design stage the main dimensions of the foundation for the quasi-static loading resulting from an extreme event with a defined recurrence frequency
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are determined. For that, two limit states have to be verified. In the ultimate limit state an appropriate safety against the consequences of the extreme event has to be maintained, whereas in the serviceability limit state the allowable deformations of the structure, e.g. a maximum nacelle rotation, must not be exceeded.
In the ultimate limit state for each failure mode to be investigated, a limit state equation

\[ E_d \leq R_d \]  \hspace{1cm} \text{[16.1]}

compares the design values of the effect of actions \( E_d \) with the design resistance \( R_d \).

The design values of the effects of actions and the resistances are obtained from their characteristic values \( E_k \) and \( R_k \) by the application of partial factors which introduce the required safety level. Various procedures are possible to apply partial factors (for details see Eurocode 7, 2005, and a discussion in Lesny, 2009). A very straightforward approach is the application of partial factors (here: \( \gamma_F \) and \( \gamma_R \)) directly on the resultant effects of actions and resultant resistances:

\[ E_d = E_k \cdot \gamma_F \]  \hspace{1cm} \text{[16.2a]}

\[ R_d = \frac{R_k}{\gamma_R} \]  \hspace{1cm} \text{[16.2b]}

The safety factors are specified in the relevant design guidelines (e.g. GL, 2005; DNV, 2004).

The limit state equation for the serviceability limit state includes the comparison of the existing deformations with the allowable deformations without application of safety factors.

In the second stage, the operating behaviour of the foundation under continuous cyclic loading resulting from the environmental impact including intermittent extreme events is analysed. It is important to ensured that the allowable deformations of the structure are not exceeded over its expected lifetime.

Within this stage the extent to which the cyclic loading causes an accumulation of excess pore water pressure first has to be evaluated, since needs to be considered within the further design. It then has to be ensured that a progressive failure of the foundation under operating conditions does not occur. This is the case if a critical cyclic load ratio, which has to be defined for the foundation, is exceeded and the deformations no longer stabilize. If a progressive failure can be excluded, the accumulated deformations from the cyclic loading are calculated and compared with the limit value derived from the serviceability of the wind turbine.

### 16.3.2 Dimensioning the foundation

**Monopiles**

With a monopile foundation the design parameters are the diameter, the embedment length and the wall thickness. The standard design method is the \( p-y \) method which is based on the model of the beam on elastic foundation, idealizing the soil as a series of independent springs (see Fig. 16.3). In this model the nonlinear soil behaviour is considered by a nonlinear spring stiffness defined by the so-called
$p$-$y$ curve which relates the subgrade reaction $p$ to the horizontal displacement $y$ in a certain depth $z$ along the pile.

The $p$-$y$ curves have been developed for various types of soil usually from a small number of field tests on piles with diameters of less than 1 m. Fig. 16.13 shows exemplarily the $p$-$y$ curves developed by Reese et al. (1974) for sand.

The initial gradient $k \cdot z$ shown in Fig. 16.13 is related to the stiffness of the soil by the relationship $k = E_s/D$ where $E_s$ is the oedometer modulus of the soil and $D$ the pile diameter (Terzaghi, 1955). As the initial gradient increases linearly with depth $z$, a linear increasing soil stiffness is therefore assumed as well. The factor $k$ is given, for example, in DNV (1992) as a function of the relative density of the soil and the corresponding angle of internal friction (see Fig. 16.14).

The corrected maximum subgrade reaction $p_{corr}^u(z)$ of the $p$-$y$ curves shown in Fig. 16.13 is derived from the theoretical maximum subgrade reaction $p_u(z)$ which itself is based on two failure modes depending on the depth $z$ along the pile (Parker and Reese, 1971; Reese et al., 1974). In the near-surface area a three-dimensional earth pressure model, as shown in Fig. 16.15, is used.

In greater depths a two-dimensional failure model was used, in which the subsoil in the area of the pile is idealized by cubic elements (Fig. 16.16). This model is based on the assumption that only horizontal yielding occurs, but no vertical displacements. More details of the $p$-$y$ method and an overview of various $p$-$y$ curves are presented, for example, in Reese and van Impe (2001) and Lesny (2010).
16.14 Factor $k$ of the initial increase of the $p$-$y$ curve for sand as a function of the angle of internal friction and the relative density (DNV, 1992).

The general applicability of this method for monopile diameters up to 6 m or even more in sandy subsoil as often encountered in the southern North Sea has been verified in a comprehensive finite-element analysis conducted by Wiemann (2007). However, it has also been shown in this study that the assumption of a linearly increasing soil stiffness with depth significantly overestimates the actual stiffness conditions around the tip of the monopile. As a consequence the pile length determined with the $p$-$y$ method does not provide a sufficient restraint of
16.15 Failure model for calculating the maximum subgrade reaction for sand in the near-surface area according to Reese et al. (1974) (Lesny, 2010).

16.16 Failure model for calculating the maximum subgrade reaction for sand in greater depths according to Reese et al. (1974) (Lesny, 2010).
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the pile in the soil. Wiemann showed that with a simple modification of the factor \( k \) a full restraint can be achieved:

\[
k^* (D) = k_{ref} \cdot \left( \frac{D_{ref}}{D} \right)^{\frac{4(1-a)}{4+a}}
\]

[16.3]

Empirical values for the exponent \( a \) are \( a \approx 0.6 \) for medium dense natural sands and \( a \approx 0.5 \) for dense natural sands. As a reference pile (with the parameters \( D_{ref} \) and \( k_{ref} \)) the pile tested by Reese et al. (1974) with a diameter of \( D_{ref} = 0.61 \) m was adopted.

However, the pile head displacements are not necessarily reduced by this modification and are still underestimated using the \( p-y \) method compared to the finite-element results (see Wiemann, 2007). Therefore, this method should be used with great care until further validation, especially by prototype measurements, is achieved.

Gravity-based foundations

The standard design methods for gravity based foundations comprise the classical bearing capacity formulae for shallow foundations and the approaches for calculating the foundation displacements and rotations. Design parameters are the base area \( A = a \cdot b \) and, if the bearing capacity of skirts is to be taken into account, also the embedment depth of the skirts in the soil.

The characteristic bearing resistance \( R_{n,k} \) of a gravity based foundation under drained conditions is defined as (Buisman, 1940; Terzaghi, 1954):

\[
R_{n,k} = a \cdot b \cdot \left( \gamma_{2,k} \cdot b \cdot N_b + \gamma_{1,k} \cdot d \cdot N_d + c'_{k} \cdot N_c \right)
\]

[16.4]

The bearing resistance is a vertical resistance and is compared to the resultant vertical load in the base area in the framework of equation [16.1]. In equation [16.4] \( a \) and \( b \) are the length and the width of the foundation, \( d \) is its embedment depth, \( c'_{k} \) is the characteristic value of the effective cohesion and \( \gamma_{1,k}, \gamma_{2,k} \) are the characteristic unit weights of the soil above and below the foundation base. \( N_b, N_d \) and \( N_c \) are dimensionless factors describing the contributions from the self weight of the soil, the foundation depth and the cohesion to the bearing resistance. These factors are themselves combinations of factors considering effects such as the shear strength of the soil beneath the foundation as a function of the angle of internal friction, the foundation shape, the presence of horizontal loading, and also the shear resistance in the embedment zone of the foundation, if applicable. The factors are tabulated, for example in DNV (1992, 2004), API (2000), Eurocode 7 (2005).

A bending moment loading is taken into account by the concept of the effective foundation area (Meyerhof, 1953; de Beer, 1963). In this concept the combination of bending moment and vertical load is replaced by an eccentric vertical load, and
the area of the foundation is reduced until the vertical load acts centrically again (see Fig. 16.17). For a rectangular foundation the effective foundation area is:

\[ A' = a' \cdot b' = (a - 2 \cdot e_a) \cdot (b - 2 \cdot e_b). \]  \[16.5\]

In this case the real dimensions of the base area must be replaced by the effective ones within the bearing resistance calculation.

For undrained conditions the bearing resistance is:

\[ R_{n,k} = a \cdot b \cdot \left( \gamma_{1,k} \cdot d + c'_{u,k} \cdot N_c \right) \]  \[16.6\]

In equation [16.6] it is assumed that the undrained shear strength \( c'_{u,k} \) is constant over the depth. However, with normally consolidated or only slightly overconsolidated soils the undrained shear strength increases with increasing depth which may affect the bearing resistance if the zone of influence reaches great depths (see section 16.2.2). This problem is discussed, for example, by Houlsby and Wroth (1983), Kusakabe et al. (1986), Tani and Craig (1995), Ukritchon et al. (1998) and Liyanapathirana and Carter (2005).

Under horizontal loading, sliding can further occur along the foundation base or along the tip of the skirts. Failure along the boundary of soft and firm soil layers is also possible. For drained conditions the characteristic horizontal sliding resistance \( R_{t,k} \) is defined as:

shear plane in the soil: \[ R_{t,k} = A \cdot c'_k + V_k \cdot \tan \phi'_k \]  \[16.7a\]

shear plane in the footing base: \[ R_{t,k} = V_k \cdot \tan \delta_{s,k} \]  \[16.7b\]

In equation [16.7] \( V_k \) is the characteristic vertical loading, \( c'_k \) and \( \phi'_k \), the characteristic values of effective cohesion and effective angle of internal friction, respectively. \( A \) is either the full or the effective foundation area in the case of moment loading. The parameter \( \tan \delta_{s,k} \) describes the roughness of the footing base and is usually assumed to be \( \tan \delta_{s,k} = \tan \phi'_k \) for foundations cast in-situ and
\[ \tan \delta_{S,k} = 2/3 \cdot \tan \phi'_{k} \] for precast foundations. For undrained conditions the sliding resistance is:

\[ R_{t,k} = A \cdot c_{u,k}. \] \[16.8\]

In equation \(16.8\) \(c_{u,k}\) is the characteristic value of the undrained shear strength of the soil. DNV (2004) limits the load inclination in this case to \(H_k/V_k = 0.4\).

Bending moments may also cause an overturning of the foundation if the ground is sufficiently firm. However, as the point of rotation is difficult to calculate, the proof against overturning is often replaced by limiting the maximum load eccentricity (but see also DNV, 2004). The safety against uplift is, with offshore gravity based foundations, inevitably complied with – as a secondary condition – otherwise this type of foundation would not be practicable.

Vertical displacements and rotations are of particular interest for gravity based foundations. They are controlled primarily by the stress and deformation history, the actual stress level, the over-consolidation ratio of cohesive soils or the initial density of non-cohesive soils. Due to the resulting complex load–deformation behaviour of the foundation, most procedures are based on the isotropic elastic half-space theory, although the behaviour of the soil is known to be non-linear and the deformations are predominantly plastic. However, the assumption of linear-elastic behaviour is justified if the loading is small and far away from the failure state.

For homogeneous subsoil conditions, vertical displacements and rotations can be calculated, for example by closed form solutions available in the literature (see Poulos, 2001; Brown, 1969; Poulos and Davies, 1974).

However, the aforementioned approaches do not sufficiently describe the complex system behaviour of a gravity based foundation for an offshore wind turbine. More appropriate for this kind of problems are so-called system laws which have been developed in recent years (e.g. see Nova and Montrasio, 1991; Gottardi and Butterfield, 1995; Martin, 1994; Cassidy, 1999; Lesny, 2001; Kisse, 2008). System laws are based on a consistent description of the system behaviour of a shallow foundation under complex loading up to failure integrating both, the ultimate limit state and the serviceability limit state. Kisse and Lesny (2008) presented the general application of a system law to an offshore wind turbine.

For the proof of the penetration resistance of structural skirts and dowels, reference is made to, for example, DNV (1992) or Tjelta et al. (1986).

**Steel framework structures**

The design parameters of the axially loaded piles used to fix steel framework structures to the seabed are the pile diameter, the embedment length in the soil and the wall thickness.

The characteristic resistance of a compression pile in the ultimate limit state is calculated with the characteristic values of base resistance and shaft friction:

\[ R_{t,k} = q_{b1,k} \cdot A_b + \int_{z} (q_{s1,k}(z) \cdot A_s(z)) \, dz \] \[16.9\]
where $q_{b1,k}$ is the characteristic value of the pile base resistance, $q_{s1,k}(z)$ the characteristic value of the local pile shaft friction in depth $z$, $A_b$ is the base area and $A_s$ the shaft area of the pile referred to the relevant diameter. With tension piles only the pile shaft resistance is considered.

The characteristic value of the base resistance of cohesive soils in the defined contact area depends on the undrained shear strength $c_{u,k}$ of the soil:

$$q_{b1,k} = N_{c0} \cdot c_{u,k}$$  \hspace{1cm} [16.10]$$

The bearing capacity coefficient $N_{c0}$ is usually assumed to be $N_{c0} = 9$. The base resistance of non-cohesive soil is:

$$q_{b1,k} = \sigma'_v \cdot N_{d0} \leq q_{b1,k,max}$$  \hspace{1cm} [16.11]$$

with the effective vertical stress $\sigma'_v$ and the bearing capacity factor $N_{d0}$. Table 16.1 includes the bearing capacity factor $N_{d0}$ and limit values of the base resistance $q_{b1,k,max}$ for various types of soil.

The inner and outer shaft friction of the pile is determined either on the basis of total stresses ($\alpha$-method), effective stresses ($\beta$-method) or as a combination of both ($\lambda$-method).

For cohesive soils the $\alpha$-method is often used which is based on the undrained shear strength of the soil $c_{u,k}(z)$:

$$q_{s1,k}(z) = \alpha \cdot c_{u,k}(z)$$  \hspace{1cm} [16.12]$$

The parameter $\alpha$ is defined according to DNV (1992) and API (2000) as:

$$\alpha = 0.5 \cdot \left( \frac{c_{u,k}}{\sigma'_v} \right)^{\psi} \leq 1.0 \text{ with: } \Psi = \begin{cases} 0.5 & \text{for } c_{u,k} / \sigma'_v \leq 1.0 \\ 0.25 & \text{for } c_{u,k} / \sigma'_v > 1.0 \end{cases}$$  \hspace{1cm} [16.13]$$

<table>
<thead>
<tr>
<th>Soil</th>
<th>$\delta_k$</th>
<th>$q_{s1,k,max}$</th>
<th>$N_{d0}$</th>
<th>$q_{b1,k,max}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very loose sand, loose sand-silt,</td>
<td>15</td>
<td>47.8</td>
<td>8</td>
<td>1.9</td>
</tr>
<tr>
<td>medium dense silt</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Loose sand, medium dense</td>
<td>20</td>
<td>67.0</td>
<td>12</td>
<td>2.9</td>
</tr>
<tr>
<td>sand-silt, dense silt</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medium dense sand, dense sand-silt</td>
<td>25</td>
<td>81.3</td>
<td>20</td>
<td>4.8</td>
</tr>
<tr>
<td>Dense sand, very dense sand-silt</td>
<td>30</td>
<td>95.7</td>
<td>40</td>
<td>9.6</td>
</tr>
<tr>
<td>Dense gravel, very dense sand</td>
<td>35</td>
<td>114.8</td>
<td>50</td>
<td>12.0</td>
</tr>
</tbody>
</table>
In the $\beta$-method, which is used for non-cohesive soils but is assumed to be more suitable for cohesive soils as well (see Burland, 1973; Meyerhof, 1976), the shaft friction is derived from the effective overburden pressure $\sigma'_v$:

$$ q_{\alpha,k}(z) = K \cdot \tan \delta_k \cdot \sigma'_v(z) = \beta \cdot \sigma'_v(z) \quad [16.14] $$

where $K$ is the earth pressure coefficient and $\tan \delta_k$ the interface friction angle which is usually $\delta_k = \phi'_k$. For larger displacements, however, the residual shear strength of the soil is more appropriate, i.e. $\delta_k = \phi_{res,k}$ (see Randolph, 1983). For normally consolidated soils $K$ is derived from an increased earth pressure at rest $K_0$ (Meyerhof, 1976):

$$ K = 1.5 \cdot K_0 \quad [16.15] $$

For over-consolidated cohesive soils Mayne and Kulhawy (in Randolph and Murphy, 1985) relate $K$ to the overconsolidation ratio $OCR$:

$$ K = 1.5 \cdot K_0 \cdot OCR^{\sin \psi_i} \quad [16.16] $$

For non-cohesive soils a simple definition of $K$ is given in DNV (1992) and API (2000) with an upper limit of the shaft friction according to Table 16.1:

$$ K = \begin{cases} 
0.8 & \text{open pipe piles without soil plug} \\
1.0 & \text{open pipe piles with soil plug or closed-ended pile} 
\end{cases} \quad [16.17] $$

In the $\lambda$-method (Vijayvergiya and Focht, 1972) the average shaft friction is a function of the average values of the effective vertical stress $\bar{\sigma}'_v$ and the undrained shear strength $\bar{c}'_{u,k}$:

$$ \bar{q}''_{\lambda,k} = \lambda \left( \bar{\sigma}'_v + 2 \cdot \bar{c}'_{u,k} \right) \quad [16.18] $$

The parameter $\lambda$ is defined, for example, by Kraft et al. (1981), as a function of the pile-soil stiffness $K_s$:

- for NC clays: $\lambda = 0.178 - 0.016 \ln K_s \quad [16.19a]$
- for OC clays: $\lambda = 0.232 - 0.032 \ln K_s \quad [16.19b]$

with:

$$ K_s = \frac{\pi \cdot D \cdot q_{1s,k,max} \cdot L^3}{(EA)_{pile} \cdot t_{max}} \quad [16.19c] $$

where $D$ and $L$ are the pile diameter and embedment length, respectively, $EA$ the axial stiffness of the pile, $q_{1s,k,max}$ the maximum shaft friction and $t_{max}$ the displacement necessary to mobilize it.

Beside these methods, procedures have been developed in recent years in which the pile bearing capacity is derived from site investigations. The best known procedures are based on the cone tip resistance $q_{c,k}$ measured in a cone penetration test (CPT).

With the CPT-based procedures it is assumed that the cone penetrometer corresponds to a model pile. The following values for base resistance and
shaft friction are recommended by, for example, Toolan & Fox (1977), Young (1991) and DNV (1992):

\[ q_{bl,k} = \begin{cases} 
0.7 \cdot q_{c,k} & \text{OCR} = 2 - 4 \\
0.5 \cdot q_{c,k} & \text{OCR} = 6 - 10
\end{cases} \leq 15 \text{MN/m}^2 \quad [16.20a]

\[ q_{sh,k} \approx q_{c,k} / 300 \leq 120 \text{kN/m}^2 \quad \text{compression} \quad [16.20b]

q_{c,k} / 400 \quad \text{tension}

More detailed procedures for determining the pile bearing capacity are described in Jardine et al. (2005), Lehane et al. (2005), Clausen et al. (2005) and Kolk et al. (2005).

The CPT-based procedures are a clear improvement compared to the aforementioned standard design procedures. However, comparisons with the results of static pile load tests show that, especially with pipe piles, the results are influenced by the way that a possible plugging of the soil inside the pile is considered (see discussion in Jardine et al., 2005; Clausen et al., 2005; Lehane et al., 2005; Xu et al., 2005). As a result, it is currently difficult to reliably predict the pile bearing capacity with any of the procedures presented here.

For the consideration of possible pile group effects reference is made to, for example, Poulos and Davis (1980) for axially loaded piles and Brown et al. (1988), Remaud et al. (1998), McVay et al. (1998) amongst others for laterally loaded piles.

**Suction bucket foundations**

The design of suction bucket foundations under operating conditions is performed according to the design procedures either for gravity based foundations or for steel framework structures as introduced before, depending on the structural layout and the geometric dimensions of the suction buckets. The evaluation of the penetration resistance during installation is discussed by Houlsby and Byrne (2005a, 2005b) for non-cohesive and cohesive soils and by Feld (2001) for non-cohesive soils.

16.3.3 Analyzing foundation operating behaviour under cyclic loading

An operational life of 50 years is usually assumed for the foundation of an offshore wind turbine. Thus, the analysis of the operating behavior must consider the cyclic load effects during this time period including the occurrence of intermittent extreme events. All relevant guidelines require such an analysis, but do not specify how this evaluation may be performed. This is related to the fact that the foundation behaviour under cyclic loading is very complex and up to now no specific design procedure has established itself as an accepted method.

Cyclic loading causes an accumulation of plastic strains in the vicinity of the foundation (cyclic creep) which is often accompanied by hardening (in normally
consolidated clays or loose sands) or softening of the soil (in over-consolidated clays or dense sands). Additionally, excess pore water pressure may be accumulated, depending on the drainage conditions (system geometry, permeability of the soil and load frequency). Cyclic creep especially depends on the cyclic stress ratio, CSR, of the soil which is defined as:

\[
CSR = \frac{(\sigma_1 - \sigma_3)_{cyc}}{(\sigma_1 - \sigma_3)_{\text{max, stat}}}
\]

where \((\sigma_1 - \sigma_3)_{cyc}\) is the cyclic deviator stress and \((\sigma_1 - \sigma_3)_{\text{max, stat}}\) is the deviator stress at failure under static conditions. Other influence parameters include the cyclic load amplitude, number of load cycles, load frequency and stress history.

For high CSR, the deformation increments increase and lead to a progressive failure of a soil element after very few cycles. If the CSR can be maintained sufficiently small, decreasing deformation increments with increasing number of cycles lead to a stabilization of the deformations and failure can only occur after a large number of cycles. Especially in cohesive soils, shakedown has been observed for very small CSR where the plastic increments reach zero after a certain number of cycles (see Fig. 16.18).

For laterally loaded piles p-y curves have also been established for cyclic loading, for example by Matlock (1970) and Reese et al. (1974), but these methods include only a flat deterioration of the curves. Dunnavant and O’Neill (1989) as well as Long and Vanneste (1994) suggested methods in which the p-y curves deteriorate depending on the number of cycles. However, these methods are based on tests with only a few load cycles, and effects such as soil hardening or softening are not (explicitly) considered. Especially for the large number of cycles to be considered for a monopile foundation an extremely unfavourable foundation performance is the consequence (see discussion in Lesny, 2010).

The influence of cyclic loading on the axial pile bearing capacity is often only roughly taken into consideration, for example by limiting the proportion of cyclic loads on the total loading or by a global reduction of the static pile bearing capacity.
Various authors use a rheological spring model similar to the one depicted in Fig. 16.3 by modifying the stiffness of the springs depending on the cyclic loading (e.g. Karlsrud et al., 1987; Karlsrud and Nadim, 1990; Swinianski and Sawicki, 1991). Poulos (1981, 1983) has developed a procedure for analyzing the pile bearing capacity on the basis of the boundary element method. In this method the influence of cyclic loading is taken into consideration by the degradation concept according to Idriss et al. (1978) which describes the changing shape of the hysteresis loop in a cyclic element test (see Fig. 16.19):

$$\delta = \frac{E_{SN}}{E_{s1}} = \frac{\varepsilon_{c1}}{\varepsilon_{cN}} = N^{-s}$$  \[16.22\]

The behaviour of suction bucket foundations under cyclic loading has been analysed for example by Kelly et al. (2003), Houlsby et al. (2005), Jostad et al. (1997) and Clukey et al. (1995). An extended system law concept as mentioned in section 16.3.2 has been introduced by Byrne and Houlsby (2000) to numerically model the suction bucket behaviour under cyclic loading.

The operating behaviour of gravity based foundations has been investigated by, for example, England et al. (1997), Sawicki et al. (1998) and Craig (2004). The Norwegian Geotechnical Institute developed a design concept for gravity based foundations in cohesive soils which is based on a combination of soil mechanical element tests and standard design procedures to evaluate the foundation stability (see e.g. Andersen, 1976; Andersen and Lauritzsen, 1988; Andersen, 1992). Hinz (2009) adopted this concept in a design procedure developed for monopile foundations. In this concept, cyclic multistage triaxial tests are used to investigate the soil behaviour under cyclic loading with varying load intensity. The results of such tests are exemplarily depicted in Fig. 16.20.

In Fig. 16.20 a stabilization of the plastic deformations can be observed at each CSR below the one which induces progressive failure. The accumulated plastic deformations can therefore be approximated for each CSR by a power law using the degradation concept in equation [16.22]. Stress levels with different cyclic stress ratios can be considered by the well-known Miner’s rule (see Hinz, 2009).

The test results are implemented either in a finite-element routine or in a standard design method such as the strain wedge method developed by Ashour and Norris (1998) (see Hinz, 2009; Lesny and Hinz, 2009). With that, the accumulated plastic deformations of the soil can be calculated for an arbitrary number of cycles and for different stress levels.

### 16.4 Site-specific design optimization

#### 16.4.1 Design criteria

The design of foundations for offshore wind turbines depends on various factors resulting either from the site-specific conditions at the wind farm or from the available construction and installation technology.
Foundation design is primarily affected by the subsoil conditions in the area of the wind farm. The subsoil conditions determine the general foundation concept, that is, if a shallow (e.g. a gravity based foundation) or a deep foundation (e.g. a jacket) is appropriate, and if a preparation of the seabed or further soil improvement measures is necessary. The available bearing capacity of the subsoil then determines the dimensions of the foundation depending on the actual loading.

However, an optimization of the foundation design is primarily limited to the spatial variability of the subsoil conditions in the wind farm. Homogenous subsoil characteristics, at least in parts of the wind farm, allow for a standardized design and a high degree of prefabrication and series production. Extensive site investigations are therefore fundamental to reliably identify the local subsoil conditions at each turbine location. From the results of the site investigations typical soil profiles may be determined which are the basis for developing suitable foundation concepts at an early stage of the design.

Besides the subsoil the water depth is a decisive criterion for the choice of an appropriate foundation type because an increase of the water depth directly leads to an increase of the resultant moments and uplift forces. Especially compact structures such as gravity based foundations or monopiles become uneconomic whereas spread-out structures, flexible or floating structures may become more feasible.

The available construction technology also affects the foundation optimization. This includes the method of construction and installation as well as the use of existing or new technologies. The prefabrication on land of the foundations for a large number of wind turbines requires sufficient construction facilities and storage areas in harbours or plants as close as possible to the wind farm location to minimize the costs for transportation across the sea.

Design and construction further depend on the available installation equipment. For example, the maximum monopile diameter which can be installed by pile driving to-date is limited to about six metres regardless of the soil conditions. The use of jack-up units is further limited to water depths of about 40 to 50 m maximum depending on the length of their legs and the bearing capacity of the subsoil.

In the design optimization, monitoring and repair during operation under offshore conditions also need to be considered as well as the later removal of the structure after the end of its operation which is usually a mandatory requirement for the approval of a wind farm.

16.4.2 Structural layout

An optimization of the structural layout of the foundation is primarily aimed to reduce the loading. For example, the wave load on a cylindrical structure increases disproportionately with its diameter (see e.g. Mittendorf et al., 2004). This is of special importance for monopile foundations due to their large diameter and their sensitivity to horizontal and bending moment loading. The wave load can be
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The ice loading of an offshore wind turbine can be reduced by forming an ice cone at still water level. Figure 16.21 shows the two possible layouts, either forcing the ice breaking upwards or breaking it downwards. Usually a downward breaking ice cone is chosen, such as the one shown in Fig. 16.4 for the gravity-based foundations in the Lillgrund wind farm.

Scouring around the foundation, which particularly occurs in loose non-cohesive sediments, has an impact on the foundation bearing behaviour and therefore has to be considered within the optimization of the structural layout as well. As the prediction of the scour depth to be expected is very difficult (see discussion in Lesny, 2010) a scour protection is usually installed.

The simplest form of scour protection is the placement of a stone filling or of geotextile containers filled with sand or gravel (see Fig. 16.22). However, these measures have no filter effect, so colmation and suffusion can occur as well as contact erosion and secondary scouring at the edges of the scour protection. Washing away of individual stones or sacks by strong currents is also possible.

More suitable, therefore, are mineral or geotextile filters. Mineral filters comprise several fill layers with defined grading. Geotextile filters are flexible mats either of fabric or non-woven or a combination of both. They are covered by a protective layer of sand or gravel and weighted down by a stone filling. A filter must be mechanically and hydraulically stable and therefore follows certain filter rules as defined, for example, in Stein (1981), where other types of scour protection are discussed as well.

16.5 Foundation installation techniques

16.5.1 Installation of monopiles

Monopiles are prefabricated on land, loaded onto transport barges and towed to the location. It is also possible to seal the open piles and float them either
individually or together to the wind farm location. At the site, the piles are lifted out of the water or from the barge by a floating crane or from a jack-up unit and brought into position.

Monopiles are usually installed by above-water or underwater driving (see Fig. 16.23) where diameters of up to 4.5 m have been realized to date. Driving of larger diameter piles is possible provided there are suitable subsoil conditions (see also section 16.4.1). The pile is either driven with a guide or free-standing if the ground is stable enough. However, the pile can also be installed by a drive-drill combination with flushing or vibration support if the design embedment depth cannot be reached with pile driving alone. In very firm soils or rock, the placement of piles in predrilled boreholes and grouting of the space between pile and ground is another option.

Fig. 16.24 shows the installation of the transition piece on the monopile. The transition piece provides an access platform with ladders, a boat landing and the cable ducts for the underwater cables and allows for self-aligning between monopile and tower to ensure its verticality. The connection between monopile and transition piece is usually grouted.
16.5.2 Installation of steel framework structures

Steel framework structures are prefabricated in a dry dock on land. Jackets are either placed on a barge and brought to the location or they are self-floated and towed in a horizontal position to the location. Tripods are usually towed in an upright position, so the floatability must be ensured by appropriately designed base pipes or buoyancy aids.

Floating cranes are used in shallow water to lift and position smaller steel frames from the barge (see Fig. 16.25). If necessary the steel frame is brought into an upright position by controlled flooding of its legs and the floatation aids with the support of the floating crane. It is then guided by the crane and placed on the seabed. Larger steel frames are launched from the barge into the water (for this procedure see e.g. Hsu, 1991). By controlled flooding and deballasting of individual pipe sections the steel frame is erected with a 90° turn and sunk by further flooding.

Especially in soft soils a steel frame is often placed on so-called mudmats which ensure a temporary seabed stability before the piles are installed. Mudmats are skirted steel sections, which penetrate the soil by the self-weight of the structure. The piles are then usually installed by pile driving (see section 16.5.1).
16.5.3 Installation of gravity based foundations

Most gravity based foundations are constructed either fully or partly in a dry dock, a lock or a floating dock (see Fig. 16.26). For the transport of floatable structures the dock is flooded and the structure is then towed to the planned

16.26 Construction of gravity based foundations for the offshore wind farm Middelgrunden in a dry dock (© Middelgrunden Wind Turbine Cooperative).
location. The stability of the structure during transport must be verified (see Wagner, 1990; Clauss et al., 1988). Non-floatable structures are usually transported on barges (see Fig. 16.27).

Before installation, the seabed must be prepared. This includes the removal of soft top layers, the levelling and alignment of the seabed surface, the placement of a base layer or, if necessary, preloading or compaction of the ground. A coarse base layer or an additionally placed geotextile filter serves as a drainage to accelerate consolidation, especially in cohesive soils.

After positioning of the structure at the location the sinking process starts. Sinking is usually carried out by ballasting with water, and the controlled flooding of the caisson cells. The sinking of massive gravity based foundations is carried out by floating cranes.

The sinking of the structure is a critical process as an uncontrolled placement of the foundation on the seabed may lead to local stress peaks in the base that may cause damage to the foundation. Therefore, sinking requires calm weather, and the speed must be adjusted to the local conditions so that the foundation touches the seabed impact free. Additionally installed dowels serve as positioning aids and prevent the foundation from moving sideways (e.g. Eide and Larsen, 1976). After sinking, the space between the base plate and the seabed is, if necessary, grouted with underwater concrete or cement mortar and the caisson cells are ballasted with soil or other suitable material.
16.5.4 Installation of suction buckets

A suction bucket foundation is fabricated on land and towed to the location. For this purpose the suction buckets are either sealed and act as floats by themselves, or floatation aids are attached to the structure. In either case, barges and floating cranes are not necessary.

At the location the structure is placed on the seabed where the suction bucket first sinks by its self-weight to a certain depth into the soil. Because this process is to a large extent uncontrolled the structure must be placed as perpendicular as possible to avoid local stress peaks in the skirts when they touch the seabed.

After that, the water inside the bucket is pumped out creating a negative pore water pressure (suction). However, this is only possible if, during penetration under self-weight, a full contact is established between soil and skirts to avoid the forming of flow channels along the skirts and the subsequent erosion.

In non-cohesive soil the suction causes a flow from the outside to the inside which reduces the effective stresses inside the suction bucket to almost nil. Thus the resistance in the base area of the bucket and the shaft friction on the inner wall are reduced, and the soil is loosened up. At the same time a hydrostatic pressure difference inside/outside is created. All these effects induce further penetration of the suction bucket into the seabed (see Fig. 16.28).

In cohesive soils, where almost no flow develops, the hydrostatic pressure difference is the decisive factor besides self-weight and ballast. Much greater suction stresses are thus needed for the suction bucket to penetrate the soil.

![Diagram of installation of suction bucket foundation](image)
Ring stiffeners are attached to the inside of the suction bucket in order to avoid buckling of the skirts. Buckling may result from manufacturing imperfections or by elastic deformations when placing the suction bucket on the seabed and is enforced by the changed stress state around the bucket due to the induced flow (see Tjelta, 1995).

The maximum achievable penetration depth of a suction bucket in non-cohesive soil is limited to ca. $H \approx D$ to avoid a global piping failure inside the suction bucket which occurs when the hydraulic gradient created by the suction exceeds a critical value (see Tjelta, 1995; Houlsby and Byrne, 2005b). In cohesive soil, failure can occur when the suction pressure applied is greater than the undrained shear strength of the soil and a soil plug is detached in the base area. Later on, cracks may impair the penetration process in firm cohesive soils (Houlsby and Byrne, 2005a).

16.6 Future trends

The foundation concepts introduced here are suitable for shallow to moderate water depths up to approximately 40–50 m (with steel framework structures). However, with the further exploitation of offshore wind energy, there will be the need to move further offshore where greater water depths are encountered. Fixed foundation concepts are no longer suitable here because with increasing water depth the loading also increases and as a consequence the structural dimensions and the installed masses may become too large. In this situation flexible or floating support structures may be a better choice. However, up to now only conceptual studies and a very few prototypes exist.

Flexible structures are, for example, guyed towers such as the one depicted in Fig. 16.29. Prestressed guy lead lines are connected at the level of the resultant external loading and anchored in the seabed with anchor piles, suction anchors or anchor plates. Between the guy lead lines fender lines are spanned, which would absorb the elastic energy in the case of a ship collision. Due to the flexibility of the structure, the loading – in particular the moment loading – is reduced (Clauss et al., 1988). Due to the guying, the maximum moment is located in the upper section of the tower. Down to this point the loads are statically determinate and are not influenced by water depth or wave load (Carey, 2002). The bending moment reduces to null at the foundation level, so that only the self-weight of the structure is transferred to the subsoil. This clearly reduces the dimensions of the foundation. Further on, the tower and the guying are only marginally influenced by the subsoil conditions allowing for a standardized design.

With floating support structures the floating body can be a semi-submersible, a buoy or a barge-type body (see Fig. 16.30). In the transport state semi-submersibles and buoys are at the height of the waterline. Before operation they are ballasted and sunk, so that only the superstructure is above water. With a tension leg platform, positioning and stabilization is reached with prestressed anchors (see
16.29 Concept of a guyed support structure according to Carey (2002) (Lesny, 2010).

16.30 Concepts of floating support structures (Butterfield et al., 2007).
Clauss et al., 1988). A prototype of a large-scale tension-leg platform was erected in 2007 in a water depth of more than 100 m in Italy (see Fig. 16.31).

Buoys are stabilized by ballast, whereas barge type structures are stabilized by buoyancy. These structures are positioned by flexible mooring. Anchoring in the seabed is done for all structures either with anchor piles or suction anchors.

In 2009, the first full-scale buoy type floating structure carrying a 2.3 MW wind turbine was installed north of Stavanger in Norway. The structure consists of a steel cylinder filled with a ballast of water and rock. It reaches 100 metres below the waterline and is moored to the seabed with three anchor piles. This concept is suitable for water depths of 120 to 700 metres (StatoilHydro, 2009).

### 16.7 Sources of further information and advice

A first evaluation of the available knowledge of foundation design for offshore wind turbines had been published by Wiemann et al. (2002). The current state of the art is presented in a handbook written by Lesny (2010) which provides further references to specific topics.

The design of laterally loaded piles is generally illustrated in Reese and van Impe (2001). The applicability of these methods to monopile foundations has been investigated by Wiemann (2007). Hinz (2009) evaluated the behaviour of monopiles under cyclic loading. CPT-based procedures for the design of axially loaded piles have been developed by Jardine et al. (2005), Lehane et al. (2005), Clausen et al. (2005) and Kolk et al. (2005). Suction buckets are the subject of various publications, for example by Byrne (2000), Houlsby et al. (2005) as well
as Houlsby and Byrne (e.g. 2005a and b). Regarding the design of gravity based foundations, reference is made to the numerous publications of the Norwegian Geotechnical Institute.

The certification societies such as the German Lloyd (see GL, 2005, and http://www.gl-group.com) or Det Norske Veritas (see DNV, 2004, and http://www.dnv.com/) have published guidelines which also address foundation design. Often reference is made to the recommendations published by the American Petroleum Institute (see API, 2000).

In Germany, the Federal Maritime and Hydrographic Agency has published standards for site investigations and design of offshore wind turbines (BSH 2007, 2008) which are mandatory for wind farms planned in the German Exclusive Economic Zone.

Various research groups or initiatives deal among others also with foundation design (e.g. GIGAWIND, ForWind, Fraunhofer-Institut fuer Windenergie und Energiesystemtechnik). Reference is also made to the following interest groups, associations and websites:

British Wind Energy Association (see http://www.bwea.com/)
Danish Wind Industry Association (see http://www.windpower.org/)
Deutsche Energieagentur (DENA) (see http://www.dena.de/)
Deutsches Windenergie Institut DEWI (see http://www.dewi.de),
European Wind Energy Association (see http://www.ewea.org/)
International Renewable Energy Agency (IRENA) (see http://www.irena.org/)
National Offshore Wind Association of Ireland (http://www.nowireland.ie/)
Netherlands Wind Association (see http://www.nwea.nl)
http://www.offshorewindenergy.org/
http://www.offshore-wind.de
http://offshorewind.net
http://www.offshorewindfarms.co.uk

The presented summary is not exhaustive.
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Integrated offshore wind farm planning and design
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Abstract: Designing for offshore wind energy is more challenging than for onshore wind energy, not least because it involves integration of several major elements from different suppliers. The chapter first describes the context in which the design activities take place and the context in which offshore wind farms have to operate. It then suggests several design tools and their use for site-specific offshore wind farm design and for the design of general-purpose elements that can be reused in various wind farms.
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17.1 Introduction

In many ways, designing for offshore wind energy is more challenging than for onshore wind energy. For one, the harsh offshore environment raises demands on support structures, corrosion protection and climate control in the nacelle, while generally deteriorating working conditions. This generally doubles investment costs per kilowatt installed capacity compared to onshore wind farms, while higher wind speeds only compensate about half of that through increased electricity production. This increases the burden on designers to find optimal solutions, which is also more challenging than for onshore wind farms. The costs of an onshore wind farm are dominated by the wind turbine, so its optimisation can focus on that part of the system. Offshore, the wind turbines, support structures, electrical infrastructure, installation works and maintenance all provide significant contributions to the cost of energy. This means that optimisation involves many aspects, different design teams and tradeoffs involving different parts of the system. This emphasises the importance of integration for offshore wind farm design, which is the subject of this chapter.

Section 17.2 sketches the setting in which design and planning activities for offshore wind energy take place. It discusses the system elements and the involvement of people, and identifies various asynchronous processes and alternative forms of organisation that affect design integration. Section 17.3 provides the setting for design for offshore wind energy. Besides identification of the offshore conditions that dominate technology development for offshore wind energy, it discusses various non-technical issues that influence the design. The integration of design in a wind farm development project is treated in Section 17.4. Following the main steps in the design process, several methods are
suggested to support integration in these steps. Not all of the elements of an offshore wind farm are actually designed as part of a wind farm development project. For instance, the wind turbines are selected from a limited list of earlier designed and catalogued products. This complicates integration of the design activities of these elements, which precede the design of the wind farm. Nevertheless, Section 17.5 discusses possibilities for integration and makes observations of design in practice. Section 17.6 reflects on changes in the design context for offshore wind energy, developments in design organisation and methodologies and trends in design solutions. This chapter closes with sources of further information in Section 17.7.

17.2 **Overview of the system, parties and processes**

17.2.1 Components and procedures of an offshore wind farm

Figure 17.1 shows the elements of offshore wind farms as they are made to date. The level of detail chosen in the figure is such that it includes all current offshore wind farm designs, although some elements may be missing in particular farms.

17.1 Generic breakdown of hardware and procedures of offshore wind farms treated in this chapter. Terminology based on van Rooij (2001).
This is not the only possible solution to contribute to fulfilling our energy needs using offshore wind energy resources. For instance, offshore production and transportation of hydrogen would also be a candidate solution. However, Fig. 17.1 defines the scope of interest for this chapter. Although many ideas presented in this chapter also apply to other possible solutions, the type of system given by Fig. 17.1 is used to provide examples and practical consequences of the abstract ideas.

17.2.2 People and communication

Parties involved

Parties that affect or are affected by the development of offshore wind farms are called the stakeholders. Although the stakeholders and their interrelationships can be different for different projects, Fig. 17.2 shows a typical diagram of the inner circle of stakeholders. The developer takes a central role in this diagram. The left-hand side of the diagram shows the parties that set the boundary conditions for the development; the right-hand side of the diagram shows the parties that are involved in realising the project and performing the procedures identified in the previous section. The latter stakeholders constitute the supply chain and perform the planning and design processes that precede the implementation.

Communication, terminology, reference systems etc.

The people working in the supply chain have a wide range of different backgrounds and training. This means that they have a different frame of reference, which may lead to miscommunication. This applies to both informal and formal communication. In informal communication, terms such as foundation and turbine have multiple interpretations if the boundary of the subsystem is not specified. Terms such as hub height and water depth need a specification of the reference water level. Non-specialists may not be aware that wind directions express ‘coming from’, while wave directions express ‘going to’. In formal communication, such as interfaces between software tools, coordinate systems need to correspond or proper transformations need to be applied. Turbine and offshore engineers consider the positive z-axis to point upward, while geotechnical engineers consider it pointing down. The origin of the coordinate system can be, for instance, at the seabed, lowest astronomical tide, mean sea level, the still water line or at the tower top. It can be fixed to the earth frame of reference or rotate with wind direction or nacelle direction. To avoid miscommunication and errors, it helps to set up clear definitions at the beginning of a project, such as is done by van Rooij (2001).

17.2.3 Design and planning processes in offshore wind energy development

Site-specific and general-purpose design

This chapter deals with integrated offshore wind farm planning and design. However, the development of an offshore wind farm is not a single process. The final stage in developing an offshore wind farm is the site-specific design initiated by the project developer. This design includes, for instance, selection of the site, definition of the farm layout, specification of support structures and formulation of installation procedures. These activities can be integrated. This stage also includes selection of, for instance, the rotor-nacelle assembly and installation equipment, which have been designed in preceding processes. Although it is theoretically possible to design these elements as part of a particular wind farm, this is not observed in practice. Turbines are designed as general-purpose components, which can be used in different wind farms. This is beneficial because the increased production volume reduces the costs and risks, while the disadvantage of not performing site-specific optimisation is small. Installation equipment is designed as a multi-purpose tool so that its costs do not have to be written off on just one project. The design processes of these elements cannot be synchronised with the site-specific design process. Because the design of these elements nevertheless has a large impact on the final performance of the wind farm, this chapter also discusses multi-purpose design in the context of the final application in an offshore wind farm.
Integration for different contractual structures

As mentioned in the previous section, the activities in site-specific design can be integrated. The possibilities of integration in practice are affected by the organisation of the project and in particular by the legal relations between the parties. Some types of relations stimulate cooperation and enable integration. This is, for instance, the case when two parties are divisions of the same company. Vertical supply chain integration, where parties that contribute to different parts of the implementation process merge in one company, is therefore positive for integration of planning and design. Close cooperation and integration usually implies sharing risks. At the other end of the spectrum, relations between parties in the supply chain can be arranged by contracts that apply to only one specific project. Contracts usually divide the risks and separate the planning and design processes of the involved parties.

Opportunities for integration of overall planning and design depend on the contractual arrangement implemented by the project developer. Table 17.1 shows three types of arrangements used in previous developments. A consortium enables a high level of integration when it contains the main suppliers. Since the members carry responsibility in the project together, they can share and divide the work and risks as the project moves along. However, the solutions are likely to be fixed by the standard technologies of the partners. In multi-contracting, the project developer takes the responsibility for the overall design. This provides the opportunity for design integration, while at the same time keeping all options open. Based on the overall design solution, the project developer contracts the suppliers that further detail the design based on the provided interface definitions. This approach requires a high level of knowledge about offshore wind farm design on the part of the developer. When the project developer hires a general contractor, who is responsible for the main aspects of implementation and perhaps operation, the general contractor becomes the central party for planning and design. The general contractor can be a consortium or arrange its contribution through multi-contracting, leading to similar opportunities for integration as mentioned previously, albeit within the restrictions set by the project developer.

Table 17.1 Contract arrangement for several realised offshore wind farms

<table>
<thead>
<tr>
<th>Wind farm</th>
<th>Year of installation</th>
<th>Contract type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nysted, DK</td>
<td>2003</td>
<td>General contractor</td>
</tr>
<tr>
<td>Kentish Flats, UK</td>
<td>2005</td>
<td>General contractor</td>
</tr>
<tr>
<td>Barrow, UK</td>
<td>2006</td>
<td>Consortium</td>
</tr>
<tr>
<td>Burbo Bank, UK</td>
<td>2007</td>
<td>Multi-contracting</td>
</tr>
<tr>
<td>Q7, NL</td>
<td>2007</td>
<td>Multi-contracting</td>
</tr>
</tbody>
</table>

Data taken from Kleineidam (2007).
Parallel process of strategic planning and design

Strategic planning and design are both processes that eventually lead to decisions about which actions to take. There is a great deal of interaction or overlap between these processes and they are not always clearly separated. Strategic planning deals with high level aspects such as needs and values in the context of the company’s longer-term interests. Design deals with more practical and technical aspects such as form, properties and functions (Roozenburg and Eekels, 1995). Both processes can proceed along various lines, but some more or less generic steps can be observed. Figure 17.3 illustrates these steps and indicates which intermediate results of the design process are needed for strategic planning (for a multi-contracting approach). The figure also shows that the strategic planning process adjusts the requirements and targets for the design process. The overall project planning should identify and synchronise the milestones for both processes, specifying the needed information exchange.

17.3 Design and context of offshore wind farms

17.3.1 Fundamentals of the design process

Before going into details of design for offshore wind energy, this section discusses the fundamentals of design. This clarifies terminology used in the rest of this chapter and provides an appropriate mindset.

![Diagram of design and strategic planning processes]

17.3 Generic steps in the design process and data needed for the strategic planning process. Left-most column adapted from Kühn et al. (1998a).
Design is a process to determine which actions to undertake to achieve a purpose. It starts with a desire to change what is happening in the world from its natural course and ends with a blueprint for action. The blueprint usually describes how to manufacture hardware and procedures for its use. The basic steps of this process are shown in Fig. 17.4.

Figure 17.4 indicates that design is not a sequential process from needs to blueprint, but includes iterations. Particularly, unsatisfactory designs may lead to synthesis of new solutions or even revisiting requirements that may appear unfeasible or undesirable. Furthermore, the iterations lead to inclusion of ever more detail. Most research, textbooks, design tools and other elements of the knowledge base for offshore wind energy focus on simulation and evaluation, which are closely related to the natural and behavioural sciences. In contrast, this chapter deals with all the steps in the design process and with the flow of the entire process.

17.4 Basic steps and information in a design process. Adapted from Roozenburg and Eekels (1995).
As evidenced by the feedback and feed forward arrows, the requirements play a pivotal role in the process. They can be further divided into three categories: functions, constraints and the objective function. The first category specifies what type of behaviour is desired. The desired functions are related to the synthesised solutions through working principles. This chapter will use the term ‘concept’ to indicate the description of the solution that reveals these working principles. The second category specifies what is and what is not allowed. This may include a description of unacceptable behaviour, but most constraints are expressed as limits or ranges for certain properties of the solution. Constraints for parameter values are related to the design solution through dimensioning; any set of dimensions of the design solution for which the constraints are met represents an acceptable solution. Finally, the objective function expresses how acceptable solutions are ranked. The design process aims to optimise the objective function, subject to the constraints and the available design resources. How well a solution scores in terms of the objective function is often called its performance.

### 17.3.2 Differences between onshore and offshore wind energy

#### Different conditions

When going offshore, several conditions change from the onshore situation. The most significant changes to the environment in which the wind farm is applied are indicated in Table 17.2. To understand how these different conditions affect the design solutions their effect on the functions, constraints and objective function needs to be understood. The effect on each of these three categories of requirements is treated below.

#### Changed functions, working principles and concepts

The functions relating to the primary process, conversion and transportation of energy remain unchanged. The environment imposes no fundamental reasons to

<table>
<thead>
<tr>
<th>Surface conditions</th>
<th>Onshore</th>
<th>Offshore</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wind climate</td>
<td>‘Low’ wind speed/‘high’ turbulence</td>
<td>‘High’ wind speed/‘low’ turbulence</td>
</tr>
<tr>
<td>Air conditions</td>
<td>Mild/dry</td>
<td>Salty/moist/corrosive</td>
</tr>
<tr>
<td>Biological environment</td>
<td>Mainly birds</td>
<td>Birds/fish/mammals/benthos</td>
</tr>
<tr>
<td>Societal environment</td>
<td>Inhabited areas/industrialised areas/landscapes</td>
<td>Shipping/exploitation/nature reserves</td>
</tr>
</tbody>
</table>
use other working principles for these functions and therefore the concepts used in onshore wind farms can also be applied in offshore. In effect, offshore wind turbines and electrical infrastructure show great resemblance with their onshore equivalents.

The functions to support the energy converter and the electrical infrastructure also remain the same in offshore, but in this case new potential working principles emerge. As for onshore support structures, the loads can be transferred directly to the fixed earth, but the sea enables the ability to use buoyancy for a floating support structure concept. Although such concepts are new for wind energy, the working principle has previously been used for other offshore applications.

The offshore procedures are most affected by the environment. Logistic functions such as transport of people and hardware, and enabling access and installation are the same as onshore, but the sea surface demands totally different working principles. Because similar functions are required for other offshore applications, working principles and concepts can be copied to some extent.

**Changed constraints and dimensions**

The largest changes in the formulations and values for the constraints are seen in the following consequences of the offshore environment:

- no obstacles for logistics;
- hydrodynamic and ice loading;
- other wind loading (parametric change of wind speeds and turbulence);
- other material deterioration (more corrosion);
- less noise restriction;
- less and other visual impact restriction;
- less and other spatial restrictions;
- siting constraints to limit effects on nature.

Examples of clear responses to these changes are pre-assembly of large subsystems before offshore transport and installation, stronger support structures, sealing of the nacelle, increased tip speeds (better energy conversion but higher noise), array arrangements (instead of line arrangements) and more turbines per farm. Because the working principles and physics are known from onshore wind energy and other offshore applications, assessing whether a solution meets the constraints can be based on existing knowledge. Nevertheless, for proper dimensioning this knowledge and the simulation tools have to be adjusted for offshore wind energy.

**Changed objective function**

The performance of a wind farm can be measured against many criteria, such as its contribution to the electricity supply, its power quality and its impact on the
environment. Invariably most weight is attached to the cost of energy. This is not different offshore or onshore. However, the value of and contributions to this performance indicator differ significantly for the two situations. As a ballpark figure, the cost of energy from an offshore wind farm is about 1.5 times higher than that of a wind turbine at a good onshore location. This emphasises the need for proper optimisation. Figure 17.5 shows the difference in the cost distributions. Since costs of an offshore wind farm are evenly spread over several main contributions, optimisation of an offshore wind farm cannot focus on a singular aspect. Because of the interactions between the elements, optimisations cannot be performed per element, but have to be done from a systems perspective. This is the challenge of integrated design of offshore wind farms.

17.3.3 Non-technical issues

Characterisation

Although an offshore wind farm is in essence a technical system, its conception is certainly not driven by technical factors only. The processes that achieve conversion from wind energy to electricity and the effect that the environment has on the conversion system are dominated by technical considerations. The working principles that lead to the desired functionality and the constraints that avoid for instance premature collapse are based on the laws of physics. However, the

17.5 Typical distribution of levelised production costs for onshore (a) and offshore (b) wind farms. Onshore data based on typical ranges of contributions given by Morthorst (2004) and offshore data provided by Kühn et al. (1998b).
judgement of the system and its effect on the environment is subject to the value system of human society. Some values are expressed formally, for example in laws and regulations, and some values are informal, such as public opinion. The economic value is the result of a complex process of human interaction. The dynamics of this value system are governed by institutions, which are structures of cooperative behaviour in communities. Institutions can relate to informal groups, such as a community that shares a NIMBY feeling, and to formal organisations, such as a government. These are all non-technical issues that affect the design of a wind farm.

The influence of non-technical issues and their dynamics are less understood than those of the technical factors that follow the laws of physics. The better the effects are understood or written down in regulations, the better they can be incorporated in the design process as constraints or in the valuation of the system. This has already been indicated for some such effects in Section 17.3.2: the last four bullets in the list of changed constraints and the cost of energy as an indicator of the objective function are affected by non-technical issues. Some non-technical effects lead to such high uncertainties and risks, that they are not treated as part of the design process, but as part of the strategic considerations in the planning process. After making a balance with the company’s interest, the planning process leads to internal constraints and criteria for the objective function. The following sections illustrate some of the important non-technical factors and how these affect design and strategy.

**Legislation and regulation**

Legislation and regulation reflect what authorities consider acceptable or not, and provide a means to stimulate developments that they find desirable. Authorities balance various interests in the formulation of legislation. Most legislation and regulation is enforced in the permitting process and can therefore be integrated in the planning phase of a project in a natural way. Some legislation is enforced during operation, such as some labour safety regulations, and need to be duly anticipated. Legislation differs per country and sometimes even per region. There is no prospect that legislation will be harmonised throughout Europe, as governments do not have the intention to do so (European Commission, 2005a). Requirements will therefore differ for different sites. Due to regular change of legislation in some countries, requirements may even change during the development phase of a project.

Legislation can affect strategy and design in various ways. Permitting procedures may set explicit constraints, such as restrictions on hub height or wind farm size. Such restrictions can easily be incorporated in the design process as part of the requirements. They only affect strategy if the design team cannot obtain an acceptable solution with these restrictions that meets the originally established strategic objectives. The tendering procedures may also set constraints and besides that they provide additional criteria for the objective function. The tender criteria used for ranking of bids have to be included in the design process next to the internal criteria and the weight of each is a strategic choice. The tender criteria are usually
more or less clear enough to use in the design process. Legislation may also prescribe certain procedures, of which the outcome is uncertain. For instance, it may prescribe consultation with external parties as part of the permitting process. Due to the uncertainties, such procedures usually require that people who make strategic decisions stay in close contact with designers of relevant aspects of the wind farm.

Stakeholders in society

Figure 17.2 gave an overview of the stakeholders in offshore wind farm development. Many stakeholders, such as suppliers, customers and the government, can exert influence through their economic or legal relation with the project developer. Several stakeholders in society do not have these means to directly influence the development. Important stakeholders in society are:

- other users of the sea and seabed;
- environmental interest groups;
- air and marine traffic control (radar);
- taxpayers (subsidy);
- coastal inhabitants;
- suppliers and consumers of coastal recreation and tourism.

Their interest affects wind farm design in various ways. As mentioned in the previous section, authorities balance their interests in legislation. To protect individuals and groups of people that are personally affected, they usually have the opportunity to ask for an evaluation of their individual interest in the permitting process. A more informal approach is also possible. Communication between developer and stakeholders can lead to mutual understanding and alternative solutions. Involving stakeholders has proven beneficial in the past by avoiding opposition of permits (Sorensen et al., 2002). Solving conflicts of interest in this way may also avoid the formulation of stricter legislation. The decision to involve stakeholders as well as the balance between giving and taking is largely strategic.

Environmental impact

As for the interest of the stakeholders, the interest of the non-human environment is protected by legislation. An environmental impact assessment (EIA) is required as part of the permitting process. EIAs are performed on different scales and levels of detail according to the requirements at national level (European Commission, 2005b). Because not all potential impacts of offshore wind farms are well understood, the requirements for EIA are not always well defined and worst-case scenarios may need to be considered. As far as the environment is protected by legislation or defended by environmental interest groups, the previous sections apply. Developers may find it of strategic importance to be more careful about the environment than required, in order to maintain a positive image.
This is often done because they want to underline the positive environmental effects of offshore wind energy (European Commission, 2005b).

**Economics**

Since costs and value of energy are among the main criteria in the objective function, economics play a decisive role in the evaluation of design solutions. To some extent, the cost and value are determined by the technology of the design solution. For example, a smaller pile will be less expensive than a larger pile, and simple technology is likely less expensive than advanced technology. However, costs and value also strongly depend on market economics. Some of these economics can be influenced by negotiations, but other economic developments are outside the sphere of influence of the developer. For instance, steel prices doubled between summer 2006 and summer 2008 and dropped by about a third in spring 2009 (TTI, 2009). There is a negative economic value for the (perceived) risks of a design solution, which translates to insurance costs and financing costs. The latter is also influenced by the investment market. Economic developments may lead to considerable uncertainties, particularly for the long-term developments of the revenues if this is not mitigated by price agreements or feed-in tariffs. The influence of economics is not only a design issue, but also requires strategic decisions.

### 17.4 Wind farm design and integration (site specific)

#### 17.4.1 Integrated design: what it is and what it is not

The term ‘integrated design’ can be interpreted in many ways. As a fashionable word, it is often used to create the impression that everything has been taken into account. Although this is commendable, taking everything into account does not necessarily lead to a better product. Integrated design approaches actually provide greatest value in their ability to separate the process, problem and solution into smaller, manageable and understandable parts. As one of the significant contributors to integrated design, systems engineering provides structure to make such separations, while at the same time attending to the interactions between the elements. Referring to Fig. 17.4, this means that functions, constraints, objective function and provisional design are broken down into smaller parts than can be related to the system level. This section presents some tools that can be applied to offshore wind farm design. Most tools are selected from course material provided by Hamann and van Tooren (2003, 2004). The tools are presented as part of the design process, to give them context. It is not intended to describe the design process as seen in practice or to prescribe an approach. Rather, the tools are suggestions for approaches that can be helpful and that have proven themselves in various applications. It is up to the designer to select which tools are most appropriate at certain points in the design process. Some of the suggested
tools can also be applied in other situations, such as for subsystem or detailed design.

Wind farm design in practice may sometimes be observed to be intuitive and straightforward, not requiring elaborate tools. When many boundary conditions for siting and farm layout are set by regulation or when the conceptual design is largely copied from other wind farms, most attention can indeed be spent on detailing the design of the subsystems. At that point in the process, many issues relating to design integration are already fixed.

17.4.2 Preparations and site selection

Requirements specification and targets

Terms of reference describe the desired outcome, the participants, the resources and the overall planning of a project. They can be drafted at initiation of a wind farm development as the outcome of the first step of strategic planning. During the project, they are used to check progress and compliance with the original intentions.

The first task in the design process is to expand and clarify the objectives and criteria used in the terms of reference to specify the outcome of the project. As discussed in Section 17.3.1, three types of requirements can be identified: functions, constraints and the objective function. Functional requirements and constraints together make up the list of requirements, which forms the definition of the design problem. Functional requirements become important in the conceptual design phase and are therefore treated in Section 17.4.3. Constraints can be set by various stakeholders, such as the authorities, the transmission system operator (TSO), the utility, the investors, the insurers and the company management. Constraints can apply to all aspects of the design and design process, such as prescribed or prohibited solutions and prescribed analysis methods, but mostly they provide limits to certain properties of the solution, such as noise levels. A requirements discovery tree can be used to identify requirements. This is an AND-tree, in which the sum of requirements at a lower level equals the requirement at a higher level. Different starting points can be applied in structuring the tree. An example of the top levels of a requirements discovery tree is shown in Fig. 17.6.

Site selection and multicriteria analysis

When the site is not specified externally, but there is freedom of selection for the developer, there are a number of things to consider. First of all, there are constraints, as discussed in the previous paragraph. Most common constraints are exclusions of areas used by others, such as for shipping, military exercise or extracting other natural resources. Secondly, there are properties of the site that relate to the objective function. In this early stage of the project, it is impossible to quantify the effects of the site on the objective function accurately. Therefore, performance indicators are used. A multicriteria analysis is needed to get an overall performance impression.
based on these indicators. One quantitative approach is given by the following steps.

- Define a list of system-level performance indicators that covers all properties of interest.
- Define metrics for each indicator. Preferably, these are computed values, such as electricity production. Otherwise, use a tabulated conversion such as: excellent = 10, good = 8, fair = 7, etc.
- Define weights for each of the indicators.
- Get agreement about the assessment process and fix it.
- Score all options, multiply metric and weight for each indicator and add up the results.
- Rank the options based on total score.
- Treat the ranking sensibly, acknowledging the simplifications in the process.

Figure 17.7 shows an example of a simpler multicriteria analysis without using metrics for the performance indicators. Hatching or colours can be used to get a quick visual impression of the scores. Some cost models have been developed for GIS applications that give the cost of energy as a function of location (Kooijman et al., 2001; Cockerill et al., 1998). These can be used to determine one of the important performance indicators.

17.4.3 Conceptual design

*Functional breakdown tree, functional flow diagram and design option tree*

The conceptual design fixes the working principles that are used to obtain the desired functions. Some examples for offshore wind farm design are given in
Table 17.3. Following the logical sequence of steps in Fig. 17.4, the definition of function precedes the synthesis of concepts. In reality, the definition of functions is rarely explicit in offshore wind farm design and designers tend to think in terms of conceptual solutions. This stimulates reproduction of earlier solutions. When the designer aims at innovation, it may be helpful to first express the functional requirements in a functional breakdown tree or functional flow diagram. Both diagrams display all desired functions, but the first one uses a hierarchical order in an AND-tree, while the second one expresses how the functions are invoked in time, giving their order in parallel, sequential, alternative or iterative processes. For each of the functions, an OR-tree of candidate solutions can be drafted. The highest level of this design option tree names the overall solution for that function.

Table 17.3 Examples of functions, working principles and concepts

<table>
<thead>
<tr>
<th>Function</th>
<th>Working principle</th>
<th>Concept</th>
</tr>
</thead>
<tbody>
<tr>
<td>Keep structure in position</td>
<td>Friction under vertical pressure</td>
<td>Gravity-base foundation</td>
</tr>
<tr>
<td>Provide installation platform</td>
<td>Vertical bearing of seabed</td>
<td>Jack-up vessel</td>
</tr>
<tr>
<td>Protect cable on seabed</td>
<td>Shield with top layer of seabed</td>
<td>Cable trenching</td>
</tr>
<tr>
<td>Avoid ship collision</td>
<td>Attract attention</td>
<td>Blinking lights</td>
</tr>
</tbody>
</table>

17.7 Example of multicriteria analysis for site selection in the Dutch sector of the North Sea (not shown are the criteria: soil conditions, other users, distance to grid and distance to ports). Adapted from Epema and Obdam (2006).
for example gravity-base foundation. At each node in the tree, a list of alternative solutions is formulated, e.g. solid or ballasted. The latter option in this example can branch into concrete and steel. There may be a need to move back and forth between solution and function. For instance, the function ‘install foundation’ splits differently for a floating foundation than for a monopile.

**Component relations, the N2 diagram and system trade-offs**

If an offshore wind farm were just a sum of its components, the best design option could simply be chosen for each function independently. However, the total system exists through and despite the interactions between its elements. An N2 diagram provides an overview of the relations between the elements. It shows the elements on the diagonal of a matrix and uses the cells to indicate the relations. Figure 17.8 shows the format of an N2 diagram using the high-level definition of the wind farm of Fig. 17.1 and an example of a particular relation. The relations between the elements affect the evaluation of constraints and the objective function. The example given in Fig. 17.8 shows that the installation loads affect the evaluation of constraints for strength and collapse of the offshore turbines.

![N2 Diagram Example](image)

17.8 Format of the N2 diagram, which shows the relations between elements of the system.
This may consequentially affect the objective function through the need for strengthening. The objective function may also be directly affected through interactions. In the case of wake effects the interaction between different turbines in the farm reduces the electricity production. The interactions and their effect on the constraints and the objective function are indicators of the need for close cooperation between the designers of the respective elements. The example shows the need of cooperation between support structure and installation design.

In the conceptual design phase, the insight into the interactions and their direct or indirect effects on the objective function help to make trade-offs that relate to more than one element. The most discussed trade-off is between maintenance costs and availability on the one hand, and turbine costs and efficiency on the other. This involves the elements ‘wind turbines’ and ‘exploitation’. In a trade-off, one sub-quality of the objective function is improved, at the cost of another sub-quality. Determining whether the overall effect on the objective function is positive or negative usually needs quantitative information and therefore parametric analysis of the relevant elements.

17.4.4 Preliminary design

Decomposition of the solution and technical budgeting

The early design steps can and need to be organised with much interaction between the designers of different elements. However, as the design becomes more detailed and time-consuming it is no longer possible to work together with the growing design team and to allow everything to keep changing in the design iterations. At this point, the structure of the design process should facilitate a more compartmentalised organisation of the work. Considering that the high-level conceptual design solution is fixed at this stage, a common approach is to divide the project team according to a division of the solution in several parts or clusters of elements. Knowledge of the relations between the elements, as collected in the N2 diagram, helps decomposition of the solution in clusters with weak relations. This is depicted in Fig. 17.9. The blocks indicate elements of the solution in a hierarchical AND-tree and the lines beneath them indicate strong and weak relations. Reorganising the hierarchy leads to clusters with only weak relations. Designers that work on one cluster need strong, daily, interactions but can work more or less autonomously from other clusters.

The systems engineers and project managers need to guard the overall system performance and the effects of the weak relations. To eliminate the weak relations from the daily design process, they can be replaced by interface definitions that fix the effect of the relation. Geometric specifications of the physical connections act as constraints for both clusters. Other specifications, such as interface loads, act as constraint for one of the clusters (the originating element in an N2 diagram) and as external condition for the other (the affected element). Technical budgeting can
be used to divide system targets into targets for the clusters, e.g. a division of total costs or of the electrical losses. The technical budgets and interface definitions are revisited at longer intervals and are only changed subject to strong arguments.

Cost modelling and numeric optimisation

Considering the dominance of the cost of energy in the objective function, cost modelling can be used to support the design process. Cost models use engineering design models, curve fits to cost data of existing components, quotations and guesses to express costs and energy production as a function of the main design or interface variables. For turbine design usually rotor diameter and rated power are used as independent variables, while for a wind farm for instance the location, farm power capacity and the number of turbines are variable. By coupling cost modules for different elements of the wind farm, the overall costs can be assessed, as done by Elkinton (2007). Numeric optimisation can be part of the engineering design model used to determine the design of a particular element and it can be used as a shell around the cost model to minimise wind farm costs.

Cost models help to set realistic targets for the overall cost performance and support technical budgeting. Engineering design models and numeric optimisation can be used to support dimensioning by the designer.

Integrated analysis

The N2 diagram helps identify which clusters of components have strong physical interactions. Although it may not always be practical to emphasise the integration of such clusters in the design process, it is important to realise the effect of these interactions on the properties of the (sub-) system. Probably the most researched interaction is between the rotor-nacelle assembly and the support structure. It is evident that these are not designed together in practice, as the rotor-nacelle
assembly is an off-the-shelf product for a wind farm designer. However, research shows the importance of using an integral model of support structure and rotor-nacelle dynamics to assess the effect of combined wind and wave loading. The better the design process facilitates integrated analysis of such clusters, the more accurate the assessment of the constraints and objective function will be.

17.5 Technology development for offshore wind farms (general purpose)

17.5.1 Differences with site-specific design integration

Section 17.4.1 stated that the value of design integration can be found in the ability to break the design down into smaller parts, while maintaining their relations to the system-level requirements and properties. Some of the important elements of an offshore wind farm, such as the rotor-nacelle assembly and the installation vessel, are designed prior to the planning and design of the wind farm. The designers of such elements have to anticipate how their product will be used by their customers in order to assess its ability to meet the requirements eventually set for the entire wind farm by the developer. The interaction with the design process of other elements of the wind farm is replaced by supplier/customer interactions. Setting the interface requirements and technical budgets therefore becomes the result of market analysis and the strategic planning process of the product. Nevertheless, some engineering tools and knowledge as discussed in the previous sections for site specific design are still useful for the design of products that will be used in various wind farms. This section treats this engineering contribution to general-purpose design and makes some observations from studies and design in practice.

17.5.2 Relevance of integration tools

As mentioned in the first paragraph of the section about site specific design (17.4.1), the value of integration tools is largely their ability to separate the process, problem and solution. Although this reduces the interactions in the design process, it is also a means to identify and control the interactions that are important. In general-purpose design, many design interactions are impossible altogether because the rest of the wind farm is designed at a later stage. Still, the integration tools can help to put the design in the context of the product’s future use. Much information needed to use the aforementioned tools can be anticipated because the design solutions of offshore wind farms show much similarity. This is particularly the case when a specific market segment is selected, such as shallow water sites with high wind speeds. Zooming in on the design solutions of different wind farms will reveal more and more differences, showing that at some point a generic description in the engineering tools will no longer be sufficient. Table 17.4 gives an overview
The essence of what could be called integration for general-purpose design is the inclusion of its anticipated effects in the final application in an offshore wind farm. To enable this anticipation of effects, several design research projects have treated the design of a general-purpose element as if it were part of an offshore wind farm design project. In these projects, one or more cases were formulated to set conditions for the offshore wind farm design. This setup enables analysis of the general-purpose design in its future environment by design integration for the defined cases. Such case studies can fully use the integration tools discussed in

Table 17.4 Application of tools for design integration in the design process for general purpose products

<table>
<thead>
<tr>
<th>Tool</th>
<th>Use</th>
</tr>
</thead>
<tbody>
<tr>
<td>List of requirements and requirements discovery tree</td>
<td>Collect the same set of requirements as a wind farm developer, assessing the informal requirements for instance by interviews. Identify the subset of relevant requirements.</td>
</tr>
<tr>
<td>Multicriteria analysis for site selection</td>
<td>Assess criteria and weights of a wind farm developer and base targets for the general-purpose design on these. Acknowledge how important the relevant criteria are to overall performance.</td>
</tr>
<tr>
<td>Function breakdown tree, function flow diagram and design option tree</td>
<td>Use function diagrams of general-purpose design to assess functional hierarchy and interfaces with the rest of the system and consistency with overall functionality. Use reverse engineering of functions and design options or previous wind farms.</td>
</tr>
<tr>
<td>N2 diagram</td>
<td>Use N2 diagram of entire wind farm to assess interactions that determine the relevance of requirements and functions in the aforementioned tools.</td>
</tr>
<tr>
<td>Decomposition of the solution</td>
<td>Identification of a cluster with strong interactions may lead to strategic partnership or extension of the product boundaries to enable more design coordination.</td>
</tr>
<tr>
<td>Technical budgeting</td>
<td>Perform technical budgeting of wind farm targets, based on, for instance, literature or interviews, to set realistic targets.</td>
</tr>
<tr>
<td>Cost modelling, engineering models and numerical optimisation</td>
<td>Use cost models for wind farms to set realistic targets and to get initial designs in the same way as for site specific design.</td>
</tr>
<tr>
<td>Integrated analysis</td>
<td>Use one or more reference designs for elements with which an integrated analysis is preferable.</td>
</tr>
</tbody>
</table>
Section 17.4, rather than the reduced versions of the previous section. Examples of research projects in which this approach can be observed are Opti-OWECS, ‘cost optimising of large-scale offshore wind farms’ and DOWEC (Kühn et al., 1998a; ELKRAFT, 1999; Hendriks and Zaaijer, 2004). These projects used a collaboration of different companies to create the proper setting for design integration. A company that designs a general-purpose product can consider hiring the services of designers from other companies to create a similar setting at critical points in their design process. However, it must be noted that the validity of this type of design integration is in principle restricted to the selected cases.

17.5.4 Technology development in practice

Section 17.5.1 indicated that the designers of general-purpose elements are faced with the burden of anticipating the value of their product in future offshore wind farms. What is evident is that any form of anticipation of the future use of the general-purpose element requires knowledge of areas outside the regular expertise and scope of the design team. Companies deal with this more and more by employing people with such complementary knowledge, by cooperating with other companies in research projects and by visiting each other’s conferences. What is not evident, is how companies handle the integration issue in practice. Relative to making a truly integrated design of an offshore wind farm, the surrogate integration methods that are suggested in the previous two sections are less than optimal. Although companies might use similar or more advanced methods, there is no evidence of that in the public domain. Nevertheless, many aspects of the design process and solutions observed in practice can be explained using the insights presented in this chapter. Several examples are given in Table 17.5. Interestingly, the conceptual design of several site-specific elements is also performed ahead of wind farm design. Examples are the development of foundation concepts, floating concepts and maintenance strategies. Although the dimensions of these concepts will be finalised during site-specific design, the knowledge about such concepts is considered to be more generic. The generation of such knowledge requires many resources, which are normally not available in a wind farm development project. The knowledge needed for far-reaching innovations is therefore developed with the potential to be used in many future wind farms.

17.6 Future trends

17.6.1 Developments in context and requirements

Many new regulations have been formulated since the beginning of offshore wind energy, when the then existing regulations were not considered sufficiently adjusted to the new application. Ever since, there has been continuous development and, at the time of writing, the dust has not yet settled. Most countries are now
debating whether the offshore transmission system should be a responsibility of the TSO or of the wind farm developer. As a responsibility of TSOs, an offshore grid can be created, enabling both international exchange of electricity and connection of offshore wind farms. New knowledge about environmental impact and concern about cumulative impact affects regulation for EIAs. Developments are moving further offshore, away from harbour facilities and into deeper waters, leading to other conditions for the support structures and for logistics.

17.6.2 Developments in design objectives and organisation

The early offshore wind farms were small demonstration projects that received considerable support from all stakeholders. Designers could focus on technology and rely largely on solutions used for onshore wind energy and in the offshore industry. An increase in size and amount of offshore wind farms has raised targets for profit and put stricter constraints on risks and on the impact on society, on the environment and on the electricity system. To meet the objective and constraints, there is an increasing interest in moving from copied technology to innovative solutions, dedicated to this application. This implies an extension of the design domain, with many new options to be explored. This search for innovation will remain for some time to come.

Various legal structures of cooperation can be observed, affecting the possibilities for design integration as discussed in Section 17.2.3. The increasing
demands increase the need for design integration. Project developers will play an increasingly important role in design integration and it can already be observed that they are generating the necessary expertise.

17.6.3 Development of design methodologies
The methods sketched in this chapter are just an extract of the possibilities. Although these and other methods have been tested in various other applications, there is limited to no proof of their effectiveness for offshore wind farm design. The history of offshore wind farms is so young that many options to support design integration still need to be tested. The first development will be that companies will establish their common practices. In the longer term, more and newer methods that are developed for other applications will be made suitable and tested for this application. Examples are knowledge-based engineering and design engineering engines. The latter method facilitates multi-disciplinary design analysis and optimisation. Such methods are being developed and tested in the UpWind project (Anon., 2010). In addition, methods will be developed to support integration issues of general-purpose designs, in particular for the design of the rotor-nacelle assembly.

17.6.4 Trends in technology
As mentioned in Section 17.6.2, there is an increasing interest in dedicated innovations. Already many innovations can be observed that signify an evolution of the technology. Examples are the vessel type jack-up equipment, the ‘bunny ear’ installation method with two rotor blades assembled in the harbour and fully variable speed turbines with robust squirrel cage or permanent magnet generators. In response to moving farther offshore, tripods and lattice towers are developed and in the future this may lead to floating turbines, larger wind farms, accommodated maintenance vessels or even an offshore workspace. Various revolutionary conceptual changes are suggested, such as return to stall control, two-bladed rotors or vertical axis turbines. Climbing cranes, self-installing turbines or complete assembly in the harbour are suggested to avoid hoisting equipment. Various electrical farm layouts and control are being investigated, including speed control of clusters of wind turbines and DC connections. A candidate integral solution is proposed as the so-called ‘energy islands’ with multiple functions, including energy storage. Which of these suggestions will eventually become reality is for the time being an interesting point of debate.

Another point of debate is the optimum size of turbines for offshore wind farms. Already, the typical size of offshore wind turbines exceeds that of onshore wind turbines. This helps to mitigate the costs of offshore operations and structures, which are very high but scale up benignly with the increase of turbine size. Further potential for growth of turbines is assessed with models for
up-scaling, which relate properties such as loads, stress, mass, rotational speed, rated wind speed, energy yield and costs to the size of the turbine as indicated by its rated power and rotor diameter. Scaling models help to identify design drivers and needs for technological change. When combined with cost models for other elements of an offshore wind farm, they can support the assessment of optimum scale although substantial uncertainty has to be considered.

17.7 Sources of further information and advice

For effective design of offshore wind farms, knowledge from various disciplines is needed, including at least the physics of the applied technology, engineering design methodology and management of technological developments. This section suggests various sources of further information that address any of these issues in the specific context of offshore wind energy and some sources that treat generic aspects of design methodology.

At the time of writing, the only comprehensive textbook about offshore wind energy technology is that by Twidell and Gaudiosi (2009). Some textbooks about wind energy have a separate section or chapter about offshore wind energy (Hau, 2005; Manwell et al., 2002; Kühn, 2002). Various research projects have provided public reports. Besides the projects mentioned in Sections 17.5.3 and 17.6.3, of particular interest are CA-OWEE, Downvind, COD and WE@Sea. Links to websites of some of these projects can be found on the website by Zaaijer et al. (2008). Articles relating to offshore wind energy can be found in various journals about wind energy, particularly Wind Energy, Wind Engineering and special issues of Solar Energy Engineering. The journal Wind Energy published two special issues on offshore wind energy in 2009 (Vol. 12, issues 2 and 5). There are proceedings of the conference series European Offshore Wind (EOW) and Offshore Wind Energy in Mediterranean and other European Seas (OWEMES), and various other conference series have sessions about offshore wind energy, such as the European Wind Energy Conference (EWEC), World Wind Energy Conference (WWEC), International Offshore (Ocean) and Polar Engineering Conference (ISOPE) and the International Conference on Ocean, Offshore and Arctic Engineering (OMAE). All these sources treat a variety of issues, such as resources, climatological conditions, environmental impact and specific technologies. However, other than optimisation algorithms, design methodologies are rarely addressed.

There are many textbooks about generic aspects of designing. Invariably, they bear most relevance to design problems of a specific nature, such as consumer product design, engineering design or systems engineering. Examples are the books of Cross (2000), Hubka and Eder (1988), Kroll et al. (2001), Otto and Wood (2001), Pahl and Beitz (1996), Ullman (2003) and Ulrich and Eppinger (2000), but many other textbooks are equally useful. There are many conferences and journals about product design and engineering design, such as the Journal of
Engineering Design, Research in Engineering Design and Journal of Design Research. Designers and design researchers organise themselves into various associations, such as the Design Council and the Delft Center for Engineering Design (DCED). These sources are useful for a general overview and to get ideas about tools. However, so far there is no source that provides extensive and explicit information about the utility of design methods for the design of offshore wind farms.

### 17.8 References
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Abstract: Presently, ambitious plans exist to install large offshore wind farms in Europe and the USA. For offshore wind farms, the costs for operation and maintenance (O&M) contribute to the costs of energy substantially, approximately 30%. In this chapter, the issues relevant for O&M, such as turbine reliability, weather conditions, equipment for transfer of personnel, crane vessels for hoisting of parts and the use of condition monitoring systems are discussed. Since at present hardly any operational experiences are available from offshore wind farms, models are being used to estimate the costs and downtime. In this chapter, models used in the planning phase of a wind farm are described which are needed to assess the financial risks. Furthermore, a method is described to estimate the future O&M costs of an operating wind farm, making use of operational data. Key to this method is the structured approach to collecting and analysing operational data such as failure and maintenance data, SCADA data and results from condition monitoring programs.
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18.1 Introduction

18.1.1 Offshore wind farms and their operation and maintenance aspects

A typical layout of an offshore wind farm is sketched in Fig. 18.1. The wind farms consist of a number of turbines, switchgear and transformers (mostly located within the wind farm) and a substation onshore to feed the electrical power into the grid. The first wind farms have been located in shallow waters at short distances from the shore in order to gain experience with this new branch of industry. Presently, most offshore wind farms are located at distances typically 8 to 30 km from the shore in water depths of 8 to 20 m. Usually monopiles are being used as a sub-structure and the turbine towers are mounted on the monopiles by means of transition pieces. The size of an offshore wind farm is 50 to 200 MW and consists of turbines with a rated power of typically 1 to 3 MW. Future wind farms are planned further offshore and will consist of larger units, typically 5 MW, and the total installed capacity will be 200 to 500 MW. New and innovative substructures are presently being developed to enable wind turbines to be sited in deeper waters and to lower the installation costs.
All systems and components within the wind farm need to be maintained. Typically, turbines are being visited twice a year and each visit has a duration of 3 to 5 days. In the future, the aim is to improve turbine reliability and maintainability and reduce the frequency of preventive maintenance to no more than once a year. In addition to the turbine maintenance, also regular inspections and maintenance are carried out on the substructures, the scour protection, the cabling and the transformer station. During the first year(s) of operation, the inspection of substructures, scour protection and cabling is done typically once a year for almost all turbines. As soon as sufficient confidence has been obtained that these components do not degrade rapidly, operators may decide to choose longer inspection intervals or to inspect only a subset of the total population.

The maintenance aspects relevant for offshore wind farms are, among others:

- **Reliability of the turbines.** Turbine manufacturers design their offshore turbines, by contrast with onshore turbines, in such a way that the individual components are more reliable and are able to withstand the typical offshore conditions. This is being done by reducing the number of components, choosing components of better quality, applying climate control and using automatic lubrication systems for gearboxes bearings, etc. Often, the turbine control is modified in such a way that not every single failures lead to a standstill. Making better use of the diagnostics and using redundant sensors can assist in this.

- **Maintainability of the turbines.** If offshore turbines fail, maintenance technicians need to access the turbines and carry out maintenance. Especially in case of failures of large components, offshore turbines are being modified to make replacements of large components easy, by making modular designs or by building in an internal crane to hoist large components, see Fig. 18.2.

- **Weather conditions.** The offshore weather conditions, mainly wind speeds and wave heights, do have a large influence on the O&M procedures of offshore
wind farms. The maintenance activities and replacement of large components can only be carried out if the wind speed and wave heights are sufficiently low. Preventive maintenance actions are therefore usually planned in the summer period. If failures occur in the winter season, it is possible that technicians may not be able to access the turbines for repair actions due to bad weather and this may result in long downtimes with consequent revenue losses.

- *Transportation and access vessels.* For the current offshore wind farms, small boats like the Windcat, Fob Lady or SWATH boats are being used to transfer personnel from the harbour to the turbines. In bad weather, helicopters are also being used – see Fig. 18.3. Rigid inflatable boats (RIBs) are only used for short distances and during very good weather situations. The access means as shown in Fig. 18.3 can also transport small spare parts. For intermediate sized
18.3 Examples of transportation and access equipment for maintenance technicians. Windcat workboat (top), Fob Lady (middle), SWATH boat (bottom).

(Continued)
components such as a yaw drive, main bearing or pitch motor, it is often necessary to use a larger vessel for transportation, for example a supply vessel.

- **Crane ships and jack-up barges.** For replacing large components such as the rotor blades, the hub and the nacelle and in some cases also for components like the gearbox and the generator, it is necessary to hire large crane ships, see Fig. 18.4.

### 18.1.2 Operation and maintenance key figures

Wind energy has become a significant branch of industry. Since the mid 1990s, the annual turnover of many European manufacturers has increased by 30–40% per year. Now that wind turbines have gone beyond the experimental stage, designers, manufacturers, owners, project developers and suppliers are putting more emphasis on lowering the operational costs over the total lifetime in order to improve the economics of wind energy projects. Especially, the economics of offshore wind parks are strongly dependent on the failure behaviour of the turbines. Small failures, although frequently appearing, will have minor impact on the availability of onshore wind turbines. However, in offshore wind farms, these small failures can lead to high unavailability and high operational costs due to the difficult accessibility and expensive repair costs.

For onshore wind turbines, a lot of operating experience has been collected and analysed, among others as published in Ref. 2, Ref. 3, and Ref. 5; see also Table 18.1. For offshore wind farms, however, hardly any operating experience has been collected and analysed in a structured way and made public. Some data recently published are given in Table 18.2.

The figures collected in public databases and made publicly available should be interpreted with great care.
In many cases, the owners of turbines are not obliged to submit data to the databases (with the exception of Ref. 2). Therefore, the number of failures and costs derived from these databases should be considered as minimum values.

Often, costs for repairing failures are not paid by the turbine owner; the costs might be covered by warranty or service contracts. An example of how costs for corrective maintenance may develop over the lifetime of a wind turbine is given in Fig. 18.5. Clearly, it can be seen that, in the first years of operation, the costs for corrective maintenance are not paid directly by the owner. Normally after year five, the warranty contracts come to an end and it is unclear how the O&M costs will develop over the remaining lifetime.

The figures published by the turbine owners are often presented with some comments to mention that not all costs are included, see for instance Table 18.2. Since hardly any public figures are available on O&M of offshore wind farms to assess the feasibility of new wind farms in the planning phase, ECN has developed...
Table 18.1 Key figures for O&M onshore (investment costs = €1000/kW)

| Failure rate | 1.5 to 4 failures per year |
| Availability | >98% |
| Service contract | 0.5 to 0.8% of investment costs per year (5 to 8 €/kW) |
| Service contract incl. warranty | 1.0 to 1.6% of investment costs per year (10 to 16 €/kW) |
| Costs for corrective maint: year 5 | 0.5 to 0.8% of investment costs per year (5 to 8 €/kW) |
| Costs for corrective maint: year 15 | 4 to 6% of invest. costs per year (40 to 60 €/kW) |
| Average O&M costs over lifetime | 2 to 4% of invest. costs per year |
| Insurance costs | 5 to 8 €/kW (machine damage, third parties, revenue losses) |
| Levelised production costs (O&M costs) | 5 to 10% of kWh price (of which half due to maint.) |
| Costs for corrective maint: year 5 (€/kW) | 0.5 (year 1) to 1.5 (year 10) €/kWh |

Table 18.2 Recently published key figures for O&M of existing offshore wind farms

<table>
<thead>
<tr>
<th>Wind farm</th>
<th>Country</th>
<th>Turbines</th>
<th>Distance from shore (km)</th>
<th>Water depth (m)</th>
<th>O&amp;M costs (€/kWh)*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Middelgrunden</td>
<td>DK</td>
<td>20 × Bonus 2 MW</td>
<td>2–3</td>
<td>2–6</td>
<td>1.20–1.90</td>
</tr>
<tr>
<td>North Hoyle</td>
<td>UK</td>
<td>30 × Vestas V80 2 MW</td>
<td>7–8</td>
<td>12</td>
<td>2.06–2.31</td>
</tr>
<tr>
<td>Scroby Sands</td>
<td>UK</td>
<td>30 × Vestas V80 2 MW</td>
<td>2–3</td>
<td>13–20</td>
<td>1.45–1.46</td>
</tr>
<tr>
<td>Kentish Flats</td>
<td>UK</td>
<td>30 × Vestas V90 3 MW</td>
<td>8–10</td>
<td>5</td>
<td>1.55</td>
</tr>
</tbody>
</table>

The specified costs include the cost of O&M as well as administration, insurances, coordination and electricity consumption.

The article mentions that since the wind farm is still under warranty the availability and non-routine maintenance cost risk is carried by the turbine manufacturer. It is unclear whether these maintenance costs are included in the listed figure.

According to the documents, the turbine maintenance costs have been included in these figures.

The figure includes cost of turbine O&M (estimated value from O&M contract with turbine manufacturer), insurance, lease and rent, surveys, import power and administration.

* The O&M costs for the UK wind farms were expressed in UK pounds. For comparison purposes these figures have been converted using 1 pound = 1.5 Euro. This rate was valid at the date the figures were published.
a software package called the ‘ECN O&M Tool’.\textsuperscript{10–12} This tool is now being used worldwide and also ECN uses the tool to assist developers of offshore wind farms in analysing the O&M aspects during the planning phase. From the various analyses that have been carried out during the last few years with this tool, it is concluded that, for a typical offshore wind farm in the North Sea, the costs O&M are estimated in the range of 1.8 to 3.1 \(\text{\euro} \text{ct/kWh}\), taking into account preventive and corrective maintenance for the turbines, the substructures, and the electrical infrastructure.

### 18.2 Operation and maintenance issues

#### 18.2.1 Types of maintenance

At a general level, maintenance can be subdivided into preventive and corrective maintenance. Corrective maintenance is performed after a breakdown or an obvious fault has occurred. Preventive maintenance is intended to prevent equipment breakdown, and consists of repair, service or component exchange. According to textbooks and publications on O&M (e.g. Ref. 7 and Ref. 8), preventive maintenance and corrective maintenance can again be split up into different categories – see Fig. 18.6.

- Preventive maintenance:
  - calendar-based maintenance, based on fixed time intervals or on fixed numbers of operating hours
18.6 Schematic overview of different maintenance types.

- condition-based maintenance, based on the actual health of the system
- Corrective maintenance:
  - planned maintenance, based on the observed degradation of a system or component (a component failure is expected in due time and should be maintained before it occurs)
  - unplanned maintenance, necessary after an unexpected failure of a system or component

Both condition-based preventive maintenance and planned corrective maintenance are initiated based on the observed status or degradation of a system. The main difference between these two categories is that condition-based preventive maintenance is foreseen in the design, but it is not known in advance when the maintenance will have to be carried out, while the occurrence of planned corrective maintenance is not foreseen at all. For wind energy applications, the practical meaning of this distinction is not relevant and further on only three types of maintenance will be considered:

- calendar-based maintenance
- condition-based maintenance
- unplanned corrective maintenance

18.2.2 Development of an operation and maintenance plan

Generally, the costs for maintaining an offshore wind farm will be determined by estimating the costs for corrective, preventive and condition-based maintenance. If during the planning phase of a wind farm an O&M plan needs to be developed, the approach is usually that cost models are being used to analyse the costs and downtimes of different O&M scenarios. Usually, a ‘normal’ baseline is selected first, meaning that personnel are being transferred to the wind farm by small boats, and crane vessels are being used to replace large components. If the estimated costs and downtime are considered to be high, the analysts may choose other means for access of personnel (e.g. a helicopter) and choose a jack-up barge.
instead of a crane ship. Different scenario studies can be carried out and the most cost effective one can be considered for more detailed investigations and technical assessment.

In Fig. 18.7, the different cost components are drawn schematically. The O&M costs consist of preventive maintenance costs that are usually determined by one or two visits per year. After three or four years the preventive maintenance costs can be somewhat higher due to oil changes in gearboxes. On top of that there are corrective maintenance costs that are more difficult to predict. At the beginning of the wind farm operation, the corrective maintenance costs can be somewhat higher than expected due to teething troubles. Finally, it might be that major overhauls (e.g. replacement of gearboxes or pitch drives) are foreseen once or twice per turbine lifetime. The actual replacement will be dependent on the observed condition.

The costs for preventive maintenance can be modelled straightforwardly by multiplying the number of visits per year with the costs. Downtime is equal to the time technicians are actually visiting the turbines.

For corrective maintenance and condition-based maintenance, the approach for cost modelling is somewhat more complex and some considerations are given in the following sections.

### 18.2.3 Corrective maintenance

For many technical systems, three phases can be identified over the lifetime and this is also schematically drawn in Fig. 18.7.

![Schematic overview of the maintenance effort over the lifetime of a turbine. In reality, none of the lines is constant; the actual maintenance effort will vary from year to year.](image-url)
Phase 1: During the commissioning period, the burn-in problems usually require additional maintenance effort (and thus cost). Time should be spent on finding the right settings of software, changing minor production errors, etc. During this period, the maintenance effort usually decreases with time. The turbine manufacturer usually provides a contract to the customer with a fixed price for the first five years of operation. The contract includes commissioning, preventive and corrective maintenance, warranties and machine damage.

Phase 2: During this phase, random failures might be expected, and the failure rate is more or less constant over this period. However, in reality the actual maintenance effort will vary from year to year and will fluctuate around the long-term average value, which is displayed by the gray line marked as “long term average 08 m effort”. After about 10 years of operation, it is very likely that some of the main systems of the turbines should be revised, for example pitch motors, hydraulic pumps, lubrication systems, etc. With the offshore turbines, hardly any experience is available up to now on how often a major overhaul should be carried out. The exact point in time at which the overhaul(s) should take place is presently not known, perhaps after 7 years, 15 years, or not at all. The major overhaul in fact is to be considered as ‘condition-based maintenance’.

Phase 3: At the end of the lifetime, it is likely that more corrective maintenance is required than in the beginning of the lifetime. It is presently unclear how much more this is likely to be.

Determining the corrective maintenance costs of an offshore wind farm is similar to the approach for asset management and risk analyses being used in many branches of industry. The risk is defined as $\text{Risk} = \text{Probability of failure} \times \text{Consequences}$. For offshore wind farms, the risk is expressed in terms of (annual) costs, the probability of failure is changed into the (annual) failure frequency of components, and the consequences are being determined by the repair costs. The repair costs consist among others of labour costs, material costs, costs for access vessels and/or crane ships and revenue losses. So:

$$\text{Expected annual O&M costs} = \text{Expected annual failure frequency} \times \text{Repair costs}.$$

When determining the annual O&M costs, in fact most effort is being put into (1) determining the annual failure frequencies of components (see also Section 18.4) and (2) the repair costs that consist of labour costs, costs for equipment, spare parts costs and revenue losses. As compared to onshore maintenance, the weather conditions play an important role in the determination of especially the downtime and the associated revenue losses (see also Section 18.3.2).

18.2.4 Condition-based maintenance

Condition-based maintenance requires a proper determination and prognosis of the ‘health’ of the system, so-called condition monitoring. Depending on the type of
system and component, a wide variety of condition monitoring methods and techniques is available. For instance offline, one can perform periodic visual inspections, analyse oil samples, or carry out vibration measurements periodically. Another option is to permanently install systems that are dedicated to performing certain measurement and analysis tasks and that automatically report analysis results and events (alarms, warnings) to operators. Such systems are referred to as online condition monitoring systems. Another source of information for health determination is operational data from SCADA systems, for example the number of starts and stops, changes of temperatures over time, or occurrence of alarms. It should be noted that condition-based maintenance mainly makes sense if:

1. the design life of the component is shorter than that of the entire turbine – meaning that repair or replacement of the component is foreseen, but it is not clear when;
2. cost savings are expected compared to scheduled and corrective maintenance only; and
3. it is clear that the dominant cause of failure is indeed wear – meaning gradual degradation towards the end of the design lifetime; this in contrast to abrupt damage due to extreme events, design or manufacturing errors and the like.

Gearbox oil, as an example of the first point, will be replaced several times during the turbine lifetime. Condition-based maintenance can be applied to determine if the oil needs to be changed after four years (calendar-based) or maybe after seven years (condition-based). This could save one oil change within the turbine lifetime.

So-called ‘safe life components’, such as rotor blades, main bearing, or gearbox, usually have a design lifetime that is at least the same as for the turbine, which is typically 20–25 years. If such components fail during the lifetime of the turbine, the failure cause is usually extreme loading, poor installation or manufacturing, or other unforeseen conditions, such as lightning or accidents. Large repairs or replacements of safe life components are not foreseen within the turbine lifetime and therefore monitoring the health and degradation is difficult to justify. One reason, however, for using condition monitoring systems in the case of safe life components is minimising consequential damage. In case unexpected failures show up, they can be detected at an early stage and catastrophic failures can be avoided.

An example of what a successful application of offline condition-based maintenance should look like is schematised in Fig. 18.8 with the solid curve: at \( t = 5 \) a significant change in the condition is observed, at the next inspection at \( t = 6 \) a critical level (‘yellow light’) is exceeded and action should be taken, and repair is carried out during the next preventive maintenance at \( t = 7 \). Offline inspection is sufficient since (a) the failure progresses slowly and (b) the speed of progress is known from early experiences.

Online condition monitoring would make sense if the fault progresses faster than the time between two inspections, as illustrated by the dashed curved line. In this
case, it is possible to prevent component failure and possible consequence damage, by shutting down the system. Since the fault progresses so fast, there is no opportunity to better plan the preventive maintenance actions. Online monitoring becomes more and more important if inspection intervals become larger as is the case for offshore wind farms. The inspection intervals for offshore wind farms are larger than for onshore turbines, typically once per year instead of twice a year. So-called ‘sudden failures’ are difficult to detect at all at an early stage with condition monitoring, either online or offline. Therefore condition-based maintenance should not be applied for sudden failures. More information on condition monitoring and the suitability for wind turbine applications can be found in Ref. 14 and Ref. 15.

Data from condition monitoring systems (but also from offline inspections and oil samples) in fact provide information on the remaining lifetime of the components, for example a gearbox. In an ideal situation, condition monitoring data from an offshore wind farm should provide information such as which turbines need maintenance in the short term, say within a few months from now, and which turbines require replacement of, for example, gearboxes in the longer term. If the results of condition monitoring measurements are combined with the repair or replacement costs, an estimate is obtained of the (annual) costs for condition-based maintenance.

18.3 Operation and maintenance models and strategies

18.3.1 Modelling approaches

As already mentioned in Section 18.1.2, hardly any figures are publicly available about O&M costs and downtime of offshore wind farms. Such figures are helpful
in the planning phase of a wind farm, among others, to assess the feasibility of the wind farm. Since these figures are not available and probably not applicable to the specific wind farm under consideration, it is recommended to make a detailed analysis of the O&M aspects and make use of O&M modelling tools. Such tools can be for instance time simulation models like ‘CONTOFAX’ from the Delft University of Technology, Ref. 13, ‘O2M’ from GarradHassan,10 and ‘BMT SLOOP’ from BMT.9 The approach is based on Monte Carlo analysis with turbine failures occurring on a stochastic basis. Delays associated with poor weather are simulated using a statistical wave module based on spectral analysis. Wave heights are correlated with wind speeds such that the effect of poor accessibility during periods of high wind is captured in the calculation of lost production revenue.

The ECN O&M Tool11,12 works differently. It is intended to be used in the planning phase of an offshore wind farm and should be used to determine the long-term average annual costs (indicated by the horizontal line in Fig. 18.7), downtime and revenue losses. The ECN O&M Tool is in fact the only tool that has received a validation statement from the certifying body Germanischer Lloyd (see Ref. 12) and this tool will be discussed in more detail in the following sections.

The output of the models is usually the average annual downtime, annual costs for O&M, and the uncertainty bounds. Depending on the capabilities of the different tools, more detailed information can be obtained for O&M optimisation, for example downtime and costs per season, cost drivers or downtime caused by limitations in logistic aspects.

18.3.2 ECN operation and maintenance tool

The ECN O&M tool focuses on determining the costs and downtime resulting from unplanned corrective maintenance. The process of cost modelling is illustrated in Fig. 18.9. First, a baseline O&M strategy is determined to maintain the intended wind farm. For the baseline strategy, best guesses are made by the project team for the different input parameters (failure rates, characteristic values of vessels and equipment, and weather conditions). The model results in costs and downtime, and the project team can start analysing the results. Cost drivers can be identified and based on these possible areas for improvement (e.g. using more reliable components or vessels with improved accessibilities) can be identified. If the project team has selected an optimal maintenance strategy, it is recommended to analyse the uncertainties with the probabilistic part of the model. By doing so, insight is gained into how the different uncertainties in the input parameters contribute to the uncertainties in the outcome of the model.

The model to determine the long-term yearly average costs and downtime due to unplanned corrective maintenance is based on the repair process as depicted in Fig. 18.10. In general, it can be stated that the central operation office will be
18.9 Schematic representation of the ECN O&M Tool for determining the O&M costs and downtime of an offshore wind farm.

informed that an alarm has been triggered. Once the operator has notified the alarm, he has to decide whether the turbine can be restarted remotely or whether visit is necessary to determine whether the wind turbine can be restarted without maintenance or if maintenance is required first. If repair is necessary, the operator needs to organise the repair action, mobilise the crew, a ship and if necessary spare parts and large hoisting equipment.

The time to repair (TTR) can be split up into four time intervals.

1. The interval $T_{\text{logistics}}$ denotes the period of time between when the wind turbine was shut down and the repair crew is organised and ready to travel to the turbine for repair. In this period, also the time needed to organise equipment and spare parts is considered. So the length of this interval depends on the availability of an inspection team, the availability of materials and the availability of equipment for travelling and hoisting. The availability of personnel or equipment strongly depends on the company policy. Own personnel or third parties can do the maintenance, and equipment can be owned or hired, etc.
2 Once the repair crew and the equipment for travelling are, in principle, ready for take off, it might happen that the weather forecast during the period that the mission has to be carried out ($T_{mission}$) is such that it is not allowed or would be irresponsible to take off. This interval is denoted as $T_{wait}$. The length of this interval is dependent on the duration of the mission and the device planned (see also Fig. 18.10). Due to its dependency on weather conditions (wind speed and/or wave height) the duration of this interval shows large scatter and should be treated as a stochastic quantity. As the ECN O&M Tool determines long-term yearly average quantities the average value of the waiting time is used in this model.

3 The interval $T_{travel}$ denotes the time needed to travel to the wind turbine that has to be inspected or repaired.

4 The interval $T_{repair}$ is the time needed to carry out the repair.

The ECN O&M Tool has been implemented in two MS-Excel sheets:

*WaitingTime.xls* to determine the annual (or seasonal) average waiting time ($T_{wait}$) as a function of the mission time ($T_{mission}$);

*CostCal.xls* to determine the annual (or seasonal) average downtime and costs.

*WaitingTime.xls*

Offshore equipment can be used or repair actions can be carried out if the wind and wave conditions are below certain values. Based on wind and wave data for a selected location, the program *WaitingTime.xls* determines when the weather conditions are suitable for carrying out certain repair actions and calculates the

18.10 Repair process.
average time one has to wait before a suitable weather window will occur after a failure. The program uses time series with three-hourly wind and wave data as input. It results in second- or third-order polynomials for the mean value and the standard deviation of the waiting time as a function of the duration of the maintenance activity. In Fig. 18.11 an example is given of such a polynomial.

The example represents the annual average waiting time as a function of the mission time at the location ‘IJmuiden Munitiestortplaats’ and is based on 11 years of measured data. The mission can be carried out up to a significant wave height of $H_s = 1.5$ m and a wind speed of $V_w = 12$ m/s. Similar polynomials can also be generated per season and for different weather limits $H_s$ and $V_w$.

\textit{CostCal.xls}

The program \textit{CostCal.xls} is being used to determine the long-term annual (or seasonal) costs for O&M and the associated downtime. The program focuses on \textit{unplanned_corrective maintenance}. The program uses among others the following input:

1. weather windows and waiting time polynomials as generated by \textit{WaitingTime.xls};
2. wind turbine and wind farm information such as number of wind turbines, capacity factor of the wind farm, investment costs of turbines, costs of technicians, length of working day, etc.;
3. failure behaviour of the turbines and the repair actions that are foreseen;
4. characteristic values of access systems (weather limits, costs, mobilisation time, etc.).

During the modelling process, users spend more time on generating input parameters for item 3, which is discussed here in more detail. First of all, the ECN
O&M Tool requires the occurrence frequencies of failures and associated repair actions as input. Unfortunately, such data are hard to obtain. Often data should be derived from generic databases (e.g. Ref. 2. and Ref. 3), or (more preferred) from similar turbines. (Approaches to collecting and feeding back operational experiences from other wind farms will be discussed in more detail in Section 18.4.) If such data can be obtained, mostly only overall annual failure frequencies of the main components are available. Engineering judgement is required to determine the different failure modes of these components. A certain percentage of the component failures comprise failure modes that are small and easy to repair, whereas another percentage comprises failure modes that are more severe and require, for instance, large crane ships during the repair action. In order to avoid that, the model needs to analyse each individual failure mode and its associated repair actions, and all maintenance actions are categorised into a different maintenance categories (MCs). An example of the categorisation of maintenance actions with associated equipment is given in Table 18.3.

In addition to the categorisation of maintenance classes, it is also necessary to exactly describe how the repair is going to be carried out and how the equipment is going to be used. An example of a detailed description is given in Table 18.4. This step-by-step description is considered by all users as very relevant; often it is concluded afterwards that repair actions are more complex than originally foreseen.

The information per maintenance class is limited to the use of equipment (vessels and crane ships). Subsequently, each maintenance class is again split up into a limited number of fault type classes (FTCs). An FTC determines the average costs per repair action taking into account labour costs, costs of spare parts and consumables, costs of equipment and revenue losses caused by downtime. An FTC also determines the mission time per repair action and thus the associated waiting time due to bad weather conditions (see also Fig. 18.11). The total downtime consists

| MC 1: | Remote reset, no personnel and equipment, no repair time |
| MC 2: | Small repair inside, only personnel and tools, repair time less than 1 day (e.g. replacement of carbon brushes) |
| MC 3: | Small repair outside, only personnel and tools, repair time less than 1 day (e.g. cleaning of blades) |
| MC 4: | Replacement of small parts, small internal crane hoisting outside, repair time around 1 day (e.g. replacement of pitch motor) |
| MC 5: | Replacement of large parts, large internal crane needed (e.g. replacement of gearbox, generator etc.); repair time typically 1 to 2 days |
| MC 6: | Replacement of large parts, large external crane needed (e.g. replacement of hub, nacelle, yaw system); repair time typically 2 to 3 days |
Table 18.4 Example of description (MC 4: Replacement of small parts)

Smaller spare parts such as a pitch motor, a yaw motor or parts of a hydraulic system need to be transported to the turbine, put on the platform and hoisted into the nacelle with the help of the internal crane. A typical maintenance action looks as follows:

1. an access vessel with two to four technicians and the spare part travels to the failed turbine
2. the technicians are transferred from the access vessel
3. technicians inspect failed component and decide whether replacement is needed
4. the failed component needs to be replaced, the spare component is hoisted to the platform with the small crane on the lower turbine platform
5. the failed component is dismantled and lowered outside the tower to the platform using the internal crane
6. the spare component is hoisted from the platform using the internal crane and mounted
7. the failed component is hoisted to the access vessel using the small crane on platform (depending on the capabilities of the platform and the crane, this step can be done later; the failed part can be stored for some time on the platform)
8. personnel return to the access vessel and it travel back to the harbour.

of the four intervals given above: logistic time to organise equipment and spare parts, waiting time due to bad weather, travel time and repair time (see also Fig. 18.10). The model CostCal.xls is equipped with input sheets to define the above-mentioned costs, mission times and capabilities of vessels and crane ships.

The process of ‘grouping’ the different failure modes into a manageable set of FTCs with identical costs and downtime, and the determination of the average annual occurrence frequencies of each FTC is given in Fig. 18.12. The ECN O&M Tool typically deals with 10 to 15 FTCs. If for the baseline O&M scenario all input parameters have been defined, the program immediately shows the output, as presented in Table 18.5. The program also generates plots and pie charts to determine cost drivers or aspects that dominate downtime (see Fig. 18.13). The results may be a reason to optimise the O&M strategy, by selecting different vessels, changing the turbine design, improving component reliability or using a hotel boat.

The ECN O&M Tool model will in most cases be used as a deterministic model in which only mean values or the maximum likelihood are considered. The model can also be used as a probabilistic model to take into account the uncertainties in the parameters, for example failure frequencies and costs. To do this, the add-in module @Risk\textsuperscript{18} should be used. The model can generate, for instance, the cumulative density function of the O&M costs per kWh, or determine which uncertain input parameter influences the uncertainty of the results the most by means of a tornado diagram (see Fig. 18.14 a and b).
18.12 Process of grouping small and severe failures into manageable sets of FTCs.

18.13 Example of model output (graphs and pie charts).

18.14 (a) Example of CDF and tornado diagram.

(Continued)
### Table 18.5 Example of model output.

<table>
<thead>
<tr>
<th>Results for single wind turbine</th>
<th>Winter</th>
<th>Spring</th>
<th>Summer</th>
<th>Autumn</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Downtime per year</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Corrective</strong></td>
<td>Logistics hr</td>
<td>85</td>
<td>85</td>
<td>85</td>
<td>85</td>
</tr>
<tr>
<td></td>
<td>Waiting hr</td>
<td>72</td>
<td>22</td>
<td>17</td>
<td>61</td>
</tr>
<tr>
<td></td>
<td>Travel hr</td>
<td>1.88</td>
<td>1.88</td>
<td>1.88</td>
<td>1.88</td>
</tr>
<tr>
<td></td>
<td>Repair hr</td>
<td>11</td>
<td>9</td>
<td>9</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>TOTAL corrective hr</td>
<td>170</td>
<td>118</td>
<td>113</td>
<td>159</td>
</tr>
<tr>
<td><strong>Preventive</strong></td>
<td>TOTAL preventive hr</td>
<td>1</td>
<td>9</td>
<td>20</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>TOTAL hr</td>
<td>171</td>
<td>127</td>
<td>133</td>
<td>162</td>
</tr>
<tr>
<td><strong>Availability</strong></td>
<td>%</td>
<td>92.2%</td>
<td>94.2%</td>
<td>93.9%</td>
<td>92.6%</td>
</tr>
<tr>
<td><strong>Loss of production per year</strong></td>
<td>MWh</td>
<td>277</td>
<td>164</td>
<td>122</td>
<td>237</td>
</tr>
<tr>
<td><strong>Energy production per year</strong></td>
<td>MWh</td>
<td>3.279</td>
<td>2.674</td>
<td>1.897</td>
<td>2.980</td>
</tr>
<tr>
<td><strong>Revenue losses per year</strong></td>
<td>k€</td>
<td>36.0</td>
<td>21.3</td>
<td>15.8</td>
<td>30.9</td>
</tr>
<tr>
<td><strong>Costs of repair per year</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Material costs</strong></td>
<td>Corrective TOTAL corrective €</td>
<td>23.049</td>
<td>23.049</td>
<td>23.049</td>
<td>23.049</td>
</tr>
<tr>
<td></td>
<td>Preventive TOTAL preventive €</td>
<td>350</td>
<td>3.400</td>
<td>6.550</td>
<td>700</td>
</tr>
<tr>
<td></td>
<td>TOTAL €</td>
<td>23.399</td>
<td>26.449</td>
<td>29.599</td>
<td>23.749</td>
</tr>
<tr>
<td><strong>Labour costs</strong></td>
<td>Corrective Wages €</td>
<td>2.589</td>
<td>2.536</td>
<td>2.536</td>
<td>2.589</td>
</tr>
<tr>
<td></td>
<td>Daily allowance €</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>TOTAL corrective €</td>
<td>2.589</td>
<td>2.536</td>
<td>2.536</td>
<td>2.589</td>
</tr>
<tr>
<td></td>
<td>Preventive TOTAL preventive €</td>
<td>300</td>
<td>3.920</td>
<td>6.440</td>
<td>600</td>
</tr>
<tr>
<td></td>
<td>TOTAL €</td>
<td>2.889</td>
<td>6.456</td>
<td>8.976</td>
<td>3.189</td>
</tr>
<tr>
<td><strong>Equipment costs</strong></td>
<td>Corrective MOB/DEMOB €</td>
<td>18.137</td>
<td>18.137</td>
<td>18.137</td>
<td>18.137</td>
</tr>
<tr>
<td></td>
<td>Waiting €</td>
<td>12.623</td>
<td>5.052</td>
<td>4.023</td>
<td>9.848</td>
</tr>
<tr>
<td></td>
<td>TOTAL corrective €</td>
<td>42.772</td>
<td>35.180</td>
<td>34.151</td>
<td>39.996</td>
</tr>
<tr>
<td></td>
<td>Preventive TOTAL preventive €</td>
<td>450</td>
<td>5.680</td>
<td>9.460</td>
<td>900</td>
</tr>
<tr>
<td></td>
<td>TOTAL €</td>
<td>43.222</td>
<td>40.860</td>
<td>43.611</td>
<td>40.896</td>
</tr>
<tr>
<td><strong>Total costs of repair per WT</strong></td>
<td>k€</td>
<td>69.8</td>
<td>74.1</td>
<td>82.5</td>
<td>68.2</td>
</tr>
<tr>
<td><strong>Total cost per kWh</strong></td>
<td>€ Ct/kWh</td>
<td>2.13</td>
<td>2.77</td>
<td>4.35</td>
<td>2.29</td>
</tr>
</tbody>
</table>
18.4 Collecting operational experiences

18.4.1 Why use operational experiences for operation and maintenance optimisation?

When collecting data it is recommended to clearly define the objectives of the data collection process. If the data are going to be used for reliability engineering, asset management and optimisation of O&M procedures clear procedures should be developed and implemented for the day-to-day tasks of technicians, operators and other people involved. Once the objectives are clear (e.g. deriving failure rates from O&M data, determining the degradation of a component or quantifying a certain repair action for a failed component) it almost automatically specifies what kind of data needs to be stored and how it should be analysed to obtain the required information.

Recently, ECN has developed a concept for collecting and analysing operational data of an offshore wind farm and to use the data for estimating future O&M costs. The concept is called the O&M Cost Estimator (OMCE) and the structure is presented in Fig. 18.15. The structure shows that:

- first *data* has to be collected
- next the data has to be processed to derive relevant *information* (within the OMCE structure, these data processing tools are called ‘building blocks’)
- then some of the results of the data processing need to be combined and parameters can be derived for Cost Modelling and optimisation
- finally new cost estimates can be made with a cost modelling tool (in this case the ‘OMCE Calculator’, which is a more advanced tool than the models discussed in Section 18.3.2).

18.15 Structure of the O&M cost estimator.
Offshore wind farms generate among others the following types of data.

**Operation and maintenance data**
- lists with alarms and failures
- handwritten or digital reports from technicians with the work carried out and findings from inspections
- (monthly) reports with preventive maintenance actions carried out
- (annual) reports with maintenance actions on the substructure and electrical grid

**Condition monitoring data**
- wind farm system control and data acquisition (SCADA) systems comprising, among others, 10-minute statistical data on temperatures, pitch and yaw angles, wind speed and direction, power output and rotational speed
- results from dedicated measurement systems, such as drive-train condition monitoring systems or load measurement campaigns (see also Ref. 16 and Ref. 17)
- inspection reports (e.g. visual inspections, endoscopies, oil sample analysis results)
- end-of-guarantee inspections (due diligence)

**Logistic data**
- use of spare parts and stock control
- use of equipment (vessels, crane ships etc.), including their response time and maximum weather limits during operation
- use of crews
- lists with weather conditions at the site

Presently, the data originate from various sources and are collected as different datasets, in different formats, at different locations. In most cases, operators collect the data but are not aware of the information that is ‘hidden’ in the large amounts of data. Usually the data are being used to investigate certain events (e.g. time series may explain the reason for an unexpected shut down, or SCADA data may explain why a bearing is overheating and when the temperature started to increase). In addition, the data are being used to assess the performances of the wind farms periodically, but at a more general level: downtime, power output, operational costs, top 10 alarms etc. As long as the turbines are running well, operators store the data but they hardly ever process it to determine reliability figures or long-term trends and component degradation in a systematic manner. In the following sections, the building blocks dealing with ‘O&M data’, ‘condition monitoring data’ and ‘logistics data’ will be discussed in more detail to propose methods for collecting and analysing offshore wind farm data in a more
structured way. The BB ‘loads & lifetime’ is designed to take into account the fact that each individual turbine observes a different loading pattern that may thus require a different O&M strategy. The results of this BB should be combined with the BB ‘health monitoring’ when developing an optimal strategy for condition-based maintenance. The contents of the BB ‘loads & lifetime’ will not be discussed here; more information about this subject can be found in Ref. 17.

18.4.2 Operation and maintenance data

The objective of collecting and analysing operation and maintenance data is mainly to determine failure rates of components, which can be used to determine the need for unplanned corrective maintenance. Within the Maintenance Manager project, a database structure has been developed, implemented and tested to collect the maintenance information from wind turbines in a more systematic manner. At present, maintenance technicians use a free format to describe the failure or the work carried out (e.g. ‘failure of the hydraulic pitch system’ might be the same as ‘leakage in the pitch cylinder’). For O&M modelling purposes, it is difficult to analyse such data sheets statistically and to derive failure rates of components. A prerequisite for further analysis is that the information stored is unambiguous, and to avoid the free format and options for various interpretations as much as possible. To facilitate this, the data collection system should be such that the technicians can report the failures and repair actions preferably by means of pull-down menus. Free formatted input should be allowed, but only for supplementary information. These pull-down menus should contain relevant options only. For instance, once a component is chosen, the failure modes applicable for that component only should be accessible. The specifications of a database for collecting failures and O&M data of wind turbines are discussed below.

The database should consist of three main parts: a definition part, a registration part and a data analysis and reporting part.

Definition part

In the definition part, the wind farm, the wind turbines and the possible failure modes and repair actions have to be specified. For this a breakdown of the turbine into main systems and subsequently into components has to be made:

- Wind farm
  - Wind turbine
    - Main systems
      - Components
        - Failure modes
          - Repair actions
For each separate component the possible failure modes and repair actions have to be specified beforehand. This can be done by means of a failure mode and effect analysis (FMEA). In order to perform the analyses, which have been described in the previous section, it is essential that for each maintenance action at least the following parameters should be registered:

- report ID
- wind farm ID and/or name
- turbine ID and/or name
- date and time that the turbine stopped
- date and time that the turbine was restarted after the failure
- the system and component that the maintenance action is performed on
- the failure mode that the failure can be categorised in
- the type of repair carried out

**Registration part**

After the definition, part of the database has been completed; technicians have access to this database system and can fill out the maintenance sheets in a more systematic manner by making use of pull-down menus with predefined answers. An example of a registration form is shown in Fig. 18.16. Filling in the required fields is less time-consuming than filling in handwritten (or typed) sheets and converting them later on for further processing.

![Example of a database for failure collection](image)

18.16 Example of a database for failure collection; using predefined answers enables systematic collection of wind turbine failures.
Analysis and reporting part

In Fig. 18.17 an example is presented from the analysis of maintenance reports. At the top of the figure, the distribution of the failures over the main systems of the turbine under consideration is shown. In the right-hand part of the figure, the largest contribution to the failures is analysed using a CUSUM-plot, which represents the cumulative number of failures as a function of the cumulative operational time. The derivative of this curve is by definition the failure frequency. By assessing yearly derivatives of this curve, it is easy to see the variation in failure rates over the three years. However, the yearly averages of the failure frequency neglect trends in the failure behaviour and are not always suitable as a future estimate of the failure frequency. In order to make an accurate estimation of the failure frequency for the coming years, the failure frequency should be calculated over a user-defined period, based on the observed trend in the failure behaviour in the CUSUM-plots.

In the example shown in Fig. 18.17, the failure frequency after about 15 years of cumulative operational time is fairly constant. Engineering judgement is necessary to decide which part of the curve is representative of the future failure behaviour. In this case, it was concluded that the future estimate of the failure frequency is best based on the period after 15 years of cumulative operational time. If in a certain period of elapsed time $T$ an $x$ amount of failures is observed, the estimated failure frequency $\hat{\lambda}$ is calculated using:

$$\hat{\lambda} = \frac{x}{T}$$

When performing reliability analyses, it is common practice to specify a confidence limit on the estimate of, in this case, the failure frequency. For a certain
confidence level \((1-\alpha)\) the upper \(\lambda_U\) and lower \(\lambda_L\) confidence limits of the estimated failure frequency can be calculated using:

\[
\lambda_U = \frac{\chi^2_{(\alpha/2)}}{2T} \quad \text{and} \quad \lambda_L = \frac{\chi^2_{(1-\alpha/2)}}{2T},
\]

where \(x\) represents the cumulative number of failures, \(T\) the cumulative operational time, and the \(\chi^2_{(\alpha/2)}\) symbol a chi-square distribution with a \((1-\alpha)\) confidence. For the example shown in Fig. 18.17, the values given in Table 18.6 can be calculated based on a confidence level of 90\% using data from year 18 onwards (slope of the red line in the graph). Including the trend in the middle part of the graph would lead to too high a failure rate for the near future.

18.4.3 Condition monitoring data

Condition monitoring data should be used to estimate the remaining lifetime of components and to estimate which group of failures is expected to fail say within 1, 2 or 5 years from now on. With this information, an estimate can be made of the amount of condition-based maintenance. Before specifying how condition monitoring measurements (both online and offline) can be implemented for O&M modelling and optimisation, some conclusions are given which are typical for condition monitoring systems in wind turbines. The conclusions are based mainly on the results of the CONMOW project, Ref. 14 and Ref. 15.

1 Vibration monitoring systems especially are able to accurately determine which component in a drive train is failing. Such measurements are suitable for organising additional inspections and limiting consequential damage.

2 Offline and online monitoring of gearbox oil by particle counters do indicate degradation of gearboxes at an early stage.

3 For all techniques tested in the CONMOW project – analysis of time series, SCADA data – and vibration measurements there was not sufficient knowledge in order to assess if critical limits were exceeded and how fast failures would develop. The latter two are minimum requirements to be fulfilled in order to change from calendar-based maintenance to condition-based maintenance.
It was concluded (and also confirmed by experiences outside the project) that at present there is insufficient knowledge available on criteria to assess the green, yellow and red status of a failure and to make prognoses of how the failures will develop over time. Such knowledge should be obtained from a larger population of identical wind turbines and longer measurement periods during which faults occur. It is therefore recommended to store data centrally so that cross analyses and comparisons between turbines and sites can be made.

Drive-train vibration monitoring should be permanent and online since failures may develop within a period of time that is shorter than the regular maintenance interval. If failures are detected at an early stage, consequential damage can be avoided. Further, vibrations often show up under specific operating conditions.

The systems produce large amounts of data that are difficult and time-consuming to interpret by wind turbine owners. The first analyses of raw data should be done by a dedicated expert team in order to derive information relevant for maintenance planning and feedback. Only this information should be provided to operators and design teams. An example of a parameter changing over time is the bearing temperature, see Fig. 18.18. De-trending, using the rotational speed and nacelle temperature, has drastically reduced the signal variability. The effect is that the resulting plots show only little variability as long as the component is not degrading.

The analyses of SCADA data showed that it is possible to determine not only trends but also other phenomena that may influence the optimal operation of the wind turbine, for example detecting changes of the controller settings that have an influence on the power curve, or detecting failures of the measurements or diagnostics by comparing signals of redundant sensors or combining different signals.

A step-by-step procedure for setting up a meaningful condition monitoring programme of which the results can be used for O&M modelling is given below.

18.18 Example of a visualisation from de-trended SCADA statistical data; slow increase of the bearing temperature indicating wear.
Identification of vulnerable components and failure modes

Prior to the installation of all kinds of sensors and methods it is necessary to identify which kind of components fail gradually and which components fail suddenly. Furthermore, an assessment should be made of whether the component failure is critical, and if so if measurement systems are available that are able to measure the failures (see also Section 18.2.4 for an overview of possible options). As indicated in the CONMOW project, Ref. 14 and Ref. 15, a failure mode effects and criticality analysis could assist in selecting the most appropriate condition monitoring system.

Definition of measurement system and instrumentation

Once the most suitable systems and methods are identified and installed, it is necessary to describe in detail which kind of sensors are being used (or need to be added). The same holds for those sensors that are already installed for other purposes, e.g. for control and safety, including all SCADA data. At least the following should be specified.

- sensor location
- sensor type and specifications
- measured quantity (temperatures, pressures, mechanical, electrical, status etc.)
- logging frequency
- measurement range and resolution
- accuracy and long-term stability
- filtering, averaging or other processing steps
- validation and signal quality.

In addition to these specifications, it is also necessary to define in what way the measured data can be used to determine degradation of a specific component, for example:

- Are there any known functional relationships with other operational signals (e.g. rotational speed or power) and environmental conditions (e.g. temperatures), or is it possible to group signals (e.g. pitch angles for three blades or similar signals of other turbines)? Combining and/or grouping signals can be done to (1) verify if the signals are still functioning and (2) de-trend the signal and determine the actual degradation.
- Are the limits to indicate the ‘green’, ‘yellow’ and ‘red’ light available?
- Are the signals only being used for condition monitoring purposes or also for other purposes, i.e. part of the control loop or of the safety system?

Definition and implementation of algorithms

Once the instrumentation and possibilities for early failure detection are described in detail, the algorithms for data analysis should be developed. Some algorithms
need to be implemented in the different measurement systems, to give real-time warnings or to reduce large amounts of data to some key figures.

Data storage

A database should be developed to store the data that are generated by the measurement systems together with the results of the real-time analyses. Some of the algorithms specified under Step 3 may require signals from various measurement systems and data sources. If so, such algorithms can be implemented in the database, and queries can be executed to obtain the required information. The results, however, are not real-time, but it is foreseen that the majority of the analyses will be carried out by executing database queries; only urgent alarms need to be dealt with online.

Reporting and presentation of results

The results of measurements and data analyses in real time should be presented to the operator of a wind farm, but only in case real errors occur. The information should be as accurate as possible and false alarms should be avoided:

- Is the error correct or is it a false alarm due to a failed sensor?
- If the error is correct, should it lead to an immediate shut down, does it require an on-site inspection or can the repair action be postponed until the next preventive maintenance action?
- Is the error caused by degradation of the component (e.g. wear of the bearing) or is it an off-design condition (e.g. misalignment of a high speed shaft).

The data can be presented as graphs, to show the degradation over time as is done in Fig. 18.18, or as values in a tabular format in case the remaining lifetime of components can be determined accurately.

18.4.4 Logistics data

When modelling the O&M aspects of an offshore wind farm, the BB ‘Operation and Maintenance’ and ‘Health Monitoring’ will provide ‘failure rates’ and ‘times to failure’ respectively of wind turbine components. The costs to repair such (expected) failures depend on the required crew size, the types of transportation and crane vessels used, the costs of spare parts and the revenue losses due to downtime. To determine these costs it is necessary to investigate the logistic data in more detail and to determine, per maintenance or repair class, how many visits are necessary, if weather conditions are indeed as restrictive as expected, what kind of vessels are being used during repair actions, etc. The logistic data are available for most of the offshore wind farms but in most cases not in a format that can be processed straightforwardly. Types of data that can be thought of are:
periodic (usually monthly and yearly) overviews with the performances of individual turbines and of the total wind farm (e.g. energy production, downtime, availability, comparison with the contractual availability)

- alarm lists and SCADA data per turbine and the entire wind farm (time, cause, duration), often processed automatically to determine the top ten of failures and downtime
- results of online condition monitoring systems and of offline oil samples
- overview of retrofit actions planned (condition based maintenance)
- information about weather and the number of workable days
- use of spare parts
- scheduled maintenance actions (preventive maintenance) of turbines and balance of plant (BOP)
- vessel transfer plans.

The above types of data are usually collected from different sources. What is missing in most cases is a clear overview of how, for instance, the alarms as listed in the alarm lists are related to the vessel transfers, or which kind of visits are related to the failure of certain components. Detailed investigations, and combining all sources of information with explanations from plant operators, are needed to derive the relevant information. Such a process is very labour intensive and in practice never gets done.

Below a procedure is proposed to collect the same data but in a more structured way to enable automated data processing and to reduce the amount of labour for data analysis drastically. Three aspects are crucial for this.

1. Instead of collecting the different sources of information on a periodic (monthly) basis and grouping them according to the types of data for all wind turbines (e.g. alarms, vessels transfer, losses, scheduled maintenance), it is necessary to make a chronological list of events per turbine in which all relevant types of data are stored. By doing so, analyses can be performed per turbine (e.g. statistical analyses, trend analyses) and later on, the results of the individual turbines can be aggregated to the wind farm level.

2. For each turbine an event list needs to be defined in which all events are listed in chronological order. This means that, most likely manually, it should be assessed if alarms or visits are independent of each other and can be treated as individual events or if they should be grouped and combined with vessel transfers and repair actions.

3. After the events are identified, each event should be classified as a ‘repair class’ ranging from automatic and remote resets (with limited repair effort) to replacement of large parts and making use of a large crane.

An example of an event list for one turbine with a repair classification is given in Fig. 18.19. If the data is collected in this manner, statistical data can be derived and presented in tables (see Table 18.7), graphs like a CUSUM plot or as CDFs
of the downtime. If case event lists are available for all turbines, the data of one single turbine can be compared with the average data of all turbines, as for instance in Fig. 18.20.

18.19 Example of an event: ‘Shut down with visit’ which requires a remote reset and three visits to fix it.

Table 18.7 Example of a format to report results of statistical analyses of logistic data (fictitious data)

<table>
<thead>
<tr>
<th>Event nr.</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Start event [date] [time]</td>
<td>21-4-2008 19:36</td>
</tr>
<tr>
<td>Event type</td>
<td>Shutdown with visit (personnel only, small boat)</td>
</tr>
<tr>
<td>Turbine ID or system ID</td>
<td>Turbine 1</td>
</tr>
<tr>
<td>Nr. maintenance action</td>
<td>3.1</td>
</tr>
<tr>
<td>Start [date] [time]</td>
<td>23-4-2008 9:00</td>
</tr>
<tr>
<td>End [date] [time]</td>
<td>23-4-2008 16:40</td>
</tr>
<tr>
<td>Duration [hr]</td>
<td>7.7</td>
</tr>
<tr>
<td>Downtime [hr]</td>
<td>3.3</td>
</tr>
<tr>
<td>Type of maintenance action</td>
<td>Remote reset</td>
</tr>
<tr>
<td>Weather condition</td>
<td>0 = bad</td>
</tr>
<tr>
<td>Scada information</td>
<td>Code/text n</td>
</tr>
<tr>
<td>Crew size</td>
<td>2</td>
</tr>
<tr>
<td>Vessel personnel</td>
<td>WinCat 2</td>
</tr>
<tr>
<td>Travel time (one way)</td>
<td>0.75</td>
</tr>
<tr>
<td>Mobilisation time [hr]</td>
<td>0</td>
</tr>
<tr>
<td>Supply vessel</td>
<td>n.a.</td>
</tr>
<tr>
<td>Mobilisation time [hr]</td>
<td>0</td>
</tr>
<tr>
<td>Crane vessel</td>
<td>n.a.</td>
</tr>
<tr>
<td>Mobilisation time [hr]</td>
<td>0.75</td>
</tr>
<tr>
<td>Explanations</td>
<td>Again yaw system?</td>
</tr>
</tbody>
</table>

Table 18.7 Example of a format to report results of statistical analyses of logistic data (fictitious data)

<table>
<thead>
<tr>
<th>Turbine ID</th>
<th>#</th>
<th>Total downtime</th>
<th>Reporting period from</th>
<th>to</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total number of alarms reported</td>
<td>1000 [-]</td>
<td>10000 [hr]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of relevant events</td>
<td>650 [-]</td>
<td>11000 [hr]</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>1. Resets (auto or remote)</th>
<th>500 [-]</th>
<th>1500 [hr]</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1 Errors</td>
<td>280 [-]</td>
<td>1000 [hr]</td>
<td>0.1 3.6 25.7 [hr]</td>
</tr>
<tr>
<td>1.2 Control, ambient</td>
<td>220 [-]</td>
<td>500 [hr]</td>
<td>0.1 2.3 5.3 [hr]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>2. Visit required</th>
<th>#</th>
<th>Total downtime</th>
<th># of visits</th>
<th>Downtime per event</th>
<th>Reporting period from</th>
<th>to</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.1 Preventive</td>
<td>40 [-]</td>
<td>250 [hr]</td>
<td>40 [-]</td>
<td>5 6 8 [hr]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.2 Planned corrective (cond. based)</td>
<td>40 [-]</td>
<td>250 [hr]</td>
<td>40 [-]</td>
<td>5 6 8 [hr]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.3 Paint</td>
<td>4 [-]</td>
<td>140 [hr]</td>
<td>8 [-]</td>
<td>20 35 60 [hr]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.4 Corrective small</td>
<td>50 [-]</td>
<td>2000 [hr]</td>
<td>100 [-]</td>
<td>20 40 80 [hr]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.5 Corrective crane ship</td>
<td>16 [-]</td>
<td>6860 [hr]</td>
<td>76 [-]</td>
<td>200 429 1000 [hr]</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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As indicated in Section 18.3.2, most of the currently available cost models are being used in the planning phase of an offshore wind farm to make an estimate of the O&M aspects such as costs and downtime, to make an assessment of the uncertainties of these aspects due to uncertainties in the input parameters, and to assess the impact of using different access vessels or crane ships on the O&M aspects. At present, procedures to use cost models during the operational phase of a wind farm such as the O&M Cost Estimator described in Section 18.4.1 are not common practice. The reasons for that are that (1) approaches to collect and analyse operational data as described in Section 18.4 are not yet implemented in the daily practices of wind farm operation and (2) the exchange of data and information between the wind farm owner and the parties doing O&M (often the turbine manufacturer) are not well organised. In this section, examples will be given of how O&M models can be used to optimise a wind farm located close to the shore (near shore) and a wind farm far offshore in deeper waters (far offshore).

18.5.1 Near-shore wind farm

A fictitious baseline wind farm is considered which consists of 100 turbines of 2.8 MW each planned at approximately 25 km from the harbour from which all
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vessels (transportation of personnel, transportation of spare parts, and large crane ships) can depart. The travel time from the harbour to the turbine and vice versa with small vessels is assumed to be approximately 45 minutes to 1 hour. Personnel travel to the wind farm in the morning and return in the evening to carry out maintenance. The wind farm is connected to the grid via two transformer stations. In case of a transformer station failure, 50 turbines will be shut down. The water depth is between 10 and 20 m. The weather conditions at the North Sea, (IJmuiden Munitietsortplaats YM6, 52°33'00" north and 4°03'30" east) are assumed.

For the baseline configuration it is assumed that the following methods and equipment will be used for transfer of personnel and spare parts and for hoisting of larger components.

- The turbines are equipped with an internal crane that can hoist up to 30 tonnes, and a platform at the tower base for intermediate storage of parts during the replacement actions. Hoisting can only be done in average wind speeds of $V_w \leq 6$ m/s.
- Access vessels such as the boats shown in Fig. 18.3 will be used for transporting and transferring personnel and for transporting spare parts up to say 250 kg. These vessels are equipped with a small crane to put spare parts from the deck onto the wind turbine platform. Transportation of personnel and access to turbine can be done at $V_w \leq 12$ m/s and $H_s \leq 1.5$ m. For larger components, above 250 kg, a supply vessel is needed to transport the spare part to the turbine. Putting spare parts from the access vessel (or supply vessel in the case of larger parts) on the platform and vice versa can be done at $V_w \leq 12$ m/s and $H_s \leq 1.5$ m. Hoisting of parts from the platform into the nacelle is done by the internal crane at $V_w \leq 6$ m/s and $H_s \leq 1.5$ m.
- Larger components such as a generator or gearbox (with a weight of up to 30 tonnes) will be transported to the turbine by a repair vessel, put on the platform and hoisted into the nacelle with the help of a large internal crane. The same maximum weather conditions apply as under the previous bullet.
- To hoist the complete rotor, nacelle or other large part, a crane ship with a 100 tonnes crane is needed. The replacement of the failed component will take about 1–2 days. Prior to the actual replacement, inspections will be carried out and visits are needed to dismount the component. After the replacement, several visits are necessary for commissioning. Transportation of personnel and access to the turbine can be done up to $V_w = 12$ m/s and $H_s = 1.5$ m. During the hoisting activities, the weather conditions should be good, i.e. wind speed less than 6 m/s (hoisting) and 10 m/s (working in open nacelle). During positioning of the crane ship, the wind speed should be less than 12 m/s and the wave height less than 2.0 m.

For modelling purposes, it is assumed that preventive maintenance will be carried out once a year and will last three working days. Every five years a large
preventive maintenance action is foreseen, among other things to change the gearbox oil. The failure rate is assumed to be 4.5 failures per year per turbine for those failures that require a visit of technicians. In addition, five remote resets are assumed per turbine per year. Finally, it is assumed that the transformers will fail 0.3 times per year. The cost model revealed that the availability of the baseline scenario would be 93.7% and the O&M will cost 2.6 €ct/kWh. In order to reduce the downtime, it is necessary to determine what causes the downtime. The ECN O&M Tool provides detailed information for determining drivers of costs and downtime, among others the graph as shown in Fig. 18.21. As can be seen, most of the downtime is caused by repair actions related to the generator, the gearbox and the transformer. The white part of the bars indicates that the time waiting for good weather is dominant.

To investigate the sensitivity of the O&M costs of baseline results as a function of variations of the input parameters and to determine upper and lower values for O&M costs, the following alternatives have been analysed.

Alternative 1: Increasing the size of the turbine; using 56 turbines of 5.0 MW each, instead of 100 turbines of 2.8 MW each. If the O&M strategy is kept constant and it is assumed that the reliability of the turbines is similar to that of the 2.8 MW turbines, the number of accesses and repairs will reduce. Also the overall BOP costs will reduce due to the lower number of foundations. Since the 5.0 MW turbines are not as mature as the 2.8 MW turbines, a 20% lower reliability has been assumed.

Alternative 2: The distance to the shore will be 40 km instead of 25, meaning a longer travel time of the vessels.

Alternative 3: Similar to Alternative 2 but making use of a hotel boat to stay overnight and to store intermediate spare parts. The hotel boat will require
high investment costs and annual costs for operations, but it should lead to shorter travel times and longer working days of technicians. The rates of technicians have been increased since they are employed offshore 24/7. Instead of large access vessels, cheaper RIB boats will be used.

**Alternative 4**: Baseline with improved reliability (20%).

**Alternative 5**: Improved O&M baseline scenario, which means that the access vessel is capable of transporting spare parts for up to 2000 kg to the turbine and avoiding the use of a supply vessel.

The results are summarised in Table 18.8. *(Please note that these results are only relevant for this fictitious wind farm and should not be considered as generally applicable; they are only meant to demonstrate the capabilities of cost modelling.)*

### 18.5.2 Far-offshore wind farm

For future large offshore wind farms at distances of more than typically 50 km from the harbour, different maintenance strategies need to be developed. The travelling times from the harbour to the turbines becoming more than 1 hour strongly reduces the net working time. It is likely that hotel boats or living quarters will be used for technicians to stay overnight. It is likely that the wind farms will become larger and will consist of turbines larger than, say, 3 MW. For such large applications, it is likely that wind farm operators will hire large equipment for a longer period of time instead of hiring the equipment per event as is the case for smaller wind farms. Or such vessels can be shared by more than one wind farm. Hiring such equipment for a longer period of time will strongly reduce the mobilisation/demobilisation costs and the logistic time for ordering such a vessel.

With the ECN O&M Tool a far-offshore wind farm, consisting of 120 turbines of 5 MW each, has been modelled at 50 km offshore. A hotel boat will be used for personnel to stay overnight and for the storage of spare parts. An improved access vessel will be used, which can be operated up to 2.5 m significant wave heights. The cost model revealed an availability of 94.8% and kWh costs of 2.33 €ct. The
O&M costs of large offshore wind farms seem to be in the same range as for the near-shore wind farms.

From this it can be concluded that large offshore wind farms at far-offshore sites are feasible, but only if larger turbines can be used with a reliability similar to the presently used onshore Multi MegaWatt class, and if hotel boats in combination with improved access vessels can be used, and if the costs and logistic times of large crane barges can be reduced.

18.5.3 Operation and maintenance modelling versus the real world

As indicated in Section 18.1.2 hardly any operational experiences of offshore wind farms are made public. It is the authors’ experience that the effort for preventive maintenance can be estimated rather accurately. Furthermore, the failure rates of components to determine the effort for corrective maintenance can also be determined accurately from generic databases or (more preferably) from operational experiences. However, the amount of so-called ‘unplanned corrective maintenance’ caused by serial problems, design and development errors and leading to retrofits for the entire population, are likely to be underestimated in an O&M modelling process. The same holds for the number of visits and repair actions needed to replace large components. Estimates made initially by O&M experts mostly show an optimistic value for the number of visits needed.
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