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Preface

Many readers will approach the books in the Wiley Series in Environmentally
Conscious Engineering with some degree of familiarity with, knowledge about,
or even expertise in, one or more of a range of environmental issues, such as cli-
mate change, pollution, and waste. Such capabilities may be useful for readers of
this series, but they aren’t strictly necessary, for the purpose of this series is not to
help engineering practitioners and managers deal with the effects of man-induced
environmental change. Nor is it to argue about whether such effects degrade the
environment only marginally or to such an extent that civilization, as we know it,
is in peril, or that any effects are nothing more than a scientific-establishment-and-
media-driven hoax and can be safely ignored. (Authors of a plethora of books, even
including fiction, and an endless list of articles in scientific and technical journals,
have weighed in on these matters, of course.) On the other hand, this series of engi-
neering books does take as a given that the overwhelming majority in the scientific
community is correct, and that the future of civilization depends on minimizing
environmental damage from industrial, as well as personal, activities. At the same
time, the series does not advocate solutions that emphasize only curtailing or cut-
ting back on these activities. Instead, its purpose is to exhort and enable engineering
practitioners and managers to reduce environmental impacts, to engage, in other
words, in Environmentally Conscious Engineering, a catalog of practical technolo-
gies and techniques that can improve or modify just about anything engineers do,
whether they are involved in designing something, making something, obtaining or
manufacturing materials and chemicals with which to make something, generating
power, or transporting people and freight.

Increasingly, engineering practitioners and managers need to know how to
respond to challenges of integrating environmentally conscious technologies,
techniques, strategies, and objectives into their daily work, and, thereby, find
opportunities to lower costs and increase profits while managing to limit envi-
ronmental impacts. Engineering practitioners and managers also increasingly
face challenges in complying with changing environmental laws. So companies
seeking a competitive advantage and better bottom lines are employing envi-
ronmentally responsible design and production methods to meet the demands of
their stakeholders, who now include not only owners and stockholders, but also
customers, regulators, employees, and the larger, even worldwide community.

xi



xii Preface

Engineering professionals need references that go far beyond traditional primers
that cover only regulatory compliance.Theyneed integrated approaches centeredon
innovative methods and trends in design and manufacturing that help them focus on
using environmentally friendly processes and creating green products. They need
resources that help them participate in strategies for designing environmentally
responsible products and methods, resources that provide a foundation for under-
standing and implementing principles of environmentally conscious engineering.

To help engineering practitioners and managers meet these needs, I envisioned
a flexibly connected series of edited books, each devoted to a broad topic under
the umbrella of Environmentally Conscious Engineering. The series started with
three volumes that are closely linked—environmentally conscious mechanical
design, environmentally conscious manufacturing, and environmentally conscious
materials and chemicals processing. The series continues with this fourth volume,
Environmentally Conscious Alternative Energy Production, and thereby turns
toward a subject area more commonly associated among the general public with
the future of the earth’s climate and ramifications of climate changes while, of
course, being of intense interest to a wide variety of engineers, scientists, and
public policy makers. The topic carries additional weight because of the supply
of fossil fuels, which generate the bulk of the world’s power needs, is limited
(although there is not consensus about the extent of the future supply), because
major petroleum reserves are located in countries where there is political insta-
bility or the threat of it, and where, therefore, industrial nations believe they
must retain a military presence to guarantee the future availability of oil to their
economies. (The series will continue with a fifth volume on Environmentally
Conscious Transportation, a sixth on Environmentally Conscious Materi-
als Handling, plus a seventh on Environmentally Conscious Fossil Energy
Production. The fourth through seventh volumes will be loosely linked, much
like the first three design–manufacturing–materials volumes are. For example, a
chapter on alternative fuels will appear in the transportation volumes, although
it could fit quite well in the alternative energy volume.)

While many of the chapters in the books in the series are accessible to lay
readers, the primary intended audience is practicing engineers and upper-level
students in a number of areas—mechanical, chemical, industrial, manufacturing,
plant, electrical, and environmental—as well as engineering managers. This audi-
ence is broad and multidisciplinary. In the case of power generation, an electrical
or environmental engineer may be concerned with improving the performance of
a plant that uses a particular technology, or an industrial or plant engineer may
be involved in selecting a power generating technology for a new facility, and
these practitioners be found in a wide a variety of organizations, including com-
mercial facilities, institutions of higher learning, and consulting firms, as well as
federal, state and local government agencies. A volume that covers a broad range
of technologies is useful because every practitioner, researcher, and bureaucrat
can’t be an expert on every topic and may need to read an authoritative summary
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on a professional level of a subject that he or she is not intimately familiar with
but may need to know about for a number of different reasons.

The Wiley Series in Environmentally Conscious Engineering is comprised of
practical references for engineers who are seeking to answer a question, solve a
problem, reduce a cost, or improve a system or facility. These books are not a
research monographs. The purpose is to show readers what options are available
in a particular situation and which option they might choose to solve problems
at hand. I want these books to serve as a source of practical advice to readers.
I would like them to be the first information resource a practicing engineer
reaches for when faced with a new problem or opportunity—a place to turn to
even before turning to other print sources, even any officially sanctioned ones,
or to sites on the Internet. So the books have to be more than references or
collections of background readings. In each chapter, readers should feel that they
are in the hands of an experienced consultant who is providing sensible advice
that can lead to beneficial action and results.

This fourth volume in the series, Environmentally Conscious Alternative
Energy Production, offers technical descriptions of a number of different tech-
nologies so that readers may be able to not only evaluate them on their own
merits, but also compare and contrast them, and, ultimately, choose from among
them for a particular purpose. After an opening chapter that compares power
generation technologies on an economic basis, the book presents chapters on the
technologies, including solar, fuel cells, geothermal, wind, cogeneration, hydro-
gen, and coal, and closes with a chapter on using waste heat from power plants.
Some experts may descry the lack of a chapter on nuclear power, but I excluded
this technology because of uncertainty about environmentally friendly and polit-
ically palatable schemes for disposing of spent fuel rods, as well as the potential
for mischief in diverting nuclear fuel to weaponry.

I asked the contributors, all of whom are located in North America, to provide
short statements about the contents of their chapters and why the chapters are
important. Here are their responses:

Todd Nemec (GE Energy, Schenectady, NY), who contributed the opening
chapter on Economic Comparisons of Power Generation Technologies, writes,
“this chapter discusses the components and applicability of Cost of Electricity
models in addition to economic aspects of emissions regulation, nondispatch-
able (intermittent) generation, and cogeneration. From technology development to
product design, applications/siting optimization, and operations, economic mod-
els are integral to environmentally friendly power-generation growth—as the
basis for good decision making and increased customer value. Many environ-
mentally friendly technologies have inherently low power density, affecting cost
competitiveness, siting, and fuel availability/market viability concerns that aren’t
as significant in high power density thermal powerplants. On the opposite side,
however, emissions control mechanisms such as cap and trade are efficient at
delivering emissions control technologies to thermal plants as well as unlocking
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additional environmental value for emerging renewable platforms. High fidelity
economic models and their effective use through technology selection, design,
and applications will give newer, cleaner technologies the greatest chance to
succeed.

The chapter on Solar Energy Applications by Jan F. Kreider (University
of Colorado in Boulder, Colorado) has appeared in all three editions of the
Mechanical Engineers’ Handbook, published by Wiley. He writes, “Solar energy
represents the most basic of renewable energies with its source both permanent
and continuous. With terrestrial levels sufficient to supply all of the earth’s energy
needs, it will be the ultimate energy source after the fossil fuel era ends on earth.
This chapter describes the resource and several practical methods for produc-
ing useful energy—including thermal energy and electricity—with engineering
details.”

Matthew W. Mensch (The Pennsylvania State University in University Park,
Pennsylvania), who contributed the chapter on Fuel Cells (this chapter also
appears in the Mechanical Engineers’ Handbook, Third Edition), writes, “In
the coming decades, mounting pressure from environmental, security, and eco-
nomic concerns will usher into the mainstream a new age of power generation
from alternative sources, gradually usurping traditional sources of energy from
non-renewable fossil based fuels. While the specific future outcomes of each
particular possibility are impossible to predict, a global future including use of
fuel cells in many applications is now all but assured. Fuel cells will almost
certainly play a key role in the future energy grid, potentially ending the cen-
tury long reign of the internal combustion engine in transportation applications,
supplanting rechargeable batteries for many portable applications such as cell
phones and laptop computers, and providing reliable electricity and heat for sta-
tionary applications. The science of fuel cells is both fascinating and highly
multidisciplinary, involving nearly all fields of engineering. There are different
types of fuel cell systems, which operate under a wide range of conditions with
highly varied materials, myriad system configurations, and a host of technical
and economic challenges. Each particular system has fundamental advantages
and limitations, which must be addressed before ubiquitous implementation can
be achieved. This chapter describes the basic operating principles of each of the
major fuel cell systems being developed today, and addresses the fundamental
advantages and challenges remaining to be overcome. I hope this introduction
can serve as a valuable starting point for engineers and managers looking for
a technical overview of the potential for fuel cells as serious power generation
sources.”

Peter Blair (The National Academy of Sciences in Washington, DC), who
contributed the chapter on Geothermal Resources and Technology: An Intro-
duction (this chapter also appears in the Mechanical Engineers’ Handbook, Third
Edition), writes, “Geothermal energy, or heat extracted from the earth’s interior,
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is often included in the portfolio of renewable energy sources that are consid-
ered to be more benign environmentally than fossil and nuclear energy sources.
Geothermal energy has been used for centuries for cooking and heating and since
the early 1900s for producing electric power. In its most economically attractive
form, in the geologically rare situation when a very hot geothermal heat source
and a water aquifer coincide, the resulting dry steam can be used to run a tur-
bine directly for electric power generation. More commonly, but still relatively
unusual geologically, hot water can be drawn from a geologic formation and
its heat extracted into a secondary working fluid to once again produce electric
power or to provide process heat. When geothermal resources are accessible they
can be very economical and environmentally attractive alternatives to conven-
tional energy sources. This chapter surveys the types of geothermal resources
present around the world and the range of energy conversion technologies that
can be employed in direct use of geothermal heat, in electric power generation,
and by geothermal heat pumps for utilizing low-grade geothermal heat.”

Todd Nemec (GE Power Systems in Schenectady, New York), who contributed
the chapter, Wind Turbines, writes, “Wind turbine design carries many of the
fundamental complexities of designing aircraft for airline service. Like aircraft,
a balanced and integrated wind turbine design requires significant understanding
of markets, aerodynamics/aeroelasticity, extreme and fatigue loading, controls,
weight, noise, assembly/inbound transportation, and economic efficiency. This
chapter introduces readers to wind energy’s recent market growth, first-principles
energy formulas, and conceptual design tradeoffs. The turbine power curve and
siting discussions are a starting point for effectively matching turbine and site
selection. Much of wind energy’s improved economics are due to advancements
in system-level design, component technology, and applications understanding.
Market factors, incentives, environmental regulation, along with power indus-
try contributions—such as increased energy storage, greater thermal powerplant
flexibility, growth of distributed grid systems, and improved transmission infras-
tructure will also enable wind energy to reach higher levels of market entitlement.

Jerald Caton (Texas A&M University in College Station, Texas), who con-
tributed the chapter on Cogeneration, writes, “Cogeneration is a technology that
maximizes the utilization of the available energy from the combustion of fuels. A
cogeneration system produces electrical power as well as thermal energy such as
heat or cooling. The major motivations for considering cogeneration systems are
monetary savings, energy savings, and the potential for lower emissions. Many
facilities that have a need for electrical power and thermal energy are candi-
dates for cogeneration. The technology for cogeneration systems is available and
the concept is well developed. This chapter includes detailed discussions of the
overall concept, descriptions of possible systems, a summary of relevant regu-
lations, descriptions of economic evaluations, and comments on ownership and
financing.”
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Elias K. Stefanokos (University of South Florida in Tampa, Florida), who con-
tributed the chapter on Hydrogen Energy with Yogi Goswami, S. S. Srinivasan,
and John T.Wolan, writes, “Fossil fuels are not renewable, they are limited in
supply, their economic cost is continuously increasing, and their use is growing
exponentially. Moreover, combustion of fossil fuels is causing global climate
change and harming the environment in other ways as well, which points to the
urgency of developing environmentally clean alternatives. Hydrogen is a good
alternative to fossil fuels for the production, distribution and storage of energy.
Automobiles can run on either hydrogen used as fuel in internal combustion
engines or in fuel-cell cars or in hybrid configurations. Hydrogen is not an energy
source but an energy carrier that holds tremendous potential to use renewable
and clean energy options. It is not available in free form and must be dissociated
from other molecules containing hydrogen such as natural gas or water. Once
produced in free form it must be stored in a compressed or liquefied form, or in
solid state materials. It is the purpose of this chapter to bring readers up to date
on the state of the art and the obstacles that must be overcome to achieve cost
effective production, storage and conversion of hydrogen.”

James Butler (Dalhousie University in Halifax, Nova Scotia), who contributed
the chapter on Clean Power Generation from Coal with Prabir Basu, writes,
“Coal accounts for roughly 40% of the world’s total electricity generating capac-
ity and shows no signs of decreasing as emerging economies such as China and
India, are fueling their rapid economic expansion with coal. With increased con-
cern over global warming caused carbon dioxide and other harmful emissions
of sulphur dioxide, nitrogen oxides and mercury from coal, there is a great deal
of research and development taking place into new technologies that reduce the
environmental impact of electricity generation from coal.”

Herbert A. Hingley, III (University of Florida in Gainesville, Florida), who
contributed the chapter on Using Waste Heat from Power Plants, writes, “This
chapter discusses several examples of integrating power production with the uti-
lization of the associated waste heat to accomplish some other function, such
as space heating, domestic water heating, cooling, steam production or process
heating. In addition to several domestic applications of combined heat and power,
two new innovative systems for water purification and improved thermoelectric
power production are reviewed. This chapter should be of importance to engi-
neers and policy makers seeking innovative methods to better utilize our energy
resources.”

That ends the contributors’ comments. I would like to express my heartfelt
thanks to all of them for having taken the opportunity to work on this book.
Their lives are terribly busy, and it is wonderful that they found the time to
write thoughtful and complex chapters. I developed the book because I believed
it could have a meaningful impact on the way many engineers approach their
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daily work, and I am gratified that the contributors thought enough of the idea
that they were willing to participate in the project. Thanks also to my editor,
Bob Argentieri, for his faith in the project from the outset. And a special note
of thanks to my wife Arlene, whose constant support keeps me going.

Myer Kutz
Delmar, NY
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1 INTRODUCTION

Like power generation engineering calculations, power generation economic
comparisons rely heavily on mathematical models. When only one or two major
plant characteristics are being compared, a simple two-or three-term equation
may be enough to reasonably predict their economic differences. Comparing all
plant characteristics effectively across multiple generation platforms, and within
different power markets/utility networks, may require thousands of inputs using
high-frequency data.

Real energy environments include diversity and interactions of many vari-
ables, including sources of revenue, fuel cost and availability, emissions require-
ments, economic incentives, risk, and both initial and recurring costs—including
logistics, labor rates, and investor return, among others. System designers and
purchasers have different data requirements with respect to building appropriate
design or applications economic models. Most system designers, however, begin
their calculations by looking at variables from the owners’ perspective—either by
comparing revenue-requirements for a given profit, or by using market revenue
rates to calculate profit.

This chapter will also look at calculations from an owners’ outlook—using
both revenue requirements also called levelized cost of electricity (COE), and
projected power sale prices—when calculating cogeneration economics.

1Environmentally Conscious Alternative Energy Production. Edited by Myer Kutz
Copyright © 2007 John Wiley & Sons, Inc.



2 Economic Comparisons of Power Generation Technologies

2 MARKET GROWTH AND EMISSIONS

Worldwide, electricity demand is projected to grow at 2.7 percent per year
between 2003 and 2030,1 India and China are at the high end of projections,
4.6 percent and 4.8 percent annual growth rates, respectively, while Japan’s
demand is projected to grow the slowest, at 0.7 percent.1 Share projections for
the types of fuels are listed in Figure 1.

Within the thermal power-plant sector, emissions have improved signifi-
cantly during the last few decades due to both increased technology and tighter
regulations. Market-driven regulations, such as cap and trade systems, are a
cost-effective means to reduce emissions on a total system basis, and are often
used in conjunction with individual power-plant limits. As an example, the 1990
U.S. Clean Air Act’s Acid Rain Program uses cap and trade to reduce 2010
sulfur dioxide (SO2, a precursor to acid rain) emissions from electric plants to
50 percent of 1980 levels.2 Emissions reductions are achieved through overall
cap levels—limits set by a central authority to meet health and/or environmental
standards—broken into smaller, tradable, allowances. Companies or governments
that produce above their allowance must buy credits to offset their emissions,
while those that produce less than their allowance can sell them as credits.

Characteristics of several U.S. emissions programs are as follows:

• U.S. Acid Rain NOx Reduction Program. Emissions are not capped, nor
are trade allowances like the SO2 program, but still overall goals are set
by specifying maximum NOx output levels relative to fuel energy input,
based on boiler technology.3
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Figure 1 World electricity share projections by fuel source. (From Ref. 1.)
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• NOx Budget Trading Program (NBP). This is a cap and trade program
involving eastern U.S. states, reducing NOx during the summer ground-level
ozone (smog) season. It is used to help States meet their EPA NOx State
Implementation Plan (SIP) call.3

• Clean Air Interstate Rule. In 2005 the EPA established new or increased SIP
requirements for 28 “upwind” states to reduce SO2 and/or NOx emissions.4

• Clean Air Mercury Rule. This cap and trade system was signed in 2005 and
based on the Acid Rain Program. It will reduce 2018 coal-fired steam gene-
rating unit mercury emissions by approximately 70 percent over 1999 levels.
Phase 1 of the plan, through 2017, takes advantage of mercury reduction
through SO2 and NOx reductions in the Clean Air Interstate Rule.5

Although cap and trade policies promote innovative and cost-effective solu-
tions, the increased compliance will eventually impact economics through one or
more of the following factors: reduced net plant performance, increased capital
cost, and/or increased operating cost. Within the Clean Air Act, economic choices
for pulverized coal operators may include switching to a lower-sulfur coal and/or
investing in more capable clean-up and control systems. Estimates for a typical
flue gas desulfurization system, for example, which reduces SO2 emissions of
coal plants, are 0.14 cents/kWh operations cost and $144/kW in installed capital
cost.6 Gas turbine nitric oxide emissions reductions are achieved through one or
more precombustion, combustion, and postcombustion technologies. As technol-
ogy improves, however, peak cycle temperatures are raised to increase thermal
efficiency (reducing fuel burn and CO2), which is in direct conflict with achiev-
ing lower NOx. Higher thermal efficiency, combustor NOx, cost of increased
technology, and pre/post combustion treatment are all evaluated during design to
find the lowest lifecycle cost while meeting emissions requirements.

Where traditional thermal generation is faced with capital and operating cost
challenges for emissions avoidance and/or clean-up, nonthermal generation usu-
ally has a much better emissions entitlement, but must overcome the economics
of a fundamentally lower power density (power per unit weight, or airflow).
High pressures and temperatures in steam and gas turbine cycles enable high
power density. Renewable generators such as wind and solar-photovoltaic have
limited options to increase pressure and temperature, and must increase blade
length, collector surface area, and/or efficiency to increase power. Low power
density generally translates into greater land use/siting challenges, higher opera-
tions costs, and higher transportation costs per kWh. On the positive side, a failure
or outage involving one wind turbine or solar panel within a farm means only a
small-reduction total system output, allowing high overall system reliability.

Environmentally friendly sources of power will continue to be influenced by
the following factors:

• Technology improvements
• Energy independence/security/diversity
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• Increased scarcity and cost of alternatives
• Health and environmental/climate change:

• Air and water
• Global warming/greenhouse gases

• Creation of local manufacturing, construction, and maintenance jobs
• Improved transmission infrastructure to areas with significant renewable

resources
• Regulatory standards and incentives, many driven by the factors already

listed

Technology improvements are typically measured in their ability to generate
energy at a low COE. For power generation equipment, this usually means lower
cost, or higher kilowatts, to produce a lower $/kW, through greater thermal
conversion efficiency, higher availability, lower operation, and maintenance costs,
reduced emissions, or increased flexibility. One figure of merit that can account
for these factors is cost of electricity.

3 ECONOMIC EVALUATION

Levelized COE is a useful single metric used to compare owners’ life-cycle costs.
COE converts all costs into a single cost of electricity rate, usually expressed in
cents per kilowatt-hour. It is considered levelized because it reflects an equiva-
lent single value, rather than first- or final-year rates of revenue. The resulting
levelized cents per kWh is then already formatted to provide differences in net
present value when given annual energy production, without any further correc-
tions.

Fixed costs, or one-time capital costs, are converted to a rate—capital
recovery—by multiplying by fixed charge rate (FCR) and dividing by annual
kilowatt-hours. Variable costs are converted to a levelized annual equivalent
and divided by annual kilowatt-hours. Levelized annual costs are derived either
on a part-by-part basis, or for simplification in these examples: converted from
annualized first-year costs, multiplying them with a levelizing factor.7

Levelizing Factor = CRF × [1 − ((1 + u)/(1 + r))n]/(r − u) (1)

where

CRF = Capital recovery factor, fraction
u = inflation rate, percent per year
r = discount rate, percent per year
n = term, years

Fixed charge rate is derived from a representative pro forma model that includes
the cost of debt, equity, depreciation, escalation, tax rate, and other real project
factors. Since the pro forma will already include escalation, capital recovery is
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already levelized. FCR is analogous to the equal-payment series capital recovery
factor derived in economics and finance textbooks, which are a function of term,
present value, and interest rate.

Capital recovery = FCR × Total capital requirement/Annual kilowatt-hours

Incremental fuel = Heat rate × Kilowatts × HHV/LHV × Fuel price

Figure 2 shows representative COE calculations for common thermal, nuclear,
wind, and solar-photovoltaic generators. Capacity factor is defined as the portion
of the year the unit is operating at its maximum power, and is shown at repre-
sentative levels. The COE values reflect the revenue required to pay for both the
fixed and variable costs of the plant. Note the differences in contribution of fuel,
capital, and operations and maintenance to COE. The relative weighing of the
individual components reflect both the risks and opportunities associated with
each factor. Simple cycle gas turbines and combined-cycles are sensitive to fuel
(fuel price and thermal efficiency), while solar PV, wind, and nuclear are highly
sensitive to capital cost and factors included in FCR. The FCR used here is a
constant value, which assumes that investor expected return, depreciation, risk,
and other economic factors are considered equal on a net basis. This is acceptable
for technology screening, but is not necessarily applicable in real-world analysis.
Calculations have also been made on a direct-unit basis , assuming each alter-
native has a similar impact on the rest of the system. Higher-fidelity grid and
power plant models would be required to understand system interactions.
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It might seem intuitive that lowest total COE would produce the most
cost-effective plant. The nature of varying day versus night and seasonal loads
and plant output profiles, however, is best optimized (least cost) with a port-
folio of diverse power plants designed to perform within a given range of low
to high annual hours of operation. A load-duration curve (Figure 3) shows the
annual hours spent at each load (shown as a percent of peak load) demanded for
a representative transmission region. Assuming one generator was designed to
serve this load, economics would be unfavorable, since capital recovery would be
penalized for a high number of hours spent at part load, cycling to meet demand.
Serving this load with multiple segments, traditionally shown as base, cyclic, and
peak load, however, allows generators to optimize the characteristics of capital,
fuel, and O&M costs to meet the load growth needs within different generation
systems. Higher growth in any region of the curve creates higher demand for
assets that can most economically meet the new operating profile.

Figure 4 shows COE versus hours for three representative thermal plants: sim-
ple cycle gas turbine, combined-cycle gas turbine, and pulverized coal. Because
coal has the lowest COE at high hours of operation, coal would be the lowest
cost-base load plant given this set of assumptions. Similarly, combined-cycle
gas turbines are the lowest total cost platform for mid-range cyclic duty, and
simple-cycle gas turbines will be selected for low hours, or peaking duty. As
each platform is affected by increased technology, environmental regulation, fuel
prices and availability, labor and materials costs, the placement of these curves,
and relative competitiveness, will shift.

Within market-based grid regions, a common publication used to describe the
cost of power is the price duration curve, Figure 5. This is an extension of
Figures 3 and 4, and constructed similarly to the load duration curve, but it uses
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wholesale price instead of load. Using the shape of this curve, rational wholesale
prices can be predicted based on variable operating cost.

4 INTEGRATION OF INTERMITTENT RENEWABLES

Power plants are typically dispatched in order of lowest to highest variable cost,
either within a regulated environment or in a competitive marketplace, where
bidding does not usually fall below variable cost. Renewables such as wind and
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solar are considered nondispatchable generators, meaning they—due to their
intermittent fuel resource—are not able to provide power on demand. They do
not usually have to compete with other generators for dispatch priority since their
variable costs are lowest—because fuel is free. Intermittent renewable generators
create unique system and siting issues within the rest of the grid. Concerns include
transmission thermal, voltage, and stability limits/maximum intermittent capacity,
necessary reserve capacity and allowable capacity payments, and the impact to
nearby dispatchable generators.

Areas with good nondispatchable fuel resources are expected to have a higher
upperlimit on their electricity potential. Western Denmark has over 20 percent of
its electricity supplied by wind, part of this is due to good interconnection with a
diverse mix of generating assets through the Nord Pool, which includes access to
Norwegian Hydro resources.8 Dispatchable generators may lose valuable hours of
operation if wind is placed in its region, and may be expected to provide greater
loading and unloading ramp rate to mitigate intermittent supply. Solar is regarded
as generally more favorable than wind when comparing the coincidence of its
peak output with load demand. Onshore wind in the United States is characterized
as somewhat out of phase with peak demand, while offshore winds are much
more coincident with demand.9 Access to adequate transmission capacity, energy
storage, highly flexible dispatchable power, demand-side management, increased
distributed generation, wind farm curtailment, and improved wind forecasting will
all help support higher levels of intermittent generation.8 Growth in emerging
forms of energy storage, such as hydrogen, will also help extend the market
potential of nondispatchable generation.

5 COGENERATION

Combined heat and power production, when matched to the right set of ther-
mal and energy demands, can provide both environmental and economic benefits
over separate facilities. Power can be generated from both topping and bot-
toming cycles, with heat recovered below the topping cycle or used above a
low-temperature power system. The following section describes characteristics
of steam turbine and gas turbine plants, both of which provide topping cycle
power.

In cogeneration applications, subcritical pulverized coal plants can deliver
about 85 percent of fuel energy to heat and power, while gas turbines are capa-
ble of approximately 75 percent.10,11 This compares to about 38 percent HHV
and 59 percent LHV (combined-cycle) net electrical conversion rates, with no
heat recovery, for the same two technologies, respectively. Cogeneration systems
recover heat normally lost in the condenser of an electrical plant, increasing the
overall system efficiency.

Two metrics have been defined to simplify comparisons between heat-only
and cogeneration systems. The first, net heat to process, measures the net energy
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supplied to the process, and must be kept constant for a fixed plant design.
Ideally, it should be varied during process plant conceptual design to include
various generators, among other factors, in the total plant optimization. The
second, fuel chargeable to power, measures the incremental heat rate of the net
power relative to a heat-only system. This is directly comparable to the heat rate
of a power-only system. Although low values of heat rate are usually preferred,
other variables such as plant flexibility and fit, cost per kilowatt, operation and
maintenance costs, fuel cost, and power price may help to define a better overall
economic solution.

Net heat to process (NHP) = Steam flow to process × Enthalpy

− Process return flow × Enthalpy

− Make up water × Enthalpy (2)

Fuel chargeable to power (FCP) = [NHP/Packaged boiler efficiency

− Cogen fuel consumption] × Net output

(3)

Cogeneration fit can be described in terms of both their design and off-design
envelopes defining output versus net heat to process. A sample design envelope
is shown in Figure 6, including descriptions of each of the state points.

Several process variables influencing fit include the cyclic nature of steam
and power demand: Many industrial processes may demand near-constant steam
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conditions, while commercial and educational users may have a more cyclic
demand for heat and power. These can be mitigated through energy storage,
import/export of additional power or steam, and/or greater attention to design
integration with the cogeneration system and its features. On the generation
side, gas turbines provide greater power output relative to steam production
when compared to steam-turbine generators (greater than 85 kW/MBtu-hr for
gas turbines).10 They also have reduced maximum steam capability on a hot-day
relative to ISO. Inlet devices, such as evaporative coolers or chillers, and sup-
plemental firing could be used to help restore hot day steam production through
higher exhaust flow and temperature, respectively. Table 1 lists a sample

Table 1 Economic Comparisons of Cogeneration Alternatives

Alternative Units Packaged Boiler GT GT + ST GT + ST

Number of GTs NA 1 1 2

HRSG pressure levels NA 1 2 2

Steam turbine NA None Noncondensing Extraction/Condensing

Net fuel Mbtu/h HHV 452 508 508 1494

MkJ/h HHV 477.4 536 536 1576

Net power MW NA 84.4 98.6 228.5

Heat rate BTU/kWh LHV NA 10430 8928 7705

Estimated installed cost $MM 14 39 60 124

Steam to process

Pressure psig 150 150 150 150

Temperature deg F 365 365 365 365

Flow lb/hr 373,000 373,000 373,000 373,000

Net heat to process MMBtu/h 385 385 385 385

Fuel chargeable to power (FCP) BTU/kWh HHV NA 6206 5312 6565

Incremental cost of fuel cents/kWh NA 3.72 3.19 3.94

Cost of purchased electricity cents/kWh 5.00 5.00 5.00

Incremental cost of maintenance cents/kWh 0.17 0.15 0.15

Installed incremental capital cost $/kW 296.2 466.5 481.4

Incremental cost of electricity
(fuel and maintenance)

cents/kWh 3.89 3.34 4.09

Savings per kW of Cogen
System (cost of purchased −
incremental cost of electricity)

1.11 1.66 0.91

$/kW Annually 83 125 68

$/year 7,003,000 12,294,000 15,615,000

Simple payback (years) Base 3.57 3.74 7.04

Present value Base 34,620,000 58,666,000 22,939,000

Internal rate of return before
taxes, depreciation

Base 28% 26% 13%

Source: Based on calculations in Ref. 10.
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comparison between installing a packaged boiler versus three variants of a GE
MS7001EA (gas-turbine) based cogeneration cycle. Results assume the first-year
fuel price and power price are $6.00/MMBtu and 6.25 cents/kWh, respectively,
and 7,500 hours/year utilization. Results do not reflect the cost or performance
at any particular site, but are designed to show the methods and factors included
in preliminary economic screening calculations.
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1 SOLAR ENERGY AVAILABILITY

Solar energy is defined as that radiant energy transmitted by the sun and inter-
cepted by Earth. It is transmitted through space to Earth by electromagnetic
radiation with wavelengths ranging between 0.20 and 15 µm. The availability of
solar flux for terrestrial applications varies with season, time of day, location,
and collecting surface orientation. In this chapter we shall treat these matters
analytically.

1.1 Solar Geometry

Two motions of the Earth relative to the sun are important in determining the
intensity of solar flux at any time—Earth’s rotation about its axis and the annual
motion of Earth and its axis about the sun. Earth rotates about its axis once

13Environmentally Conscious Alternative Energy Production. Edited by Myer Kutz
Copyright © 2007 John Wiley & Sons, Inc.



14 Solar Energy Applications

each day. A solar day is defined as the time that elapses between two successive
crossings of the local meridian by the sun. The local meridian at any point is
the plane formed by projecting a north–south longitude line through the point
out into space from the center of the earth. The length of a solar day on the
average is slightly less than 24 hours, owing to the forward motion of Earth in
its solar orbit. Any given day will also differ from the average day owing to
orbital eccentricity, axis precession, and other secondary effects embodied in the
equation of time described below.

Declination and Hour Angle
The Earth’s orbit about the sun is elliptical with eccentricity of 0.0167. This
results in variation of solar flux on the outer atmosphere of about 7 percent
over the course of a year. Of more importance is the variation of solar intensity

Figure 1 (a) Motion of Earth about the sun. (b) Location of tropics. Note that the sun is
so far from Earth all the rays of the sun may be considered as parallel to one another when
they reach Earth.
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caused by the inclination of Earth’s axis relative to the ecliptic plane of its orbit.
The angle between the ecliptic plane and the Earth’s equatorial plane is 23.45◦.
Figure 1 shows this inclination schematically.

Earth’s motion is quantified by two angles varying with season and time of
day. The angle varying on a seasonal basis that is used to characterize Earth’s
location in its orbit is called the solar declination . It is the angle between the
Earth–sun line and the equatorial plane, as shown in Figure 2. The declination
δs is taken to be positive when the Earth–sun line is north of the equator and
negative otherwise. The declination varies between +23.45◦ on the summer sol-
stice (June 21 or 22) and −23.45◦ on the winter solstice (December 21 or 22).
The declination is given by

sin δs = 0.398 cos[0.986(N − 173)] (1)

in which N is the day number, counted from January 1.
The second angle used to locate the sun is the solar-hour angle. Its value is

based on the nominal 360◦ rotation of Earth occurring in 24 hours. Therefore,
1 hour is equivalent to an angle of 15◦. The hour angle is measured from zero at
solar noon. It is denoted by hs and is positive before solar noon and negative after
noon in accordance with the right-hand rule. For example 2:00 pm corresponds
to hs = −30◦ and 7:00 am corresponds to hs = +75◦.

Figure 2 Definition of solar-hour angle hs (CND), solar declination δs (VOD), and latitude
L (POC ): P , site of interest. (Modified from J. F. Kreider and F. Kreith. Solar Heating and
Cooling , revised 1st ed., Hemisphere, Washington, DC, 1977.)
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Solar time, as determined by the position of the sun, and clock time differ for
two reasons. First, the length of a day varies because of the ellipticity of Earth’s
orbit; and second, standard time is determined by the standard meridian passing
through the approximate center of each time zone. Any position away from the
standard meridian has a difference between solar and clock time given by [(local
longitude − standard meridian longitude)/15] in units of hours. Therefore, solar
time and local standard time (LST) are related by

Solar time = LST − EoT − (Local longitude − Standard meridian longitude)/15
(2)

in units of hours. EoT is the equation of time which accounts for difference in
day length through a year and is given by

EoT = 12 + 0.1236 sin x − 0.0043 cos x + 0.1538 sin 2x + 0.0608 cos 2x (3)

in units of hours. The parameter x is

x = 360(N − 1)

365.24
(4)

where N is the day number.

Solar Position
The sun is imagined to move on the celestial sphere, an imaginary surface cen-
tered at Earth’s center and having a large but unspecified radius. Of course, it
is Earth that moves, not the sun, but the analysis is simplified if one uses this
Ptolemaic approach. No error is introduced by the moving sun assumption, since
the relative motion is the only motion of interest. Since the sun moves on a
spherical surface, two angles are sufficient to locate the sun at any instant. The
two most commonly used angles are the solar-altitude and azimuth angles (see
Figure 3) denoted by α and as, respectively. Occasionally, the solar-zenith angle,
defined as the complement of the altitude angle, is used instead of the altitude
angle.

The solar-altitude angle is related to the previously defined declination and
hour angles by

sin α = cos L cos δs cos hs + sin L + sin δs (5)

in which L is the latitude, taken positive for sites north of the equator and negative
for sites south of the equator. The altitude angle is found by taking the inverse
sine function of equation (5).

The solar-azimuth angle is given by

sin as = cos δs sin hs

cos α
(6)

To find the value of as , the location of the sun relative to the east–west line
through the site must be known. This is accounted for by the following two
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Figure 3 Diagram showing solar-altitude angle α and solar-azimuth angle a s.

expressions for the azimuth angle:

as = sin−1
(

cos δs sin hs

cos α

)
, cos hS >

tan δs

tan L
(7)

as = 180◦ − sin−1
(

cos δs sin hs

cos α

)
, cos hs <

tan δs

tan L
(8)

Table 1 lists typical values of altitude and azimuth angles for latitude L = 40◦.
Complete tables are contained in Refs. 1 and 2.

1.2 Sunrise and Sunset

Sunrise and sunset occur when the altitude angle α = 0. As indicated in Figure 4,
this occurs when the center of the sun intersects the horizon plane. The hour
angle for sunrise and sunset can be found from equation (5) by equating α to
zero. If this is done, the hour angles for sunrise and sunset are found to be

hsr = cos−1(− tan L tan δs) = −hss (9)

in which hsr is the sunrise hour angle and hss is the sunset hour angle.
Figure 4 shows the path of the sun for the solstices and the equinoxes (length

of day and night are both 12 hours on the equinoxes). This drawing indicates the
very different azimuth and altitude angles that occur at different times of year at
identical clock times. The sunrise and sunset hour angles can be read from the
figures where the sun paths intersect the horizon plane.
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Table 1 Solar Position for 40◦N Latitude
Solar Time Solar Position Solar Time Solar Position

Date AM PM Altitude Azimuth Date AM PM Altitude Azimuth

January 21 8 4 8.1 55.3 July 21 5 7 2.3 115.2

9 3 16.8 44.0 6 6 13.1 106.1

10 2 23.8 30.9 7 5 24.3 97.2

11 1 28.4 16.0 8 4 35.8 87.8

12 30.0 0.0 9 3 47.2 76.7

February 21 7 5 4.8 72.7 10 2 57.9 61.7

8 4 15.4 62.2 11 1 66.7 37.9

9 3 25.0 50.2 12 70.6 0.0

10 2 32.8 35.9 August 21 6 6 7.9 99.5

11 1 38.1 18.9 7 5 19.3 90.9

12 40.0 0.0 8 4 30.7 79.9

March 21 7 5 11.4 80.2 9 3 41.8 67.9

8 4 22.5 69.6 10 2 51.7 52.1

9 3 32.8 57.3 11 1 59.3 29.7

10 2 41.6 41.9 12 62.3 0.0

11 1 47.7 22.6 September 21 7 5 11.4 80.2

12 50.0 0.0 8 4 22.5 69.6

April 21 6 6 7.4 98.9 9 3 32.8 57.3

7 5 18.9 89.5 10 2 41.6 41.9

8 4 30.3 79.3 11 1 47.7 22.6

9 3 41.3 67.2 12 50.0 0.0

10 2 51.2 51.4 October 21 7 5 4.5 72.3

11 1 58.7 29.2 8 4 15.0 61.9

12 61.6 0.0 9 3 24.5 49.8

May 21 5 7 1.9 114.7 10 2 32.4 35.6

6 6 12.7 105.6 11 1 37.6 18.7

7 5 24.0 96.6 12 39.5 0.0

8 4 35.4 87.2 November 21 8 4 8.2 55.4

9 3 46.8 76.0 9 3 17.0 44.1

10 2 57.5 60.9 10 2 24.0 31.0

11 1 66.2 37.1 11 1 28.6 16.1

12 70.0 0.0 12 30.2 0.0

June 21 5 7 4.2 117.3 December 21 8 4 5.5 53.0

6 6 14.8 108.4 9 3 14.0 41.9

7 5 26.0 99.7 10 2 20.0 29.4

8 4 37.4 90.7 11 1 25.0 15.2

9 3 48.8 80.2 12 26.6 0.0

10 2 59.8 65.8

11 1 69.2 41.9

12 73.5 0.0
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Figure 4 Sun paths for the summer solstice (6/21), the equinoxes (3/21 and 9/21), and the winter solstice
(12/21) for a site at 40◦N; (a) isometric view; (b) elevation and plan views.

1.3 Solar Incidence Angle

For a number of reasons, many solar collection surfaces do not directly face the
sun continuously. The angle between the sun–Earth line and the normal to any
surface is called the incidence angle.

The intensity of off-normal solar radiation is proportional to the cosine of the
incidence angle. For example, Figure 5 shows a fixed planar surface with solar
radiation intersecting the plane at the incidence angle i measured relative to the
surface normal. The intensity of flux at the surface is I b × cos i , where I b is the
beam radiation along the sun–Earth line; I b is called the direct, normal radiation.
For a fixed surface such as that in Figure 5 facing the equator, the incidence angle
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Figure 5 Definition of incidence angle i , surface tilt angle β, solar-altitude angle α,
wall-azimuth angle aw, and solar-azimuth angle as for a non–south-facing tilted surface. Also
shown is the beam component of solar radiation I b and the component of beam radiation I b,h

on a horizontal plane.

is given by

cos i = sin δ1(sin L cos β − cos L sin β cos aw)

+ cos δs cos hs(cos L cos β + sin L sin β cos aw) (10)

+ cos δs sin β sin aw sin hs

in which aw is the “wall” azimuth angle and β is the surface tilt angle relative
to the horizontal plane, both as shown in Figure 5.

For fixed surfaces that face due south, the incidence angle expression simpli-
fies to

cos i = sin(L − β) sin δs + cos(L − β) cos δs cos hs (11)

A large class of solar collectors move in some fashion to track the sun’s diur-
nal motion, thereby improving the capture of solar energy. This is accomplished by
reduced incidence angles for properly tracking surfaces vis-á-vis a fixed
surface for which large incidence angles occur in the early morning and late after-
noon (for generally equator-facing surfaces). Table 2 lists incidence angle expres-
sions for nine different types of tracking surfaces. The term polar axis in this table
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refers to an axis of rotation directed at the north or south pole. This axis of
rotation is tilted up from the horizontal at an angle equal to the local latitude. It
is seen that normal incidence can be achieved (i.e., cos i = 1) for any tracking
scheme for which two axes of rotation are present. The polar case has relatively
small incidence angles as well, limited by the declination to ±23.45◦. The mean
value of cos i for polar tracking is 0.95 over a year, nearly as good as the
two-axis case for which the annual mean value is unity.

1.4 Quantitative Solar Flux Availability

The previous section has indicated how variations in solar flux produced by
seasonal and diurnal effects can be quantified. However, the effect of weather on
solar energy availability cannot be analyzed theoretically; it is necessary to rely
on historical weather reports and empirical correlations for calculations of actual
solar flux. In this section this subject is described along with the availability of
solar energy at the edge of the atmosphere—a useful correlating parameter, as
seen shortly.

Extraterrestrial Solar Flux
The flux intensity at the edge of the atmosphere can be calculated strictly from
geometric considerations if the direct-normal intensity is known. Solar flux inci-
dent on a terrestrial surface, which has traveled from sun to earth with negligible
change in direction, is called beam radiation and is denoted by I b,0. The extrater-
restrial value of I b averaged over a year is called the solar constant , denoted by
I s. Its value is 429 Btu/hr·ft2 or 1353 W/m2. Owing to the eccentricity of Earth’s
orbit, however, the extraterrestrial beam radiation intensity varies from this mean
solar constant value. The variation of I b,0 over the year is given by

Ib,0(N) =
[

1 + 0.034 cos

(
360N

265

)]
× Isc (12)

in which N is the day number as before.
In subsequent sections the total daily, extraterrestrial flux will be particularly

useful as a nondimensionalizing parameter for terrestrial solar flux data. The
instantaneous solar flux on a horizontal, extraterrestrial surface is given by

Ib,hθ = Ib,0(N) sin α (13)

as shown in Figure 5. The daily total, horizontal radiation is denoted by I 0 and
is given by

I0(N) =
∫ Is

Iw

Ib,0(N) sin α dt (14)

I0(N) = 24

π
Is0

[
1 + 0.034 cos

(
360N

265

)]
× (cos L cos δs sin hsr + hsr sin L sin δs) (15)
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in which I s0 is the solar constant. The extraterrestrial flux varies with time of
year via the variations of δs and hsr with time of year. Table 3 lists the val-
ues of extraterrestrial, horizontal flux for various latitudes averaged over each
month. The monthly averaged, horizontal, extraterrestrial solar flux is denoted
by H0.

Terrestrial Solar Flux
Values of instantaneous or average terrestrial solar flux cannot be predicted accu-
rately owing to the complexity of atmospheric processes that alter solar flux
magnitudes and directions relative to their extraterrestrial values. Air pollution,
clouds of many types, precipitation, and humidity all affect the values of solar flux
incident on Earth. Rather than attempting to predict solar availability accounting
for these complex effects, one uses long-term historical records of terrestrial solar
flux for design purposes.

The U.S. National Weather Service (NWS) records solar flux data at a net-
work of stations in the United States. The pyranometer instrument, as shown in
Figure 6, is used to measure the intensity of horizontal flux. Various data sets are
available from the National Climatic Center (NCC) of the NWS. Prior to 1975,
the solar network was not well maintained; therefore, the pre-1975 data were
rehabilitated in the late 1970s and are now available from the NCC on magnetic
media. Also, for the period 1950 to 1975, synthetic solar data have been gener-
ated for approximately 250 U.S. sites where solar flux data were not recorded.
The predictive scheme used is based on other widely available meteorological
data. Finally, from 1977 to the mid-1990s the NWS recorded hourly solar flux
data at a 38-station network with improved instrument maintenance. In addition
to horizontal flux, direct-normal data were recorded and archived at the NCC.
Figure 7 is a contour map of annual, horizontal flux for the United States based
on recent data.

The principal difficulty with using NWS solar data is that they are available
for horizontal surfaces only. Solar-collecting surfaces normally face the general
direction of the sun and are, therefore, rarely horizontal. It is necessary to con-
vert measured horizontal radiation to radiation on arbitrarily oriented collection
surfaces. This is done using empirical approaches to be described.

Figure 6 Schematic drawing of a pyranometer used for measuring the intensity of total
(direct plus diffuse) solar radiation.
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Figure 7 Mean daily solar radiation on a horizontal surface in megajoules per square meter for the continental
United States.

Hourly Solar Flux Conversions
Measured, horizontal solar flux consists of both beam and diffuse radiation com-
ponents. Diffuse radiation is that scattered by atmospheric processes; it intersects
surfaces from the entire sky dome, not just from the direction of the sun. Sepa-
rating the beam and diffuse components of measured, horizontal radiation is the
key difficulty in using NWS measurements.

The recommended method for finding the beam component of total (i.e., beam
plus diffuse) radiation is described in Ref. 1. It makes use of the parameter kT

called the clearness index and defined as the ratio of terrestrial to extraterrestrial
hourly flux on a horizontal surface. In equation form kT is

kT ≡ Ih

Ib,h0
= Ib

Ib,0(N) sin α
(16)

in which I h is the measured, total horizontal flux. The beam component of the
terrestrial flux is then given by the empirical equation

Ib = (akr + b)Ib,0(N) (17)
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Table 4 Empirical Coefficients for Equation (17)
Interval for KT a b

0.00, 0.05 0.04 0.00
0.05, 0.15 0.01 0.002
0.15, 0.25 0.06 −0.006
0.25, 0.35 0.32 −0.071
0.35, 0.45 0.82 −0.246
0.45, 0.55 1.56 −0.579
0.55, 0.65 1.69 −0.651
0.65, 0.75 1.49 −0.521
0.75, 0.85 0.27 0.395

in which the empirical constants a and b are given in Table 4. Having found
the beam radiation, the horizontal diffuse component I d,h is found by the simple
difference

Id,h = Ih − Ib sin α (18)

The separate values of horizontal beam and diffuse radiation can be used to
find radiation on any surface by applying appropriate geometric tilt factors to
each component and forming the sum accounting for any radiation reflected from
the foreground. The beam radiation incident on any surface is simply I b cos i .
If one assumes that the diffuse component is isotropically distributed over the
sky dome, the amount intercepted by any surface tilted at an angle β is I d,h

cos2(β/2). The total beam and diffuse radiation intercepted by a surface I c is
then

Ic = Ib cos i + Id,h cos2(β/2) + ρIh sin2(β/2) (19)

The third term in this expression accounts for flux reflected from the foreground
with reflectance ρ.

Monthly Averaged, Daily Solar Flux Conversions
Most performance prediction methods make use of monthly averaged solar flux
values. Horizontal flux data are readily available, but monthly values on arbi-
trarily positioned surfaces must be calculated using a method similar to that
previously described for hourly tilted surface calculations. The monthly averaged
flux on a tilted surface I c is given by

I c = RHh (20)

in which Hh is the monthly averaged, daily total of horizontal solar flux and R is
the overall tilt factor given by equation (21) for a fixed, equator-facing surface:

R =
(

1 − Dh

Hh

)
Rh + Dh

Hh

cos2 β

2
+ ρ sin2 β

2
(21)
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The ratio of monthly averaged diffuse, D , to total flux, Dh/Hh, is given by

Dh

Hh

= 0.775 + 0.347
(
hsr − π

2

)
−

[
0.505 + 0.261

(
hsr − π

2

)]

× cos

[
(KT − 0.9)

360

π

]
(22)

in which KT is the monthly averaged clearness index analogous to the hourly
clearness index. KT is given by

KT ≡ Hh/H 0

where H 0 is the monthly averaged, extraterrestrial radiation on a horizontal
surface at the same latitude at which the terrestrial radiation Hh was recorded.
The monthly averaged beam radiation tilt factor Rb is

Rb = cos(L − β) cos δs sin h′
sr + h′

sT sin(L − β) sin δs

cos L cos δs sin hsr + hsr sin L sin δs

(23)

The sunrise hour angle is found from equation (9) and the value of h′
sr is the

smaller of (1) the sunrise hour angle hsr and (2) the collection surface sunrise
hour angle found by setting i = 90◦ in equation (11). That is, h′

sr is given by

h′
sr = min{cos−1[− tan L tan δs], cos−1[− tan(L − β) tan δs]} (24)

Expressions for solar flux on a tracking surface on a monthly averaged basis are
of the form

I c =
[
rT − rd

(
Dh

Hh

)]
Hh (25)

in which the tilt factors rT and rd are given in Table 5.2 Equation (22) is to be
used for the diffuse to total flux ratio Dh/Hh.

2 SOLAR THERMAL COLLECTORS

The principal use of solar energy is in the production of heat at a wide range
of temperatures matched to a specific task to be performed. The temperature at
which heat can be produced from solar radiation is limited to about 6,000◦F
by thermodynamic, optical, and manufacturing constraints. Between tempera-
tures near ambient and this upper limit very many thermal collector designs are
employed to produce heat at a specified temperature. This section describes the
common thermal collectors.

2.1 Flat-Plate Collectors

From a production volume standpoint, the majority of installed solar collec-
tors are of the flate-plate design; these collectors are capable of producing
heat at temperatures up to 100◦C. Flat-plate collectors are so named since all
components are planar. Figure 8a is a partial isometric sketch of a liquid-cooled
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Figure 8 (a) Schematic diagram of solar collector with one cover. (b) Cross-sections of
various liquid- and air-based flat-plate collectors in common use.
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flat-plate collector. From the top down it contains a glazing system—normally
one pane of glass, a dark-colored metal absorbing plate, insulation to the rear of
the absorber, and, finally, a metal or plastic weatherproof housing. The glazing
system is sealed to the housing to prohibit the ingress of water, moisture, and
dust. The piping shown is thermally bonded to the absorber plate and contains
the working fluid by which the heat produced is transferred to its end use. The
pipes shown are manifolded together so that one inlet and one outlet connec-
tion, only, are present. Figure 8b shows a number of other collector designs in
common use.

The energy produced by flat-plate collectors is the difference between the solar
flux absorbed by the absorber plate and that lost from it by convection and radia-
tion from the upper (or front) surface and that lost by conduction from the lower
(or back ) surface. The solar flux absorbed is the incident flux I c Imultiplied
by the glazing system transmittance τ and by the absorber plate absorptance α.
The heat lost from the absorber in steady state is given by an overall thermal
conductance U c multiplied by the difference in temperature between the collec-
tor absorber temperature Tc and the surrounding, ambient temperature Ta. In
equation form the net heat produced qu is then

qu = (τα)Ic = Uc(Tc − T0)(W/m2) (26)

The rate of heat production depends on two classes of parameters. The first—
T c, Ta, and I c —having to do with the operational environment and the condition
of the collector. The second—U c and τα—are characteristics of the collector
independent of where or how it is used. The optical properties τ and α depend
on the incidence angle, both dropping rapidly in value for i > 50–55◦. The heat
loss conductance can be calculated,1 but formal tests, as subsequently described,
are preferred for the determination of both τα and U c.

Collector efficiency is defined as the ratio of heat produced qu to incident flux
I c, that is,

ηc ≡ qu/Ic (27)

Using this definition with equation (26) gives the efficiency as

ηc = τα − Uc

(
Te − Ta

Ic

)
(28)

The collector plate temperature is difficult to measure in practice, but the fluid
inlet temperature T f,i is relatively easy to measure. Furthermore, T f,i is often
known from characteristics of the process to which the collector is connected. It
is common practice to express the efficiency in terms of T f,i instead of Tc for
this reason. The efficiency is

ηc = Fk

[
τα − Uc

(
Tf,i − Ta

Ic

)]
(29)
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in which the heat removal factor FR is introduced to account for the use of T j,i

for the efficiency basis. FR depends on the absorber plate thermal characteristics
and heat loss conductance.2

Equation (29) can be plotted with the group of operational characteristics
(T j,i − Ta)/I c as the independent variable as shown in Figure 9. The efficiency
decreases linearly with the abscissa value. The intercept of the efficiency curve
is the optical efficiency τα and the slope is − FRU c. Since the glazing transmit-
tance and absorber absorptance decrease with solar incidence angle, the efficiency
curve migrates toward the origin with increasing incidence angle, as shown in
the figure. Data points from a collector test are also shown on the plot. The
best-fit efficiency curve at normal incidence (i = 0) is determined numerically
by a curve-fit method. The slope and intercept of the experimental curve, so
determined, are the preferred values of the collector parameters as opposed to
those calculated theoretically.

Selective Surfaces
One method of improving efficiency is to reduce radiative heat loss from the
absorber surface. This is commonly done by using a low emittance (in the infrared

Figure 9 Typical collector performance with 0◦ incident beam flux angle. Also shown
qualitatively is the effect of incidence angle i , which may be quantified by τα(i)/τα(0) =
1.0 + b0(1/ cos i − 1.0), where b0 is the incidence angle modifier determined experimentally
(ASHRAE 93-77) or from the Stokes and Fresnel equations.
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Table 6 Selective Surface Properties
Absorptancea Emittance

Material α ε Comments

Black chrome 0.87–0.93 0.1
Black zinc 0.9 0.1
Copper oxide over aluminum 0.93 0.11
Black copper over copper 0.85–0.90 0.08–0.12 Patinates with moisture
Black chrome over nickel 0.92–0.94 0.07–0.12 Stable at high temperatures
Black nickel over nickel 0.93 0.06 May be influenced by moisture
Black iron over steel 0.90 0.10

region) surface having high absorptance for solar flux. Such surfaces are called
(wavelength) selective surface and are used on very many flat-plate collectors to
improve efficiency at elevated temperature. Table 6 lists emittance and absorp-
tance values for a number of common selective surfaces. Black chrome is reliable
and cost-effective.

2.2 Concentrating Collectors

Another method of improving the efficiency of solar collectors is to reduce the
parasitic heat loss embodied in the second term of equation (29).3 This can be
done by reducing the size of the absorber relative to the aperture area. Relatively
speaking, the area from which heat is lost is smaller than the heat collection area
and efficiency increases. Collectors that focus sunlight onto a relatively small
absorber can achieve excellent efficiency at temperatures above which flat-plate
collectors produce no net heat output. In this section a number of concentrators
are described.

Trough Collectors
Figure 10 shows cross-sections of five concentrators used for producing heat at
temperatures up to 650◦F at good efficiency. Figure 10a shows the parabolic
“trough” collector representing the most common concentrator design available
commercially. Sunlight is focused onto a circular pipe absorber located along the
focal line. The trough rotates about the absorber centerline in order to maintain
a sharp focus of incident beam radiation on the absorber. Selective surfaces and
glass enclosures are used to minimize heat losses from the absorber tube.

Figures 10c and 10d show Fresnel-type concentrators in which the large reflec-
tor surface is subdivided into several smaller, more easily fabricated and shipped
segments. The smaller reflector elements are easier to track and offer less wind
resistance at windy sites; futhermore, the smaller reflectors are less costly. Figure
10e shows a Fresnel lens concentrator. No reflection is used with this approach;
reflection is replaced by refraction to achieve the focusing effect. This device
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(e)

(c) (d )

(a) (b )

Figure 10 Single-curvature solar concentrators: (a) parabolic trough; (b) fixed circular
trough with tracking absorber; (c) and (d ) Fresnel mirror designs; and (e) Fresnel lens.

has the advantage that optical precision requirements can be relaxed somewhat
relative to reflective methods.

Figure 10b shows schematically a concentrating method in which the mirror
is fixed, thereby avoiding all problems associated with moving large mirrors to
track the sun as in the case of concentrators described above. Only the absorber
pipe is required to move to maintain a focus on the focal line.
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The useful heat produced Qu by any concentrator is given by

Qu = Adη0Ic − ArU
′
c(Tc − Ta) (30)

in which the concentrator optical efficiency (analogous to τα for flat-plate col-
lectors) is η0, the aperture area is Aa, the receiver or absorber area is Ar, and
the absorber heat loss conductance is U ′

c. Collector efficiency can be found from
equation (27) and is given by

ηc = η0 − Ar

Aa

U ′
c

(
Tc − Ta

Ic

)
(31a)

The aperture area-receiver area ratio Aa/Ac > 1 is called the geometric concentra-
tion ratio CR. It is the factor by which absorber heat losses are reduced relative
to the aperture area:

ηc = η0 − U ′
c

CR

(
Tc − Ta

Ic

)
(31b)

As with flat-plate collectors, efficiency is most often based on collector fluid inlet
temperature T j,i On this basis, efficiency is expressed as

ηc = FR

[
η0 − Uc

(
Tj,i − Ta

Ic

)]
(32)

in which the heat loss conductance U c on an aperture area basis is used (Uc =
U ′

c/CR).
The optical efficiency of concentrators must account for a number of factors

not present in flat-plate collectors including mirror reflectance, shading of aper-
ture by receiver and its supports, spillage of flux beyond receiver tube ends at
off-normal incidence conditions, and random surface, tracking, and construction
errors that affect the precision of focus. In equation form the general optical
efficiency is given by

η0 = ρmτcar

∫
t

δF (i) (33)

where ρm is the mirror reflectance (0.8–0.9), τ c is the receiver cover transmittance
(0.85–0.92), αr is the receiver surface absorptance (0.9–0.92), f t is the fraction
of aperture area r not shaded by receiver and its supports (0.95–0.97), δ is the
intercept factor accounting for mirror surface and tracking errors (0.90–0.95), and
F (i ) is the fraction of reflected solar flux intercepted by the receiver for perfect
optics and perfect tracking. Values for these parameters are given in Refs. 2
and 4.

Compound Curvature Concentrators
Further increases in concentration and concomitant reductions in heat loss are
achievable if dishtype concentrators are used. This family of concentrators is
exemplified by the paraboloidal dish concentrator, which focuses solar flux at a
point instead of along a line as with trough collectors. As a result the achievable
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Figure 11 Segmented mirror approximation to paraboloidal dish. Average CR is 118, while
maximum local CR is 350.

concentration ratios are approximately the square of what can be realized with
single curvature, trough collectors. Figure 11 shows a paraboloidal dish concen-
trator assembly. These devices are of most interest for power production and
some elevated industrial process heat applications.

For very large aperture areas it is impractical to construct paraboloidal dishes
consisting of a single reflector. Instead, the mirror is segmented as shown in
Figure 12. This collector system, called the central receiver , has been used
in several solar thermal power plants in the 1- to 15-MW range. This power
production method is discussed in the next section.

The efficiency of compound curvature dish collectors is given by equation (32),
where the parameters involved are defined in the context of compound curvature
optics.4 The heat loss term at high temperatures achieved by dish concentrators
is dominated by radiation; therefore, the second term of the efficiency equation
is represented as

ηc = η0 − εiσ (T 4
ε − T ′4

α )

CR
(34)

where εr the infrared emittance of the receiver, σ is the Stefan-Boltzmann con-
stant, and T ′

n is the equivalent ambient temperature for radiation, depending on
ambient humidity and cloud cover. For clear, dry conditions T θ

n is about 15◦F
to 20◦F below the ambient dry-bulb temperature. As humidity decreases, T θ

approaches the dry-bulb temperature.
The optical efficiency for the central receiver is expressed in somewhat dif-

ferent terms than those used in equation (33). It is referenced to solar flux on a
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Figure 12 Schematic diagram of a 50-MWe central receiver power plant. A single heliostat
is shown in the inset to indicate its human scale. (From Ref. 5.)

horizontal surface and therefore includes the geometric tilt factor. For the central
receiver, the optical efficiency is given by

η0 = φPρτRαr ftδ (35)

in which the last four parameters are defined as in equation (33). The ratio of
redirected flux to horizontal flux is P and is given approximately by

P = 0.78 + 1.5(1 − α/90)2 (36)

from Ref. 4. The ratio of mirror area to ground area φ depends on the size and
economic factors applicable to a specific installation. Values for φ have been in
the range 0.4 to 0.5 for installations made through 1985.

2.3 Collector Testing

To determine the optical efficiency and heat-loss characteristics of flat-plate and
concentrating collectors (other than the central receiver, which is difficult to test
because of its size), testing under controlled conditions is preferred to theoretical
calculations. Such test data are required if comparisons among collectors are to
be made objectively. As of the mid-1980s very few consensus standards had
been adopted by the U.S. solar industry. The ASHRAE Standard Number 93-77
applies to flat-plate collectors that contain either a liquid or a gaseous working
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fluid.6 Collectors in which a phase change occurs are not included. In addition,
the standards do not apply well to concentrators, since additional procedures are
needed to find the optical efficiency and aging effects. Testing of concentrators
uses sections of the above standard where applicable plus additional procedures
as needed; however, no industry standard exists. (The ASTM has promulgated
standard E905 as the first proposed standard for concentrator tests.) ASHRAE
Standard Number 96-80 applies to very-low-temperature collectors manufactured
without any glazing system.

Figure 13 shows the test loop used for liquid-cooled flat-plate collectors.
Tests are conducted with solar flux at near-normal incidence to find the nor-
mal incidence optical efficiency (τα)n along with the heat loss conductance U e.
Off-normal optical efficiency is determined in a separate test by orienting the
collector such that several substantially offnormal values of τα or η0 can be
measured. The fluid used in the test is preferably that to be used in the installed
application, although this is not always possible. If operational and test fluids
differ, an analytical correction in the heat removal factor FR is to be made.2 An
additional test is made after a period of time (nominal one month) to determine

Figure 13 Closed-loop testing configuration for the solar collector when the transfer fluid is a liquid.
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the effect of aging, if any, on the collector parameters listed above. A similar
test loop and procedure apply to air-cooled collectors.6

The development of full system tests has only begun. Of course, it is the
entire solar system (see next section) not just the collector that ultimately must
be rated in order to compare solar and other energy-conversion systems. Testing
of full-size solar systems is very difficult owing to their large size and cost.
Hence, it is unlikely that full system tests will ever be practical except for the
smallest systems such as residential water heating systems. For this one group
of systems a standard test procedure (ASHRAE 95-81) exists. Larger-system
performance is often predicted, based on component tests, rather than measured.

3 SOLAR THERMAL APPLICATIONS

One of the unique features of solar heat is that it can be produced over a very
broad range of temperatures—the specific temperature being selected to match
the thermal task to be performed. In this section the most common thermal appli-
cations will be described in summary form. These include low-temperature uses
such as water and space heating (30◦–100◦C), intermediate temperature indus-
trial processes (100◦–300◦ C), and high-temperature thermal power applications
(500◦–850◦C and above). Methods for predicting performance, where available,
will also be summarized. Nonthermal solar applications are described in the next
section.

3.1 Solar Water Heating

The most often used solar thermal application is for the heating of water for either
domestic or industrial purposes.7 Relatively simple systems are used, and the load
exists relatively uniformly through a year resulting in a good system load factor.
Figure 14a shows a singletank water heater schematically. The key components
are the collector (0.5–1.0 ft2/gal day load), the storage tank (1.0–2.0 gal/ft2 of
collector), a circulating pump, and controller. The check valve is essential to
prevent backflow of collector fluid, which can occur at night when the pump
is off if the collectors are located some distance above the storage tank. The
controller actuates the pump whenever the collector is 15◦F to 30◦F warmer than
storage. Operation continues until the collector is only 1.5◦F to 5◦F warmer than
the tank, at which point it is no longer worthwhile to operate the pump to collect
the relatively small amounts of solar heat available.

The water-heating system shown in Figure 14a uses an electrical coil located
near the top of the tank to ensure a hot water supply during periods of solar out-
age. This approach is only useful in small residential systems and where nonsolar
energy resources other than electricity are not available. Most commercial sys-
tems are arranged as shown in Figure 14b, where a separate preheat tank, heated
only by solar heat, is connected upstream of the nonsolar, auxiliary water heater
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Figure 14 (a) Single-tank indirect solar water-heating system. (b) Double-tank indirect solar
water-heating system. Instrumentation and miscellaneous fittings are not shown.
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tank or plant steam-to-water heat exchanger. This approach is more versatile in
that any source of backup energy whatever can be used when solar heat is not
available. Additional parasitic heat loss is encountered, since total tank surface
area is larger than for the single tank design.

The water-heating systems shown in Figure 14 are of the indirect type, that
is, a separate fluid is heated in the collector and heat thus collected is trans-
ferred to the end use via a heat exchanger. This approach is needed in locations
where freezing occurs in winter and antifreeze solutions are required. The heat
exchanger can be eliminated, thereby reducing cost and eliminating the unavoid-
able fluid temperature decrement between collector and storage fluid streams, if
freezing will never occur at the application site. The exchanger can also be elim-
inated if the drain-back approach is used. In this system design, the collectors
are filled with water only when the circulating pump is on—that is, only when
the collectors are warm. If the pump is not operating, the collectors and asso-
ciated piping all drain back into the storage tank. This approach has the further
advantage that heated water otherwise left to cool overnight in the collectors is
returned to storage for useful purposes.

The earliest water heaters did not use circulating pumps, but used the density
difference between cold collector inlet water and warmer collector outlet water
to produce the flow. This approach is called a thermosiphon and is shown in
Figure 15. These systems are among the most efficient, since no parasitic use
of electric pump power is required. The principal difficulty is the requirement
that the large storage tank be located above the collector array, often resulting in
structural and architectural difficulties. Few industrial solar water-heating systems
have used this approach, owing to difficulties in balancing buoyancy-induced
flows in large piping networks.

Figure 15 Passive thermosiphon single-tank direct system for solar water heating. Collector
is positioned below the tank to avoid reverse circulation.
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3.2 Mechanical Solar Space Heating Systems

Solar space heating is accomplished using systems similar to those for solar
water heating. The collectors, storage tank, pumps, heat exchangers, and other
components are larger in proportion to the larger space heat loads to be met
by these systems in building applications. Figure 16 shows the arrangement of
components in one common space heating system. All components except the
solar collector and controller have been in use for many years in building systems
and are not of special design for the solar application.

The control system is somewhat more complex than that used in nonsolar
building heating systems, since two heat sources—solar and nonsolar auxiliary—
are to be used under different conditions. Controls using simple microprocessors
are available for precise and reliable control of solar space-heating systems.

Air-based systems are also widely used for space heating. They are similar to
the liquid system shown in Figure 16 except that no heat exchanger is used and

Figure 16 Schematic diagram of a typical liquid-based space-heating system with domestic water preheat.
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rock piles, not tanks of fluid, are the storage media. Rock storage is essential to
efficient air-system operation since gravel (usually 1–2 in. in diameter) has a large
surface-to-volume ratio necessary to offset the poor heat transfer characteristics
of the air working fluid. Slightly different control systems are used for air-based
solar heaters.

3.3 Passive Solar Space Heating Systems

An effective way of heating residences and small commercial buildings with solar
energy and without significant nonsolar operating energy is the passive heating
approach.1 Solar flux is admitted into the space to be heated by large, sun-facing
apertures. In order that overheating not occur during sunny periods, large amounts
of thermal storage are used, often also serving a structural purpose. A number
of classes of passive heating systems have been identified and are described in
this section.

Figure 17 shows the simplest type of passive system known as direct gain .
Solar flux enters a large aperture and is converted to heat by absorption on dark
colored floors or walls. Heat produced at these wall surfaces is partly conducted
into the wall or floor serving as stored heat for later periods without sun. The
remaining heat produced at wall or floor surfaces is convected away from the
surface thereby heating the space bounded by the surface. Direct-gain systems
also admit significant daylight during the day; properly used, this can reduce
artificial lighting energy use. In cold climates significant heat loss can occur
through the solar aperture during long, cold winter nights. Hence, a necessary
component of efficient direct-gain systems is some type of insulation system put
in place at night over the passive aperture. This is indicated by the dashed lines
in Figure 17b.

The second type of passive system commonly used is variously called the
thermal storage wall (TSW) or collector storage wall. This system, shown in
Figure 18, uses a storage mass interposed between the aperture and space to
be heated. The reason for this positioning is to better illuminate storage for a
significant part of the heating season and also to obviate the need for a separate
insulation system; selective surfaces applied to the outer storage wall surface
are able to control heat loss well in cold climates, while having little effect on
solar absorption. As shown in the figure, a thermocirculation loop is used to
transport heat from the warm, outer surface of the storage wall to the space
interior to the wall. This air flow convects heat into the space during the day,
while conduction through the wall heats the space after sunset. Typical storage
media include masonry, water, and selected eutectic mixtures of organic and
inorganic materials. The storage wall eliminates glare problems associated with
direct-gain systems, also.

The third type of passive system in use is the attached greenhouse or sunspace,
as shown in Figure 19. This system combines certain features of both direct-gain
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Figure 17 Direct-gain passive heating systems: (a) adjacent space heating; (b) clerestory
for north zone heating.

and storage wall systems. Night insulation may or may not be used, depending
on the temperature control required during nighttime.

The key parameters determining the effectiveness of passive systems are the
optical efficiency of the glazing system, the amount of directly illuminated storage
and its thermal characteristics, the available solar flux in winter, and the thermal
characteristics of the building of which the passive system is a part. In a later
section, these parameters will be quantified and will be used to predict the energy
saved by the system for a given building in a given location.

3.4 Solar Ponds

A solar pond is a body of water no deeper than a few meters configured in such a
way that usual convection currents induced by solar absorption are suppressed.6



3 Solar Thermal Applications 45

Figure 18 Indirect-gain passive system—TSW system.

Figure 19 Greenhouse or attached sun-space passive heating system using a combination
of direct gain into the greenhouse and indirect gain through the thermal storage wall, shown
by cross-hatching, between the greenhouse and the living space.

The oldest method for convection suppression is the use of high concentrations
of soluble salts in layers near the bottom of the pond with progressively smaller
concentrations near the surface. The surface layer itself is usually fresh water.
Incident solar flux is absorbed by three mechanisms. Within a few millimeters
of the surface the infrared component (about one-third of the total solar flux
energy content) is completely absorbed. Another third is absorbed as the visible
and ultraviolet components traverse a pond of nominal 2 m depth. The remain-
ing one-third is absorbed at the bottom of the pond. It is this component that
would induce convection currents in a freshwater pond, thereby causing warm
water to rise to the top where convection and evaporation would cause substan-
tial heat loss. With proper concentration gradient, convection can be completely
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suppressed and significant heat collection at the bottom layer is possible. Salt
gradient ponds are hydrodynamically stable if the following criterion is satisfied:

dρ

dz
= ∂ρ

∂s

ds

dz
+ ∂ρ

∂T

dT

dz
> 0 (37)

where s is the salt concentration, ρ is the density, T is the temperature, and z is
the vertical coordinate measured positive downward from the pond surface. The
inequality requires that the density must decrease upward.

Useful heat produced is stored in and removed from the lowest layer as shown
in Figure 20. This can be done by removing the bottom layer of fluid, passing
it through a heat exchanger, and returning the cooled fluid to another point in
the bottom layer. Alternatively, a network of heat-removal pipes can be placed
on the bottom of the bond and the working fluid passed through for heat col-
lection. Depending on the design, solar ponds also may contain substantial heat
storage capability if the lower convective zone is relatively thick. This approach
is used when uniform heat supply is necessary over a 24 hour period but solar
flux is available for only a fraction of the period. Other convection-suppression
techniques and heat-removal methods have been proposed but not used in more
than one installation at most.

The requirements for an effective solar pond installation include the following.
Large amounts of nearly free water and salt must be available. The subsoil must
be stable in order to minimize changes in pond shape that could fracture the
waterproof liner. Adequate solar flux is required year around; therefore, pond
usage is confined to latitudes within 40◦ of the equator. Fresh-water aquifers used
for potable water should not be nearby in the event of a major leak of saline water
into the groundwater. Other factors include low winds to avoid surface waves
and windblown dust collection within the pond (at the neutral buoyancy point),

Figure 20 Schematic diagram of a nonconvecting solar pond showing conduits for heat
withdrawal, surface washing, and an optional convecting zone near the bottom.
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low soil conductivity (i.e., low water content) to minimize conduction heat loss,
and durable liner materials capable of remaining leakproof for many years.

The principal user of solar ponds has been the country of Israel. Ponds tens of
acres in size have been built and operated successfully. Heat collected has been
used for power production with an organic Rankine cycle, for space heating, and
for industrial uses. A thorough review of solar pond technology is contained in
Ref. 6. A method for predicting the performance of a solar pond is presented in
the next section.

3.5 Solar Thermal Power Production

Solar energy has very high thermodynamic availability owing to the high effec-
tive temperature of the source. Therefore, production of shaft power and electric
power therefrom is thermodynamically possible. Two fundamentally different
types of systems can be used for power production: (1) a large array of con-
centrating collectors of several tens of meters in area connected by a fluid or
electrical network and (2) a single, central receiver using mirrors distributed
over a large area but producing heat and power only at one location. The deter-
mination of which approach is preferred depends on required plant capacity. For
systems smaller than 10 MW the distributed approach appears more economi-
cal with existing steam turbines. For systems greater than 10 MW, the central
receiver appears more economical.8 However, if highly efficient Brayton or Stir-
ling engines were available in the 10–20 kW range, the distributed approach
would have lowest cost for any plant size. Such systems will be available by the
year 2000.

The first U.S. central receiver began operating in the fall of 1982. Located
in the Mojave Desert, this 10-MW plant (called Solar One) is connected to
the southern California electrical grid. The collection system consists of 1818
heliostats totaling 782,000 ft2 in area. Each 430 ft2 mirror is computer controlled
to focus reflected solar flux onto the receiver located 300 ft above the desert
floor. The receiver is a 23-ft diameter cyclinder whose outer surface is the solar
absorber. The absorbing surface is coated with a special black paint selected
for its reliability at the nominal 600◦C operating temperature. Thermal storage
consisting of a mixture of an industrial heat transfer oil for heat transport and of
rock and sand has a nominal operating temperature of 300◦C. Storage is used to
extend the plant operating time beyond sunset (albeit at lower turbine efficiency)
and to maintain the turbine, condenser, and piping at operating temperatures
overnight as well as to provide startup steam the following morning. The plant
was modernized in 1996 and operated for several more years.

Solar-produced power is not generally cost-effective currently. The principal
purpose of the Solar One experiment and other projects in Europe and Japan is
to acquire operating experience with the solar plant itself as well as with the
interaction of solar and nonsolar power plants connected in a large utility grid.
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Extensive data collection and analysis will answer questions regarding long-term
net efficiency of solar plants, capacity displacement capability, and reliability of
the new components of the system—mirror field, receiver, and computer controls.

3.6 Other Thermal Applications

The previous sections have discussed the principal thermal applications of solar
energy that have been reduced to practice in at least five different installations
and that show significant promise for economic displacement of fossil or fissile
energies. In this section two other solar-conversion technologies are summarized.

Solar-powered cooling has been demonstrated in many installations in the
United States, Europe, and Japan. Chemical absorption, organic Rankine cycle,
and desiccant dehumidifaction processes have all been shown to be functional.
Most systems have used flat-plate collectors, but higher coefficients of perfor-
mance are achievable with mildly concentrating collectors. Reference 7 describes
solar-cooling technologies. To date, economic viability has not been generally
demonstrated, but further research resulting in reduced cost and improved effi-
ciency is expected to continue.

Thermal energy stored in the surface layers of the tropical oceans has been
used to produce electrical power on a small scale. A heat engine is operated
between the warmest layer at the surface and colder layers several thousand feet
beneath. The available temperature difference is of the order of 20◦ C, therefore,
the cycle efficiency is very low—only a few percent. However, this type of power
plant does not require collectors or storage. Only a turbine capable of operating
efficiently at low temperature is needed. Some cycle designs also require very
large heat exchangers, but new cycle concepts without heat exchangers and their
unavoidable thermodynamic penalties show promise.

3.7 Performance Prediction for Solar Thermal Processes

In a rational economy the single imperative for use of solar heat for any of the
myriad applications outlined heretofore must be cost competitiveness with other
energy sources—fossil and fissile. The amount of useful solar energy produced
by a solar-conversion system must therefore be known, along with the cost of
the system. In this section the methods usable for predicting the performance of
widely deployed solar systems are summarized. Special systems such as the cen-
tral receiver, the ocean thermal power plant, and solar cooling are not included.
The methods described here require a minimum of computational effort, yet
embody all important parameters determining performance.

Solar systems are connected to end uses characterized by an energy require-
ment or “load” L and by operating temperature that must be achievable by the
solar-heat-producing system. The amount of solar-produced heat delivered to the
end use is the useful energy Qu. This is the net heat delivery accounting for
parasitic losses in the solar subsystem. The ratio of useful heat delivered to the
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requirement L is called the solar fraction denoted by f s. In equation form the
solar fraction is

fs = Qu

L
(38)

Empirical equations have been developed relating the solar fraction to other
dimensionless groups characterizing a given solar process. These are summarized
shortly.

A fundamental concept used in many predictive methods is the solar utilizabil-
ity defined as that portion of solar flux absorbed by a collector that is capable of
providing heat to the specified end use. The key characteristic of the end use is
its temperature. The collector must produce at least enough heat to offset losses
when the collector is at the minimum temperature Tmin usable by the given pro-
cess. Figure 21 illustrates this idea schematically. The curve represents the flux
absorbed over a day by a hypothetical collector. The horizontal line intersecting
this curve represents the threshold flux that must be exceeded for a net energy
collection to take place. In the context of the efficiency equation (32), this critical
flux Icr is that which results in a collector efficiency of exactly zero when the
collector is at the minimum usable process temperature Tmin. Any greater flux
will result in net heat production. From equation (32) the critical intensity is

Icr = Uc(Tmin − Tα)

T α
(39)

The solar utilizability is the ratio of the useful daily flux (area above I cr line
in Figure 21) to the total absorbed flux (area A1 + A2) beneath the curve. The
utilizability denoted by φ is

φ = A1

A1 + A2
(40)

This quantity is a solar radiation statistic depending on Icr, characteristics of the
incident solar flux and characteristics of the collection system. It is a very useful
parameter in predicting the performance of solar thermal systems.

Table 7 summarizes empirical equations used for predicting the performance
of the most common solar-thermal systems. These expressions are given in terms
of the solar fraction defined above and dimensionless parameters containing all
important system characteristics. The symbols used in this table are defined in
Table 8. In the brief space available in this chapter, all details of these prediction
methodologies cannot be included. The reader is referred to Refs. 1, 3, 8, and 9
for details.

4 PHOTOVOLTAIC SOLAR ENERGY APPLICATIONS

In this section the principal nonthermal solar conversion technology is described.
Photovoltaic cells are capable of converting solar flux directly into electric power.
This process, first demonstrated in the 1950s, holds considerable promise for
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Figure 21 Daily absorbed solar flux (A1 + A2) and useful solar flux (A1) at intensities
above I cr.

Table 7 Empirical Solar Fraction Equationsa

System Type fs Expression Time Scale
Water heating and

liquid-based space
heating

fs = 1.029Pzs − 0.065PL − 0.245P 2
s + 0.0018P 2

L + 0.00215P 3
s Monthly

Space
heating—air-based
systems

fs = 1.040Ps − 0.065PL − 0.159P 2
s + 0.00187P 2

L + 0.0095P 3
s Monthly

Passive direct gain fs = PX + (1 − P )(3.082 − 3.142φ)(1 − e−0.329x) Monthly
Passive storage wall fs = Pf∞ + 0.88(1 − P )(1 − e−1.26f∞ ) Monthly

Concentrating
collector systems

fs = FRη0I cAcNφ
′
/L Monthly

Solar ponds (pond
radius R to
provide annual
pond temperature
Tp)

R = 2.2T + [4.84(T )2 + L(0.3181Ip − 0.1592T )]1/2

Ip − 0.5T
Annual

aSee Table 8 for symbol definitions.

significant use in the future. Major cost reductions have been accomplished. In
this section the important features of solar cells are described.

Photovoltaic conversion of sunlight to electricity occurs in a thin layer of semi-
conductor material exposed to solar flux. Photons free electric charges, which
flow through an external circuit to produce useful work. The semiconductor
materials used for solar cells are tailored to be able to convert the majority of
terrestrial solar flux; however, low-energy photons in the infrared region are usu-
ally not usable. Figure 22 shows the maximum theoretical conversion efficiency
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Table 8 Definition of Symbols in Table 7

Parameters Definition Unitsa

PL Ps = FhxFRUc(Tr − T a)t

L
None

Fhx Fhx =
{[

1 + FRUcAc

(ṁCp)c

] [
(ṁCp)c

(ṁCp)minε
− 1

]}−1
, None

collector heat exchanger penalty factor
FRUc Collector heat-loss conductance But/hr·ft2 · ◦F
Ac Collector area ft2

(ṁCp)c Collector fluid capacitance rate Btu/hr·◦F
(ṁCp)min Minimum capacitance rate in

collector heat exchanger
Btu/hr·◦F

ε Collector heat-exchanger effectiveness None
Tr Reference temperature, 212◦F ◦F
T a Monthly averaged ambient temperature ◦F
t Number of hours per month hr/month
L Monthly load Btu/month

Ps Ps = FhxFRταIcN

L
None

FRT α Monthly averaged collector optical efficiency None
I c Monthly averaged, daily incident solar flux Btu/day·ft2

N Number of days per month day/month

(P ′
L —to be used P ′

L = PL
(1.18Two+3.86Twi−2.32T a−66.2)

212−T a
None

for water heating only)
Two Water output temperature ◦F
Twi Water supply temperature ◦F
PL (See above) None

P P = (1 − e−0.294Y )0.652 None
Y Storage-vent ratio, Y = CT

φIcταAc
None

C Passive storage capacity Btu/◦F
T Allowable diurnal temperature saving in

heated space

◦F

φ Monthly averaged utilizability
(see below)

None

X Solar-load ratio, X = I cταAcN
L

None
L Monthly space heat load Btu/month

f∞ Solar fraction with hypothetically

infinite storage, f∞ = Qi+Lw

L

None

Qi Net monthly heat flow through storage wall from
outer surface to heated space

Btu/month

Lw Heat loss through storage wall Btu/month
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Table 8 (continued )

Parameters Definition Unitsa

FRη0 Monthly averaged concentrator optical efficiency None

φ
′

Monthly average utilizability for concentrators None
R Pond radius to provide diurnal average pond

temperature T p

m

T T = T p − T a
◦C

T p Annually averaged pond temperature ◦C

T a Annually averaged ambient temperature ◦C
L Annual averaged load at T p W
Ip Annual averaged insolation absorbd at

pond bottom
W/m2

φ Monthly flat-plate utilizability (equator facing None

collectors), φ = exp{[A + B(RN/R](Xc + CX
2
c)}

A A = 7.476 − 20.0KT + 11.188K
2
T None

B B = −8.562 + 18.679KT − 9.948K
2
T None

C C = −0.722 + 2.426KT + 0.439K
2
T None

R Tilt factor, see Eq. (21) None
RN Monthly averaged tilt factor for

hour centered about noon (see Ref. 10)
None

Xc Critical intensity ratio, Xc = Icr
rT ,N RN Hh

None

rT ,N Fraction of daily total radiation contained in
hour about noon,
rT ,N = rd,n[1.07 + 0.025 sin(hsr − 60)]

day/hr

rd,n = π
24

1−cos hsr

hsr−hsr cos hsr
day/hr

Icr Critical intensity [see Eq. (39)] Btu/hr·ft2

φ
′

Monthly concentrator utilizability,
φ

′ = 1.0 − (0.049 + 1.49KT )X

+0.341KT X
2
0.0 < KT < 0.75, 0 < X < 1.2)

None

φ
′ = 1.0 − X(KT 〉0.75, 0 < X < 1.0)

X Concentrator critical intensity ratio,

X = Uc(Tf,i−T a)tc

η0I c

None

Tj,i Collector fluid inlet temperature—assumed constant ◦F
tc Monthly averaged solar system operating time hr/day

aUSCS unit shown except for solar ponds; SI units may also be used for all parameters shown in
USCS units.
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Figure 22 Maximum theoretical efficiency of photovoltaic converters as a function of
band-gap energy for several materials.

of seven common materials used in the application. Each material has its own
threshold band-gap energy, which is a weak function of temperature. The energy
contained in a photon is E = hv . If E is greater than the band-gap energy shown
in this figure, conversion can occur.

Figure 22 also shows the very strong effect of temperature on efficiency. For
practical systems it is essential that the cell be maintained as near to ambient
temperature as possible.

Solar cells produce current proportional to the solar flux intensity with wave-
lengths below the band-gap threshold. Figure 23 shows the equivalent circuit of
a solar cell. Both internal shunt and series resistances must be included. These
result in unavoidable parasitic loss of part of the power produced by the equiv-
alent circuit current source of strength I S. Solving the equivalent circuit for the
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Figure 23 Equivalent circuit of an illuminated p-n photocell with internal series and shunt
resistances and nonlinear junction impedance RJ.

power P produced and using an expression from Ref. 1 for the junction leakage
I j results in

P = [I − I0(e
p0/kT − 1)]V (41)

in which e0 is the electron charge, k is the Boltzmann constant, and T is the
temperature. The current source I s is given by

Is = η0(1 − ρ0)αe0np (42)

in which η0 is the collector carrier efficiency, ρ0 is the cell surface reflectance, α

is the absorptance of photons, and np is the flux density of sufficiently energetic
photons.

In addition to the solar cell, complete photovoltaic systems also must contain
electrical storage and a control system. The cost of storage presents another
substantial cost problem in the widespread application of photovoltaic power
production. The costs of the entire conversion system must be reduced by an
order of magnitude in order to be competitive with other power sources. Vigorous
research in the United States, Europe, and Japan has made significant gains in
the past decade.

Figure 24 shows the effects of illumination intensity and cell temperature.
Temperature affects the performance in a way that the voltage and thus the
power output decrease with increasing temperature.

Efficiency is given by the ratio of useful output to insolation input:

n = E/(A0I0) (43)

E is the area of the maximum rectangle inscribable within the IV curve shown
in the figure, part a . Ac is the collector area and I c is the incoming collector
plane insolation. The characteristics noted in the IV curves below show that
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Figure 24 (a) Current-voltage (IV) characteristic of a typical silicon cell depicting nominal
power output as the area of the maximal rectangle that can be inscribed within the IV curve;
(b) typical IV curves showing the effects of illumination level and (c) the effects of cell
temperature.
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efficiency is essentially independent of insolation and varies inversely with cell
temperature. A useful efficiency equation is

n = nR(1 − β[Tc − TR]) (44)

where

nR = is the reference efficiency (mfr’s data)
β = is the temperature coefficient (0.004/◦C)

TC = is the PV cell temperature (◦C)
TR = is the cell reference temperature at which the efficiency is nR (◦C)

This expression can be used with weather data to find the electrical output E
from this expression, which follows from the definition of efficiency

E = nAcIc = {nR(1 − β[TC − TR])}AcIc

Typical efficiencies for crystalline solar cells are 15 to 20 percent at rated con-
ditions.
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1 INTRODUCTION

In 1839, Sir William Grove conducted the first known demonstration of the
fuel cell. It operated with separate platinum electrodes in oxygen and hydro-
gen submerged in a dilute sulfuric acid electrolyte solution, essentially reversing
a water electrolysis reaction. Early development of fuel cells had a focus on
use of coal to power fuel cells, but poisons formed by the gasification of the
coal limited the fuel-cell usefulness and lifetime.1 High-temperature solid oxide
fuel cells (SOFCs) began with Nernst’s 1899 demonstration of the still-used
yttria-stabilized zirconia solid-state ionic conductor, but significant practical
application was not realized.2 The molten carbonate fuel cell (MCFC) utilizes
a mixture of alkali metal carbonates retained in a solid ceramic porous matrix
that become ionically conductive at elevated (>600◦C) temperatures and was
first studied for application as a direct coal fuel cell in the 1930s.3 In 1933,
Sir Francis Bacon began development of an alkaline-based oxygen-hydrogen

59Environmentally Conscious Alternative Energy Production. Edited by Myer Kutz
Copyright © 2007 John Wiley & Sons, Inc.



60 Fuel Cells

fuel cell that achieved a short-term power density of 0.66 W/cm2, high even for
today’s standards. However, little additional practical development of fuel cells
occurred until the late 1950s, when the space race between the United States
and the Soviet Union catalyzed development of fuel cells for auxiliary power
applications. Low-temperature polymer electrolyte fuel cells (PEFCs) were first
invented by William Grubb at General Electric in 1955 and generated power for
NASA’s Gemini space program. However, short operational lifetime and high
catalyst loading contributed to a shift to alkaline fuel cells (AFCs) for the NASA
Apollo program, and AFCs still serve as auxiliary power units (APUs) for the
space shuttle orbiter.

After the early space-related application development of fuel cells went into
relative abeyance until the 1980s. The phosphoric acid fuel cell (PAFC) became
the first fuel cell system to reach commercialization in 1991. Although only
produced in small quantities (twenty to forty 200 kW units per year) by United
Technologies Company (UTC), UTC has installed and operated about 250 units
similar to the 200 kW unit shown in Figure 1 in 19 countries worldwide for
applications such as reserve power for the First National Bank of Omaha. As
of 2002, these units have successfully logged over 5 million hours of operation
with 95 percent fleet availability.1

Led by researchers at Los Alamos National Laboratory in the mid-1980s,
resurgent interest in PEFCs was spawned through the development of an electrode
assembly technique that enabled an order-of-magnitude reduction in noble-metal

Condenser Cell stack

Fuel
processor

Inverter

Figure 1 A 200-kW PC25 PAFC power plant manufactured by United Technologies
Corporation. (Ref. 4.)
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catalyst loading. This major breakthrough and ongoing environmental concerns,
combined with availability of a non-hydrocarbon-based electrolyte with substan-
tially greater longevity than those used in the Gemini program, has resurrected
research and development of PEFCs for stationary, automotive, and portable
power applications.

The area of research and development toward commercialization of high-
temperature fuel cells, including MCFC and SOFC systems, has also grown
considerably in the past two decades, with a bevy of demonstration units in
operation and commercial sales of MCFC systems.

The science and technology of fuel cell engines are both fascinating and
constantly evolving. This point is emphasized by Figure 2, which shows the regis-
tered fuel-cell-related patents in the United States, Canada, and United Kingdom
since 1975. An acceleration of the patents granted in Japan and South Korea is
also well underway, led by automotive manufacturer development. The nearly
exponential growth in patents granted in this field is obvious and is not likely to
wane in the near future.

Potential applications of fuel cells can be grouped into four main categories:
(1) transportation, (2) portable power, (3) stationary power, and (4) niche appli-
cations. Although automotive fuel-cell applications have a great potential, they
are also probably the least likely to be implemented on a large scale in the
near future. The existing combustion engine technology market dominance will
be difficult to usurp, considering its low comparative cost (∼$30/kW), high
durability, high power density, suitability for rapid cold start, and high existing
degree of optimization. Additionally, the recent success of high-efficiency hybrid
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Figure 2 Timeline of worldwide patents in fuel cells. (Ref. 5.)



62 Fuel Cells

electric/combustion engine technology adds another rapidly evolving target fuel
cells must match to compete.

Perhaps where fuel cells show the most promise for ubiquitous near-term
implementation is in portable power applications, such as cell phones and laptop
computers. Toshiba has recently developed a hand-held direct methanol fuel cell
for portable power that is planned for sale in 2005. The 8.5 g direct methanol fuel
cell (DMFC) is rated at 100 mW continuous power (up to 20 hours) and mea-
sures 22 mm × 56 mm × 4.5 mm with a maximum of 9.1 mm for the concentrated
methanol fuel tank.6 Passive portable fuel cells can potentially compete favor-
ably with advanced lithium ion batteries in terms of gravimetric energy density of
∼120 to 160 Wh/kg and volumetric energy density of ∼230 to 270 Wh/L. Addi-
tionally, the cost of existing premium power battery systems is already on the
same order as contemporary fuel cells, with additional development anticipated.
With replaceable fuel cartridges, portable fuel-cell systems have the additional
advantage of instant and remote rechargeability that can never be matched with
secondary battery systems.

Stationary and distributed power applications include power units for homes
or auxiliary and backup power generation units. Stationary applications (1 to
500 kW) are designed for nearly continuous use and therefore must have far
greater lifetime than automotive units. Distributed power plants are designed for
megawatt-level capacity, and some have been demonstrated to date. In particular,
a 2-MW MCFC was recently demonstrated by Fuel Cell Energy in California.7

A plot showing the estimated number of demonstration and commercial units in
the stationary power category from 1986 to 2002 is given in Figure 3. Earlier
growth corresponded mostly to PAFC units, although recently most additional
units have been PEFCs. Not surprisingly, the exponential growth in the number of
online units follows a similar qualitative trend to the available patents granted for
various fuel-cell technologies shown in Figure 2. The early rise in stationary units
in 1997 was primarily PAFC systems sold by United Technologies Center Fuel
Cells. Data are estimated from the best available compilation available online at
Ref. 8, and some manufacturers do not advertise prototype demonstrations, so
that numbers are not exact. However, the trend is clear.

The fundamental advantages common to all fuel cell systems include the
following:

1. A potential for a relatively high operating efficiency, scalable to all size
power plants.

2. If hydrogen is used as fuel, greenhouse gas emissions are strictly a result
of the production process of the fuel stock used.

3. No moving parts, with the significant exception of pumps, compressors,
and blowers to drive fuel and oxidizer.
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Figure 3 Estimated trend in the number of projects initiated to install stationary power
sources since 1986. (Based on data from Ref. 9.)

4. Multiple choices of potential fuel feedstocks, from existing petroleum,
natural gas, or coal reserves to renewable ethanol or biomass hydrogen
production.

5. A nearly instantaneous and remote recharge capability compared to
batteries.

Six technical limitations common to all fuel-cell systems must be overcome
before successful implementation can occur:

1. Alternative materials and construction methods must be developed to
reduce fuel-cell system cost to be competitive with the automotive com-
bustion engine (∼$30/kW) and stationary power systems (∼$1,000/kW).
The cost of the catalyst no longer dominates the price of most fuel-cell
systems, although it is still significant. Manufacturing and mass produc-
tion technology is now a key component to the commercial viability of
fuel-cell systems.

2. Suitable reliability and durability must be achieved. The performance of
every fuel cell gradually degrades with time, due to a variety of phenom-
ena. The automotive fuel cell must withstand load cycling and freeze-thaw
environmental swings with an acceptable level of degradation from the
beginning-of-lifetime (BOL) performance over a lifetime of 5,000 hours
(equivalent to 150,000 miles at 30 mph). A stationary fuel cell must with-
stand over 40,000 hours of steady operation under vastly changing external
temperature conditions.
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3. Suitable system power density and specific power must be achieved. The
U.S. Department of Energy year 2010 targets for system power density
and specific power are 650 W/kg and 650 W/L for automotive (50 kW)
applications, 150 W/kg and 170 W/L for auxiliary (5-10 kW-peak) appli-
cations, and 100 W/kg and 100 W/L for portable (megawatt to 50 W) power
systems.10 Current systems fall well short of these targets.

4. Fuel storage and delivery technology must be advanced if pure hydrogen is
to be used. The issue of hydrogen infrastructure (i.e., production, storage,
and delivery), is not addressed herein but is nevertheless daunting in scope.
This topic is addressed in detail in Ref. 11.

5. Fuel reformation technology must be advanced if a hydrocarbon fuel is to
be used for hydrogen production.

6. Desired performance and longevity of system ancillary components must
be achieved. New hardware (e.g., efficient transformers and high-volume
blowers) will need to be developed to suit the needs of fuel-cell power
systems.

The particular limitations and advantages of several different fuel-cell systems
will be discussed in this chapter in greater detail.

2 BASIC OPERATING PRINCIPLES, EFFICIENCY, AND
PERFORMANCE

Figure 4 shows a schematic of a generic fuel cell. Electrochemical reactions for
the anode and cathode are shown for the most common fuel-cell types. Table 1
presents the various types of fuel cells, operating temperature, electrolyte mate-
rial, and likely applications. The operating principle of a fuel cell is similar to a
common battery, except that a fuel (hydrogen, methanol, or other) and oxidizer
(commonly air or pure oxygen) are brought separately into the electrochemical
reactor from an external source, whereas a battery has stored reactants. Refer-
ring to Figure 4, separate liquid-or gas-phase fuel and oxidizer streams enter
through flow channels separated by the electrolyte/electrode assembly. Reactants
are transported by diffusion and/or convection to the catalyzed electrode sur-
faces, where electrochemical reactions take place. Some fuel cells (alkaline and
polymer electrolyte) have a porous (typical porosity ∼ 0.5–0.8) contact layer
between the electrode and current-collecting reactant flow channels that func-
tions to transport electrons and species to and from the electrode surface. In
PEFCs, an electrically conductive carbon paper or cloth diffusion media (DM)
layer (also called gas diffusion layer, or GDL) serves this purpose and covers
the anode and cathode catalyst layer.

At the anode electrode, the electrochemical oxidation of the fuel produces
electrons that flow through the bipolar plate (also called cell interconnect) to the
external circuit, while the ions migrate through the electrolyte. The electrons in
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Anode reaction: Cathode reaction:
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MCFC: O2 + 2CO2

 + 4e− 2CO3
2−

SOFC: O2 2O2− + 4e−
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Figure 4 Schematic of a generic fuel cell.

the external circuit drive the load and return to the cathode catalyst where they
recombine with the oxidizer in the cathodic oxidizer reduction reaction (ORR).
The outputs of the fuel cell are thus threefold: (1) chemical products, (2) waste
heat, and (3) electrical power.

A number of fuel-cell varieties have been developed to differing degrees, and
the most basic nomenclature of fuel cells is related to the electrolyte utilized.
For instance, a SOFC has a solid ceramic oxide electrolyte, and a PEFC has a
flexible polymer electrolyte. Additional subclassification of fuel cells beyond the
basic nomenclature can be assigned in terms of fuel used (e.g., hydrogen PEFC
or direct methane SOFC) or the operating temperature range.

Each fuel-cell variant has particular advantages that engender use for particular
applications. In general, low-temperature fuel cells (e.g., PEFCs, AFCs) have
advantages in startup time and potential efficiency, while high-temperature fuel
cells (e.g., SOFCs, MCFCs) have an advantage in raw materials (catalyst) cost
and quality and ease of rejection of waste heat. Medium-temperature fuel cells
(e.g., PAFCs) have some of the advantages of both high-and low-temperature
classification. Ironically, a current trend in SOFC development is to enable lower
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temperature (<600◦C) operation, while a focus of current PEFC research is to
operate at higher temperature (>120◦C). Although the alkaline and phosphoric
acid fuel cell had much research and development in the past and the MCFC is
still under development, fuel-cell technologies under the most aggressive devel-
opment are the PEFC and SOFC.

2.1 Description of a Fuel-Cell Stack

A single cell can be made to achieve whatever current and power are required
simply by increasing the size of the active electrode area and reactant flow
rates. However, the output voltage of a single fuel cell is always less than 1 V
for realistic operating conditions, limited by the fundamental electrochemical
potential of the reacting species involved. Therefore, for most applications and
for compact design, a fuel-cell stack of several individual cells connected in series
is utilized. Figure 5 is a schematic of a generic planar fuel-cell stack assembly
and shows the flow of current through the system. For a stack in series, the total
current is proportional to the active electrode area of the cells in the stack and
is the same through all cells in the stack, and the total stack voltage is the sum
of the individual cell voltages. For applications that benefit from higher voltage
output, such as automotive stacks, it is typical to have over 200 fuel cells in a
single stack.

Other components necessary for fuel-cell system operation include subsystems
for oxidizer delivery, electronic control including voltage regulation, fuel stor-
age and delivery, fuel recirculation/consumption, stack temperature control, and

Figure 5 Schematic of the fuel-cell stack concept.
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systems sensing of control parameters. For the PEFC, separate humidification
systems are also needed to ensure optimal performance and stability. A battery
is often used to start reactant pumps/blowers during start-up. In many fuel cells
operating at high temperature, such as a SOFC or MCFC, a preheating system is
needed to raise cell temperatures during start-up. This is typically accomplished
with a combustion chamber that burns fuel and oxidizer gases. In all commercial
fuel cells, provision must be made for effluent recovery. Fuel utilization efficiency
is not 100 percent due to concentration polarization limitation on performance, so
that unused fuel must be actively recycled, utilized, or converted prior to exhaust
to the environment. Potential effluent management schemes include the use of
recycling pumps, condensers (for liquid fuel), secondary burners, or catalytic
converters.

2.2 Performance and Efficiency Characterization

The single-cell combination shown in Figure 4 provides a voltage dependent on
operating conditions such as temperature, pressure, applied load, and fuel/oxidant
flow rates. The thermal fuel-cell voltage (Eth) corresponds to a 100 percent
efficient fuel cell and is shown as

Eth = �H

nF
(1)

This is the total thermal voltage potential available if all chemical energy was
converted to electrical potential. This is not possible, however, due to entropy
change during reaction.

Consider a generalized global fuel cell reaction:

vAA + vBB � vCC + vDD (2)

The maximum possible electrochemical potential can be calculated from the
Nernst equation as

E0 = −�G0(T )

nf
+ RT

nF
ln

(
a

vA
A a

vB
B

a
vC

C a
vD
D

)
(3)

where �G0(T ) is evaluated at the fuel-cell temperature and standard pressure
and the pressure dependency is accounted for in the second term on the right.
(See nomenclature for definitions of terms.) The activity of gas-phase reactants,
besides water vapor, can be calculated from

ai = yiP

P 0
(4)

where P0 is a standard pressure of 1 atm. Under less than fully saturated local
conditions, the activity of water vapor can be shown to be the relative humidity:

aH2O = yH2OP

Psat(T )
= RH (5)
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where Psat is the saturation pressure of water vapor at the fuel-cell temperature.
For values of saturation pressure >1 atm (∼100◦C), a standard pressure of 1 atm
should be used for the water vapor activity.

Because a fuel cell directly converts chemical energy into electrical energy,
the maximum theoretical efficiency is not bound by the Carnot cycle but is still
not 100 percentage due to entropy change via reaction. The maximum thermody-
namic efficiency is simply the ratio of the maximum achievable electrochemical
potential to the maximum thermal potential:

ηth = E0

Eth
= �G

�H
= �H − T �S

�H
= 1 − T �S

�H
(6)

The actual operating thermodynamic (voltaic) efficiency of the fuel cell is the
actual fuel cell voltage Efc divided by Eth. The operating efficiency is really a
ratio of the useful electrical output and heat output. If water is generated by the
reaction, as is the case with most fuel-cell systems, efficiency and voltage values
can be based on the low heating value (LHV, all water generated is in the gas
phase) or the high heating value (HHV, all water generated is in the liquid phase).
Representation with respect to the LHV accounts for the latent heat required to
vaporize liquid water product, which is the natural state of the fuel-cell system.

Table 2 shows a selection of fuel-cell reactions and the calculated maximum
theoretical efficiency at 298 K. Typical values for maximum efficiency at the open
circuit calculated from equation (6) range from 60 to 90 percentage and vary with
temperature according to sign of the net entropy change. That is, according to
equation (6), the efficiency will decrease with temperature if the net entropy
change is negative and increase with temperature if �S is positive (since �H $
is negative for an exothermic reaction). Based on the Le Chatelier principle, we
can predict the qualitative trend in the functional relationship between maximum
efficiency and temperature. If the global fuel-cell reaction (vA + vB = vC + vD)
has more moles of gas-phase products than reactants (e.g., vC + vD > vA + vB),
�S will be positive and ηth will increase with temperature. Liquid- or solid-phase

Table 2 Some Common Fuel-Cell Reactions and Maximum Theoretical Efficiency at 298 K

n Maximum ηth

Fuel Global Reaction (electrons per mole fuel) (HHV)

Hydrogen H2 + 1
2 O2→H2O 2 83

Methanol CH3OH + 32O2→CO2 + 2H2O 6 97
Methane CH4 + 2O2→CO2 + 2H2O 8 92
Formic acid HCOOH + 1

2 O2→CO2 + H2O1 2 106
Carbon monoxide CO + 1

2 O2→CO2 2 91
Carbon C8 + 1

2 O2→CO 2 124
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species have such low relative entropy compared to gas-phase species that they
have negligible impact on �S. These fuels yield a theoretical maximum effi-
ciency greater than 100 percentage! Physically, this means the reaction would
absorb heat from the environment and convert the energy into a voltage poten-
tial. An example of this is a direct carbon fuel cell. Although use of ambient
heat to generate power with an efficiency greater than 100 percentage seems like
an amazing possibility, it is of course not realistic in practice due to various
losses. If the number of gas-phase moles is the same between products and reac-
tants, ηth is basically invariant with temperature and near 100 percentage, as in
the methane-powered fuel cell with gas-phase water produced. Most fuel cells,
including those with hydrogen fuel, have less product gas-phase moles compared
to the reactants, and �S is negative. Thus, for these fuel cells ηth will decrease
with operating temperature.

Figure 6 shows the calculated maximum thermodynamic efficiency of a
hydrogen–air fuel cell with temperature compared to that of a heat engine. Since
the maximum heat engine efficiency is the Carnot efficiency, it is an increasing
function of temperature. Note that at a certain temperature above 600◦C, the theo-
retical efficiency of the hydrogen–air fuel cell actually becomes less than that of a
heat engine. In fact, high-efficiency combined-cycle gas turbines can now achieve
power conversion efficiencies that rival high-temperature SOFCs. It is important
to realize that fuel-cell systems are not inherently more efficient than heat engine
alternatives. In practice, a 100 kW system operated by Dutch and Danish utilities
has demonstrated an operating efficiency of 46 percent (LHV) over more than 3,700
hours of operation.12 Combined fuel cell/bottoming cycle and cogeneration plants
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can achieve operational efficiencies as high as 80 percent with very low pollution.
Another major advantage of fuel cells compared to heat engines is that efficiency is
not a major function of device size, so that high-efficiency power for portable elec-
tronics can be realized, whereas small-scale heat engines have very low efficiencies
due to heat transfer from high surface area–volume ratio. In terms of automotive
applications, fuel cell hybrids and stand-alone systems operating with a variety of
(but not all) fuel feedstocks have the potential for greater than double the equivalent
mileage as conventional vehicles.13

Thermodynamic efficiency is not the entire picture, however, as the overall
fuel-cell efficiency must consider the utilization of fuel and oxidizer. The appro-
priate mass flow rate of reactants into the fuel cell is determined by several
factors related to the minimum requirement for electrochemical reaction, ther-
mal management, and issues related to the particular type of fuel cell. However,
the minimum-flow requirement is prescribed by the electrochemical reaction. An
expression for the molar flow rate of species required for the electrochemical
reaction can be shown from Faraday’s law as11

ṅk = iA

nkF
(7)

where i and A represent the current density and total electrode area, respectively,
and nk represents the electrons generated in the global electrode reaction per
mole of reactant k . For fuel cells, the stoichiometric ratio or stoichiometry for
an electrode reaction is defined as the ratio of reactant delivered to that required
for the electrochemical reaction.

Anode: ξa = ṅfuel,actual

ṅfuel,required
= ṅfuel,actual

iA/(nfuelF)

Cathode: ξr = ṅox,actual

ṅox,required
= ṅox,actual

iA/(noxF)

(8)

The stoichiometry can be different for each electrode and must be greater than
unity. This is due to the fact that zero concentration near the fuel-cell exit will
result in zero voltage from equation (3). Since the current collectors are electri-
cally conductive, a large potential difference cannot exist and cell performance
will decrease to zero if reactant concentration goes to zero. As a result of this
requirement, fuel and oxidizer utilization efficiency is never 100 percent, and
some system to recycle or consume the effluent fuel from the anode is typically
required to avoid releasing unused fuel to the environment. Thus, the overall
operating efficiency of a fuel cell can be written as the product of the voltaic and
Faradaic (fuel utilization) efficiencies:

ηfc = ηth
1

ζa

1

ζc
(9)
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2.3 Polarization Curve

Figure 7 is an illustration of a typical polarization curve for a fuel cell with negative
�S, such as the hydrogen–air fuel cell, showing five regions labeled I-V. The
polarization curve, which represents the cell voltage–current relationship, is the
standard figure of merit for evaluation of fuel-cell performance. Also shown in
Figure 7 are the regions of electrical and heat generation. Since the thermodynam-
ically available power not converted to electrical power is converted to heat, the
relationship between current and efficiency can be clearly seen by comparing the
relative magnitude of the voltage potential converted to waste heat and to electrical
power. Region V is the departure from the maximum thermal voltage, caused by
entropy generation. In practice, the open-circuit voltage (OCV) achieved is some-
what less than that calculated from the Nernst equation. Region IV represents this
departure from the calculated maximum open-circuit voltage. This loss can be
very significant and for PEFCs is due to undesired species crossover through the
thin-film electrolyte and resulting mixed potential at the electrodes. For other fuel
cells, there can be some loss generated by internal currents from electron leakage
through the electrolyte. This is especially a challenge in SOFCs. Beyond the depar-
ture from the theoretical open-circuit potential, there are three major classifications
of losses that result in a drop of the fuel-cell voltage potential, shown in Figure 7:
(1) activation (kinetic) polarization (region I), (2) ohmic polarization (region II),
and (3) concentration polarization (region III). It should be noted that voltage loss,
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polarization, and overpotential are all interchangeable and refer to a voltage loss.
The operating voltage of a fuel cell can be represented as the departure from ideal
voltage caused by these polarizations:

Efc = E0 − ηa,a − |ηa,c| − ηr − ηm,a − |ηm,c| (10)

where E 0 is the theoretical Nernst open-circuit potential of the cell [equation (3)]
and the activation overpotential at the anode and cathode are represented by ηa,a

and ηa,a, respectively. The ohmic (resistive) polarization is shown as ηr. The
concentration overpotential at the anode and cathode are represented as ηm,a and
ηm,c, respectively. Cathode polarization losses are negative relative to the standard
hydrogen electrode, so the absolute value is taken. Additional losses in region IV
of Figure 7 attributed to species crossover or internal currents can also be added
to equation (10) as needed. Activation and concentration polarizations occur at
both anode and cathode, while the resistive polarization represents ohmic losses
throughout the fuel cell and thus includes ionic, electronic, and contact resistances
between all fuel-cell components carrying current. It is important to note that the
regions on the polarization curve of dominance kinetic, ohmic, or mass-transfer
polarizations are not discrete. That is, all modes of loss contribute throughout
the entire current density range, and there is no discrete ohmic loss region where
other polarizations are not also contributing to total deviation below the Nernst
potential. Although the activation overpotential dominates in the low-current
region, it still contributes to the cell losses at higher current densities where
ohmic or concentration polarization dominates. Thus, each region is not discrete,
and all types of losses contribute throughout the operating current regime.

Activation polarization, which dominates losses at low current density, is the
voltage overpotential required to overcome the activation energy of the electro-
chemical reaction on the catalytic surface and is commonly represented by a
Butler–Volmer equation at each electrode:15

itc = i0

[
exp

(
αaFn

RT
η

)
− exp

(
αcFn

RT
η

)]
(11)

where αa and αc are the charge-transfer coefficients for the anode and cathode,
respectively. The fraction of the electrical overpotential (η) resulting in a change
of the rate of reaction for the cathodic branch of this electrode is shown as αc.
Obviously, αa + αc = 1. Here, n is the number of exchange electrons involved
in the elementary electrode reaction, which is typically different from the n used
in equations (3) and (7). The exchange current density i0 represents the activity
of the electrode for a particular reaction. In hydrogen PEFCs, the anode i0 for
hydrogen oxidation is so high relative to the cathode i0 for oxygen reduction
that the anode contribution to this polarization is often neglected for pure hydro-
gen fuel. On the contrary, if neat hydrogen is not used, significant activation
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polarization losses at both electrodes are typical (e.g., the DMFC). It appears
from equation (11) that activation polarization should increase with temperature.
However, i 0 is a highly nonlinear function of the kinetic rate constant of reac-
tion and the local reactant concentration and can be modeled with an Arrhenius
form as

i0 = i0
o expEA(RT )

(
Cox

Cref

)γ (
Cf

Cref

)v

(12)

Thus, i 0 is an exponentially increasing function of temperature, and the net effect
of increasing temperature is to decrease activation polarization. For this reason,
high-temperature fuel cells such as SOFCs or MCFCs typically have very low
activation polarization and can use less exotic catalyst materials. Accordingly,
the effect of an increase in electrode temperature is to decrease the voltage drop
within the activation polarization region shown in Figure 7. For various fuel-cell
systems, however, the operating temperature range is dictated by the electrolyte
and materials properties, so that temperature cannot be arbitrarily increased to
reduce activation losses.

At increased current densities, a primarily linear region is evident on the
polarization curve. In this region, reduction in voltage is dominated by internal
ohmic losses (ηr) through the fuel cell that can be represented as

ηr = iA

(
n∑

k=1

rk

)
(13)

where each rk value is the area-specific resistance of individual cell components,
including the ionic resistance of the electrolyte, and the electric resistance of
bipolar plates, cell interconnects, contact resistance between mating parts, and
any other cell components. With proper design and assembly, ohmic polarization
is typically dominated by electrolyte conductivity for all fuel-cell types.

At very high current densities, mass-transport limitation of fuel or oxidizer to
the corresponding electrode causes a sharp decline in the output voltage. This is
referred to as concentration polarization. This region of the polarization curve
is really a combined mass-transport/kinetic related phenomenon, as the surface
reactant concentration is functionally related to the exchange current density, as
shown in equation (12). In general, reactant transport to the electrode is limited to
some value depending on, for example, operating conditions, porosity and tortu-
osity of the porous media, and input stoichiometry. If this limiting mass-transport
rate is approached by the consumption rate of reactant [equation (7)], the surface
concentration of reactant will approach zero, and, from equation (3), the fuel-cell
voltage will also approach zero. The Damköler number (Da) is a dimensionless
parameter that is the ratio of the characteristic electrochemical reaction rate to
the rate of mass transport to the reaction surface. In the limiting case of infinite



2 Basic Operating Principles, Efficiency, and Performance 75

kinetics (high Damköler number), one can derive an expression for ηm as

ηm = −RT

nF
ln

(
1 − i

il

)
= −B ln

(
1 − i

il

)
(14)

where i 1 is the limiting current density and represents the maximum current
produced when the surface concentration of reactant is reduced to zero at the
reaction site. The limiting current density (i 1) can be determined by equating
the reactant consumption rate to the mass transport rate to the surface, which
in itself can be a complex calculation. The strict application of equation (14)
results in a predicted voltage drop-off that is much more abrupt than actually
observed. To accommodate a more gradual slope, an empirical coefficient B is
often used to fit the model to the experiment.15 Concentration polarization can
also be incorporated into the exchange current density and kinetic losses, as in
equation (12).

2.4 Heat Management

Although PEFC systems can achieve a high relative operating efficiency, the
inefficiencies manifest as dissipative thermal losses. At the cell level, if waste heat
is not properly managed, accelerated performance degradation or catastrophic
failure can occur. The total waste heat rate can be calculated as

Pwaste = kI (Eth − Efc) (15)

where k is the number of cells in series in the stack.
This heat generation can be broken down into components and shown as16

qn = −ifc

(
�H

nF
− �G

nF
− ηa,a − |ηa,c| − ifc

n∑
k=1

rk

)

+i2
fc

n∑
k=1

rk − ifc

(
−ηa,a − |ηa,c| + T �S

nF

) (16)

The first term on the right-hand side of equation (16) is Joule heating and is thus
an i 2r relationship. The second and third terms of equation (16) represent the
heat flux generated by activation polarization in the anode and cathode catalyst
layers. This assumes the concentration dependence on exchange current density
is included in the activation polarization terms. The third term in equation (16) is
a linearly varying function of current density and represents the total Peltier heat
generated via entropy change by reaction. The functional relationship derived
in equation (16) is shown in Figure 8, a plot of the heat generation via Peltier,
Joule, and kinetic heating as a function of current density for a typical PEFC.17

The ionic conductivity for the electrolyte was chosen to be 0.1 S/cm, based on the
assumption of a fully humidified membrane in contact with vapor-phase water,18

and other parameters were chosen as typical values. This plot should be viewed
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Figure 8 Calculated heat generation from activation, ohmic, and entropic sources as a func-
tion of current for a typical PEFC.

only as a guide to the qualitative behavior of the heat generation with current
density, as each fuel cell and different operating conditions will have much
different distributions. For example, the SOFC typically has quite low activation
polarization generated heat, due to the high operating temperatures. Note that an
assumption of ohmic heating dominance is not always accurate, and entropic heat
generation can be quite significant and cannot be ignored. For higher-temperature
fuel cells with low activation overpotential, the heat generation is dominated by
ohmic and entropic terms.

2.5 Degradation

The lifetime of a fuel cell is expected to compete with existing power systems it
would replace. As a result, the automotive fuel cell must withstand load cycling
and freeze–thaw environmental swings with minimal degradation over a life-
time of 5,000 hours. A stationary fuel cell, meanwhile, must withstand more than
40,000 hours of steady operation with minimal downtime. The fuel-cell environ-
ment is especially conducive to degradation, since a voltage potential difference
exists that can promote undesired reaction, and some fuel cells operate at high
temperature or have corrosive electrolytes. Transient load cycling between high-
and low-power points has also been shown to accelerate degradation, so that
steady-state degradation rates may not be truly representative for transient sys-
tems. Many different modes of physicochemical degradation are known to exist,
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including these four:

1. Catalyst or electrolyte poisoning and degradation. Since the catalyst and
electrolyte control the reaction and ohmic polarization, any poisoning or
other degradation of these components will adversely affect cell perfor-
mance. Some minor species in air and re-formed gas product, such as
carbon monoxide, will foul a platinum catalyst operating at low temper-
atures (<150◦C). As a result, PEFCs are extremely susceptible to CO
poisoning. Some surface absorption of species can be reversible, including
adsorbed CO. Sulfur is also a major contaminant that will greatly reduce
performance in most fuel cells in extremely low (<ppb) concentrations.
Many other low-level impurities can greatly harm fuel-cell performance;
for example, CO2 will degrade the electrolyte in AFCs. Given that the
electrolyte is an ion conductor, when unintended ions are present in the
fuel-cell system by corrosion or other impurities, the electrolyte will absorb
these impurities, which can alter the ionic conductivity of the media.
In SOFCs, carbonaceous residue from internal performance can foul the
anode catalyst.

2. Electrolyte loss. In some cases, electrolyte material is lost through a variety
of physicochemical mechanisms. For polymer electrolyte fuel cells, the
polymer itself can degrade physically and chemically, particularly from
peroxide radical attack.19 This results in loss of mass and conductivity
in the electrolyte and possible catastrophic pinhole formation. For liquid
electrolyte systems such as the AFC, PAFC, and MCFC, the finite vapor
pressure of the liquid phase results in a steady but predictable loss of
electrolyte through the reactant flow streams, which must be replenished
with regularity or performance will suffer.

3. Morphology changes or loss in catalyst layer or other components. For all
fuel cells, the catalyst layer electrochemical active surface area (ECSA) is
a determining factor in overall power density, and nanosize catalysts and
supports are present in a complex, three-dimensional electrode structure
designed to simultaneously optimize electron, ion, and mass transfer. As
a result, any morpholological changes can result in reduced performance.
Commonly observed phenomena include catalyst sintering, dissolution and
migration, catalyst oxidation, supporting material oxidation (e.g., carbon
corrosion for carbon-supported catalysts), and Oswald ripening.20 These
effects are most often irreversible. Other components can also be chemi-
cally or physically altered, such as the porosity distribution or hydropho-
bicity of the GDL in a PEFC.

4. Corrosion of other components. Oxidation of other components such as
the current collector can become a major loss in fuel cells over time.
This is especially relevant in high-temperature MCFCs and SOFCs, where
the corrosion process is accelerated by the high temperature. Chromium
used in SOFCs in stainless-steel interconnects is believed to cause cathode
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degradation. Low-temperature PEFCs can also suffer losses from current
collector corrosion, so proper coatings with high electronic conductivity
must be used.21

2.6 Hydrogen PEFC

The hydrogen (H2) PEFC is seen by many as the most viable alternative to heat
engines and battery replacement for automotive, stationary, and portable power
applications. The H2 PEFC is fueled either by pure hydrogen or from a diluted
hydrogen mixture generated from a hydrocarbon re-formation process. An H2

PEFC fuel-cell stack power density of greater than 1.0 kW/L is typical.

2.7 H2 PEFC Performance

Hydrogen PEFCs operate at 60◦ to 100◦C. The anode and cathode catalyst is
commonly ∼2 nm platinum or platinum-ruthenium powder supported on signif-
icantly larger-size carbon particles with a total (anode and cathode) platinum
loading of ∼0.4 mg/cm2. This represents a major breakthrough in required cat-
alyst loading from the 28 mg/cm2 of the original 1960s H2 PEFC. As a result,
the catalyst is no longer the dominating factor in fuel-cell cost, although it is
still higher than needed to reach long-term goals of another 20-fold reduction in
loading or elimination of precious metals.22 The state-of-the-art H2 PEFC can
reach nearly 0.7 V at 1 A/cm2 under pressurized conditions at 80◦C. It is always
desirable to operate at high voltages because of increased efficiency and reduced
flow requirements. However, power density typically peaks below 0.6 V, and
heat generation can cause accelerated degradation, so there is a size trade-off for
high-voltage operation. Typical anode and cathode stoichiometry requirements
are low, with typical values of 2 or less for the cathode and even lower values
for the anode.

2.8 Technical Issues in H2 PEFC

The H2 PEFC has many technical issues that complicate performance and control.
Besides issues of manufacturing, ancillary system components, cost, and market
acceptance, the main remaining technical challenges for the fuel cell include
(1) water and heat management, (2) durability, and (3) freeze–thaw cycling
capability.

Water and Heat Management
For PEFCs, waste heat affects the water distribution by increasing temperature
and thus the local equilibrium saturation pressure of the gases. At a typical
PEFC operating temperature of 80◦C and atmospheric pressure, each 1◦C change
in temperature results in an approximately 5 percent change in equilibrium
saturation pressure.23 Thus, the thermal and water management and control
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are inexorably coupled at the individual cell and stack level, and even small
variations in temperature can dramatically affect optimal humidity, locations
of condensation/vaporization, membrane longevity, and a host of other phe-
nomena. Due to heat generation, relatively high temperature gradients up to
10◦C between the electrolyte and current collector can occur.24 Analysis has
shown that the through-plane thermal conductivities of carbon cloth gas diffu-
sion media and Nafion electrolyte material are approximately 0.15 and 0.1 W/mK,
respectively.25,26 The main barrier to the heat transport is through the GDL, which
acts as a thermal insulator to limit conductive heat transfer. Once through the
GDL, the majority of heat transfer is typically through the landings and not to
the reactant in the flow channels.17

For high-power (>kW) fuel-cell stacks, waste heat must be properly managed
with cooling channels, which take up space and require parasitic pumping losses.
The choice of coolant is based on the necessary properties of high specific heat,
nonconductive, noncorrosive, sufficient boiling/freezing points for operation in
all environments, and low viscosity. Laboratory systems typically use deionized
water, although practical systems exposed to the environment must use a lower
freezing point nonconductive solution.

Water management and humidification are major issues in H2 PEFC perfor-
mance. The most common electrolyte used in PEFCs is a perfluorosulfonic
acid–polytetrafluoroethylene (PTFE) copolymer in acid (H+) form, known by the
commercial name Nafion (E. I. du Pont de Nemours). Nafion electrolyte conduc-
tivity is primarily a function of water content and temperature, shown as18

σe = 100 exp

[
1268

(
1

303
− 1

T (K)

)]
(0.005139λ − 0.00326) (� · m−1)

(17)

where

λ = 0.043 + 17.18a − 39.85a2 + 36.0a3 for 0 < a ≤ 1
λ = 14 + 14(a − 1)
a = water activity = yH2OP/Psat(T ) = RH

A plot of Nafion conductivity as a function of humidity, based on equation (17),
is given in Figure 9. It is obvious that ionic conductivity is severely depressed
without sufficient water. Alternatively, excessive water at the cathode can cause
flooding, that is, liquid water accumulation at the cathode surface that pre-
vents oxygen access to the reaction sites. Flooding is most likely near the
cathode exit under high-current-density, high-humidification, low-temperature,
and low-flow-rate conditions. However, the term flooding has been rather nebu-
lously applied in the literature to date, representing a general performance loss
resulting from liquid water accumulation blocking reactant transport to the elec-
trode. There are actually six discrete regions that can suffer flooding losses in the
PEFC: the anode and cathode catalyst layers, the anode and cathode gas diffu-
sion layers, and the anode and cathode flow channels. Figure 10 is a radiograph
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Figure 9 Electrolyte conductivity of Nafion as a function of relative humidity at 80◦C.

Figure 10 Neutron radiograph of 50 cm2 active area fuel cell showing severe channel-level
flooding at low current density for a H2 PEFC. (From Ref. 29.)
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image of a PEFC under severely flooded conditions with significant diffusion
media and channel-level flooding. In this image, the water accumulation was
determined to be primarily in the anode flow channels. This phenomenon can
occur for low-flow-rate, low-power, and high-fuel-utilization conditions, which
indicates that channel level flooding is not solely a cathode issue.

Depending on operating conditions, flow field design, and material proper-
ties, a membrane can have a highly nonhomogeneous water (and therefore ionic
conductivity) distribution. The membrane beneath a long channel may be dried
by hot inlet flow ideally saturated near the middle of the cell and experienc-
ing flooding near the exit. It is difficult in practice to maintain an ideal water
distribution throughout the length of the cell. Thus, water transport is an espe-
cially important issue in PEFC design. Even a slight reduction in ohmic losses
through advanced materials, thinner electrolytes, or optimal temperature/water
distribution can significantly improve fuel-cell performance and power density.

Figure 11 shows a schematic of the water-transport and generation modes in
the PEFC. At the cathode surface, the oxygen reduction reaction results in water
production proportional to the current density via Faraday’s law. Water transport
through the electrolyte occurs by diffusion, electroosmotic drag, and hydraulic
permeation from a pressure difference across the anode and cathode. Diffusion
through the electrolyte can be represented using Fick’s law, and appropriate
expressions relating to diffusion coefficients for Nafion can be found.27 An elec-
troosmotic drag coefficient (λdrag) of 1 to 5 H2O/H+ of Nafion membranes has
been shown for a fully hydrated Nafion 117 membrane.28 The drag coefficient
was shown to be a nearly linearly increasing function of temperature from 20◦

to 120◦C. Thus, the water delivered to the cathode by this transport mode can
be 2 to 10 times greater than that generated by reaction. Hydraulic permeation
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Figure 11 Schematic of water transport and generation modes in the PEFC.
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of water through the membrane under gas-phase pressure difference between the
anode and cathode is usually small for H2 PEFCs. However, capillary pressure
differences can result in a net flux of water via this mode of transport.30 Combin-
ing the different forms of water transport through the membrane, the bulk molar
water transport and creation at the cathode can be shown as

ṅH2O = −DA
�Cc,a

�x
+ iA

F
(λdrag + 0.5) − ṅpressure driven,a,c (18)

where the last term on the right represents the flow of water by imbalanced
pressure forces, which can be further represented by capillary- and gas-phase
pressure terms. Since the reduction reaction and electroosmotic drag result in
water transport to and generation at the cathode surface, the flux of water by
diffusion can be either to or from the anode surface, depending on local flow and
humidity conditions. The flux by pressure difference is a function of tailorable
material and operating properties and can flow toward either electrode, depending
on the desire of the designer.

To achieve a proper water balance, many technologies have been employed,
including tailored temperature or pressure gradients to absorb the net water gen-
erated. Flow field design also has a profound effect on the local liquid water
distribution and is too detailed a topic to discuss in this chapter. The ambi-
ent relative humidity also should affect the system water balance; however, this
effect is typically quite small due to the vast difference between typical ambient
temperature and operating temperature Pg,sat values. For example, even fully sat-
urated inlet flow drawn from an ambient air source at 20◦C (Pg,sat = 2.338 kPa)
contains only 5 percent of the water required for saturation in a fuel cell operating
at 80◦C (Pg,sat = 47.39 kPa).

Durability and Freeze–Thaw Cycling
For PEFCs, durability and freeze–thaw cycling capability are major issues. Dura-
bility issues in PEFCs have been discussed for fuel cells in general. For PEFCs,
carbon support corrosion, morphological changes, susceptibility to chemical poi-
soning (especially carbon monoxide), catalyst loss, and electrolyte degradation
all contribute to an operational degradation rate that is on the order of micro-
volts per hour under ideal steady-state conditions, which is still too high.31 Load
cycling is known to initiate even greater degradation rate for a variety of reasons,
so that steady-state laboratory testing typically underestimates true performance
loss. Under nonoptimal higher temperature or low-humidity conditions, longevity
is even less. Additionally, further system size and weight reductions are needed
for automotive packaging requirements.

For automotive and stationary applications, PEFCs must withstand vastly
changing environments as low as −40◦C. Because the electrolyte contains water,
freezing results in some ice formation and volume change, which can easily result
in damage to the electrode structure and interfacial contact between the various
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layer structures. To compete with existing combustion-based technology, fuel-cell
stacks must achieve over 100 cold starts at −20◦C with drivable power in under
5 seconds.

2.9 Direct Methanol Fuel Cell

The liquid-fed DMFC is seen as the most viable alternative to lithium ion batteries
in portable applications because DMFC systems require less ancillary equipment
and can therefore be more simplified compared to an H2 PEFC. While both
H2 PEFCs and DMFCs are strictly PEFCs (same electrolyte), the DMFC feeds
a liquid solution of methanol and water to the anode as fuel. The additional
complexities of the low-temperature internal re-formation prevent the DMFC
from obtaining the same level of fuel-cell power density as the H2 PEFC. For
the DMFC, both anode and cathode activation polarizations are significant and
are the same order of magnitude. However, reduced performance compared to
the H2 PEFC is tolerable in light of other advantages of the DMFC:

1. Because anode flow is mostly liquid (gaseous CO2 is a product of methanol
oxidation), there is no need for a separate cooling or humidification sub-
system.

2. Liquid fuel used in the anode results in lower parasitic pumping require-
ments compared to gas flow. In fact, an emerging class of passive DMFC
designs operate without any external parasitic losses, instead relying on
natural forces such as capillary action, buoyancy, and diffusion to deliver
reactants.

3. The highly dense liquid fuel stored at ambient pressure eliminates prob-
lems with fuel storage volume. With highly concentrated methanol as fuel
(>10 M), passive DMFC system power densities can compare favorably
to advanced Li ion batteries.

2.10 Technical Issues of the DMFC

Four main technical issues affecting performance remain: (1) water manage-
ment, (2) methanol crossover, (3) managing two-phase transport in the anode,
and (4) high activation polarization losses and catalyst loading. While signif-
icant progress has been made by various groups to determine alternative cat-
alysts, total catalyst loading is still on the order of 10 mg/cm2. Typically a
platinum–ruthenium catalyst is utilized on the anode to reduce polarization losses
from CO intermediate poisoning, and a Pt catalyst is used on the cathode.32

External humidification is not needed in the DMFC, due to the liquid anode
solution, but prevention of cathode flooding is critical to ensure adequate per-
formance. Flooding is more of a concern for DMFCs than H2 PEFCs because
of constant diffusion of liquid water to the cathode. To prevent flooding, cath-
ode airflow must be adequate to remove water at the rate that it arrives and is
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produced at the cathode surface. Assuming thermodynamic equilibrium, the min-
imum stoichiometry required to prevent liquid water accumulation in the limit of
zero water diffusion through the membrane can be shown by equating equations
(1) and (2) as33

ξx,min = 2.94/Px,sat

P1 − Pg,sat
+ 1 (19)

The factor of 1 in equation (19) is a result of the consumption of oxygen in the cath-
ode by an electrochemical oxygen reduction reaction. For most cases, the mini-
mum cathode stoichiometry for a DMFC is determined by flooding avoidance
rather than electrochemical requirements. Therefore, optimal cathode stoichiome-
tries are significantly greater than unity. It should be noted that equation (19) is
purely gas phase and therefore does not allow for water removal in the liquid phase,
as droplets, a capillary stream out of the cathode or to the anode, or even entrained
as a mist in the gas flow. Some recirculation of the water is needed, or, in a totally
passive system design, the hydrophobicity of the GDL and catalyst can be tailored
to pump water back to the anode via capillary action.

Another critical issue in the DMFC is methanol crossover from the anode to the
cathode. This is a result of diffusion, electroosmotic drag, and permeation from
pressure gradients. Therefore, an expression for the methanol crossover through
the membrane can be written similar to equation (18) with different transport
properties. When crossover occurs, the mixed potential caused by the anodic
reaction on the cathode electrode reduces cell output and the true stoichiometry
of the cathode flow.

Of the three modes of methanol crossover, diffusion (estimated as
10−5.4163−999.778/T m2/s)34 is dominant under normal conditions, especially at
higher temperatures. Since the driving potential for oxidation is so high at the
cathode, the methanol that crosses over is almost completely oxidized to CO2,
which sets up a sustained maximum activity gradient in methanol concentration
across the electrolyte. The electroosmotic drag coefficient of methanol (estimated
as 0.16 CH2OH/H+,35 or 2.5y , where y is the mole fraction of CH3OH in
solution36) is relatively weak owing to the nonpolar nature of the molecule.
To prevent crossover so that more concentrated (and thus compact) solutions of
methanol can be utilized as fuel, various diffusion barriers have been developed.
That is, a porous filter in the GDL or separating the fuel from the fuel chan-
nel can be used to separate concentrated methanol solution from the membrane
electrode assembly (MEA), greatly reducing crossover through the electrolyte.37

An earlier solution was to use a thicker electrolyte to reduce methanol crossover,
but the concomitant loss in performance via increased ohmic losses through the
electrolyte was unsatisfactory.

Several other transport-related issues are important to DMFC performance.
The anode side is a two-phase system primarily consisting of methanol solu-
tion and product CO2. The methanol must diffuse to the catalyst, while the
reaction-generated CO2 must diffuse outward from the catalyst. At high current



3 Solid Oxide Fuel Cell 85

densities, CO2 can become a large volume fraction (>90%) in the anode flow
field. Carbon monoxide removal from the catalyst sites is critical to ensure ade-
quate methanol oxidation. Other disadvantages of the DMFC are related to use of
methanol. Methanol is toxic, can spread rapidly into groundwater, has a colorless
flame, and is more corrosive than gasoline.

3 SOLID OXIDE FUEL CELL

The SOFC and MCFC represent high-temperature fuel-cell systems. The current
operating temperature of most SOFC systems is around 800◦ to 1000◦C, although
new technology has demonstrated 600◦C operation, where vastly simplified sys-
tem sealing and materials solutions are feasible. High electrolyte temperature
is required to ensure adequate ionic conductivity (of O2−) in the solid-phase
ceramic electrolyte and reduces activation polarization so much that cell losses
are typically dominated by internal cell ohmic resistance through the electrolyte.
Typical SOFC open-circuit cell voltages are around 1 V, very close to the the-
oretical maximum, and operating current densities vary greatly depending on
design. While the theoretical maximum efficiency of the SOFC is less than the
H2 PEFC because of increased temperature, activation polarization is extremely
low, and operating efficiencies as high as 60 percent have been attained for a
220 kW cogeneration system.38

There has been much recent development in the United States on SOFC sys-
tems, incubated by the Department of Energy Solid State Energy Conversion
Alliance (SECA) program. The 10-year goal of the SECA program is to develop
kilowatt-size SOFC APU units at $400/kW with rated performance achievable
over the lifetime of the application with less than 0.1 percent loss per 500 hr
operation by 2021.

The solid-state, high-temperature (600–1000◦C) SOFC system eliminates
many of the technical challenges of the PEFC while suffering unique limita-
tions. The SOFC power density varies greatly depending on cell design but can
achieve above 400 mW/cm2 for some designs. In general, a SOFC system is well
suited for applications where a high operating temperature and a longer start-up
transient are not limitations, or where conventional fuel feedstocks are desired.

There are three main advantages of the SOFC system:

1. High operating temperature greatly reduces activation polarization and
eliminates the need for expensive catalysts. This also provides a tolerance
to a variety of fuel stocks and enables internal reformation of complex
fuels.

2. High-quality waste heat, enabling a potential for high overall system effi-
ciencies (∼80%) utilizing a bottoming or cogeneration cycle.39

3. Tolerance to CO, which is a major poison to Pt-based low-temperature
PEFCs.
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3.1 Technical Issues of SOFC

Besides manufacturing and economic issues, which are beyond the scope of this
chapter, the main technical limitations of the SOFC include operating temper-
ature, long start-up time, durability, and cell-sealing problems resulting from
mismatched thermal expansion of materials. For additional details, an excellent
text for SOFC was written by Minh and Takahashi.40

The high operating temperature of the SOFC requires long start-up time
to avoid damage due to nonmatched thermal expansion properties of mate-
rials. Another temperature-related limitation is that no current generation is
possible until a critical temperature is reached in the solid-state electrolyte,
where oxygen ionic conductivity of the electrolyte becomes non-negligible. Com-
monly used electrolyte conductivity is nearly zero until around 650◦C,15 although
low-temperature SOFC operation at 500◦C using doped ceria (CeO2) ceramic
electrolytes has shown feasibility.41 In many SOFC designs, a combustor is uti-
lized to burn fuel and oxidizer effluent to preheat the cell to light-off temperature
and hasten start-up and provide a source of heat for cogeneration. In addition, the
combustor effectively eliminates unwanted hydrogen or CO, which is especially
high during start-up when fuel-cell performance is low. Additionally, electrolyte,
electrode, and current collector materials must have matched thermal expan-
sion properties to avoid internal stress concentrations and damage during both
manufacture and operation.

The desire for lower temperature operation of the SOFC is ironically oppo-
site to the PEFC, where higher operating temperature is desired to simplify
water management and CO poisoning issues. Lower temperature (∼400–500◦C)
operation would enable rapid start-up, use of common metallic compounds for
cell interconnects, reduce thermal stresses, reduce the rate of some modes of
degradation, and increase reliability and reduced manufacturing costs. Despite
the technical challenges, the SOFC system is a good potential match for many
applications, including stationary cogeneration plants and auxiliary power.

Durability of SOFCs is not solely related to thermal mismatch issues. The
electrodes suffer a strong poisoning effect from sulfur (in the ppb range), requir-
ing the use of sulfur-free fuels. Additionally, anode oxidation of nickel catalysts
can decrease performance and will do so rapidly if the SOFC is operated below
0.5 V. As SOFC reduced operating temperature targets are achieved and use of
inexpensive metallic interconnects become feasible, accelerated degradation from
metallic interaction is possible. Metals utilizing chromium (e.g., stainless steels)
have shown limited lifetimes in SOFCs and can degrade the cathode catalyst
through various physicochemical pathways.42

3.2 Performance and Materials

In the SOFC system, yttria- (Y2O3-) stabilized zirconia (ZrO2) is most often used
as the electrolyte. In contrast to PEFCs, O2− ions are passed from the cathode
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to the anode via oxygen vacancies in the electrolyte instead of H+ ions from the
anode to the cathode. Other cell components such as interconnects and bipolar
plates are typically doped ceramic, cermet, or metallic compounds.

There are four different basic designs for the SOFC system: planar, sealless
tubular, monolithic, and segmented cell-in-series designs. Two of the designs,
planar and tubular, are the most promising for continued development. The
other designs have been comparatively limited in development to date. The
planar configuration looks geometrically similar to the generic fuel-cell shown
in Figure 4. The three layer anode–electrolyte–cathode structure can be an
anode-, cathode-, or electrolyte-supported design, meaning the structural support
is provided by a thicker layer of one of the structures (anode, cathode, or elec-
trolyte supported). Since excessive ionic and concentration losses result from
electrolyte- and cathode-supported structures, respectively, many designs uti-
lize an anode-supported structure, although ribbed supports or cathode-supported
designs are utilized in some cases.

For the planar design, the flow channel material structure is used as support
for the electrolyte, and a stacking arrangement is employed. Although this design
is simple to manufacture, one of the major limitations is difficulty in sealing the
flow fields at the edges of the fuel cell. Sealing is a key issue in planar SOFC
design because it is difficult to maintain system integrity over the large thermal
variation and reducing/oxidizing environment over many start-up and shut-down
load cycles. Compressive, glass, cermet, glass–ceramic, and hybrid seals have
been used with varied success for this purpose.

The second major design is the sealless tubular concept pioneered by Westing-
house (now Siemens-Westinghouse) in 1980. A schematic of the general design
concept is shown in Figure 12. Air is injected axially down the center of the
fuel cell, which provides preheating of the air to operation temperatures before
exposure to the cathode. The oxidizer is provided at adequate flow rates to ensure
negligible concentration polarization at the cathode exit, to maintain desired
cell temperature, and to provide adequate oxidizer for effluent combustion with
unused fuel. The major advantage of the tubular configuration is that the diffi-
cult high-temperature seals needed for the planar SOFC design are eliminated.
Tubular designs have been tested in 100 kW atmospheric pressure and 250-kW
pressurized demonstration systems with little performance degradation with time
(less than 0.1% per 1,000 hr) and efficiencies of 46 percent and 57 percent (LHV),
respectively.38

One drawback of this type of tubular design is the more complex and limited
range of cell fabrication methods. Another drawback is high internal ohmic losses
relative to the planar design due to the relatively long in-plane path that electrons
must travel along the electrodes to and from the cell interconnect. Some of these
additional ionic transport losses have been reduced by use of a flattened tubular
SOFC design with internal ribs for current flow, called the high-power-density
(HPD) design by Siemens-Westinghouse and shown schematically in Figure 13.43



88 Fuel Cells

Cathode

Interconnect

Fuel flow

Support tube

Anode

Electrolyte

Oxidant
flow

Positive
current collector

Negative
current collector

Fuel Oxidant Oxidant

Nickel
felt

Fuel

Interconnect

Anode

Electrolyte

Cathode

Support tube

Nickel felt

Nickel felt

Fuel

Nickel-plated
over interconnect

Oxidant Oxidant

Figure 12 Schematic of sealles tubular SOFC design. (From Ref. 40.)

Standard tubular design concept Flattened tubular design concept

Figure 13 End-view schematic of conventional tubular and flattened high-power-density
SOFC concepts for reduced ionic transport losses.



3 Solid Oxide Fuel Cell 89

This design can also experience significant losses due to limited oxygen transport
through the porous (∼35% porosity) structural support tube used to provide
rigidity to the assembly. The internal tube can also be used as the anode, reducing
these losses through the higher diffusivity of hydrogen.

The monolithic and segmented cell-in-series designs are less developed,
although demonstration units have been constructed and operated. A schematic
of the monolithic cell design is shown in Figure 14. In the early 1980s, the
corrugated monolithic design was developed based on the advantage of HPD
compared to other designs. The HPD of the monolithic design is a result of the
high active area exposed per volume and the short ionic paths through the elec-
trolyte, electrodes, and interconnects. The primary disadvantage of the monolithic
SOFC design, preventing its continued development, is the complex manufactur-
ing process required to build the corrugated system.

The segmented cell-in-series design has been successfully built and demon-
strated in two configurations: the bell-and-spigot and banded configurations
shown schematically in Figure 15. The bell-and-spigot configuration uses stacked
segments with increased electrolyte thickness for support. Ohmic losses are high
because electron motion is along the plane of the electrodes in both designs,
requiring short individual segment lengths (∼1–2 cm). The banded configuration
avoids some of the high ohmic losses of the bell-and-spigot configuration with a
thinner electrolyte but suffers from the increased mass-transport losses associated
with the porous support structure used. The main advantage of the segmented
cell design is a higher operating efficiency than larger area single-electrode

Figure 14 Schematic of the monolithic SOFC design. (From Ref. 40.)
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configurations. The primary disadvantages limiting development of the seg-
mented cell designs include the necessity for many high-temperature gas-tight
seals, relatively high internal ohmic losses, and requirement for manufacture of
many segments for adequate power output. Other cell designs, such as radial
configurations and more recently microtubular designs, have been developed and
demonstrated to date.

4 OTHER FUEL CELLS

Many other fuel-cell varieties and configurations, too numerous to enumerate
here, have been developed to some degree. The most developed to date have
been the phosphoric acid, alkaline, and molten carbonate fuel cells, all three of
which have had some applied and commercial success.

4.1 Alkaline Fuel Cells

Alkaline fuel cells utilize a solution of potassium hydroxide in water as an alka-
line, mobile (liquid) electrolyte. Alkaline fuel cells were originally developed as
an APU for space applications by the Soviet Union and the United States in the
1950s and served in the Apollo program as well as on the current space shuttle
orbiter. Figure 16 shows AFCs for installation on Apollo mission service mod-
ules in 1964.44 Alkaline fuel cells were chosen for space applications for their
high efficiency and robust operation. Both circulated and static electrolyte designs
have been utilized. The AFC operates at around 60◦ to 250◦C with greatly varied
electrode design and operating pressure. More modern designs tend to operate at
the lower range of temperature and pressure. The primary advantages of the AFC
are the cheaper cost of materials and electrolyte and high operating efficiency (60
percent demonstrated for space applications) due to use of an alkaline electrolyte.
For alkaline electrolytes, ORR kinetics are much more efficient than acid-based
electrolytes (e.g., PEFCs, PAFCs) enabling high relative operating efficiencies.
Since space applications typically utilize pure oxygen and hydrogen for chem-
ical propulsion, the AFC was well suited. However, the electrolyte suffers an
intolerance to even small fractions of CO2 found in air, which reacts to form
potassium carbonate (K2CO3) in the electrolyte, gravely reducing performance
over time. For terrestrial applications, CO2 poisoning has limited the lifetime of
AFCs systems to well below that required for commercial application, and filtra-
tion of CO2 is too expensive for practical use. Due to this limitation, relatively
little commercial development of the AFC beyond space applications has been
realized.

4.2 Molten Carbonate Fuel Cells

Currently MCFCs are commercially available from several companies, includ-
ing a 250 kW unit from Fuel Cell Energy in the United States and several other
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Figure 16 Pratt & Whitney technicians assemble alkali fuel cells for Apollo service modules,
1964. (From Ref. 43.)

companies in Japan. Some megawatt-size demonstration units are installed world-
wide, based on natural gas or coal-based fuel sources which can be internally
re-formed within the anode of the MCFC. The MCFCs operate at high tem-
perature (600–700◦C) with a molten mixture of alkali metal carbonates (e.g.,
lithium and potassium) or lithium and sodium carbonates retained in a porous
ceramic matrix. In the MCFC, CO2−

3 ions generated at the cathode migrate to
the anode oxidation reaction. The MCFC design is similar to a PAFC, in that
both have liquid electrolytes maintained at precise levels within a porous ceramic
matrix and electrode structure by a delicate balance of gas-phase and capillary
pressure forces. A major advantage of the MCFC compared to the PAFC is the
lack of precious-metal catalysts, which greatly reduces the system raw mate-
rial costs. Original development on the MCFC was mainly funded by the U.S.
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Figure 17 Relative performance of MCFCs at 1 atm pressure. (Adapted from Ref. 15.)

Army in the 1950s and 1960s, and significant advances of this liquid electrolyte
high-temperature fuel-cell alternative to the SOFC were made.45 The U.S. Army
desired operation of power sources from logistic fuel, thus requiring high tem-
peratures with internal fuel re-formation that can be provided by the MCFC.
Development waned somewhat after this early development, but advances have
continued and initial commercialization has been achieved. The steadily increas-
ing performance of MCFCs throughout years of development is illustrated in
Figure 17. The main advantages of MCFCs include the following:

• The MCFC can consume CO as a fuel and generates water at the anode,
thus making it ideal for internal re-formation of complex fuels.

• As with the SOFC, high-quality waste heat is produced for bottom-cycle
or cogeneration applications.

• Non-noble-metal catalysts are used, typically nickel–chromium or nickel–
aluminum on the anode and lithiated nickel oxide on the cathode.

The main disadvantages of MCFCs include the following:

• Versus the SOFC (the other high-temperature fuel cell ), the MCFC has
a highly corrosive electrolyte that, coupled with the high operating tem-
perature, accelerates corrosion and limits longevity of cell components,
especially the cathode catalyst. The cathode catalyst (nickel oxide) has a
significant dissolution rate into molten carbonate electrolyte.

• Extremely long start-up time (the MCFC is generally suitable only for con-
tinuous power operation) and nonconductive electrolyte at low temperatures.
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• Carbon dioxide must be injected into the cathode to maintain ionic con-
ductivity. This can be accomplished with recycling from the anode effluent
or injection of combustion product but complicates the system design.

• Electrolyte maintenance is an engineering technical challenge. The liquid
electrolyte interface between the electrodes is maintained by a complex
force balance involving gas-phase and electrolyte-liquid capillary pressure
between the anode and cathode. Significant spillage of the electrolyte into
the cathode can lead to catalyst dissolution but is difficult to eliminate.

• Vapor pressure of the electrolyte is nonnegligible and leads to loss of
electrolyte through reactant flows.

4.3 Phosphoric Acid Fuel Cells

The PAFC was originally developed for commercial application in the 1960s.
The PAFC has an acidic, mobile (liquid) electrolyte of phosphoric acid con-
tained by a porous silicon carbide ceramic matrix and operates at around 160◦

to 220◦C. Like the MCFC, the electrolyte is bound by capillary and gas pressure
forces between porous electrode structures. The PAFC is in many ways similar
to the PEFC, except the acid-based electrolyte is in liquid form and the operat-
ing temperature is slightly higher. Over two hundred 200 kW commercial PAFC
units were developed and sold by International Fuel Cells (now United Technolo-
gies Research Fuel Cells), and many are still in operation. However, ubiquitous
commercial application has not been achieved, primarily due to the high cost
(approximately $4,500/kW), about five times greater than cost targets for con-
ventional stationary applications. The main advantages of the PAFC include the
following:

• The high operating temperature provides better waste heat than the PEFC
and allows operation with 1 percent to 2 percent CO in the fuel stream,
which is much better for use of reformed fuel compared to the PEFC, which
cannot tolerate more than 10 ppm of CO without significant performance
loss.46

• The acid electrolyte does not need water for conductivity, making water
management very simple compared to the PEFC. Only the product water
from the cathode reduction reaction needs to be removed, a relatively
simple task at elevated temperatures.

• The demonstrated long life and commercial success for premium stationary
power of the PAFC.

The main disadvantages of the PAFC include the following:

• The PAFC is a bulky, heavy system compared to the PEFC. Area specific
power is less than for the PEFC (0.2–0.3 W/cm2).47

• The use of platinum catalyst with nearly the same loading as PEFCs.
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• The liquid electrolyte has finite vapor pressure, resulting in continual loss
of electrolyte in the vapor phase and a continual need for replenishment
or recirculation. Modern PAFC design includes cooling and condensation
zones to mitigate this loss.

• The relatively long warm-up time until the electrolyte is conductive at
∼160◦C (although much less than for the MCFC or SOFC).

4.4 Other Alternatives

Many other fuel-cell systems exist, and new versions are constantly being devel-
oped. Most are simply existing fuel-cell systems with a new fuel. For example,
PEFCs based on a direct alcohol solution offer alternatives to DMFCs for portable
power application and include those based on formic acid,48 dimethyl ether,49

ethylene glycol, dimethyl oxalate, and others.50 A completely different concept
is the biological or microbial fuel cell (MFC). In the MFC, electricity is gener-
ated by anerobic oxidation of organic material by bacteria. The catalytic activity
and transport of protons is accomplished using biological enzymes or exogenous
mediators.51,52 Although relative performance is very low, on the order of 1 to
100 mW/m2, the potential for generating some power or simply power-neutral
decomposition and treatment of organic waste matter such as sewage water is
potentially quite significant to society.

Based on the continued growth and expansion of fuel-cell science, it is evident
that, despite lingering technical challenges, continued growth and development
of a variety of fuel cell systems will evolve toward implementation in many, but
certainly not all, potential applications. In some cases, development of existing or
new power sources or existing technical barriers will ultimately doom ubiquitous
application of fuel cells, while some applications are likely to enjoy commercial
success.

NOMENCLATURE
a activity coefficient of species, unitless
A area term, cm2

C molar concentration, mol/cm3

D diffusion coefficient, cm2/s
E voltage, V

Ea activation energy of electrochemical reaction, J/mol
F Faraday constant, charge on 1 mol of electrons, 96,487 As/mol

electron
G Gibbs free energy, kJ/kg
H enthalpy, kJ/kg
I current, A
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i current density, A/cm2

i 0 exchange current density, A/cm2

i 1 mass-limited current density, A/cm2

M solution molarity, mol/L
n electrons per mole oxidized or reduced, e−/mol
n. molar flow rate, mol/s
P pressure, Pa, and power, W
q ′′ heat flux, W/cm2

r area specific resistance, 	/cm2

R universal gas constant, 8.314 J/mol·K
RH relative humidity, unitless

S entropy, kJ/kg·K
T temperature, K
y mole fraction, unitless

Greek Letters
α charge transfer coefficient

�(x ) change of parameter x
γ reaction order for elementary oxidizer reaction
η polarization, V
λ electroosmotic drag coefficient, mol/mol H+, and water saturation

in electrolyte
σ conductivity, 	·m−1

ν stoichiometric coefficient of balanced equation; reaction order for
elementary fuel reaction

ξ stoichiometric flow ratio

Superscripts
0 standard conditions

Subscripts
a activation or anode
c cathode
e electrolyte

fc fuel cell
f fuel

H2O water
i species i
k individual cell components; number of cells in a stack
m mass transport
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ox oxidizer
r resistive

ref reference
sat at saturation conditions
th thermal
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1 INTRODUCTION

Geothermal energy is heat from Earth’s interior. Nearly all of geothermal energy
refers to heat derived from the Earth’s molten core. Some of what is often
referred to as geothermal heat derives from solar heating of the surface of the
Earth, although it amounts to a very small fraction of the energy derived from
the Earth’s core. For centuries, geothermal energy was apparent only through
anomalies in the Earth’s crust that permit the heat from Earth’s molten core to
venture close to the surface. Volcanoes, geysers, fumaroles, and hot springs are
the most visible surface manifestations of these anomalies.

Earth’s core temperature is estimated by most geologists to be around 5,000◦

to 7,000◦C. For reference, that is nearly as hot as the surface of the sun (although,
substantially cooler than the sun’s interior). And although the Earth’s core is cool-
ing, it is doing so very slowly in a geologic sense, since the thermal conductivity
of rock is very low and, further, the heat being radiated from Earth is being

∗Peter D. Blair, PhD, is Executive Director of the Division on Engineering and Physical Sciences
of the National Academy of Sciences (NAS) in Washington, DC. The views expressed in the
chapter, however, are his own and not necessarily those of the NAS.

101Environmentally Conscious Alternative Energy Production. Edited by Myer Kutz
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Table 1 Worldwide Geothermal Power Generation (2002) (Ref. 1)

Installed Capacity Electricity Generation
Country (mWe) (millions kWh/yr)

United States 2,850 15,900
Philippines 1,848 8,260
Mexico 743 5,730
Italy 742 5,470
Japan 530 3,350
Indonesia 528 3,980
New Zealand 364 2,940
El Salvador 105 550
Nicaragua 70 276
Costa Rica 65 470
Iceland 51 346
Kenya 45 390
China 32 100
Turkey 21 90
Russia 11 30
Azores 8 42
Guadalupe 4 21
Taiwan 3 —
Argentina 0.7 6
Australia 0.4 3
Thailand 0.3 2
TOTALS 7,953 47,967

substantially offset by radioactive decay and solar radiation. Some scientists
estimate that over the past three billion years, Earth may have cooled several
hundred degrees.

Geothermal energy has been used for centuries, where it is accessible, for
aquaculture, greenhouses, industrial process heat, and space heating. It was first
used for production of electricity in 1904 in Lardarello, Tuscany, Italy, with
the first commercial geothermal power plant (250 kWe) developed there in 1913.
Since then geothermal energy has been used for electric power production all over
the world, but most significantly in the United States, the Philippines, Mexico,
Italy, Japan, Indonesia, and New Zealand. Table 1 lists the current levels of
geothermal electric power generation installed worldwide.

2 GEOTHERMAL RESOURCES

Geothermal resources are traditionally divided into the following three basic
categories or types that are defined and described later in more detail:

1. Hydrothermal convection systems , which include both vapor-dominated
and liquid dominated systems
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Table 2 Geothermal Resource Classification

Temperature
Resource Type Characteristics

Hydrothermal convection resources (heat carried upward from
depth by convection of water or steam)

a. Vapor dominated −240◦C
b. Liquid(hot-water) dominated

1. High temperature 150–350◦C
2. Intermediate temperature 90–150◦C
3. Low temperature <90◦C

Hot igneous resources (rock intruded in molten form from depth)
a. Molten material present—magma systems >659◦C
b. No molten material—hot dry rock systems 90–650◦C
Conduction-dominated resources (heat carried upward by

conduction through rock)
a. Radiogenic (heat generated by radioactive decay) 30–150◦C
b. Sedimentary basins (hot fluid in sedimenary rock) 30–150◦C
c. Geopressured (hot fluid under high pressure) 150–200◦C

2. Hot igneous resources , which include hot dry rock and magma systems
3. Conduction-dominated resources , which include geopressured and radio-

genic resources

These basic resource types are distinguished by basic geologic characteristics
and the manner in which heat is transferred to Earth’s surface, as noted in Table 2.
At present only hydrothermal resources are exploited commercially, but research
and development activities around the world are developing the potential of the
other categories, especially hot dry rock. The following discussion includes a
description of and focuses on the general characterization of the features and
location of each of these resource categories in the United States.

2.1 The United States Geothermal Resource Base

The U.S. Geological Survey (USGS) compiled an assessment of geothermal
resources in the United States in 19752 and updated it in 19783 which char-
acterizes a geothermal resource base for the United States based on geological
estimates of all stored heat in the earth above 15◦C within six miles of the sur-
face. The defined base ignores the practical recoverability of the resource but
provides to first order a sense of the scale, scope, and location of the geothermal
resource base in the United States.

The U.S. geothermal resource base includes a set of 108 known geothermal
resource areas (KGRAs) encompassing over three million acres in the 11 western
states. The USGS resource base captured in these defined KGRAs does not
include the lower-grade resource base applicable in direct uses (space heating,



104 Geothermal Resources and Technology: An Introduction

greenhouses, etc.), which essentially blankets the entire geography of the nation,
although once again ignoring the issues of practical recoverability. Since the
1970s, many of these USGS-defined KGRAs have been explored extensively and
some developed commercially for electric power production. For more details see
Blair et al.4

2.2 Hydrothermal Resources

Hydrothermal convection systems are formed when underground reservoirs carry
the Earth’s heat toward the surface by convective circulation of steam in the case
of vapor-dominated resources or water in the case of liquid-dominated resources .
Vapor-dominated resources are extremely rare on Earth. Three are located in the
United States: The Geysers and Mount Lassen in California and the Mud Volcano
system in Yellowstone National Park.∗ All remaining KGRAs in the United States
are liquid-dominated resources (located in Figure 1).

VAPOR-DOMINATED
Mud Volcano Area
Lassen
The Geysers

LIQUID-DOMINATED
Raft River
Cove Fort-Sulphurdale
Roosevelt
Valles Caldera
Long Valley
Coso Hot Springs
Salton Sea
Niland
Heber
Brawley
East Mesa

Figure 1 U.S. known geothermal resource areas.

∗Other known vapor-dominated resources are located at Larderello and Monte Amiata, Italy, and
at Matsukawa, Japan.
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Vapor-Dominated Resources
In vapor-dominated hydrothermal systems, boiling of deep subsurface water
produces water vapor, which is also often superheated by hot surrounding rock.
Many geologists speculate that as the vapor moves toward the surface, a level
of cooler near-surface rock induces condensation, which along with the cooler
groundwater from the margins of the reservoir, serves to recharge the reservoir.
Since fluid convection takes place constantly, the temperature in the vapor-filled
area of the reservoir is relatively uniform and a well drilled into this region will
yield high-quality∗ superheated steam, which can be circulated directly in a steam
turbine generator to produce electricity.

The most commercially developed geothermal resource in the world today in
known as The Geysers in northern California, which is a very high-quality,
vapor-dominated hydrothermal convection system. At The Geysers steam is
delivered from the reservoir from a depth of 5,000 to 10,000 feet and piped
directly to turbine generators to produce electricity. Power production at The
Geysers began in 1960, growing to a peak generating capacity in 1987 of over
2000 mWe. Since then it has declined to around 1200 mWe, but still accounts
for over 90 percent of the total U.S. geothermal electric generating capacity.

Commercially produced vapor-dominated systems at The Geysers, Lardarello
(Italy), and Matsukawa (Japan) all are characterized by reservoir temperatures
in excess of 230◦C.† Accompanying the water vapor in these resources are very
small concentrations (less than 5%) of noncondensable gases (mostly carbon
dioxide, hydrogen sulfide, and ammonia). The Mount Amiata Field in Italy is
actually a different type of vapor-dominated resource, characterized by somewhat
lower temperatures than The Geysers-type resource and by much higher concen-
trations of noncondensable gases. The geology of Mount Amiata-type resources
is less well understood than The Geysers-type vapor-dominated resources, but
may turn out to be more common because its existence is more difficult to detect.

Liquid-Dominated Resources
Hot-water or wet steam hydrothermal resources are much more commonly found
around the globe than dry steam deposits. Hot-water systems are often associated
with a hot spring that discharges at the surface. When wet steam deposits occur at
considerable depths (also relatively common), the resource temperature is often

∗High-quality steam is often referred to as dry steam since it contains no entrained liquid water
spray. Most steam boilers are designed to produce high-quality steam. Steam with entrained liquid
has significantly lower heat content than dry steam. Superheated steam is steam generated at
a higher temperature than its equivalent pressure, created either by further heating of the steam
(known as superheating), usually in a separate device or section of a boiler known as a superheater,
or by dropping the pressure of the steam abruptly, which allows the steam drop to a lower pressure
before the extra heat can dissipate.
†The temperature of dry steam is 150◦C, but steam plants are most cost-effective when the resource
temperature is above about 175◦C.
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well above the normal boiling point of water at atmospheric pressures. These
temperatures are know to range from 100◦ to 700◦C at pressures of 50 to 150 psig.
When the water from such resources emerges at the surface, either through wells
or through natural geologic anomalies (e.g., geysers), it flashes to wet steam. As
noted later, converting such resources to useful energy forms requires more com-
plex technology than that used to obtain energy from vapor-dominated resources.

One of the reasons dealing with wet steam resources is more complex is
that the types of impurities found in them vary considerably. Commonly found
dissolved salts and minerals include sodium, potassium, lithium, chlorides, sul-
fates, borates, bicarbonates, and silica. Salinity concentrations can vary from
thousands to hundreds of thousands of parts per million. The Wairekei Fields in
New Zealand and the Cerro Prieto Fields in Mexico are examples of currently
well-developed liquid-dominated resources and in the United States many such
resources are in development or under consideration for development.

2.3 Hot Dry Rock and Magma Resources

In some areas of the western United States, geologic anomalies such as tectonic
plate movement and volcanic activity have created pockets of impermeable rock
covering a magma chamber within six or so miles of the surface. The temperature
in these pockets increases with depth and the proximity to the magma chamber,
but, because of the impermeability of the rock, they lack a water aquifer. Hence,
they are often referred to as hot dry rock (HDR) deposits.

A number of schemes for useful energy production from HDR resources have
been proposed, but all of them involve creation of an artificial aquifer that is used
to bring the heat to the surface. The basic idea is to introduce artificial fractures
that connect a production and injection well. Cold water is injected from the
surface into the artificial reservoir where the water is heated then returned to
the surface through a production well for use in directuse or geothermal power
applications. The concept is being tested by the U.S. Department of Energy at
Fenton Hill near Los Alamos, New Mexico.

A typical HDR resource extraction system design is shown in Figure 2. The
critical parameters affecting the ultimate commercial feasibility of HDR resources
are the geothermal gradient throughout the artificial reservoir and the achievable
well flow rate from the production well.

Perhaps even more challenging than HDR resource extraction is the notion of
extracting thermal energy directly from shallow (several kilometers in depth)
magma intrusions beneath volcanic regions. Little has been done to date to
develop this kind of resource.

2.4 Geopressured Resources

Near the Gulf Coast of the United States are a number of deep sedimentary basins
that are geologically very young, less than 60 million years. In such regions, fluid
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power plant
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water

Circulation
pump

Injection well Production well

Hydraulic fracture

Figure 2 Hot dry rock geothermal resource conversion.

located in subsurface rock formations carry a part of the overburden load, thereby
increasing the pressure within the formation. If the water in such a formation
is also confined in an insulating clay bed, the normal heat flow of Earth can
raise the temperature of the water considerably. The water in such formations
is typically of somewhat lower salinity as well, compared to adjacent aquifers,
and, in many cases, is saturated with large amounts of recoverable methane. Such
formations are referred to as geopressured and are considered by some geologists
to be promising sources of energy in the coming decades.

The promise of geopressured geothermal resources lies in the fact that they
may be able to deliver energy in three forms: (1) mechanical energy, since the gas
and liquids are resident in the formations under high hydraulic pressure, (2) the
geothermal energy stored in the liquids, and (3) chemical energy, since, as list
above, many geopressured resources are accompanied by high concentrations of
methane or natural gas.

Geopressured basins exist in several areas within the United States, but those
considered the most promising are located in the Texas–Louisiana coast. They
are of particular interest because they are very large in terms of both areal extent
and thickness and because the geopressured liquids (mostly high-salinity brine)
are suspected to include high concentrations of methane.

In past evaluations of the Gulf Coast region, a number of geopressured fair-
ways were identified, which are thick sandstone bodies expected to contain
geopressured fluids of at least 150◦C. Detailed studies of the fairways of the
Frio Formation in East Texas were completed in 1979, although only one, Bra-
zoria, met the requirements for further well testing and remains the subject of
interest by researchers.

3 GEOTHERMAL ENERGY CONVERSION

For modern society, geothermal energy has a number of important advantages.
Although not immediately renewable like solar and wind resources, Earth’s
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energy is vast and essentially inexhaustible (i.e., with a lifetime of billions of
years); environmental impacts associated with geothermal energy conversion are
generally modest and local compared with other alternatives; and energy produc-
tion is generally very reliable and available day and night. In addition, geothermal
energy is not generally affected by weather, although there may be seasonal dif-
ferences in plant efficiency. Finally, geothermal plants take little space and can
be made unobtrusive even in areas of high scenic value, where many geothermal
resources are located.

Most economical applications of geothermal energy, at least at this point in the
development of the necessary technology, hinge on the availability and quality of
the resource. On one hand, geothermal resources are far less pervasive than solar
or wind resources. On the other hand, as technology continues to develop, the
use of lower-quality but much more common geothermal resources may increase
their development substantially.

Since use of geothermal energy involves interaction with a geologic system,
the characteristics and quality of the resource involves some natural variability
(far less than with solar or wind), but, more importantly, the utilization of the
geothermal resource can be affected profoundly by the way in which the resource
is tapped. In particular, drawing steam or hot water from a geothermal aquifer
at a rate higher than the rate at which the aquifer is refreshed will reduce the
temperature and pressure of the resource available for use locally and can pre-
cipitate geologic subsidence evident even at the surface. The consequences of
resource utilization for the quality of the resource are especially important since
geothermal energy is used immediately and not stored, in contrast to the case
of oil and gas resources, and would undermine the availability, stability, and
reliability of the commercially produced energy from the resource and diminish
its value.

Reinjecting geothermal fluids that remain after the water (or steam) has been
utilized in a turbine (or other technology that extracts the useful heat from the
fluid) helps preserve the fluid volume of the reservoir and is now a common
practice for environmental reasons and to mitigate subsidence.∗ Nonetheless,
even with reinjection, the heat content of a well-developed geothermal reservoir
will gradually decline, as typified by the history at The Geysers.

A variety of technologies are in current use to convert geothermal energy to
useful forms. These can very generally be grouped into three basic categories:
(1) direct use, (2) electric power generation, and (3) geothermal heat pumps.
Each category utilizes the geothermal resource in a very different way.

∗Reinjection of water is common in oil and gas field maintenance to preserve the volume and
pressure of the resource in those fields and the basic concept is applicable in geothermal fields as
well to both mitigate the environmental impacts of otherwise disposing of spent geothermal liquids
and to maintain the volume, temperature, and pressure of the geothermal aquifer.
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3.1 Direct Uses of Geothermal Energy

The heat from geothermal resources is frequently used directly without a heat
pump or to produce electric power. Such applications generally use lower-
temperature geothermal resources for space heating (commercial buildings,
homes, greenhouses, etc.), industrial processes requiring low-grade heat (drying,
curing, food processing, etc.), or aquaculture.

Generally, these applications use heat exchangers to extract the heat from
geothermal fluids delivered from geothermal wells. Then, as noted earlier, the
spent fluids are then injected back into the aquifer through reinjection wells. The
heat exchangers transfer the heat from the geothermal fluid usually to fresh water
that is circulated in pipes and heating equipment for the direct use applications.

Such applications can be very efficient in small end-use applications such as
greenhouses, but it is generally necessary for the applications to be located close
to the geothermal heat source. Perhaps the most spectacular and famous example
of direct use of geothermal energy is the city of Reykjavik, Iceland, which is
heated almost entirely with geothermal energy.

3.2 Electric Power Generation

Geothermal electric power generation generally uses higher-temperature geother-
mal resources (above 110◦C). The appropriate technology used in power conver-
sion depends on the nature of the resources.

As noted earlier, for vapor-dominated resources, it is possible to use direct
steam conversion. For higher-quality liquid-dominated hydrothermal resources—
with temperatures greater than 180◦C, power plants can be used to separate
steam (flashed) from the geothermal fluid and then feed the steam into a turbine
that turns a generator. For lower-quality resources so-called binary power plants
can increase the efficiency of electric power production from liquid-dominated
resources.

In a manner similar to direct uses of geothermal energy, binary power plants
use a secondary working fluid that is heated by the geothermal fluid in a heat
exchanger. In binary power plants, however, the secondary working fluid is usu-
ally a substance such as isobutane, which is easily liquified under pressure but
immediately vaporizes when the pressure is released at lower temperatures than
that of water. Hence, the working-fluid vapor turns the turbine and is condensed
prior to reheating in a heat exchanger to form a closed-loop working cycle.

In all versions of geothermal electric power generation, the spent geothermal
fluids are ultimately injected back into the reservoir. Geothermal power plants
vary in capacity from several hundred kWe to hundreds of mWe. In the United
States, at the end of 2002, there were 43 geothermal power plants, mostly located
in California and Nevada. In addition, Utah has two operating plants and Hawaii
has one. The power-generating capacity at The Geysers remains the largest
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concentration of geothermal electric power production in the world, producing
almost as much electricity as all the other U.S. geothermal sites combined.

Muffler3 estimates that identified hydrothermal resources in the United States
could provide as much as 23,000 mWe of electric generating capacity for 30
years, and undiscovered hydrothermal resources in the nation could provide as
much as five times that amount. Kutscher5 observes that if hot dry rock resources
become economically recoverable in the United States, they would be “sufficient
to provide our current electric demand for tens of thousands of years,” although
currently economically tapping hot dry rock resources remains largely elusive
and speculative. To explore that potential, a variety of research and development
program activities are underway sponsored by the U.S. government.1

The following sections explore more specifically the technologies of direct
steam, flash, and binary geothermal energy conversion along with the strategy
of combining geothermal energy with fossil (oil, coal, or natural gas) in power
generation.

Direct Steam Conversion
Electric power generation using the geothermal resources at The Geysers in
California and in central Italy, which were referred to earlier as The Geysers-type
vapor-dominated resources, is a very straightforward process relative to the pro-
cesses associated with other kinds of geothermal resources. A simplified flow
diagram of direct steam conversion is shown in Figure 3. The key components
of such a system include the steam turbine–generator, condenser, cooling towers,
and some smaller facilities for degassing and removal of entrained solids and for
pollution control of some of the noncondensable gases.

The process begins when the naturally pressurized steam is piped from pro-
duction wells to a power plant, where it is routed through a turbine generator
to produce electricity. The geothermal steam is supplied to the turbine directly,

Steam
turbine–generator

~

Condenser

Production
steam

Reinjection water

Cooling tower

Figure 3 Direct steam conversion.
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except for the relatively simple removal of entrained solids in gravity separators
or the removal of noncondensable gases in degassing vessels. Such gases include
carbon dioxide, hydrogen sulfide, methane, nitrogen, oxygen, hydrogen, and
ammonia. In modern geothermal plants additional equipment is added to control,
in particular, the hydrogen sulfide and methane emissions from the degassing
stage. Release of hydrogen sulfide is generally recognized as the most impor-
tant environmental issue associated with direct steam conversion plants at The
Geysers’ generating facilities. The most commonly applied control technology
for abatement of toxic gases such as hydrogen sulfide in geothermal power plants
is known as the Stratford process.

As the filtered steam from the gravity separators and degassing units expands
in the turbine it begins to condense. It is then exhausted to a condenser, where
it cools and condenses completely to its liquid state and is subsequently pumped
from the plant. The condensate is then almost always reinjected into the sub-
terranean aquifer at a location somewhat removed from the production well.
Cooling in the condenser is provided by a piping loop between the condenser
and the cooling towers. The hot water carrying the heat extracted from the con-
densing steam line from the turbine is routed to the cooling tower where the heat
is rejected to the atmosphere. The coolant fluid, freshly cooled in the cooling
tower, is then routed back to the condenser, forming the complete cooling loop
(as shown in Figure 3).

Reinjection of geothermal fluids in modern geothermal systems is almost
always employed to help preserve reservoir volume and to help mitigate air
and water pollutant emissions on the surface. However, as the geothermal well
field is developed and the resource produced, effective reservoir maintenance
becomes an increasingly important issue. For example, in The Geysers, noted
earlier as a highly developed geothermal resource, as the geothermal fluids are
withdrawn and reinjected, the removal of the heat used in power generation
causes the reservoir temperature to decline. The cooling reservoir then contracts,
and this is observed at the surface as subsidence.∗ Geophysicists Mossop and
Segall observe that subsidence at The Geysers has been on the order of 0.05 m
per year since the early 1970s.6

Because of the quality of the resource and the simplicity of the necessary equip-
ment, direct steam conversion is the most efficient type of geothermal electric
power generation. A typical measure of plant efficiency is the amount of electric
energy produced per pound of steam at a standard temperature (usually around
175◦C). For example, the power plants at The Geysers produce 50–55 Whr of
electricity per pound of 176◦C steam used, which is a very high-quality geother-
mal resource. Another common measure of efficiency is known as the geothermal

∗Most researchers conclude that the extraction, reinjection, and associated temperature decline
causes strain due to a combination of thermoelastic and poroelastic deformations, which results in
surface subsidence. See, for example, Mossop and Segall in Ref. 6.
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resource utilization efficiency (GRUE), defined as the ratio of the net power
output of a plant to the difference in the thermodynamic availability of the
geothermal fluid entering the plant and that of that fluid at ambient conditions.
Power plants at The Geysers operate at a GRUE of 50 to 56 percent.

Flashed Steam Conversion
Most geothermal resources do not produce dry steam, but rather a pressurized
two-phase mixture of steam and water often referred to as wet steam . When the
temperature of the geothermal fluid in this kind of resource regime is greater
than about 180◦C, plants can use the flashed steam energy conversion process.
Figure 4 is a simplified schematic that illustrates the flashed steam power gen-
eration process used in such plants. In addition to the key components used
in direct steam conversion plants (i.e., turbine, condenser, and cooling towers),
flashed steam plants include a component called a separator or flash vessel.

The flash conversion process begins with the geothermal fluid flows from
the production well(s) flows under its own pressure into the separator, where
saturated steam is flashed from the liquid brine. That is, as the pressure of the
fluid emerging from the resource decreases in the separator, the water boils or
flashes to steam and the water and steam are separated. The steam is diverted
into the power production facility and the spent steam and remaining water are
then reinjected into the aquifer.

Many geothermal power plants use multiple stages of flash vessels to improve
the plant efficiency and raise power generation output. Figure 5 is a simplified
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Figure 5 Two-stage flash conversion.

schematic illustrating a two-stage or dual-flash system . Such systems are designed
to extract additional energy from geothermal resource by capturing energy from
both high and lower temperature steam.

In the two-stage process, the unflashed fluid leaving the initial flash vessel
enters a second flash vessel that operates at a lower pressure, causing additional
steam to be flashed. This lower-pressure steam is supplied to the low-pressure
section of the steam turbine, recovering energy that would have been lost if
a single-stage flash process had been used. The two-stage process can result
in a 37 percent or better improvement in plant performance compared with a
single-stage process. Additional stages can be included as well, resulting in suc-
cessively diminishing levels of additional efficiency improvement. For example,
addition of a third stage can add an additional 6 percent in plant performance.

Binary Cycle Conversion
For lower-quality geothermal resource temperatures—usually below about
175◦C,—flash power conversion is not efficient enough to be cost effective.
In such situations, it becomes more efficient to employ a binary cycle. In the
binary cycle, heat is transferred from the geothermal fluid to a volatile working
fluid (usually a hydrocarbon such as iobutane or isopentane) that vaporizes and
is passed through a turbine. Such plants are called binary since the secondary
fluid is used in a Rankine power production cycle, and the primary geothermal
fluid is used to heat the working fluid. These power plants generally have higher
equipment costs than flash plants because the system is more complex.
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Figure 6 is a simplified schematic illustrating the key components in the binary
cycle conversion process. Geothermal brine from the production well(s) passes
through a heat exchanger, where it transfers heat to the secondary working fluid.
The cooled brine is then reinjected into the aquifer. The secondary working fluid
is vaporized and superheated in the heat exchanger and expanded through a
turbine, which drives an electric generator. The turbine exhaust is condensed in
a surface condenser, and the condensate is pressurized and returned to the heat
exchanger to complete the cycle. A cooling tower and a circulating water system
reject the heat of condensation to the atmosphere.

A number of variations of the binary cycle have been designed for geothermal
electric power generation. For example, a regenerator may be added between the
turbine and condenser to recover energy from the turbine exhaust for condensate
heating and to improve plant efficiency. The surface-type heat exchanger, which
passes heat from the brine to the working fluid, may be replaced with a direct
contact or fluidized-bed type exchanger to reduce plant cost. Hybrid plants com-
bining the flashed steam and binary processes have also been evaluated in many
geothermal power generation applications.

The binary process is proving to be an attractive alternative to the flashed
steam process at geothermal resource locations that produce high-salinity brine.
First, since the brine can remain in a pressurized liquid state throughout the
process and does not pass through the turbine, problems associated with salt
precipitation and scaling as well as corrosion and erosion can be greatly reduced.
In addition, binary cycles offer the additional advantage that a working fluid can
be selected that has superior thermodynamic characteristics to steam, resulting
in a more efficient conversion cycle. Finally, because all the geothermal brine
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is reinjected into the aquifer, binary cycle plants do not require mitigation of
gaseous emissions, and reservoir fluid volume is maintained. Larger binary plants
are typically constructed as a series of smaller units or modules, so maintenance
can be completed on individual modules without shutting down the entire plant,
thereby minimizing the impact on total plant output.

Some Additional System Selection Considerations
The overall efficiency of energy conversion processes for liquid-dominated
resources is dependent primarily on the resource temperature and to a lesser
degree on brine salinity and the concentration of noncondensable gases. Sys-
tem efficiency can generally be improved by system modifications, but such
modifications usually involve additional cost and complexity. Figure 7 shows
an empirical family of curves relating power production per unit of geothermal
brine consumed for both two-stage flash and binary conversion systems.

The level of hydrogen sulfide emissions is an important consideration
in geothermal power plant design. Emissions of hydrogen sulfide at liquid-
dominated geothermal power plants are generally lower than for direct steam
processes. For example, steam plants emit 30 to 50 percent less hydrogen sul-
fide than direct steam plants. Binary plants would generally not emit significant
amounts of hydrogen sulfide because the brine remains contained and pressurized
throughout the entire process.
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Finally, the possibility of land surface subsidence caused by withdrawal of
the brine from the geothermal resource can be an important design consider-
ation. Reinjection of brine is the principal remedy for avoiding subsidence by
maintaining reservoir volume and has the added environmental benefit of mini-
mizing other pollution emissions to the atmosphere. However, faulty reinjection
can contaminate local fresh groundwater. Also in some plant designs if all brine
is reinjected, an external source of water is required for plant cooling water
makeup.

Hybrid Geothermal/Fossil Energy Conversion
Hybrid fossil/geothermal power plants use both fossil energy and geothermal heat
to produce electric power. A number of alternative designs exist. First, a geother-
mal preheat system involves using geothermal brine to preheat the feedwater in
an otherwise conventional fossil-fired power plant. Another variation is fossil
superheat concept that incorporates a fossil-fired heater to superheat geothermal
steam prior to expansion in a turbine.

3.3 Geothermal Heat Pumps

Geothermal heat pumps (GHP), sometimes also referred to as groundwater heat
pumps, use the earth’s typical diffuse low-grade heat found in the very shallow
subsurface (usually between 30 and 300 ft in depth), usually in space-heating
applications. In most geographic areas in the United States, GHP can deliver
three to four times more energy than it consumes in the electricity needed to
operate and can be used over a wide range of earth temperatures.

The GHP energy-conversion process works much like a refrigerator, except
that it is reversible, that is, the GHP can move heat either into the earth for cooling
or out of the earth for heating, depending on whether it is summer or winter.
GHP can be used instead of or in addition to direct uses of geothermal energy for
space or industrial process heating (or cooling), but the shallow resource used by
GHP is available essentially anywhere, constrained principally by land use and
economics, especially initial installation costs.

The key components of the GHP system include a ground refrigerant-to-water
heat exchanger, refrigerant piping and control valves, a compressor, an air coil
(used to heat in winter and to cool and dehumidify in summer), a fan, and control
equipment. This system is illustrated in Figure 8.

The GHP energy-conversion process begins with the ground heat exchanger,
which is usually a system of pipes configured either as a closed-or open-loop
system. The most common configuration is the closed loop, in which high-density
polyethylene pipe is buried horizontally at a depth of at least 4 to 6 ft deep
or vertically at a depth of 100 to 400 ft. The pipes are typically filled with a
refrigerant solution of antifreeze and water, which acts as a heat exchanger .
That is, in winter, the fluid in the pipes extracts heat from the earth and carries it



3 Geothermal Energy Conversion 117

Circulating air out Pressure reducer

Ground loop

CompressorFan

Air handler

Heat exchanger

Circulating air in

Figure 8 Geothermal heat pump system configuration.

into the building. In the summer, the system reverses the process and takes heat
from the building and transfers it to the cooler ground.

GHP systems deliver heated or cooled air to residential or commercial space
through ductwork just like conventional heating, ventilating, and air conditioning
(HVAC) systems. An indoor coil and fan called an air handler also contains a
large blower and a filter just like conventional air conditioners.

Ground-Loop GHP Systems
There are four basic types of ground-loop GHP systems: (1) horizontal, (2) verti-
cal, (3) pond/lake, and (4) open-loop configurations; the first three of these are all
closed-loop systems. Selection of one of these system types depends on climate,
soil conditions, available land, and local installation costs. The following briefly
describes each of the approaches to GHP ground-loop systems.

• Horizontal. Considered generally most cost-effective for residential instal-
lations, especially for new construction where sufficient land is available,
the installation entails two pipes buried in trenches that form a loop.

• Vertical. Vertically-oriented systems are often used for large commercial
buildings and schools where the land area required for horizontal loops
would be prohibitive or where the surrounding soil is too shallow for
trenching in a horizontal system or when a goal is to minimize the distur-
bance to existing landscaping. In such systems holes are drilled about 20 ft
apart and 100 to 400 ft deep and pipes are installed and connected at the
bottom to form the loop.

• Pond/lake. If the site has a suitable water body accessible, a supply line
pipe can be run from the building to the water and coiled under the surface
of the water body to prevent freezing in winter.

• Open-loop. An open-loop system uses water from well(s) or a surface body
of water as the heat exchange fluid that circulates directly through the GHP
system. Once the water has circulated through the heat exchanger, the water
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returns to the ground through another well or by surface discharge. This
option can be used only where there is an adequate supply of relatively
clean water and where its use is permitted under local environmental codes
and regulations.
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1 MARKET AND ECONOMICS

Wind power has long been used for grain-milling and water-pumping applications.
Significant technical progress since the 1980s, however, driven by advances in
aerodynamics, materials, design, controls, and computing power, has led to eco-
nomically competitive electrical energy production from wind turbines. Technology
development, favorable economic incentives (due to its early development status
and environmental benefits), and increasing costs of power from traditional fossil
sources have led to significant worldwide sales growth since the early 1980s. Pro-
duction has progressed at an even faster pace beginning in the late 1990s. Figure 1,
below shows the U.S. wind turbine installations (MW, net) since 1981.

The spike in U.S. wind turbine installations from 1982 to 1985 was due to
generous tax incentives (up to 50 percent in California2), access to excellent
wind resources, and high fossil-fuel prices. Today, Germany, the United States,
Spain, and Denmark lead in installed MW, although significant growth is occur-
ring worldwide.3 From an energy-share standpoint, the northern German state,
Shleswig-Holstein, produces approximately 30 percent of its electric energy from
wind power, while Denmark produces about 20 percent.4

Like other power-producing technologies, wind turbines are measured on their
ability to provide low cost of electricity (COE) and high project net present value
(NPV). Unlike fossil plants, however, fuel (wind energy) is free. This causes COE
to be dominated by the ratio of costs per unit energy, rather than a combination
of capital costs, fuel cost, and thermal efficiency. For customers purchasing based

119Environmentally Conscious Alternative Energy Production. Edited by Myer Kutz
Copyright © 2007 John Wiley & Sons, Inc.
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Figure 1 U.S. wind turbine installations (MW) by year. (From Ref. 1.)

on highest NPV, high power sale prices and energy production credits can drive
turbine optimization to a larger size (and/or energy capture per rated MW), and
higher COE, than would be expected from a typical optimization for lowest COE.
Operation and maintenance costs (in cents per kWh) for wind turbines trend
higher than those for fossil plants, primarily due to their lower power density.
The ability to predict and trade life-cycle costs versus energy improvement, from
new technologies, is a key contributor to efficient technology development and
market success.

2 CONFIGURATIONS

The most popular configuration for power-generating wind turbines is the upwind
three-bladed Horizontal Axis Wind Turbine (HAWT), shown in Figure 2. Upwind
refers to the position of the blades relative to the tower.

Wind turbine configurations can be traced back to vertical-axis drag-type
machines used for milling grain, which had the theoretical potential to achieve an
8 percent power coefficient, or percent energy extracted from the wind.6 Mod-
ern Vertical Axis Wind Turbines (VAWT), like HAWTs, use the much more
effective lift principle to produce power. VAWTs have been built in both Dar-
rieus (curved blades connected at one or both ends) and H (separate vertical
blades; also called giromill) configurations, although neither has been put into
widespread use. VAWT aerodynamics are somewhat more complex, with a con-
stantly changing angle of attack, and analyses have generally concluded that their
power coefficient entitlement is lower than HAWTs.7 Figure 3 shows the nacelle
cutaway view of a horizontal-axis turbine.
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Figure 2 GE 2 · X prototype in Wieringerneer, Netherlands. (Courtesy of Ref. 5.)

The rotor, made up of the blades and hub, rotates a drive train through the
low-speed shaft connected to a gearbox, high-speed shaft, and generator (or from
the low-speed shaft to a direct-drive generator). The nacelle consists of the base
frame and enclosure; it houses the drive train, various systems, and electron-
ics required for turbine operation. Towers are made of steel or steel-reinforced
concrete. Steel towers use either a tubular or lattice type construction. Today’s tur-
bine configuration has evolved from both scaling-up and adding features to small
wind turbine designs, and from private and government-sponsored development
of large machines.

3 POWER PRODUCTION AND ENERGY YIELD

Turbines extract energy from the wind according to following formula, derived
from the first law of thermodynamics:

P = Cp
1
2ρAU 3
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Figure 3 GE 1.5s nacelle, cutaway view. (Courtesy of Ref. 5.)

where

P = Power
Cp = Power coefficient
ρ = Air density
A = Rotor swept area
U = Air velocity at hub height

This equation shows power to be a function of air density and swept area, while
varying by the cube of wind speed. These functions are not exact in real cal-
culations, however, as aerodynamic and drive-train characteristics restrict power
coefficient over much of the operating range. The maximum theoretical power
coefficient with zero airfoil drag and other simplifying assumptions is 59.3 per-
cent, while modern turbines deliver peak coefficients in the mid-40 percent range.

The peak efficiency corresponds to a rotor exit air velocity of one-third the
initial wind speed. This wake effect—along with site geographic, turbulence, and
wind rose data—is significant when planning turbine spacing and arrangement
on a multi-turbine wind farm. Turbulence acts to reduce the velocity reduction
immediately behind the turbine by re-energizing the wake, while it also spreads
the energy loss over larger area.6 Crosswind spacing, depending on wind charac-
teristics, can usually be much closer than downwind spacing—crosswind tower
spacing is on the order of three to five rotor diameters.

The power equation also provides insight into the basic power and mass scal-
ing relationships. Power increases as a function of area, a function of diameter
squared, while mass is a function of volume, or diameter cubed. This is true for
aerodynamically load-limited components. Most electrical capacities and costs
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scale with rated power, while some part sizes are independent of turbine size.
The cubed-squared relationship between component mass and power is the same
found in most power-generation cycles, such as gas turbines. Larger wind turbines
are made economically possible by both reducing this 3/2 exponent, by improv-
ing technology and design strategy, such as using more advanced materials, and
from increased leverage over fixed costs.

Wind turbine performance is characterized by its power curve, Figure 4, which
shows the gross power produced as a function of wind speed. This curve assumes
clean airfoils, standard control schedules, a given wind turbulence intensity, and a
sea-level air density. Three items to note on the power curve are the cut-in speed,
cut-out speed, and generator rating. Cut-in speed is determined by the wind speed
where the aerodynamic torque is enough to overcome losses. Cut-out speed is
set to balance the power production in high winds with design loads and costs.
Both speeds have dead-band regions around them to minimize the number of
start–stop transients during small changes in wind speed.

Like cut-out speed, selecting the rotor diameter relative to generator rating
requires balancing higher energy production at high wind speeds while minimiz-
ing costs.

Economic and design analysis has proven that turbines designed for high
wind-speed operation should have a larger generator relative to rotor size, while
those designed for low wind speed will have a larger rotor for a given generator
size.8 Advances in design and controls technology have not only helped turbines
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scale economically to larger sizes, but have allowed turbines to run larger rotor
diameters at a given rating.4

Representative power curves are shown for two methods of limiting power in
high winds. The pitch-controlled blade curve shows a constant generator output
above rated power, while the curve for a stall-controlled (fixed-pitch) turbine
delivers a peaked profile. Gross annual energy production (in kilowatt-hours,
kWh) is calculated by multiplying the wind probability (in annual hours) at each
wind speed by the power curve KW at that same wind speed, then adding up
the total. Because of the higher probability for low wind speeds and turbine
design/economic tradeoffs, wind turbines operate at 25 percent to 45 percent
plus net capacity factor, depending on the turbine and site. Capacity factor is the
fraction of energy produced relative to the rated capacity. This is much lower
than the 95 percent plus levels achieved by dispatchable fossil-fuel power plants.

Annual energy yield = 5,000,000 kWh (assumed: measured from a kWh meter,

or calculated based on turbine and wind conditions)

Rated capacity = 1,500 kW (Rating) × 8,760 hours/year

Capacity Factor = 5,000,000/(1,500 × 8,760) = 38%

Some of the gross-to-net loss is bookkept as availability losses (1 to 4 percent
of energy produced), which are caused by both forced and scheduled outages.
Other losses can total less than 15 percent and include array interference effects,
electrical collection losses, blade soiling, and control losses.

Predictive performance analysis generally assumes that wind speed probability
follows a Rayleigh distribution (Weibull distribution with shape factor equal to
2), along with an average wind speed at the hub height. In-depth and site analyses
will use modifications to this statistical model, or will use data unique to a given
site. Although the previous example considers the effects of vertical wind shear
on average wind speed at hub-height, detailed energy yield analysis and loads
calculations need to consider the effects of vertical velocity distribution. Taller
towers allow turbines to see a higher average wind speed due to reduced friction
with the ground and other objects at lower heights.

4 ROTOR AND DRIVE TRAIN DESIGN

Rotor and drive train are ultimately optimized to yield the best economics for the
turbine’s mission. This is part of a multidisciplinary process involving aerody-
namics, weight, materials, aeroelasticity, life, first cost, operating cost, frequency
response, controls strategy, configuration options/technology availability, noise,
site characteristics, supply chain, and a customer value equation. One modern
mission requirement is quieter operation for land-based turbines—various noise
sources correlate with tip speed raised to powers as high as the five, among
other variables.6 Aerodynamic characteristics that are selected include number
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of blades, tip speed ratio, blade radius, solidity, blade twist, chord length, airfoil
section, and so on in greater detail. As an example of this process, consider that
at a given rated power, higher tip speed ratio (higher rotor speed at a given wind
speed) does the following:

• It reduces main shaft torque requirements and component sizes (costs).
• It increases noise.
• It decreases rotor solidity (to maintain or increase the power coefficient),

which reduces blade chord length and thickness (for a given number of
blades).

• It makes it more difficult to fabricate blades and achieve strength objectives.

Prior to generating power, wind turbines were generally configured as
direct-drive units to pump water or mill grain. These applications place a high
emphasis on torque coefficient at zero rotor speed, defining their ability to start
under load. A high-power coefficient was sacrificed by using high blade solidity
(blade area divided by rotor disk area) and low tip-speed ratios (tip speed divided
by wind speed) in order to achieve high torque.9 When transferring power through
an electrical connection, such as a generator, rotor design generally favors higher
power coefficients via low solidity and high tip-speed ratio, resulting in modern
high aspect-ratio blade shapes. Three blades have generally been favored over two
because power coefficient is higher at lower tip-speed ratios, and for several struc-
tural dynamic considerations: out-of-plane bending loads are higher on two-blade
designs due to wind shear, tower shadow effect, effects of an upward-tiled shaft
(to improve tower clearance), and from yaw-induced moments due to a changing
moment of inertia.10 Several of these loads can be eliminated in two-blade rotors
with the use of a teetering hub.

As already described above, a wind turbine will generally be designed with
little excess weight, or structural design, margin in order optimize life-cycle
economics. Design misses, such as higher weight blades, have subsequent effect
in weight, cost, and/or life of drive train, tower, and foundation components.
Turbine fatigue and ultimate loads are driven by four categories: aerodynamic,
gravity, dynamic interactions, and control.11

Drive trains absorb the rotor loads and distribute them to the bedplate for
transmission to the tower and foundation. They also serve to convert torque into
electrical power via the nacelle-mounted generator. Direct-drive generators, used
by some manufacturers, turn at the rotor RPM, use a higher number of gener-
ator poles, and use power electronics to convert this rotor RPM into 50 Hz or
60 Hz AC current. Geared drive trains use a gearbox to drive a high-speed shaft
connected to a smaller generator (with a fewer number of poles). Most manufac-
turers are employing variable-speed and pitch control using power electronics,
pitch controllers, gearboxes, and induction (asynchronous) generators to optimize
cost, energy yield, and improve grid power quality.



126 Wind Power Generation

Design advances are evident in the lighter and more compact drive trains.
ENERCON GmbH has used direct-drive generators since the early 1990s.12

These, and mixed solutions that use a single-stage gearbox to step up to a smaller
low-speed generator, have been receiving more attention by other manufacturers
as power electronic costs have come down.

5 SITE SELECTION

Turbine siting tasks are designed to solve a wide range of economic, environmen-
tal, social, and technical issues. Computer modeling of wind-farm concepts can
help estimate both the wind resource as well as improve understanding of visual,
acoustic, and environmental issues. Some of the early site election activities
include the following:

1. Wind resource
• Determining location(s) with highest average wind speeds
• Estimating array losses and terrain effects

2. Revenue
• Energy
• Capital, energy, and/or emissions incentives

3. Costs
• Transportation and construction access
• Grid interconnection costs and transmission impact
• Land-lease and/or opportunity costs
• Foundation costs and geological compatibility

4. Site access and environmental
• Noise and visual restrictions
• Access rights
• Impact on wildlife such as birds, bats, or endangered species
• Interference with aviation flight routes or radar

Micrositing optimizes turbine placement at a given site through the detailed
evaluation of energy resource and iteration for best energy yield and/or farm
economics. It can be performed after or during the early selection process.
State-of-the-art micrositing utilizes macro- and micro-level weather and flow
models that are correlated to both long-term (usually low-resolution data, such
as airport weather stations) and shorter-term high-resolution data taken from
meteorological masts. Models will include topographical features and turbulence
estimates, and should be able to produce uncertainty estimates that are useful
in financial risk calculations. Ideally, micrositing optimization will include the
impact of cost, such as roads and electrical collection, and noise/control strategy
in addition to energy yield.
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Although it pays for large farms to expend considerable resources to optimize
farm layout, smaller installations consisting of one or a few small turbines may
not want to cover the cost of detailed analysis. For these cases, rules of thumb
can be used to optimize siting to account for turbulence and boundary-layer
effects caused by surface roughness and interference, topographical features in
the terrain, and turbine wakes. Boundary layer impact on wind velocity is usually
expressed by a power-law equation, often using a default one-seventh exponent
to model a typical vertical wind shear profile:

V (z)/V (zr) = (z/zr)
α

where

α = 1/7 = 0.143
V (z ) = Average wind velocity (m/s) at hub height
V (z r) = average wind velocity (m/s) at reference elevation

z = elevation, m
z r = reference elevation, m

This allows correcting from a measured (reference) wind location, such as a 10 m
weather tower to a much taller wind turbine hub-height. The actual exponent will
be calculated from meteorological mast data, extending to a much taller height,
and will vary with wind direction and speed (topography, array interference),
among other factors. For improved—but still approximate—calculations, the
exponent equation can be replaced with an expression based on terrain features:

V (z)/V (zr) = ln(z/z0)/ ln(zr/z0)

where
V (z ) = Average wind velocity (m/s) at hub height
V (z r) = average wind velocity (m/s) at reference elevation

z = elevation, m
z 0 = roughness length, m
z r = reference elevation, m

Terrain z0, Roughness Length (m)

Cities, forests 0.7
Suburbs, wooded countryside 0.3
Villages, countryside with trees & hedges 0.1
Open farmland 0.03
Flat, grassy plains 0.01
Flat desert, rough sea 0.001
Calm open sea 0.0002
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As both equations show, wind speed will be higher at a given hub height when
there is reduced interference or vertical shear. This is favorable for energy yield,
allowing lower hub heights to collect the same wind energy, reducing tower,
foundation, and installation costs. Expected revenue should be weighed versus
these costs to guide the micrositing turbine placement and farm design.
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1 INTRODUCTION

The term cogeneration refers to the combined production of electrical power
and useful thermal energy by the sequential use of a fuel or fuels. The electrical
power is produced by an electrical generator, which is most often powered by
a prime mover such as a steam turbine, gas turbine, or reciprocating engine.
Examples of useful thermal energy include hot exhaust gases, hot water, steam
or chilled water.

Cogeneration is important because of the potential for monetary and energy
savings, and emission reductions. Any facility that uses electrical power and has
thermal energy needs is a candidate for cogeneration. Although many consid-
erations are involved in determining if cogeneration is feasible for a particular
facility, the basic consideration is if the savings on thermal energy costs are suf-
ficient to justify the capital expenditures for a cogeneration system. Facilities that
may be considered for cogeneration include those in the industrial, commercial,
and institutional sectors.

The technology for cogeneration exists for a range of sizes: from less than
50 kW to over 100 MW. The major equipment requirements include a prime
mover, electrical generator, electrical controls, heat recovery systems, and other
typical power plant equipment. These components are well developed, and the
procedures to integrate these components into cogeneration systems are well
established.

In addition to the economic and technical considerations, the application of
cogeneration systems involves an understanding of the governmental regulations
and legislation on electrical power production and on environmental impacts.
With respect to electrical power production, certain governmental regulations
were passed during the late 1970s, which removed barriers and provided incen-
tives to encourage cogeneration development. Finally, no cogeneration assess-
ment would be complete without an understanding of the financial arrangements,
contracts, and agreements that are possible.

The sections of this brief overview of cogeneration systems will include intro-
ductory comments, descriptions of basic systems and terminology, descriptions
of prime movers and major equipment, some comments on technical designs,
a summary of relevant regulations, descriptions of economic evaluations, and
comments on financial and ownership aspects. Several references cover various
aspects of cogeneration systems (e.g., Refs. 1–7).

1.1 History of Cogeneration

At the beginning of the twentieth century, electrical power generation was in
its infancy. Most industrial facilities generated all their own electrical power,
and often supplied power to nearby communities. They used the thermal energy
that was available during the electrical power production to provide or supple-
ment process or building heat. These industrial facilities, therefore, were the first
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cogenerators. The dominant prime mover at this time was the reciprocating steam
engine, and the low-pressure exhaust steam was used for heating applications.

Between the early 1920s and the 1960s, the public electric utility industry grew
rapidly because of increasing electrical power demands. Coincident with this
rapid growth was a general reduction in the costs to produce the electrical power,
mainly due to economies of scale, more-efficient technologies, and decreasing
fuel costs. During this period, industry often abandoned its own electrical power
generation, because of four factors:

1. Decreasing electrical rates charged by public utilities
2. Income tax regulations, which favored expenses instead of capital invest-

ments
3. Increasing costs of labor
4. The desire of industry to focus on their product rather than the side issue

of electrical power generation.

Estimates are available that suggest that industrial cogenerated electrical power
decreased from about 25 to 9 percent of the total electrical power generated in
the country between the years of 1954 and 1976. Since about the mid-1980s, this
percentage has been fairly constant at about 5 percent. For example, at the end
of 1992, 5.1 percent of the total U.S. electrical capacity was due to cogeneration
systems.

In late 1973 and again in 1979, America experienced major energy crises,
which were largely a result of reduced petroleum imports. Between 1973 and
1983, the prices of fuels and electrical power increased by a factor of about
five. Any facility purchasing electrical power began to consider (or reconsider)
the economic savings associated with cogeneration. These considerations were
facilitated by federal regulations that were enacted in 1978 to ease or remove
barriers to cogeneration.

1.2 Constraints on Cogeneration

Although the arguments for cogeneration technology are persuasive, a number
of obstacles may constrain the implementation of these systems:

• High cost of capital investment. Costs of cogeneration systems vary,
depending on the size and the type of facility. For relatively large systems,
these costs can be millions of dollars.

• High cost of fuel. The fuel cost can be the major operating expense of a
cogeneration facility.

• Low cost of electricity. Despite the rate increases of recent years, the cost
of electricity still remains low in many areas of the country and for certain
sectors (such as for large industrial users due to the declining block rate
structuring approach used by some utilities).
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• Environmental concerns. The regulations on environmental emissions con-
tinue to impede the implementation of new power facilities. In some areas
of the country (e.g., California), new power-plant construction has slowed
or stopped for some periods of time.

• Restricted revenue from electricity sales The Federal Energy Regulatory
Commission (FERC) has required utilities to purchase cogenerated elec-
tricity, minimizing this obstacle, but the utilities pay a rate on an avoided
cost basis.

• High back-up rates. Electric utilities have traditionally charged high rates
to provide stand-by power. The FERC has ruled that electric utilities must
apply the theory of load diversity in a nondiscriminatory fashion to estab-
lish stand-by rates.

2 BASIC COGENERATION SYSTEMS

2.1 Topping Cycles

A cogeneration system may be classified as either a topping cycle system or a
bottoming cycle system. Figure 1 is a schematic illustration of a topping-cycle
system. As shown, a prime mover uses fuel to power an electrical generator
to produce electricity. This electricity may be used completely on-site or may
be tied into an electrical distribution network for sale to the local utility or
other customers. The hot exhaust gases are directed to a heat recovery steam
generator (HRSG)∗ to produce steam or hot water. This steam or hot water is

End
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Exhaust
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Steam

Boiler

Electrical
Power

Prime
Mover

Fuel
Generator

To Utility

Figure 1 A schematic illustration of a cogeneration topping-cycle system.

∗Many other terms for this boiler are common such as waste heat boiler (WHB), and heat recovery
boiler (HRB).
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used on-site for process or building heat. This cogeneration system is classified as
a topping-cycle because the electrical power is generated first at the higher (top)
temperatures associated with the fuel combustion process, and then, the rejected
or exhausted energy is used to produce useful thermal energy. The majority of
cogeneration systems are based on topping cycles.

2.2 Bottoming Cycles

The other classification of cogeneration systems is bottoming-cycle systems.
Figure 2 is a schematic illustration of a bottoming cycle system. As shown,
the high-temperature combustion gases are used first in a high-temperature
thermal process (such as high-temperature metal treatment), and then, the
lower-temperature gases are used in a special low-temperature cycle to produce
electrical power. After the energy is removed at the high temperatures, the energy
available at the bottom or lower temperatures is then used to produce electrical
power.∗

Bottoming-cycle cogeneration systems have fewer applications than topping-
cycle systems, and must compete with waste-heat recovery systems such as
feedwater heaters, recuperators, and process heat exchangers. One of the

End
use

To Facility

Low-temperature
Rankine cycle

Waste
energy

Generator

To Utility

Electrical
power

Figure 2 A schematic illustration of a cogeneration bottoming-cycle system.

∗Other definitions of bottoming cycles are common. These other definitions often include any
second use of the energy. For example, some authors refer to the steam turbine in a combined
cycle as using a bottoming cycle. The more precise thermodynamic definition employed here is
preferred, although fewer applications meet this definition.
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difficulties with bottoming-cycle systems is the low-temperature electrical power-
producing cycle. One example, depicted in Figure 2, is a low-temperature Rankine
cycle. The low-temperature Rankine cycle is a power cycle similar to the con-
ventional steam Rankine cycle, but a special fluid such as an organic substance
(like a refrigerant) is used in place of water. This fluid vaporizes at a lower tem-
perature compared to water, and therefore, this cycle is able to utilize the low
temperature energy. These cycles are generally much less efficient than conven-
tional power cycles, often involve special equipment, and use more expensive
working fluids.

2.3 Combined Cycles

One power-plant configuration, based on a form of a topping cycle and widely
used in industry and by electrical utilities, is known as a combined cycle.
Figure 3 is a schematic illustration of a possible combined-cycle cogeneration
system. In this example, a gas turbine generates electrical power, and the exhaust
gas is ducted to an unfired heat recovery boiler. The produced steam then drives
a steam turbine, which produces additional electrical power. The exhaust steam
from the steam turbine is at a high enough pressure and temperature to supply
thermal energy for process or building heat. In this example, the steam is then
condensed and pumped back into the boiler. For such a combined cycle gas tur-
bine (CCGT) power plant to qualify as a cogeneration application, some steam
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Steam
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Figure 3 A schematic illustration of a possible combined-cycle cogeneration system.
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would need to be used to satisfy a thermal requirement. If no thermal commodity
is produced and used, the facility could not be considered a cogeneration system.

As might be expected, combined cycles have high power-to-heat ratios and
high electrical efficiencies. Current designs may have electrical efficiencies as
high as 60 percent, depending on the equipment, location, and details of the
specific application. These current designs for combined cycle plants result in
the gas turbine power to be 1.5 to 3.5 times the power obtained from the steam
turbine. These plants are most often base-load systems operating more than 6,000
hours per year. More details on gas turbines and steam turbines are provided in
the following sections on the prime movers.

2.4 Applications of Cogeneration Systems

Cogeneration systems may involve different types of equipment, and may be
designed to satisfy specific needs at individual sites. However, many sites have
similar needs and packaged (pre-engineered) cogeneration systems may satisfy
these needs and are less expensive than custom engineered systems.

Cogeneration systems are found in all economic sectors of the world. For
convenience, cogeneration systems are often grouped into one of three sectors:
(1) industrial, (2) institutional, or (3) commercial. The types and sizes of the
cogeneration systems in these sectors overlap to varying degrees, but nonetheless,
these sectors are convenient for describing various applications of cogeneration.
Examples of successful applications are often found for universities (and other
similar campuses), hospitals, other medical facilities, military bases, industrial
sites, laundries, hotels, and airports.

3 DESCRIPTIONS OF PRIME MOVERS

Cogeneration systems consist of several major pieces of equipment and many
smaller components. This section will describe the prime movers, and the fol-
lowing section will describe the other major equipment (electrical equipment,
heat recovery devices, absorption chillers, and balance of plant equipment).

Prime movers include those devices that convert fuel energy into rotating shaft
power to drive electrical generators. The prime movers that are used most often in
cogeneration systems are steam turbines, gas turbines, and reciprocating engines.
Important distinctions between the prime movers are the fuels that they may
use, their combustion processes, their pollutant emissions, their overall thermal
efficiency, and the type, amount, and temperature of their rejected thermal energy.
In cogeneration applications, a significant parameter for each type of prime mover
is the ratio of the rate of supplied thermal energy and the output power. This
ratio is called the heat-to-power ratio. Knowing the value of the heat-to-power
ratio assists in matching a particular prime mover to a particular application. This
matching is discussed in a subsequent section.
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3.1 Steam Turbines

Steam turbines are widely used in power plants throughout industry and electric
utilities. Steam turbines use high-pressure, high-temperature steam from a boiler.
The steam flows through the turbine, forcing the turbine wheel to rotate. The
steam exits the turbine at a lower pressure and temperature. A major advantage
of the steam turbine relative to reciprocating engines and gas turbines is that
the combustion occurs externally in a separate device (boiler). This allows a
wide range of fuels to be used, including solid fuels such as coal or solid waste
materials. The turbine’s exit steam, of course, can be used for thermal heating
or to supply the energy to an absorption chiller.

Steam turbines are available in a multitude of configurations and sizes. A
major distinction is whether the machine is a condensing or noncondensing
(back-pressure) steam turbine. Condensing steam turbines are steam turbines
designed so that the steam exits at a low pressure (less than atmospheric) such
that the steam may be condensed in a condenser at near ambient temperatures.
Condensing steam turbines provide the maximum electrical output, and hence,
are most often used by central plants and electric utilities. Since the exiting steam
possesses little available energy, applications of condensing steam turbines for
cogeneration would require the extraction of steam prior to the exhaust.

Noncondensing steam turbines are those steam turbines that are designed so
that the exiting steam is at a pressure above atmospheric. The exiting steam
possesses sufficient energy to provide process or building heat. Either type of
steam turbine may be equipped with one or more extraction ports so that a portion
of the steam may be extracted from the steam turbine at pressures between the
inlet and exit pressures. This extracted steam may be used for heating or thermal
processes which require steam at higher temperatures and pressures than that
which is available from the exiting steam.

Noncondensing steam turbines are available in a wide range of outputs begin-
ning at about 50 kW and increasing to over 100 MW. Inlet steam pressures
typically range from 150 to 2000 psig, and inlet temperatures range from 500◦

to 1,100◦F. Depending on the specific design and application, the heat-to-power
ratio for steam turbines could range from 4 to over 10. The thermal efficiency
typically increases with size (or power level). Although the major source of ther-
mal energy is the exit or extracted steam, the boiler exhaust may be a possible
secondary source of thermal energy in some cases.

3.2 Gas Turbines

As with steam turbines, stationary gas turbines are major machines in many
power plants. Stationary gas turbines share many of the same components with
the familiar aircraft gas turbines. In fact, both stationary (or industrial) and air-
craft (or aero-derivative) gas turbines are used in cogeneration systems. The
major components of a gas turbine are the air compressor, the combustor, and
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the turbine. A significant fraction of the turbine power is used internally to drive
the compressor. This brief description will highlight the important characteristics
of gas turbines as applied to cogeneration.

Many configurations, designs, and sizes of gas turbines are available. The
simple-cycle gas turbine uses no external techniques such as regeneration to
improve its efficiency. The thermal efficiency of simple cycle gas turbines may
be increased, therefore, by the use of several external techniques, but the designs
and configurations become more complex. Many of these modifications to the
simple cycle gas turbine are directed at using the energy in the exhaust gases to
increase the electrical output and efficiency. Of course, such modifications will
decrease the available energy in the exhaust. For some cogeneration applications,
therefore, the most efficient gas turbine may not always be the appropriate choice.

The single shaft, single turbine described above is the configuration of the
simple cycle gas turbine. Other configurations are available. Gas turbines may
be designed with two or more turbines. This permits one turbine to be designed
for high rotating speeds to drive the compressor, and a second (mechanically
uncoupled) turbine to be operated at generator speeds. This flexibility permits a
more overall efficient design. These gas turbines are known as two- or three-shaft
machines. The multiple shaft machines are more complex, and hence, more costly
than the simple single-shaft machines.

A gas turbine may also be equipped with regeneration, intercooling, and reheat-
ing. Regeneration (also known as Recuperation) is the process of using exhaust
gas energy to heat the air from the compressor before the air enters the combus-
tor. This lowers the fuel consumption of the gas turbine for the same combustor
outlet gas temperature, but regeneration will reduce the energy (temperature) of
the exhaust gases for cogeneration applications. Intercooling is the process of
cooling the partially compressed air. Intercooling would normally be installed
between stages of a gas turbine which used two or more compressor stages.
The use of intercooling reduces the required compressor power, and therefore,
increases the turbine output power. Reheating is the process of providing other
combustors after the main combustor. Reheating is especially effective where
two or more turbines are used. The gases may be reheated between the multiple
turbines. Other modifications and variations of gas turbines are available, but
these are the most common.

A variety of combustor designs are used in different gas turbines. These
designs are aimed at providing stable combustion, long life, and low emissions.
Typically, the combustor has a primary zone that operates near stoichiometric,
and then the product gases are diluted with additional air. This dilution is nec-
essary to reduce the gas temperatures to acceptable levels for the turbine blades.
The final product gas mixture will represent a high air-fuel mass ratio (for some
cases, the total air mass flow rate may be on the order of 100 times the fuel mass
flow rate). In other words, the gas turbine operates with high levels of overall
excess air. Due to the large amount of excess air used in the combustion process
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of gas turbines, the exiting exhaust gas contains a relatively high concentration
of nitrogen and oxygen. Hence, the gas turbine exhaust may be characterized as
mostly heated air, and is nearly ideal for process or heating purposes.

Gas turbines may use liquid fuels such as jet fuel or kerosene, or they may use
gaseous fuels such as natural gas or propane. The highest performance is possible
with liquid fuels, but the lowest emissions have been reported for natural gas
operation.

3.3 Reciprocating Engines

A third category of prime movers for cogeneration systems is internal com-
bustion (IC), reciprocating engines.∗ These engines are available in several
forms. Probably the most familiar form of the reciprocating engine is the typical
spark-ignited, gasoline engine used in automobiles. For cogeneration applications,
the spark-ignited gasoline engine must be converted to operate in a stationary,
continuous mode with fuels such as natural gas. Such engines are typically for
small cogeneration systems with less than about 100 kW of electrical output.
One major group of reciprocating engines for mid- to large-sized cogeneration
systems are stationary diesel engines operating with either diesel fuel, or in a
dual-fuel mode with natural gas. Another large number of reciprocating engines
for cogeneration systems are stationary gas engines using natural gas fuel and
spark ignition. All of these engines share some common characteristics for cogen-
eration applications, and have some distinctive features as well.

Power ratings for reciprocating engines are similar to those for gas turbines
in that both continuous and intermittent duty cycle ratings are provided. As
with the gas turbines, these power ratings are provided for a set of standard
conditions for ambient temperature and pressure, and elevation. The standard
power ratings need to be adjusted for the local conditions at the site of the
installation. Reciprocating engines are not as adversely affected by high inlet air
temperatures, as are gas turbines. Furthermore, many larger reciprocating engines
are equipped with turbochargers and after-coolers, which minimize the effects
of inlet air conditions. For cogeneration applications, reciprocating engines are
available in many power levels and designs. These power levels range from less
than 50 kW to over 60 MW for single engines. Some manufacturers even offer
“mini” cogeneration systems with outputs as low as 6 kW.

The portion of the fuel energy that is not converted into mechanical power
ultimately is rejected to the surroundings. This energy is rejected to the cooling
water and lubricating oil, and to the surroundings by radiation from the engine
block and by the hot exhaust gases. The fraction of energy rejected in these
different manners depends on the engine design and operating conditions. As an
example, if 35 percent of the fuel energy is converted to shaft power output, then

∗Although rotary engines could be used in cogeneration systems, at this time no significant appli-
cations are known. The remaining discussion will focus on reciprocating engines.
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30 percent of the fuel energy may be rejected to the cooling liquid, 27 percent
may be rejected with the exhaust gas, and 8 percent may be rejected as radiation
and miscellaneous other energy rejections.

For those reciprocating, internal combustion engines that are liquid cooled
(the majority of the engines considered here), the cooling liquid is a secondary
source of thermal energy. Although not at the high temperatures of exhaust
gas, this energy can be used to produce hot water. Several designs are avail-
able for recovering the energy in the cooling liquid. These designs use one or
more direct or indirect heat exchangers to generate the hot water or low pressure
steam. Liquid-to-liquid heat exchangers can have high efficiencies, and most of
this energy is recoverable (but at relatively low temperatures). Other sources of
energy from a reciprocating engine are sometimes possible to recover, such as
from oil-coolers and turbocharger after-coolers. This energy is usually at temper-
atures below 160◦F, and would only be practical to recover for low-temperature
requirements.

Another benefit of the reciprocating engine is that the maintenance and repair
is less specialized than for gas turbines. However, the maintenance may be more
frequent and more costly.

3.4 Other Possible Prime Movers

Although most cogeneration systems are based on the prime movers, some other
possibilities exist. Some cogeneration systems are based on fuel cells. Fuel cells
generally use hydrogen to produce electricity. During this conversion process,
thermal energy must be removed. This energy can be captured and used to pro-
duce hot water. Such a system would be a cogeneration plant.

Microturbines are also used in cogeneration systems. Although actually a sub-
classification of gas turbines, since they represent a relatively new technology,
they are often described as a separate category of prime mover. The generic
description for gas turbines would apply in general to microturbines. As small
as a refrigerator, a microturbine may produce something on the order of 25 to
500 kW of electricity. Thermal energy in the exhaust is generally used to produce
hot water.

4 DESCRIPTION OF OTHER EQUIPMENT AND COMPONENTS

In addition to the prime mover, cogeneration systems consist of several major
pieces of equipment and many smaller components: (1) electrical equipment, (2)
heat recovery devices, (3) absorption chillers, and (4) balance of plant equipment.

4.1 Electrical Equipment

The electrical equipment for cogeneration systems includes electrical generators,
transformers, switching components, circuit breakers, relays, electric meters, con-
trols, transmission lines, and related equipment. In addition to the equipment
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that supports electrical production, cogeneration systems may need equipment
to interconnect with an electric utility to operate in parallel for obtaining sup-
plementary power, as back-up (emergency) power, or for electrical sales to the
utility.

The electric generator is a device for converting the rotating mechanical energy
of a prime mover to electrical energy. The basic principle for this process, known
as the Faraday effect, is that when an electrically conductive material such as a
wire moves across a magnetic field, an electric current is produced in the wire.
This can be accomplished in a variety of ways, and therefore, there are several
types of electric generators. The frequency of the generator’s output depends on
the rotational speed of the assembly.

Most often the manufacturer of the prime mover will provide the prime mover
and generator as an integrated, packaged assembly (called a gen-set). Perfor-
mance characteristics of generators include power rating, efficiency, voltage,
power factor, and current ratings. Each of these performance characteristics must
be considered when selecting the proper generator for a given application. Electric
generators may have conversion efficiencies of between about 50 to 98 percent,
and, in general, the efficiency increases with increases in generator size (power
level). Only the largest electric generators (say, on the order of 100 MW) attain
efficiencies of 98 percent.

4.2 Heat-Recovery Equipment

The primary heat-recovery equipment used in cogeneration systems includes sev-
eral types of steam and hot-water production facilities. In addition, absorption
chillers could be considered in this section, but for organizational reasons, absorp-
tion chillers will be discussed in the following subsection.

Several configurations of heat-recovery devices are available. As already men-
tioned, these devices may be referred to as heat-recovery steam generators, or
HRSGs. HRSGs are often divided into the following categories: (1) unfired, (2)
partially fired, and (3) fully fired. An unfired HRSG is essentially a convective
heat exchanger. A partially fired HRSG may include a duct burner, which often
uses a natural gas burner upstream of the HRSG to increase the exhaust gas tem-
perature. A fully fired HRSG is basically a boiler that simply uses the exhaust
gas as preheated air. Figure 4 is a schematic of one configuration of an unfired
HRSG. As shown in this schematic, gas turbine exhaust flows up through the
device and exits at the top. Energy from the exhaust gas is used to heat and
vaporize the water, and to superheat the steam.

Figure 5 shows the water/steam and exhaust gas temperatures for the three
sections of a typical unfired HRSG: economizer, evaporator, and superheater.
The top line shows the exhaust gas temperature decreasing from left to right as
energy is removed from the gas to heat the water. The lower line represents the
water heating up from right to left in the diagram. The lower-temperature exhaust
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Figure 4 Schematic of an unfired heat-recovery steam generator (HRSG).
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(economizer, evaporator, and superheater) of a typical unfired HRSG.

is used to preheat the water to saturation conditions in the economizer. The
intermediate-temperature exhaust is used to vaporize (or boil) the water to form
saturated steam. Finally, the highest-temperature exhaust is used to superheat the
steam.
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The temperature difference between the exhaust gas and the water where
the water first starts to vaporize is referred to as the pinch point temperature
difference. This is the smallest temperature difference in the HRSG and may
limit the overall performance of the heat recovery device. On one hand since the
rate of heat transfer is proportional to the temperature difference, the greater this
difference the greater the heat transfer rate. On the other hand, as this temperature
difference increases the steam flow rate must decrease and less of the exhaust
gas energy will be utilized. To use smaller temperature differences and maintain
higher heat transfer rates, larger heat-exchanger surfaces are required. Larger
heat-transfer surface areas result in higher capital costs. These, then, are the
types of trade-offs that must be decided when incorporating a heat recovery
device into a cogeneration system design.

4.3 Absorption Chillers

Absorption chillers may use the thermal energy from cogeneration systems to
provide cooling for a facility. Absorption chillers use special fluids and a unique
thermodynamic cycle, which produces low temperatures (for the cooling) without
the requirement of a vapor compressor, which is used in mechanical chillers.
Instead of the vapor compressor, an absorption chiller uses liquid pumps and
energy from hot water, steam, or exhaust gas.

For cogeneration applications, the important feature of absorption chillers is
that they use relatively low-temperature energy available directly or indirectly
from the prime mover and produce chilled water for cooling. The use of absorp-
tion chillers is particularly advantageous for locations where space and water
heating loads are minimal during a good part of the year. For these situations,
the thermal output of a cogeneration system can be used for heating during the
colder part of the year and, using an absorption chiller, for cooling during the
warmer part of the year. Furthermore, by not using electric chillers, the electric
loads are more constant throughout the year. In warm climates, absorption chillers
are often an important, if not an essential, aspect of technically and economically
successful cogeneration systems.

Some absorption chillers are designed as indirect-fired units using hot-water
or steam. As examples of typical numbers, a single-stage unit could use steam at
250◦F to produce a ton of cooling for every 18 pounds of steam flow per hour.
A dual-stage unit, would need 365◦F steam to produce a ton of cooling for every
10 pounds of steam flow per hour. If hot water is available, a ton of cooling
could be produced for every 220 pounds of 190◦F hot water per hour.

Other absorption chillers use the exhaust gas directly and are called direct-fired
units. Direct-fired absorption chillers are particularly advantageous when a steam
or hot water system does not exist. For a direct-fired absorption chiller, the
exhaust gas temperature needs to be 550◦ to 1,000◦F. The higher the exhaust
temperature, the less energy (or exhaust gas flow) is needed per ton of cooling.
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For example, for 1,000◦F exhaust gas, a ton of cooling requires 77 pounds per
hour of flow whereas for 550◦F exhaust gas a ton of cooling requires 313 pounds
per hour of flow.

4.4 Balance of Plant (BOP) Equipment

Balance of plant equipment includes those components not explicitly described
already. The BOP equipment for cogeneration systems is similar to that for con-
ventional power plants. This includes other controls, emergency devices, exhaust
systems and stacks, natural gas compressors, any thermal energy storage equip-
ment, water treatment devices, concrete bases or pads, fuel supply system compo-
nents, any necessary building modifications, other piping and fittings, mechanical
system interfaces, condensers, cooling systems, feedwater tanks, deaerators, feed-
water pumps, other pumps, flue gas bypass valves, dampers and ducts, and other
such equipment.

5 TECHNICAL DESIGN ISSUES

5.1 Selecting and Sizing the Prime Mover

The selection of a prime mover for a cogeneration system involves the consider-
ation of a variety of technical and nontechnical issues. Technical issues, which
often dominate the selection process, include the operating mode or modes of
the facility, the required heat-to-power ratio of the facility, the overall power
level, and any special site considerations (e.g., low noise). Other issues, which
may play a role in the selection process, include the desire to match existing
equipment, and to utilize the skills of existing plant personnel. Of course, the
final decision is often dominated by the economics.

Steam turbines and boilers usually are selected for a cogeneration system if the
fuel of choice is coal or another solid fuel. For certain situations, a steam turbine
system may be selected even for a liquid or gaseous fuel. Also, steam turbines and
boilers would be selected if a high heat-to-power ratio is needed. Steam turbines
also may be selected for a cogeneration system in certain specialized cases. For
example, a large pressure-reduction valve in an existing steam system could be
replaced with a steam turbine and, thereby, provide electrical power and thermal
energy. In other applications, steam turbines are selected to be used in conjunction
with a gas turbine in a combined-cycle power plant to increase the electrical
power output. Combined-cycle gas turbine power plants for cogeneration system
applications were described in an earlier section.

Gas turbines are selected for many cogeneration systems where the required
heat-to-power ratio and the electrical power need are high. Also, gas turbines
are the prime mover of choice where minimal vibration or low weight to power
(such as for a roof installation) is required. Reciprocating engines are selected
where the heat-to-power ratio is modest, the temperature level of the thermal
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energy is low, and the highest electrical efficiency is necessary for the economics.
Usually, for the smaller systems, reciprocating engines will result in the most
favorable economics. Additionally, reciprocating engines may be selected if the
plant personnel are more suited to the operation and maintenance of these engines.

Selecting the appropriate size prime mover involves identifying the most eco-
nomic cogeneration operating mode. This is accomplished by first obtaining the
electrical and thermal energy requirements of the facility. Next, various operat-
ing modes are considered to satisfy these loads. By conducting a comprehensive
economic analysis, the most economic operating mode and prime mover size
can be identified. The process of matching the prime mover and the loads is
described next.

5.2 Matching Electrical and Thermal Loads

To properly select the size and operating mode of the prime mover, the electric
and thermal loads of the facility need to be obtained. For the most thorough
matching, these loads are needed on an hourly, daily, monthly, and yearly basis.
As an example, Figure 6 shows the month totals for the electrical and ther-
mal loads for a hypothetical facility. For the summer months (numbers 5–9),
the heating loads are minimum, and then for the winter months, the heating
loads are higher. The electrical loads are highest for the summer months reflect-
ing the use of air conditioning. In addition, this figure shows dashed lines,
which represent the base loads for the electrical and heating loads, respectively.
The base loads are the minimum loads during the year, and form a floor or
base for the total loads. Often, a cogeneration system may be sized so as to
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provide only the base loads. In this case, auxiliary boilers would provide the
additional heating needed during the days where the heating needs exceeded
the base amount. Similarly, electrical power would need to be purchased to
supplement the base power provided by the cogeneration system.

The possible overall operating modes for a cogeneration power plant are often
categorized into one of three classes.

1. The plant may operate as a base-load system with little or no variation in
power output. Base load plants operate in excess of 6,000 hours per year.
Power needs above the base load are typically provided by interconnec-
tions to a local utility or by an auxiliary power plant.

2. The plant may operate as an intermediate system for 3,000 to 4,000 hours
per year. These systems are less likely than base-load systems, but if the
economics are positive, may have application for facilities that are not
continuously operated, such as some commercial enterprises.

3. The plant may use a peaking system, which operates for only 1,000 hours
or less per year. Utility plants often use peaking systems to provide
peaking power during periods of high electrical use. For cogeneration
applications, peaking units may be economical where the costs of the elec-
tricity above a certain level is unusually high. These units are sometimes
referred to as peak shaving systems.

5.3 Dynamic Power and Thermal Matching

In addition to selecting and sizing the prime mover for the average loads, consid-
eration must be given to dynamic operation of the cogeneration system. Dynamic
operation refers to the necessity of satisfying the minute-by-minute electrical
power and thermal needs of a facility.

The options for electrical power modulation include operating the prime mover
at part load as needed. This is essentially load following. The disadvantage to
this approach is the lower efficiencies at part load. The second option is to use
multiple prime movers. This option allows the prime movers to be operated
near full load more often. When the power requirements increase, one or more
additional prime movers would be activated. One disadvantage of this option
is that the economics may be less attractive since multiple units are generally
more expensive than a single, larger unit. Another disadvantage is the additional
wear and deterioration of the prime mover due to the more frequent starting
and stopping of individual prime movers. A third option (and often the most
common) is to use the utility power to make up any power needed in excess
of what the prime mover can supply. The disadvantage is the utility charges for
electrical power, and the dependence on the utility.

The options for providing the dynamic thermal loads of a facility include the
use of one or more supplementary boilers. This is the most common form of
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thermal modulation, and simply requires the supplementary boiler or boilers to
follow the thermal loads, and provide the thermal requirements in excess of what
can be supplied by the cogeneration system. The next option is heat dumping,
which is simply discharging the thermal energy not needed. This is obviously
not attractive from an energy conservation or economic perspective, but may
be acceptable as a short-term solution in cases where future thermal needs are
expected to increase. The last option is to utilize some form of thermal storage.
In this case, thermal energy is stored during periods of excessive production of
thermal energy. The storage options are varied, but a common technique is the
use of hot water tanks.

The overall topic of dynamic matching of the electrical power and thermal
needs is complex, and is central to the overall issue of selecting and sizing the
prime movers for a given facility. Many scenarios need to be explored, and the
resulting economics examined. Once all the issues are fully explored, decisions
may be made on what technical design makes the most sense for a given facility.

5.4 Packaged Systems

In general, facilities with low electrical power needs cannot utilize customized
cogeneration systems because of the relatively high initial costs that are associated
with any system. These initial costs include at least a portion of the costs related to
the initial design, engineering, and related development and installation matters.
Also, smaller facilities often do not have the specialized staff available to develop
and operate complex power plants.

To solve some of these problems, pre-engineered, factory-assembled, packaged
cogeneration systems have been developed. The major advantage of packaged
cogeneration systems is the fact that the initial engineering, design, and devel-
opment costs can be spread over many units, which reduces the capital cost
(per kW) for these systems. Other advantages of packaged cogeneration sys-
tems include factory assembly and testing of the complete system. If there are
any problems, they can be fixed while the system is still at the manufacturer’s
plant. The standard design and reduced installation time result in short overall
implementation times. In some cases, a packaged cogeneration system could be
operational within a few months after the order is received. This short imple-
mentation time reduces the project’s uncertainty, which eases making decisions
and securing financing.

Another advantage of packaged cogeneration systems is the fact that the cus-
tomer only interacts with one manufacturer. In some cases, the packaged cogen-
eration system manufacturer will serve as project engineer, taking the project
from initial design to installation to operation. The customer often may decide
to purchase a turn-key system. This provides the customer with little uncertainty,
and places the burden of successful project completion on the manufacturer.
Also, the manufacturer of a packaged cogeneration system will have experience
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interacting with regulating boards, financing concerns, and utilities, and may
assist the customer in these interactions.

The major disadvantage of packaged cogeneration systems is that the system is
not customized for a specific facility. This may mean some compromise and lack
of complete optimization. Specialized configurations may not be available. Also,
beyond a certain size, packaged cogeneration systems are simply not offered, and
a customized unit is the only alternative.

6 REGULATORY CONSIDERATIONS

This section includes a brief overview of the relevant federal regulations on elec-
tric power generation by cogenerators and the related environmental constraints.
Specifically, this section contains the following sections: federal regulations on
power generation related to cogeneration, air pollution regulations, water and
waste pollution regulations, and permitting and certificates for cogeneration.

6.1 Federal Regulations Related to Cogeneration

The passage of the Public Utility Regulatory Policies Act (PURPA) in 1978
helped cogeneration to become a much more attractive option for electric power
generation for a variety of facilities. Prior to the passage of PURPA, there were
three common barriers to cogeneration:

1. There was no general requirement by electric utilities to purchase electric
power from cogenerators.

2. There was discriminatory back-up power for cogenerators (i.e., prices to
cogenerators for back-up power were higher than the prices offered to
other customers).

3. Cogenerators feared that they might become subject to the same state and
federal regulations pertaining to electric utilities.

The passage of PURPA helped to remove these obstacles to development of
cogeneration facilities.

Although PURPA was passed in 1978, it was not until 1980 that the Federal
Energy Regulatory Commission (FERC) issued its final orders on PURPA. In
the National Energy Act, FERC was designated as the regulatory agency for
implementation of PURPA. The regulations dealing with PURPA are contained
in Part 292 of the FERC regulations. Sections 201 and 210 are the two primary
sections relevant to small power production and cogeneration.

Section 201 contains definitions of cogeneration and sets annual efficiency
standards for new topping cycle∗ cogeneration facilities, which use oil or

∗Since bottoming cycle cogeneration facilities do not use fuel for the primary production of elec-
trical power, these facilities are only regulated when they use oil or natural gas for supplemental



148 Cogeneration

natural gas.† For a cogenerating facility to qualify for the privileges and exclu-
sions specified in PURPA, the facility must meet these legislated standards. These
standards define a legislated or artificial efficiency that facilities must equal or
exceed to be considered a qualified facility (QF). A qualified facility is eligi-
ble to use the provisions outlined in PURPA regarding nonutility electric power
generation. This legislated efficiency is defined as

ηPURPA =
(
P + 1

2T
)

F
(1)

where P is the electrical energy output, T is the used thermal energy, and F is the
fuel energy used (all items in consistent units). The “1/2” in this relation helps
to encourage systems to have significant electrical power to obtain acceptable
PURPA efficiencies.

Table 1 lists the standards for the PURPA efficiencies. These standards state
that a facility must produce at least 5 percent of the site energy in the form of
useful thermal energy. For cases where the useful thermal energy percentage is
between 5 percent and 15 percent, the facility must have a PURPA efficiency
of at least 45.0 percent. If the thermal fraction is greater than 15 percent, the
facility meets the standards if it has an efficiency of at least 42.5 percent. Values
for the thermal percentage and the PURPA efficiency are based on projected or
estimated annual operations.

The purpose of introducing the artificial standards was to ensure that useful
thermal energy was produced on site in sufficient quantities to make the cogener-
ator more efficient than the electric utility. Any facility that meets or exceeds the
required efficiencies will be more efficient than any combination of techniques
producing electrical power and thermal energy separately. Section 201 also put
limitations on cogenerator ownership, that is, electric utilities could not own a
majority share of a cogeneration facility, nor could any utility holding company,

Table 1 Required Efficiency Standards for Qualified
Facilities (QF)

If the Useful Thermal The Required
Energy Fraction Is: ηPURPA Must Be:

≥5.0% ≥45.0%
≥15.0% ≥42.5%

firing. The standard states that, during any calendar year, the useful power output of the bottoming
cycle cogeneration facility must equal or exceed 45 percent of the energy input if natural gas
or oil is used in the supplementary firing. The fuels that are used first in the thermal process
prior to the bottoming cycle cogeneration facility are not taken into account for satisfying PURPA
requirements.
†For topping cycle cogeneration facilities using energy sources other than oil or natural gas (or
facilities installed before March 13, 1980), no minimum has been set for efficiency.
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nor a combination thereof. These ownership restrictions were removed in the
Energy Act of 2005 (described in the next section).

Section 210 defines the procedures for obtaining QF status. An owner or
operator of a generating facility may obtain QF status by either submitting a
self-certification or applying for and obtaining a Commission certification of QF
status. The choice of whether to certify a facility through a self-certification or
Commission certification is up to the applicant. In some instances, negotiations
with a lender or utility purchaser may proceed more smoothly if the facility has
been certified by the Commission.

Section 210 of the PURPA regulations specifically addressed these three major
obstacles to developing cogeneration facilities. The principal issues in Section
210 include the following legal obligations of the electric utility toward the
cogenerator:

1. Obligation to purchase cogenerated energy and capacity from QFs
2. Obligation to sell energy and capacity to QFs
3. Obligation to interconnect
4. Obligation to provide access to transmission grid to wheel to another

electric utility
5. Obligation to operate in parallel with QFs
6. Obligation to provide supplementary power, back-up power, maintenance

power, and interruptible power

Section 210 also exempted QFs from utility status, and established a cost
basis for purchase of the power from QFs. FERC specified that the price paid
to the QF must be determined both on the basis of the utility’s avoided cost for
producing that energy and, if applicable, on the capacity deferred as a result of
the QF power (i.e., the cost savings from not having to build a new power plant).
Other factors, such as QF power dispatchability, reliability, and cooperation in
scheduling planned outages, could also be figured into the price paid to the QFs
by the electric utilities. The state public utility commissions were responsible for
determining the value of these avoided cost rates.

6.2 Energy Policy Act of 2005

The Energy Policy Act (EPAct) of 2005 contained several items that specifically
concerned cogeneration. In particular, EPAct eliminated the ownership limitations
on qualifying facilities, which were part of the original PURPA. This means, for
example, that utilities are allowed to own up to 100 percent of a cogenera-
tion plant (while the original PURPA restricted utilities to less than 50 percent
ownership). For qualifying facilities that have nondiscriminatory access to other
sources of electric power (such as from wholesale markets), EPAct relaxed the
requirements that utilities must purchase cogenerated power and must sell electric
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energy to qualifying facilities. EPAct also contains new language, which encour-
ages the thermal output of cogeneration plants to be productive and useful (and
to avoid situations where no real need existed for the thermal energy).

6.3 Air Pollution Regulations

Legislation to limit pollutant emissions has a long history. In the United States,
the first major national legislation was the Air Pollution Control Act in 1955. This
legislation was motivated largely by the recognition of the air quality concerns
in California, and particularly, in the Los Angeles area. This act was narrow in
scope, and provided no specific limitations on pollutant emissions.

The current era of air pollution regulation was started with the Clean Air
Act (CAA) of 1963. The CAA was considered the first major modern envi-
ronmental law established by the United States congress, and set the ground
work for the current regulation format. The original CAA has been revised by
Congress six times since it became law, with major amendments in 1967, 1970,
1977, and 1990. These amendments are referred to as the Clean Air Act Amend-
ments (CAAA). Each of these subsequent amendments continued to increase the
strength of the original law by lowering the acceptable levels of emissions. The
CAA and the subsequent CAAAs apply to a wide range of applications, and
they have a significant impact on the design and operation of power generation
facilities.

The first major revision to the CAA occurred in 1967, which established the
National Ambient Air Quality Standards (NAAQS) and required State Imple-
mentation Plans (SIPs) to verify compliance on the state level. In addition, the
amendment established Air Quality Control Regions (AQCR) to interconnect
different states into larger regional areas, since air pollution is not restricted to
state boundaries. The NAAQS established maximum safe levels for the differ-
ent pollutants designated under the original CAA. Although these standards did
not have a direct effect on power-generation facilities, it was the precursor to
several minor amendments between 1970 to 1975 that established federal emis-
sion limits for specific equipment. These amendments were used as a basis for
the new source performance standards (NSPS), which apply to both new and
modified stationary sources. These stationary sources include not only power
generation facilities, but also a larger number of industrial operations such as
municipal waste combustors, sulfuric acid production units, and grain elevators.
These intermediate amendments also established regulations for mobile sources
of air pollution (e.g., automobiles) and also for hazardous air pollutants. The
NSPS regulation only takes into account the pollutant emissions from the source
regardless of the surrounding environment. This required facilities to control or
reduce pollutant emissions even though the ambient air pollution levels may be
significantly lower then the NAAQS amounts.
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One of the major amendments to the CAA was passed in 1977 and added two
additional regulatory programs: the nonattainment (NA) program and the preven-
tion of significant deterioration (PSD) program. These two programs addressed
the issue of meeting the previously established ambient air-quality standards
for the air-quality control regions. The nonattainment program applied to the
regions that failed to meet the ambient air standards and the PSD program was
designed to preserve and protect air quality in regions surpassing the national
standards. The PSD program set the allowable pollutant levels lower than the
nonattainment areas to prevent previously clean or unpolluted areas from becom-
ing polluted. The PSD program also required the large size facilities (facilities
producing over 100 tons/yr of a controlled pollutant) to include the best avail-
able control technology (BACT) to reduce emission levels below that required
by the NSPS. Under the NA program, new facilities in nonattainment zones
must be equipped with controls to assure the lowest achievable emissions rate
(LAER). The facility must also show that some other source of pollutants must
be reduced or eliminated to provide a net increase in air quality. The NA pro-
gram also affects existing facilities by requiring timely reduction of emissions
using reasonable available control technology (RACT). The difference between
BACT, RACT, and LAER is that the first two include economic considerations
when determining the required control equipment, while LAER is based on the
most advanced equipment to achieve the lowest emissions without regard to
cost. The addition of these two programs significantly increased the complex-
ity of determining the emission limits for new and modified power-generation
facilities.

The regulation of emission levels for power-generation facilities is determined
by several different agencies at the federal, state, and local levels. State and
local agencies can require lower emission levels, but can never require higher
levels than the federal requirements. The Clean Air Act also allowed state and
local authorities to reduce the acceptable levels to meet specific local air-quality
standards. For example, the Los Angeles basin area is regulated by the South
Coast Air Quality Management District (SCAQMD) and has stricter standards
than those set by the federal government.

6.4 Equipment Specific Regulations

In addition to these requirements, regulations exist for specific equipment. In
terms of power generation, the specific regulated equipment includes stationary
gas turbines and boilers (steam systems). Stationary reciprocating engines are
not specifically covered by NSPS since they have a much smaller impact on the
overall generation capacity. The emissions from reciprocating engines will, of
course, need to satisfy any local, state, or federal limits at the installation site.
They are regulated extensively for mobile and some off-highway applications.
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Stationary gas turbines have become one of the prominent types of power
generation facilities. As a result of this growth, the Code of Federal Regulations
(CFR) includes specific requirements for the emission levels of gas turbines. The
NOX emission limits are divided into two levels, depending on the energy input
rate of the plant, and are increased if the fuel contains nitrogen. For natural gas–
fired units, neither fuel-bound nitrogen nor sulfur dioxide exists in significant
quantities. Also, the NSPS limits do not cover particulates or unburned hydro-
carbon emissions for gas turbines, since neither exists in significant amounts.

Steam-based Rankine-cycle electric-power-generation facilities are also cov-
ered under the NSPS regulations. The allowable emissions levels vary based on
the type of fuel used, with substantially lower limits for liquid and gaseous fuels.
The nitrogen oxide limits also vary between the different types of solid fuel con-
sumed. This variation in the limits is due to the different amounts of fuel-bound
pollutants in each of the different fuel sources.

In 1998, revised nitric oxides emission limits for steam power plants were
introduced. In addition to lower limits, the limits for new utility boilers are
expressed per MW-hr, which contrasts with the other limits, which are expressed
per MMBtu. The use of these new units (MW-hr) is referred to as output-based
format, where emissions are linked to the amount of power generated. This was
used to promote energy efficiency as well as pollution prevention. The use of
MMBtu is referred to as an input-based format, where emissions are linked to
the amount of fuel energy used.

The standards for the stationary gas turbine and Rankine-cycle electric utili-
ties are for that particular source unit and do not cover the ambient air-quality
limits. The total pollutant levels for a given region must also be considered. At
this point, even facilities not covered by the NSPS are considered, including
reciprocating engines. The ambient air-quality is regulated by the national ambi-
ent air quality standards (NAAQS) discussed previously, and varies from region
to region. The NAAQS determines if a region is governed by the PSD or NA
program and, therefore, if BACT or LAER control equipment is required. Dif-
ferent types of pollution control technology are often required for each of three
power-generation facilities discussed in this subsection (gas turbine, reciprocating
engine, and Rankine cycle), and these are described in numerous references.

As described, the regulations for air pollutants relative to power generation
are complex and numerous. To help clarify this situation, Figure 7 is a flow
chart of the various regulations and their interactions. As shown, the regulations
that govern a given situation depend on several factors. First, the most restrictive
limits are applicable. These limitations could be those due to local regulations, or
due to original equipment regulations. For local regulations, the national ambient
air quality standards (NAAQS) must be met. These limits depend on whether
the location is in an attainment zone or a nonattainment zone. Depending on
the specific zone, the facility might have to meet limits imposed by new source
review (NSR), or prevention of significant deterioration (PSD). The technologies
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Figure 7 Federal air quality regulations (most restrictive limits apply).

that will be needed for PSD is the best available control technology (BACT);
and for the NSR is the lowest achievable emission rate (LAER).

6.5 Water Quality and Solid Waste Disposal

The main legislative basis for managing water pollution is the Federal Water
Pollution Control Act of 1956, as amended by the Water Quality Act of 1965, the
Federal Water Pollution Control Act amendments of 1972, and the Clean Water
Act of 1977. Discharge water will often be monitored, and will often require both
state and federal permits if the wastewater is discharged into a public waterway.
In some cases, both the temperature and the pH of the discharged water will
need to be controlled.

Solid waste disposal is generally not a problem with either natural gas or
oil-fired cogeneration plants, but could be a problem for a coal-fired, coal gasi-
fication, or waste-to-energy cogeneration system. In some states the bottom ash
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from waste-to-energy plants has been considered hazardous waste, and the ash
disposal cost per ton is more expensive than the refuse disposal cost. All states
have different standards for both the quality of the water discharged and the
requirements for solid waste disposal, and all project planners should check with
the appropriate regulatory agencies in the state where the project is planned to
ensure what air, water, and solid waste (if applicable) permits are required.

6.6 Permits and Certificates for Cogeneration

A number of certifications are required to get a cogeneration plant approved.
These include not only an FERC certificate but also various state permits. Since
each state will set its own permitting requirements, it is not possible to generalize
what is required on each application.

As already described, different requirements must be met if the proposed site is
in an attainment or nonattainment zone. An attainment area will require sufficient
modeling of ambient air conditions to ensure that no significant deterioration of
existing air quality occurs. For a nonattainment area, no new emissions can be
added unless they are offset by the removal of existing emissions. This has led
to the selling or trading of emissions by industrial facilities and utilities.

Satisfying the emission regulations has become one of the most important
factors in determining whether a cogeneration system is feasible for a specific
application. The type of prime mover is a major consideration. Gas turbines
have often been easier to permit than other prime movers, but each application is
unique. Also, the offset of emissions from existing central plant boilers (which
are shut down) can often be important in satisfying the overall emission levels.

7 ECONOMIC EVALUATIONS

A decision to install a cogeneration system is often based primarily on economic
considerations. Since a cogeneration system requires that funds be spent for the
system (capital expense), the monetary earnings and savings resulting from the
cogeneration system must be sufficient by some criteria to justify the expendi-
tures. To determine if a cogeneration system is economically justifiable requires
a wide range of input information about both the current mode of operation
and the proposed system. This section is a brief overview of the considerations
that are necessary to complete an economic evaluation of a cogeneration system
installation. Fundamentals of completing engineering economic assessments may
be found in a number of references (e.g., Ref. 8).

Some of the aspects needed to complete economic evaluations include the
computation of charges from the utility for electrical power before and after the
installation of the cogeneration system. In addition, both the capital and the oper-
ating costs incurred with the installation and operation of a cogeneration system
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are needed. Finally, all of the economic information must be analyzed to deter-
mine the economic feasibility of cogeneration systems. Economic performance
measures will be described and compared for use in these economic evaluations.

When discussing and completing economic evaluations for cogeneration sys-
tems, several important terms need to be defined. Unlike some engineering
projects, installation of a cogeneration system may result in annual savings (e.g.,
as a result of reducing thermal energy costs) in addition to generating annual
income (e.g., as a result of electrical or thermal energy sales). For this reason,
economic evaluations for cogeneration systems must be based on revenue, which
is defined as the sum of any income and savings cash flows minus the associated
costs.

The process of conducting an economic evaluation of a cogeneration system
involves nine actions:

1. Determining the current electrical and thermal loads
2. Determining the current or base case operating costs
3. Estimating the future electrical and thermal loads
4. Estimating the future operating costs
5. Estimating the capital costs of the cogeneration system
6. Estimating the new electrical and thermal loads with the cogeneration

system
7. Estimating the new operating costs with the cogeneration system
8. Estimating the savings and revenues as a result of the cogeneration system
9. Using this information to complete the overall economic evaluation of the

project

For simplicity, the following discussion will consider these items in three
categories.

7.1 Operating Costs of Current System

A successful economic analysis must be based on accurate values for current
and future (projected) electrical and thermal operating costs. This means that
the current and future electrical and thermal loads are needed. Depending on
the facility, the appropriate values for the electrical and thermal loads may or
may not be easy to obtain. Electrical and thermal loads will generally vary
with time and will possess specific profiles on an hourly, daily, monthly, and
seasonal basis. For different facilities, the variation may be negligible or sig-
nificant for one or another of these time periods. On the one hand, in a large
industrial plant that operates seven days a week on a 24-hour per day basis, the
electrical and process steam loads are often nearly constant. On the other hand,
for small manufacturing facilities, schools, and many commercial enterprises, the
electrical and thermal loads will vary significantly on hourly, daily, monthly, and
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seasonal basis. Whenever an accurate economic analysis is required, the electrical
and thermal loads need to be obtained for each of these time periods.

For large industrial facilities, the process steam and electric data often are
available on an hourly (or even on a 15-minute) basis. For many other facilities,
however, obtaining the required load information (particularly on an hourly basis)
is difficult. For example, for universities, small manufacturing plants and many
commercial enterprises, this type of data is not always available. Typically, whole
campus/facility electrical data are available on a monthly basis only (from utility
bills), and hourly electrical profiles may have to be constructed from monthly
energy and demand data. Hourly thermal data, also, may not exist. Boiler oper-
ators may have daily logs, but these may not provide enough detail and may
not be in electronic form. Constructing accurate hourly thermal energy profiles
can involve hours of tedious work pouring over graphs and boiler operator logs.
In the worst-case scenario, only monthly gas bills may be available, and it may
be necessary to construct hourly thermal profiles from monthly bills, boiler effi-
ciencies, and heating value content of the fuel. Since the monthly utility charges
have to be matched, there is often a great deal of trial and error involved before
there is a match between assumed hourly energy profiles and monthly energy
consumption and costs from the utility bills.

While first-cut energy and cost analyses may be completed using monthly
load profiles, more exact analyses require more detailed load profiles. These
more detailed load profiles often consist of hourly data for a typical work day
and a typical non-work day, although for an industrial facility that operates seven
days a week, 24 hours a day, such detail data may not be needed. That is not
the case for many other facilities such as a university, a commercial building
complex, or a one- or two-shift manufacturing facility. In these latter cases, the
energy loads are highly variable, and hourly analyses are required. In these cases,
there will often be a significant difference between weekday and weekend loads.
This means that the analysis needs to distinguish between the typical week day
and weekend day.

Once a valid energy profile (hourly preferred) is constructed, the current oper-
ating costs are determined. This is the annual cost of doing business without the
cogeneration system, including annual purchased electrical energy sales, elec-
trical demand charges, boiler fuel costs, boiler maintenance, direct and contract
labor, insurance, and other such items. This total number is the baseline to which
the cogeneration economics are compared.

Since the economic analysis will be completed for the life of the project, the
future electrical and thermal loads are needed. Although these factors are often
uncertain, the best estimates should be used. The future electrical and thermal
loads should be obtained for each of the years of the cogeneration system life.
Based on the future electrical and thermal loads, the projected (non-cogeneration)
operating costs should be estimated.



7 Economic Evaluations 157

7.2 Operating Costs of the Proposed Cogeneration System

Determining the new electrical and thermal loads associated with a cogeneration
system will depend on the type and size of system selected. Ideally, the cogen-
eration system could be sized to match the electrical and thermal loads exactly;
however, seldom is there an exact match.

Based on the new electrical and thermal loads for the cogeneration installation,
the projected operating costs should be estimated. For the cogeneration system,
these operating costs include the costs of fuels and maintenance. Also, estimates
of the new utility costs are needed. Costs of both the electrical energy (per kW-hr)
and the electrical demand (kW) are needed. Since utility rates are often dependent
on the total power (demand) used, the utility rates and costs may be different,
not only because of the reduction of utility electrical energy consumption, but
also because of the reduction in electrical demand. Another important cost may
be a back-up or stand-by charge imposed by the utility to have power available
for the facility in case of an emergency shut-down of the cogeneration system.

As for the current system, the estimated, projected future electrical and thermal
loads need to be used for the cogeneration system for each of the project years.
Based on these future electrical and thermal loads, the projected operating costs
for the cogeneration system should be estimated.

7.3 Economic Merit

By comparing the operating costs of the current system with the costs associ-
ated with the cogeneration system, the project savings can be estimated. The
savings and income from the cogeneration system must be determined, as well
as the additional costs associated with such items as the additional fuel and the
additional maintenance. At this point, all the necessary information is available
to complete a detailed economic assessment of the cogeneration project for the
economic life of the project. Several economic measures may be used to judge
the economic feasibility of a specific project.

For some situations, a simple payback (or investor’s rate of return) approach is
often sufficient. Once an acceptable payback period is defined, a decision can be
made on the feasibility of the cogeneration project. If the simple payback period
is fairly short (e.g., two to three years), then small variations in the assumptions,
approximations, or prices will have little effect on the decision. As the payback
period lengthens (e.g., more than four years), then other more complete economic
measures should be examined. For these longer periods, the time value of money
has to be considered, as well as projected energy rates and projected changes
in energy needs for the facility. For projects with these longer payback periods,
other economic measures should be used.

An example of a more detailed evaluation would be the use of a net present
value analysis. For this approach, all costs and income (including savings) streams
are brought to the present using a discount factor and summed. This process starts
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with the initial investment, which is often the only entry for first year. For each
subsequent year, the operating income or savings, depreciation, and taxes are
listed. These amounts are used to determine the net cash flow for each year.
These values are then adjusted with the discount factor for each year to obtain
present values. A final net present value at the end of the project can then be
determined and compared to the net present values of other alternatives.

Table 2 is a simple template of the type of final evaluation that may be
developed. As shown, tax considerations are a part of the evaluation for for-profit
facilities. The number of years will be dictated by the economic life of the project.
Typically, the numbers that are needed for each item in Table 3 are supplied from
earlier tables that can be arranged to provide the numbers automatically. If setup
in such a fashion, a number of studies can be completed rather easily.

Once the first case is completed, various sizing and operating modes for the
cogeneration system should then be evaluated. The case with the highest net
present value would then be the most favorable economic choice. With any
potential operating mode considered, the use of the thermal energy is what gen-
erally makes a cogeneration system feasible. If electricity production were the
primary output, the cogenerator could not typically compete with the local elec-
tric utility. The simultaneous production of and need for the thermal energy is
what makes a cogeneration project economically attractive.

A final aspect of any comprehensive economic evaluation is to conduct a
series of sensitivity analyses. These sensitivity analyses are designed to detect
the sensitivity of the results to the assumptions and approximations used in the
analysis. For example, the future cost of fuels and electric rates should be varied
(by say, ±20 percent) to determine the effect on the final net present value or
other economic measures. In a similar manner, the effect of inflation on specific
items on the final results should be explored. A comprehensive sensitivity study

Table 2 Template for Final Economic Evaluation
YEAR 0 YEAR 1 YEAR 2 —

Investment — — —
Operating Income —

Income Depreciation (%) —
Calculations Depreciation ($) —

Adjusted Income —
Tax (%) —

Tax Tax ($) —
Calculations Investment Tax Credits (if any) —

Adjusted Tax —

Present Value

Income after Tax (Operating
income minus the adjusted tax)

—

Calculations Discount Factor —
Discounted Revenue —
Net Present Value —
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Table 3 Summary of the Main Characteristics of the Major Ownership/Financing Structures
Ownership: Self-owned Not Owned Not Owned
Operation: Self-operated Self-operated Not Self-operated

Characteristic
Typical Financing Conventional Leased Third Party
Capital Requirements Maximum None None
Balance Sheet Impact Maximum Some None
Risk Maximum Some Least
Rate of Return Depends, probably Depends, probably Depends, probably

highest moderate lowest
Personnel Required Maximum Some Least
Control of Supply of Yes Yes No
Electric Power and
Thermal
Fuel Contracts Required Required For others

will include most of the parameters of the economic evaluation, and can be quite
extensive.

In general, an economic analysis of a cogeneration system is complicated, and
the results will vary greatly depending on values for most of the parameters (such
as interest rates, cost of fuel, permitting requirements, cost of electricity sales,
and other factors). To complete detailed studies with all of these considerations
in a reasonable manner, requires the use of computer programs of one nature
or another. Commercial computer programs and simulations for cogeneration
systems are available, and spread-sheet type programs can be constructed for
specific uses (e.g., Ref. 4).

8 OWNERSHIP AND FINANCIAL ARRANGEMENTS

8.1 Overall Considerations

Even with a reliable technical design and favorable economics, the successful
completion of a cogeneration project often will depend on acceptable financial
arrangements. Financing is critical to the success of a cogeneration project, and it
is best to determine, early on, the financial arrangement to be used. The selected
financial arrangement will be intimately linked to the ownership structure. A
cogeneration system may be owned by the facility, by a third-party entity, or
by a partnership.∗ The ownership may be structured in a variety of ways. By
increasing the number of participants in the project, the individual risk decreases,
but the venture is more difficult to organize and the individual potential gains
decrease.

∗In this section, facility refers to the entity with the electric and thermal loads. This is sometimes
called the thermal consumer, heat consumer, or thermal host. A third party refers to an entity
separate from the thermal load owner (first party) and from the local utility (second party).
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The thermal and electric loads of a facility are the items that might motivate
others to be involved in developing a cogeneration system. In one respect, these
loads represent the opportunity for financial gains. There are a number of potential
project participants that could conceivably have an interest in the development of
the cogeneration system. These potential participants include equipment manu-
facturers, power-plant operators, investors (such as banks, insurance companies,
and pension funds), electric utilities, fuel suppliers, engineering firms, and gov-
ernmental agencies. In general, the goal of the selected ownership structure and
the related financial arrangements is to result in some combination of maximum
profits, minimal risk, and maximum tax benefits.

External participants, partners, and investors will examine a number of issues
before deciding to be involved in the project. These issues include the overall
economics, the revenue from thermal and electricity sales, the accuracy of the
capital costs and operating expenses, the experience of the participants, the pro-
jected availability of the plant, the previous success of the proposed technology,
the assurance that permits, contracts, and agreements will be obtained on a timely
basis, and the availability and cost of fuel. A net positive assessment of these
issues will be necessary for any external participation.

Cogeneration projects can be financed by a variety of options. The traditional
approach to financing is owner financing; however, cogeneration facilities are
expensive and complex, and a number of alternatives are available for financing.
When deciding on the most favorable financial arrangement, the owners of a
facility will often consider the following questions:

• Do the owners have adequate capital to finance the whole project?
• If borrowing the money to finance the plant, will the effect on the owners’

credit rating be acceptable?
• How will the financing affect the owners’ balance sheet?
• Do the owners desire to receive guaranteed savings (and minimize their

risk)?
• If the owners finance the project, do they have the ability to utilize available

tax benefits?
• Do the owners have an interest in operating or owning the plant (since this

is probably not their main line business)?

Answers to these questions will help the owners of a facility select the most
attractive ownership and financial structures for their needs. They will evaluate
the possible options and select the ones that will have the most favorable impact
on their business.

The following are descriptions of examples of possible financial arrangements.
They are grouped according to three major ownership structures. For the first
category, the owners of the thermal load may own and operate the cogenera-
tion system, and use conventional financing. In the second category, the owners
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of the thermal load may develop a partnership arrangement for the ownership
and financing of the cogeneration system. For the third category, the owners
may offer a third-party the opportunity to develop the cogeneration project. A
third-party ownership structure has the greatest variety of financing arrangements.
Examples of these various financial structures are described next. Other financ-
ing arrangements may be possible, including combinations of these, but most
financial arrangements will possess characteristics represented by one of more of
the following arrangements.

8.2 Conventional Ownership and Operation (100 Percent Ownership)

The owner of the electric and thermal loads has two basic financing options
in a conventional owner/operate structure: (1) fund the project internally from
profits in other areas of the business, or (2) fund part of the project from internal
sources and borrow the remainder from a conventional lending institution. Sole
ownership offers the largest degree of control and rewards, but also results in the
largest exposure to risk. All external participants (e.g., utilities, engineering and
construction firms, and operating and maintenance organizations) must interact
with the facility owner.

Most businesses have a minimum internal rate of return on equity that they
require for any investment. They may not be willing to fund any project that does
not meet the internal hurdle rate using 100 percent equity (internal) financing.
With 100 percent internal financing, the company avoids the problems of arrang-
ing external financing (perhaps having to add partners). If there is a marginal
return of equity, however, the company will not finance the project, especially if
the money could be used to expand a product line or create a new product that
could provide a greater return on equity.

Because the cost of borrowed money is typically lower than a business’s
own return on equity requirements, the combination of partial funding internally
and conventional borrowing is often used. By borrowing most of the funds, the
organization can leverage internal funds for other projects, thus magnifying the
overall return on equity.

External contract issues are simpler in conventional ownership. Contracts will
be required for the gas supply, for excess power sales to the local utility, possible
operating and maintenance agreements, and any agreements with possible lenders.
For conventional ownership and financing, no contracts may be needed for the
thermal energy and electricity if all is used internally.

8.3 Partnership Arrangements

One alternative to 100 percent ownership is to share ownership with partners.
A variety of partnership arrangements are possible. These arrangements include
conventional partnerships, limited partnerships, jointly owned corporation, unin-
corporated association, and others. Partners might include a gas utility, a major
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equipment vendor (such as a gas turbine manufacturer), investors, and engineer-
ing firms.

The major advantage of a partnership is the sharing of risks and credit. The dis-
advantages are that profits are also shared and that contract complexity increases.
Since the partnership is the owner of the cogeneration system, thermal and power
sales agreements have to be arranged with the owners of the facility, in addition
to the other contracts required under conventional ownership. The joint venture
company must develop agreements and contracts with the utilities, engineering
and construction firms, possible operating and maintenance firms, and lenders
(if any).

8.4 Third-party Ownership

As already mentioned, the potential for financial gain may attract third parties
to develop and operate a cogeneration system where the owner of the thermal
load would contract for at least a portion of the electrical and thermal outputs of
the plant. In third-party ownership, the entity with the electric and thermal loads
distances himself from both the financing and construction of the cogeneration
facility. A third party arranges the finances, develops the project, arranges for
gas supply, sells for any excess power produced, arranges thermal sales to the
heat consumer, and contracts operating and maintenance agreements. Under the
1992 National Energy Policy Act, the third party may also be able to enter into
an electric power sales contract with the heat consumer as well. The third party
might operate the facility and sell the thermal and electric to customers, or the
third party might lease the facility to the entity with the electric and thermal
loads. Often, the facility is co-located on or in close proximity to the thermal
owners’ facility.

A number of third-party ownership and financing arrangements are possible.
Three of the more common forms are lease arrangement, guaranteed savings
arrangement, and energy services contract arrangement.

8.5 Final Comments on Financial Aspects

Financing arrangements are a crucial aspect of most cogeneration developments.
These arrangements may range from simple to highly complex. They are affected
by internal factors such as ownership arrangements, credit ratings, and risk toler-
ance. In addition, these financial aspects are affected by external factors such as
the financial and credit markets, tax laws, and cogeneration regulations. A variety
of initial financial arrangements have been outlined in this section to illustrate
the nature of these arrangements. Much more detailed arrangements are possible
and often necessary, but these are beyond the scope of this chapter. Table 3 is a
summary of the main characteristics of the major ownership/financing structures.

To reduce the costs, risk, and uncertainties associated with financing, a number
of actions should be considered. These include establishing reliable and robust
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contracts and agreements with engineering and construction firms, fuel suppliers,
and the local utility. Also, actions to minimize any volatility (or perceived volatil-
ity) will enhance the situation and should include using reliable and well-known
firms. Other actions that will be useful include emphasizing profitability, flexi-
bility, detail work, and careful understanding of the governing regulations.

9 SUMMARY AND CONCLUSIONS

This chapter has provided a brief overview of cogeneration systems. Cogeneration
systems are attractive options for facilities where electrical power and thermal
energy are used. The major motivations for considering cogeneration systems are
the potential savings in money and energy, and the potential for lower emissions.

The technology for cogeneration exists for a range of sizes, and the procedures
to integrate these components into cogeneration systems are well established. The
key item in the design of a cogeneration system is the prime mover, which is
typically a steam turbine, gas turbine, or reciprocating engine. Other important
components are the heat-recovery steam generator (HRSG), possibly adsorption
chillers, and other power-plant equipment. The arrangements of the equipment are
quite varied, particularly for larger systems. An important aspect of the technical
design of a cogeneration system is the selection of the size of the system to
match the electrical and thermal energy needs.

In addition to the technical considerations, the application of cogeneration sys-
tems involves completing an economic evaluation, and an understanding of the
governmental regulations and legislation on electrical power production and on
environmental impacts. With respect to electrical power production, certain gov-
ernmental regulations (PURPA) were passed during the late 1970s that removed
barriers and provided incentives to encourage cogeneration development. Finally,
no cogeneration assessment would be complete without an understanding of the
financial arrangements that are possible, and an understanding of the contracts
and agreements that are needed.
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1 INTRODUCTION

Fossil fuels are not renewable. They are limited in supply, their economic cost
is continuously increasing, and their use is growing exponentially. Moreover,
combustion of fossil fuels is causing global climate change and harming the
environment in other ways as well, which points to the urgency of developing
environmentally clean alternatives to fossil fuels.

Hydrogen is a good alternative to fossil fuels for the production, distribution,
and storage of energy. Automobiles can run on hydrogen either used as fuel in
internal combustion engines or fuel-cell cars or in hybrid configurations. Hydro-
gen is not an energy source but an energy carrier that holds tremendous potential
to use renewable and clean energy options. It is not available in free form and
must be dissociated from other molecules containing hydrogen, such as natural
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gas or water. Once produced in free form, it must be stored in a compressed or
liquefied form, or in solid-state materials.

There are a number of advantages in using hydrogen as a universal energy
medium. The conversion of hydrogen by combustion or fuel cells results in only
heat or electricity and water, as represented by the following equation:

H2 + 1
2 O2 → H2O + Electricity + Heat (1)

Hydrogen is not toxic and is easily absorbed in the biosphere. It can be readily
produced (albeit at high cost) from water by electrolysis. However, additional
research is needed for the production from non-fossil resources, storage, and
transportation of hydrogen before it becomes commercially viable as an alterna-
tive to conventional fuels.

The following sections cover the production, storage, utilization, and safety
of hydrogen.

2 HYDROGEN PRODUCTION

As hydrogen is not readily available in its natural state, it must be produced at
low cost, without creating any imbalance in global ecology. The conventional
technologies used by industry to produce hydrogen are steam reforming of natural
gas, partial oxidation of heavy hydrocarbons, gasification, and water electrolysis.
All these processes are heavily dependent on fossil fuels. Thus, they have the
inherent pollution and availability problems. The other potential ways of pro-
ducing hydrogen include photoelectrochemical, photochemical, thermochemical,
and biological methods using renewable energy sources.

2.1 Steam Reforming of Natural Gas

Steam reforming of natural gas, or steam methane reformation (SMR), is one
of the most developed and commercially used technologies. A block diagram of
the SMR process is shown in Figure 1. Steam reforming of natural gas involves
two steps. The first step is for the feedstock consisting of light hydrocarbons,
usually methane, to react with steam at elevated temperatures (700◦C–925◦C)
to produce syngas —a mixture of hydrogen (H2) and carbon monoxide (CO).
The process is endothermic, and heat of reaction is supplied by the combustion
of fossil fuels. This process requires a catalyst inside the reformer for the reac-
tions to occur. To protect the catalyst from corrosion, the feedstock must pass
through a desulfurization process prior to entering the reformer. The second step,
a water–gas shift reaction, reacts carbon monoxide with steam to produce addi-
tional H2 and carbon dioxide (CO2) at around 350◦C. This reaction is known as
a shift reaction and is used to increase the H2 content. Finally, a mixture of CO2

and H2 is sent to a gas purifier, where the hydrogen is separated from CO2 via
one of many methods (pressure swing absorption, wet scrubbing, or membrane
separation). The chemical reactions involved in the SMR process are shown in



2 Hydrogen Production 167

Reformer
Fuel is catalytically converted to

syngas. Some carbon dioxide and
unreacted fuel remains.

Desulfurization
Fuel passes through a catalyst to

convert sulfur bearing compounds into 
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removed by a direct reduction with 
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Shift reaction
CO + H2O --> CO + H2
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Products

Figure 1 Block diagram of hydrogen production by steam reforming process. (Adapted from
Ref. 3.)

equations (2) and (3):

CnHm + nH2O → nCO +
(

2n + m

2

)
H2 (2)

CO + H2O → CO2 + H2 (3)

For effective H2 production using SMR, high temperatures at the reformer
exit and an excess of steam to the reactor are required. Temperatures of 800◦C
to 900◦C and a molar steam to carbon ratio of S /C = 2.5 to 3.0 are considered
the optimum conditions.1 Overall, SMR produces hydrogen with a purity of 96
to 98 percent2 and with operating efficiencies ranging from 65 to 75 percent, as
estimated by Sherif et al.3

SMR is the most widely used and cheapest process for producing H2 and is
used to produce 48 percent of the world’s hydrogen.4 The price of hydrogen
production from the SMR process strongly depends on the cost and availability
of the natural gas feedstock. Kirk and Ledas estimated that feedstock cost con-
tributes 52 to 68 percent of the overall hydrogen production expense.5 Basye and
Swaminathan reported the cost division as 60 percent on feedstock, 30 percent
from capital related charges and 10 percent owing to operation and maintenance
costs.6

The SMR process is heavily dependent on fossil fuels. Moreover, it is not
100 percent efficient and some of the energy value of the hydrocarbon fuel is
lost while in the conversion to hydrogen. The emissions of CO2 from the SMR
process can be reduced to some extent by sequestering the CO2 (by storing it
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underground or in canisters). This capture and storage of CO2 increases the capital
and operational costs by about 25 to 30 percent.7 However, according to Padro
and Putsche, even after the inclusion of these costs, SMR is still less expen-
sive than producing hydrogen from electrolysis (using large scale hydro power
plants).8 It has also been found with the SMR process that heavier feedstocks
(e.g., oil) cannot be used to supply the reformer, due to the need for the feed to
be vapor.9 The possible areas of efficiency improvement include pre-reformers
and medium temperature shift reactors.9

2.2 Partial Oxidation of Heavy Hydrocarbons

Partial oxidation (POX) refers to the conversion of heavy hydrocarbon feed-
stocks (e.g., residual oil from the treatment of crude oil) into a mixture of H2,
CO, and CO2 using superheated steam and oxygen. Figure 2 provides a schematic
representation of the POX process. The external energy required to drive the pro-
cess is obtained through the combustion of the feedstock itself. This necessitates
controlling the quantity of O2 and water vapor required for the reactions. To
increase the H2 content, the mixture of H2, CO, and CO2 is subjected to the shift
reaction. This results in the formation of H2 and CO2. The reactions involved in
a POX process are as following:

CnHm +
(n

2

)
O2 → nCO +

(m

2

)
H2 + heat (4)

CnHm + nH2O + heat → nCO +
(
n + m

2

)
H2 (5)

CO + H2O → CO2 + H2 + heat (6)

where n = 1 and m = 1.3 for residual oils.3 POX produces hydrogen with a
purity of 96 to 98 percent.2

Desulfurization

Gasification
Carbon dioxide, hydrogen,

steam and small amounts of
CH4 are produced as the raw gas.

Gas purification

Feed:
Residual
Fuel Oil

CO2 H2

Raw gas

Shift reaction
CO + H2O-->CO2 + H2

Syngas

Air separation

N2Air

Steam

Sulfur

Products

O2

Figure 2 Block diagram of hydrogen production by partial oxidation. (Adapted from
Ref. 3.)
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The process works with any liquid or gaseous hydrocarbon. The overall effi-
ciency of the process is about 50 percent.3,8 Like natural gas reforming, produc-
tion cost of hydrogen is influenced by the price of feedstock. Some problems
with POX include the need for an air separation unit. The air separation unit is
needed to supply the pure oxygen to the process in order to prevent the release
of nitrous oxide to the environment.6 The addition of this unit increases the
system’s capital cost thus increasing the hydrogen product cost.

2.3 Coal Gasification

Gasification is similar to partial oxidation except it has two main differences:
gasification occurs at much higher temperature (1,100◦–1,300◦C), and it uses a
wide range of solid feedstocks (coal, heavy refinery residuals, biomass). In this
process, a dry or slurried form of the feedstock is subjected to elevated temper-
ature and pressure conditions in an oxygen-starved environment. This leads to
an efficient and clean conversion of carbonaceous substances into a mixture of
gas, containing mainly carbon monoxide and hydrogen. Inorganic materials in
the feed are finally removed as a molten slag at the bottom of the reactor. The
entire gasification process can be represented by the following reactions:

2C + O2 → 2CO (7)

C + H2O → CO + H2 (8)

C + CO2 → 2CO (9)

Coal is the most abundant fossil fuel. Gasification of coal offers higher ther-
mal efficiencies than conventional coal-fired power generation and also has less
impact on the environment. Low-grade coal types can be effectively used in coal
gasification, expanding the available fossil-fuel options.

2.4 Hydrogen Production from Biomass

Biomass represents a large potential feedstock resource for environmentally clean
hydrogen production. It lends itself to both biological and thermal conversion
processes. In the thermal path hydrogen can be produced in two ways: direct
gasification and pyrolysis to produce liquid bio-oil, followed by steam reforming.

Direct gasification of biomass is in many ways similar to coal gasification.
The process occurs broadly in three steps:

1. Biomass is gasified (using steam or air) to produce an impure syngas
mixture composed of hydrogen, CO, CO2, CH4, small amounts of higher
hydrocarbons, tar, and water vapor. The gas may also contain particulate
matter, which is removed using cyclones and scrubbers. The particulate
free gas is compressed and then catalytically steam reformed to eliminate
the tars and higher hydrocarbons.
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2. High- and low-temperature shift conversions convert the CO to CO2 and
thereby produce additional hydrogen.

3. The hydrogen is separated from other products by PSA (Pressure Swing
Adsorption).10

Figure 3 illustrates the sequence of processes. The main reactions taking place
in biomass gasification are as follows:

CnHmOl + H2O/O2 → H2 + CO + CO2 + CnHm + tars + C(s) + �HR

�HR > 0 (biomass gasification) (10)

CO + H2O → CO2 + H2

�HR = −41.2 kJ/mol (water-gas shift) (11)

Biomass typically contains about 6 percent hydrogen by weight. However,
in the presence of hydrogen-bearing species (steam), the hydrogen yield can be
considerably improved above the 6 percent minimum.11 Gasification tempera-
tures encountered are typically in the range 600◦ to 850◦C, which is lower than
many thermochemical water-splitting cycles thereby making biomass gasification
an attractive technology to produce hydrogen. Steam gasification of biomass is
endothermic. The energy required for the process is supplied by burning part
of the biomass feedstock or uncombusted char. Tars are polyaromatic hydro-
carbons produced during gasification of biomass. However, tars are undesirable
co-products, as they clog filters, pipes, and valves and damage downstream equip-
ments such as engines and turbines. Efforts are being made to minimize or reform
the tars to additionally produce hydrogen.12,13

Hydrogen can alternately be produced by reforming the biomass to a liquid
bio-oil in a process called pyrolysis. Pyrolysis is an endothermic thermal decom-
position of biomass carried out in an inert atmosphere at 450◦ to 550◦C.14 The
bio-oil so produced is a liquid composed of 85 percent oxygenated organics
and 15 percent water. The bio-oil is then steam-reformed in the presence of a
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200οC
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Figure 3 Gasification followed by steam reforming (From Ref. 10.)
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nickel-based catalyst at 750◦ to 850◦C, followed by shift conversion to convert
CO to CO2.15 The reactions can be written as follows:

Biomass → Bio − Oil + char + gas (pyrolysis) (12)

Bio = Oil + H2O → CO + H2 (reforming) (13)

CO + H2O → CO2 + H2 (water-gas shift) (14)

2.5 Electrolysis

Hydrogen production by electrolysis of water is a mature and efficient technol-
ogy. The electrodes are separated by an ion-conducting electrolyte, as shown in
Figure 4. Hydrogen and oxygen are produced at the cathode and the anode,
respectively. To keep the produced gases isolated from each other, an ion-
conducting diaphragm is used to separate the two chambers.

Equation 15 shows the overall chemical equation for electrolysis:

2H2O + Energy (Electricity) → O2 + 2H2 (15)

Reaction at the anode

H2O → 0.5O2 + 2H+ + 2e− (16)

Reaction at the cathode

2H+ + 2e− → H2 (17)

The reversible decomposition potential of equation (15) is 1.229 V at stan-
dard conditions of 1 atm pressure and 25◦C. However, the total theoretical water
decomposition potential is 1.480 V corresponding to hydrogen’s enthalpy. The
actual potential is typically between 1.75 and 2.05 V due to irreversibility’s and
internal resistance. Typical efficiencies are of the order of 80 percent.

Electrolysis cells are normally characterized by their electrolytes (e.g. alka-
line electrolyzer, solid polymer electrolyte (SPE) electrolyzer, or solid oxide
electrolyzer).

OH−

Anode Cathode

Diaphragm

O2 H2

e−

Figure 4 Electrolysis of water in an alkaline electrolyzer.
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Alkaline Water Electrolyzer
Alkaline water electrolysis is the most common type of electrolysis currently
in use for large-scale electrolytic hydrogen production. The most common elec-
trolyte used in alkaline water electrolysis is aqueous potassium hydroxide (KOH)
at 30 percent concentration owing to the high conductivity and high resistance
to corrosion of stainless steel at this concentration.16 These electrolyzers work
effectively under the operating conditions of 70◦ to 100◦C and 1 to 30 bar.
Asbestos has commonly been used as a diaphragm material to prevent hydrogen
and oxygen gases from mixing together inside the cell. The principle of alkaline
water electrolysis is shown schematically in Figure 5. Commercial alkaline water
electrolyzers are typically classified into two main types, unipolar and bipolar.17

Solid Polymer Electrolyte (SPE) Electrolyzer
SPE electrolyzers, as the name suggests, use solid polymer electrolytes, which
are made up of special materials also called perfluorocarbon ion exchange mem-
branes . This ion exchange membrane is sandwiched between catalyst-loaded
electrodes. Water is fed to the anode of an electrolysis cell, which is generally
made up of porous titanium and activated by a mixed noble metal oxide cata-
lyst. At the anode, water splits into oxygen and protons. The protons migrate
through the ion exchange membrane to the cathode, where they are reduced
to hydrogen. Figure 5 shows a simplified schematic of the SPE electrolyzer.
SPE electrolyzers are also referred to as proton or polymer exchange membrane
(PEM) electrolyzers.

The most common proton-conducting solid electrolytes are perfluoroalkyl sul-
fonic acid polymers, such as Nafion . Because of the dehydration of the membrane,
the operating temperature of the SPE devices is limited to about 80◦C.18 To raise
the dehydration temperature, several aromatic sulfonic acid polymers were synthe-
sized and characterized. These were polyetheretherketone (PEEK), polyethersul-
fone (PES), polyphenylquinoxaline (PPQ), and polybenzimidazole (PBI).

AnodeCathode

Electrocatalyst

O2H2

_ +

H2O

Ion conducting
membrane

H+

Figure 5 Schematic representation of a SPE Electrolyzer.
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2.6 Thermochemical Processes

Thermochemical hydrogen production is a means of splitting water via a series of
chemical reactions. All chemical intermediates are recycled internally within the
process so that water is the only raw material and hydrogen and oxygen are the
only products. The maximum temperature requirements for most thermochemical
cycles lie within a temperature range of 650◦ to 1,100◦C, thus eliminating use
of lower temperature heat sources.19 Figure 6 illustrates the concept of splitting
water by a thermochemical cycle.

Wendt claims that 2,000 to 3,000 different theoretical cycles have been
proposed and evaluated.16 They can all be subdivided into four basic steps:
water-splitting reaction; hydrogen production; oxygen production; and material
regeneration.

The ability to reuse almost all of the components involved in the cycle (except
feedwater) makes the thermochemical process attractive. Among the 2,000 to
3,000 possible thermochemical cycles, Fewer than ten have been studied exten-
sively. The important ones under research now are described below.

ZnO/Zn Cycle
The ZnO/Zn Cycle is a two-step water-splitting sequence based on the thermal
redox pairs of metal oxides. As shown in the following reactions, the process
relies on the endothermic thermal dissociation of ZnO, followed by the exother-
mic hydrolysis of Zn:

ZnO
heat→ Zn(g) + 0.5O2 (18)

Zn + H2O → ZnO + H2 (19)

Theoretical conversion efficiencies for this cycle are of the order of 50
percent.20 This cycle is in its preliminary stage of development. The current
work is focused on the quenching step and decomposition rate measurements. The

High temperature heat

Chemical

Cycle

Water

Low temperature heat

Oxygen

Hydrogen

Figure 6 Schematic diagram of thermochemical cycle. (Adapted from Ref. 19.)
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success of this cycle will depend on the development of an efficient mechanism
for separating the Zn–H2 mixture.

UT-3 Cycle
The UT-3 Cycle, invented at University of Tokyo, consists of Ca, Fe, and Br
compounds. It involves the use of solid and gaseous phases of reactants and
products. The predicted first law and second law efficiencies of the adiabatic
UT-3 cycle are 49 percent and 53 percent respectively.21 This cycle is composed
of the following reactions:

2CaO(s) + 2Br2(g)
680◦C−−−→ 2CaBr2(s) + O2(g) (20)

CaBr2(s) + H2O(g)
760◦C−−−→ CaO(g) + 2HBr(g) (21)

3FeBr2(s) + 4H2O(g)
560◦C−−−→ Fe3O4(s) + 6HBr(g) + H2(g) (22)

Fe3O4(s) + 8HBr(g)
210◦C−−−→ 3FeBr2(s) + 4H2O(g) + Br2(g) (23)

A substantial amount of research work, including bench scale laboratory
tests,23 solid reactants development, and reaction kinetic measurements have been
performed on this cycle.24,25,26

Iodine-Sulfur Cycle
The Iodine-Sulfur cycle is a three-step thermochemical process for decomposing
water into H2 and O2. The cycle proposed by General Atomic Co. is one of the
most extensively studied cycles. The chemical reactions involved in the process
are shown in equations 23 to 25.26

xI2(l) + SO2(aq) + 2H2O(l)
20−100◦C−−−−→ 2HIx(l) + H2SO4(aq) (24)

2HI(l)
200−700◦C−−−−−→ H2(g) + I2(g) (25)

H2SO4(g)
850◦C−−−→ H2O(g) + SO2(g) + 0.5O2(g) (26)

The maximum hydrogen production efficiency as estimated by GA was
around 50 percent.27 Practical implementation of this cycle has been limited by
the effective separation of HI and H2 from HI–I2–H2O and H2–H2O–HI–I2

mixtures, respectively. Moreover, the severe corrosion issue associated with
high-temperature hydriodic acid and sulfuric acid needs to be addressed.

2.7 Photoelectrochemical Hydrogen Production

Photoelectrochemical (PEC) systems combine both photovoltaics and electroly-
sis into a one-step water-splitting process. These systems use a semiconductor
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Figure 7 Schematic representation of photoelectrochemical cell (PEC). (Adapted from
Ref. 28.)

electrode exposed to sunlight in combination with a metallic or semiconduc-
tor electrode to form a PEC cell. A schematic illustration of a PEC hydrogen
production driven by solar energy is shown in Figure 7.28

In general, the semiconductor electrode (photoanode) is activated by solar
radiation, which drives the reaction in an aqueous solution. Looking closely into
the reaction involved in the photoelectrochemical process, we find that, due to
band gap illumination, electrons and holes are formed in conduction and valence
band, respectively, at the photoanode.

2hυ → 2e− + 2h+ (27)

where h is the Plank’s constant, υ the frequency, e− the electron, and h+ the hole.
The photogenerated holes at the anode split the water molecules into hydrogen

ions and oxygen. The released hydrogen ions migrate to the cathode through the
aqueous electrolyte.

2h+ + 2H2O → 1
2 O2 + 2H+ (28)

Electrons generated at photoanode are transferred over the external circuit to
the cathode, where they reduce hydrogen ions into gaseous hydrogen.

2H+ + 2e− → H2 (29)

Thus, solar energy is utilized to produce hydrogen. Ideally, electrochemical
decomposition of water takes place when the electromotive force of the cell is
equal to 1.23 eV. If we consider internal losses in the PEC, a minimum band gap
of 1.8 eV is required to run the reaction.29

The PEC devices have an advantage over conventional PV, since they don’t
require semiconductor/semiconductor p–n junctions. In PEC, the junction is
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Figure 8 Concept of biological hydrogen production.

formed intrinsically at the semiconductor/electrolyte interface. Chemical pho-
tocorrosion and high costs have so far prevented the commercial utilization of
photoelectrochemical devices.

2.8 Biological Methods

Hydrogen can also be obtained from biological process involving organic com-
pounds. Figure 8 shows one of the techniques for hydrogen production using
biological means.

There are two fundamental ways of biological hydrogen production:

1. Fermentation of the bacteria, which is an anaerobic process that converts
organic substances such as starch, cellobiose, sucrose, and xylose to H2

and CO2 without the need of sunlight and oxygen
2. Biophotolysis, a process that uses micro-algae-cynobacteria and green

algae to produce hydrogen in the presence of sunlight and water

Both of these processes are being researched.

3 HYDROGEN STORAGE

An intermediate storage of hydrogen is mandatory for on-board vehicular appli-
cations, and this is schematically represented in Figure 9.30,31,32,33,34.

The barriers and limitations of the existing and new hydrogen storage tech-
nologies (Table 1) delay its practical use for commercial applications.35 The
development and commercialization of new technologies are required to meet
the US-DOE milestones (Table 2) and FreedomCAR technical target performance
(Table 3).36,37
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Table 1 Hydrogen Storage Methods and Phenomena (gravimetric density, ρm, the
volumetric density ρv , the working temperature T , and presure P )

ρm ρv T P

Storage Method (mass %) (kg H2 m−3) (◦K) (bar) Phenomena and Remarks

High-pressure gas
cylinders

13 <40 303 800 Compressed gas (molecular
H2) in light weight
composite cylinders (tensile
strength of the material is
2000 MPa)

Liquid hydrogen in
cryogenic tanks

Size dependent 70.8 21 1 Liquid hydrogen (molecular
H2) continuous loss of a
few % per day of hydrogen
at room temperature

Adsorbed hydrogen
(carbon nanotube)

2 20 193 100 Physisorption (molecular
H2) on materials (e.g.,
carbon with a very large
specific surface area),
reversibility problems

Absorbed on
interstitial sites in a
host metal (Metal
hydrides)

2 150 303 1 Hydrogen (atomic H)
intercalation in host metals,
metallic hydrides working
at room temperature are
fully reversible

Complex compounds <18 150 >373 1 Complex compounds
([AlH4]− or [BH4]−),
desorption at elevated
temperature, absorption at
high pressures

Metals and
complexes together
with water

<40 >150 303 1 Chemical oxidation of
metals with water and
liberation of hydrogen, not
directly reversible

Table 2 US-DOE Hydrogen Storage Milestones

Targets 2010 2015

System gravimetric capacity =
“specific energy”

6 wt.%; 7.2 MJ/kg;
2.0 kWh/kg

9 wt.%; 10.8 MJ/kg;
3.0 kWh/kg

System volumetric capacity =
energy density

1.5 kWh/L; 5.4 MJ/L;
45 g/L

2.7 kWh/L; 9.7 MJ/L;
81 g/L

Storage system cost $4/kWh ($133/kg H2) $2/kWh; ($67/kg H2)
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Table 3 FreedomCAR Hydrogen Storage System Targets

Targeted Factor 2005 2010 2015

Specific energy (MJ/kg) 5.4 7.2 10.8

Hydrogen (wt.%) 4.5 6.0 9.0

Energy density (MJ/L) 4.3 5.4 9.72

System cost ($/kg/system) 9 6 3

Operating temperature (◦C) −20/50 −20/50 −20/50

Cycle life-time (absorption/desorption cycles) 500 1,000 1,500

Flow rate (g/s) 3 4 5

Delivery pressure (bar) 2.5 2.5 2.5

Transient response (s) 0.5 0.5 0.5

Refueling rate (kg H2/min) 0.5 1.5 2.0

Several critical properties of the hydrogen storage materials can be evaluated
for automotive applications:

• Light weight
• Cost and availability
• High volumetric and gravimetric density of hydrogen
• Fast kinetics
• Ease of activation
• Low temperature of dissociation or decomposition
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• Appropriate thermodynamic properties
• Long-term cycling stability
• High degree of reversibility

3.1 Hydrogen Storage Options

Current hydrogen storage technologies include high-pressure tanks, cryogenic
storage, metal hydrides, chemical hydrides, and high surface adsorbents such as
nanostructured carbon-based materials. High pressure and cryogenic tanks, high
surface adsorbents, and many metal hydrides fall in the category of reversible on
board hydrogen storage, since refueling with hydrogen can take place directly
on board the vehicle. For chemical hydrogen storage and some high-temperature
metal hydrides, hydrogen regeneration is not possible on board the vehicle, and
thus these systems must be regenerated off board (see Figure 10).

Hydrogen can be stored as a gas or liquid in pressure vessels. Gaseous storage
requires large volume and pressure (up to 10,000 psi). Liquid storage requires low
temperatures (−423◦C) with cryogenic systems. Hydrogen can also be stored
in advanced solid state materials—within the structure or on the surface of
certain materials, as well as in the form of chemical precursors that undergo a
chemical reaction to release hydrogen.38,39,40,41 Figures 11 and 12 demonstrate
these processes in the atomic or molecular scale.

Hydrogen storage options

Reversible on-board Regenerable off-board

High-
pressure

tanks

Cryogenic
tanks

Metal
hydrides

Adsorbents
physisorption

Chemical
hydrides

High-pressure Hydrogen Liquid Hydrogen MOFs
Carbon Nanotubes
Nanostructures

Alanates
Alanes
Lithium amides

Sodium Borohydride
Organic Liquids
MgH2 slurries
Ammonia Borane

Glass Microspheres

Figure 10 Options for vehicular hydrogen storage.
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Figure 11 Different types of hydrogen storage methods.

The volume storage efficiencies of gaseous and liquid hydrogen storage are
generally very low compared to the solid state hydrogen storage.42 Figure 12
shows the hydrogen storage methods in solids (by adsorption) or within solids
(by absorption). In adsorption , (a), hydrogen attaches to the surface of a mate-
rial either as hydrogen molecules (H2) or hydrogen atoms (H). In absorption ,
(b), hydrogen molecules dissociate into hydrogen atoms that are incorporated
into the solid lattice framework. This method may make it possible to store large
quantities of hydrogen in smaller volumes at low pressure and room temperature.
Finally, hydrogen can be bound strongly within molecular structures as chemical
compounds containing hydrogen atoms, (c).

High-pressure Gaseous Hydrogen Storage
The energy density of gaseous hydrogen can be improved by storing hydrogen
at higher pressures. This requires material and design improvements in order to
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Figure 12 Hydrogen storage in carbon, metal/complex hydrides, and chemical compounds.

ensure tank integrity. Advances in compression technologies are also required to
improve efficiencies and reduce the cost of producing high-pressure hydrogen.

Carbon fiber–reinforced 5,000-psi and 10,000-psi compressed hydrogen gas
tanks (Figure 13) are under development by Quantum Technologies and others.43

Such tanks are already used in prototype hydrogen-powered vehicles.
The inner liner of the tank is a high-molecular-weight polymer that serves as

a hydrogen-gas permeation barrier. A carbon fiber-epoxy resin composite shell
is placed over the liner and constitutes the gas pressure load-bearing component
of the tank. Finally, an outer shell is placed on the tank for impact and damage
resistance. The pressure regulator for the 10,000 psi tank is located in the interior
of the tank. There is also an in-tank gas sensor to monitor the tank temperature
during the gas-filling process when the tank is heated.

Issues with compressed hydrogen gas tanks revolve around high pressure,
weight, volume, conformability, and cost. The cost of high-pressure compressed
gas tanks is essentially dictated by the cost of the carbon fiber that must be
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Figure 13 Hydrogen in atomic form on interstitial lattice sites of an intermetallic alloy.

used for lightweight structural reinforcement. Efforts are underway to identify
lower-cost carbon fibers that can meet the required high pressure and safety spec-
ifications for hydrogen gas tanks. However, lower-cost carbon fibers must still
be capable of meeting tank thickness constraints in order to help meet volumetric
capacity targets. Thus, lowering cost without compromising weight and volume
is a key challenge.

Two approaches are being pursued to increase the gravimetric and volumetric
storage capacities of compressed gas tanks from their current levels. The first
approach involves cryo-compressed tanks. This is based on the fact that, at fixed
pressure and volume, gas tank volumetric capacity increases as the tank temper-
ature decreases. Thus, cooling a tank from room temperature to liquid nitrogen
temperature (77◦K) will increase its volumetric capacity by a factor of four,
although system volumetric capacity will be less than this due to the increased
volume required for the cooling system.

The second approach involves the development of conformable tanks. Current
liquid gasoline tanks in vehicles are highly conformable in order to take maximum
advantage of available vehicle space. Concepts for conformable tank structures
are based on the location of structural supporting walls. Internal cellular-type
load-bearing structures may also be a possibility for greater degree of conforma-
bility.

Compressed hydrogen tanks [5,000 psi (∼35 MPa) and 10,000 psi (∼70 MPa)]
have been certified worldwide according to ISO 11439 (Europe), NGV-2 (U.S.),
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and Reijikijun Betten (Iceland) standards and approved by TUV (Germany) and
the High-Pressure Gas Safety Institute of Japan (KHK). Tanks have been demon-
strated in several prototype fuel cell vehicles and are commercially available.
Composite, 10,000 psi tanks have demonstrated a 2.35 safety factor (23,500 psi
burst pressure), as required by the European Integrated Hydrogen Project
specifications.

Liquid Hydrogen Storage
The energy density of hydrogen can be improved by storing hydrogen in a liquid
state. However, the issues with LH2 tanks are hydrogen boil-off, the energy
required for hydrogen liquefaction, volume, weight, and tank cost.44,45 There are
four contributing mechanisms to boil-off losses in cryogenic hydrogen storage
systems:

1. Ortho-para conversion
2. Heat leak (shape and size effect, thermal stratification, thermal overfill,

insulation, conduction, radiation, cool-down)
3. Sloshing
4. Flashing

Typically, 30 percent of the heating value of hydrogen is required for lique-
faction. New approaches, which can lower these energy requirements and thus
the cost of liquefaction, are needed. Hydrogen boil-off must be minimized or
eliminated for cost, efficiency, and vehicle range considerations, as well as for
safety considerations when vehicles are parked in confined spaces. Insulation
is required for LH2, tanks, and this reduces system gravimetric and volumetric
capacity.

Liquid hydrogen (LH2) tanks can store more hydrogen in a given volume than
compressed gas tanks. The volumetric capacity of liquid hydrogen is 0.070 kg/L,
compared to 0.030 kg/L for 10,000 psi gas tanks. Liquid tanks are being demon-
strated in hydrogen-powered vehicles, and a hybrid tank concept combining both
high-pressure gaseous and cryogenic storage is being studied.

Metal/Complex Hydrides
Hydrogen can be packed and stored in a solid state by forming a metal
hydride.44–52 During the formation of the metal hydride, hydrogen molecules
are dissociated into hydrogen atoms, which insert themselves into interstitial
spaces inside the lattice of intermetallic compounds and/or alloys (Figure 13).
The typical reversible metal-hydrogen interaction occurs either as a gas-phase
reaction or as an electrochemical reaction.

In such a way, an effective storage comparable to the density of liquid hydro-
gen is created. However, when the mass of the metal or alloy is taken into
account, the metal hydride gravimetric storage density is comparable to stor-
age of pressurized hydrogen. The best achievable gravimetric storage density is
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Table 4 Theoretical Capacities of Hydriding Substances as Hydrogen Storage Media
Hydrogen Hydrogen Storage Energy
Content Capacity, Density Energy Density

Medium kg/kg kg/liter of vol. kJ/kg kJ/liter of vol.
MgH2 0.070 0.101 9,933 14,330
Mg2NiH4 0.0316 0.081 4,484 11,494
VH2 0.0207 3,831
FeTiH1.95 0.0175 0.096 2,483 13,620
TiFe0.7Mn0.2H1.9 0.0172 0.090 2,440 12,770
LaNi5H7.0 0.0137 0.089 1,944 12,630
R.E.Ni5H6.5 0.0135 0.090 1,915 12,770
Liquid H2 1.00 0.071 141,900 10,075
Gaseous H2 (100 bar) 1.00 0.0083 141,900 1,170
Gaseous H2 (200 bar) 1.00 0.0166 141,900 2,340
Gasoline − − 47,300 35,500

about 0.07 kg of H2/kg of metal, for a high-temperature hydride such as MgH2,
as shown in Table 4, which gives a comparison of some hydriding substances
with liquid hydrogen, gaseous hydrogen, and gasoline.10

The potential to use hydrides for energy storage and applications has stimu-
lated extensive theoretical and experimental research on the fundamental aspects
of hydrogen sorption, and on several reversible storage intermetallics such as
FeTi,53 LaNi5, MmNi4.5Al0.5,54 and Mg2Ni.55 Since the maximum weight per-
centage storage for these intermetallics is ∼1.8 wt.% at ambient conditions and
∼3.8 wt.% at high temperature (300◦ to 400◦C), there is on-going research to
find better hydride materials with higher storage capacity at ambient as well as
high-temperature conditions. To achieve this, two prominent routes are being
followed: first, to modify and optimize the current storage materials such as
FeTi, LaNi5, and the high-temperature hydride Mg2Ni, and second, to develop
altogether new storage materials, such as transition metal complexes, composite
materials, nano-particle and nano-structured materials, and new carbon variants
(fullerenes, C60 and other higher versions, graphitic nanofibers, and nanotubes).

Magnesium (Mg) has the highest theoretical hydrogen storage capacity of
∼7.6 wt.%. However, it has two significant disadvantages: (1) the Mg-H2 reaction
has poor kinetics; and, (2) the resulting hydride is not reversible under ambient
or moderate temperature and pressure conditions.56 A possible way to achieve
Mg like storage capacity but with reversible hydrogenation characteristics is to
form composites with Mg as one of the components. The other component may
be one of the known hydrogen storage intermetallic alloys.57

An important feature of the metallic hydrides is the high volumetric density
of the hydrogen atoms present in the host lattice as shown in Figure 14.58
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Figure 14 Volumetric and gravimetric hydrogen density of some selected hydrides.
Mg2FeH6 shows the highest known volumetric hydrogen density of 150 kg H2 m−3.

The highest theoretical volumetric hydrogen density known today is 150 kg m−3

for Mg2FeH6 and Al(BH4)3. The Mg2FeH6 hydride belongs to the family of Mg-
transition metal complex hydrides with [FeH6]4- octahedral surrounded by Mg
atoms in cubic configuration.59 Interestingly, iron does not form intermetallic com-
pounds with Mg, but it readily combines with hydrogen and Mg to form ternary
hydride Mg2FeH6 according to these reactions:

2Mg + Fe + 3H2 � Mg2FeH6 (30)

2MgH2 + Fe + H2 � Mg2FeH6 (31)

During the storage process (charging or absorption) heat is released, which
must be removed in order to achieve the continuity of the reaction. During the
hydrogen release process (discharging or desorption), heat must be supplied to
the storage tank. The thermodynamic aspects of hydride formation from gaseous
hydrogen are described by means of pressure-composition isotherms, as shown
in Figure 15. While the solid solution and hydride phase coexist, the isotherms
show a flat plateau, the length of which determines the amount of H2 stored. The
stability of metal hydrides is usually presented in the form of Van’t Hoff plots (ln
P vs. T−1). The most stable binary hydrides have enthalpies of formation of �Hf

= −226 kJ mol−1 H2, the least stable hydrides having enthalpies of formation of
+ 20 kJ mol−1 H2.60 An advantage of storing hydrogen in hydriding substances
is the safety aspect. Any serious damage to a hydride tank (such as one that
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Figure 15 P-C isotherms and Van’t Hoff curve for LaNi5 metal hydride.

could be caused by a collision) would not pose a fire hazard because hydrogen
would remain in the metal structure.

An overview of hydrogen storage alloys has been discussed by Sandrock61

from the solid-gas reaction point of view. A number of important properties
must be considered in metal hydride storage, including (1) ease of activation;
(2) heat transfer rate; (3) kinetics of hydriding and dehydriding; (4) resistance
to gaseous impurities; (5) cyclic stability; (6) safety; and, (7) weight and cost.
Although metal hydrides can theoretically store large amounts of hydrogen in a
safe and compact way, the practical gravimetric hydrogen density is limited to
<3 mass%. It is still a challenge to explore the properties of lightweight metals
and complex hydrides.

Complex hydrides—MAlH4, MBH4, and N(AlH4)2 (M = Na, Li, K; N =
Mg)—are emerging as promising hydrogen storage materials because of their
high-potential storage capacity.30 However, they are generally characterized by
irreversible dehydriding or extremely slow hydrogen cycling kinetics. The break-
through discovery of doping with a few mole percent of Ti-catalyst has enhanced
the dehydrogenation kinetics of NaAlH4 at low operating temperatures
(<150◦C) and was the starting point in reinvestigating these complex hydride sys-
tems for hydrogen storage.62 However, reduced availability of reversible hydro-
gen (∼4−5 wt.%), poor cyclic stability, loss of the catalytic function of Ti-species,
necessitates the search for new and efficient complex hydride systems.63 There
are about 234 complex chemical hydrides that have been reported with theoreti-
cal hydrogen storage capacity.64 Table 5 lists complex chemical hydrides under
investigation, with their available capacities and operating temperatures.
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Table 5 Theoretical Hydrogen Storage Capacities of Complex Hydrides
Complex Theoretical Reversible Operating
Chemical Capacity Capacity Temperature

No. Hydride wt.% wt.% ◦C Remarks

1. Ti-doped
NaAlH4

7.5 5.5 100–150 High Rehydrogenation
pressure, poor cycle life,
loss of catalytic activity,
less available capacity

2. Undoped and
Ti-doped
LiAlH4

10.5 6.3 120–170 Problems with
reversibility, and
reduced thermodynamic
stability

3. Undoped and
doped LiBH4

18.2 9.0 200–400 High operating
temperature,
rehydrogenation
problem, possible
borane gas evolution

4. Mg(AlH4)2 9.3 6.6 200–250 High operating
temperature,
thermodynamic stability

5. NaBH4/H2O 10.5 9.2 Ambient Hydrolysis reaction,
irreversibility, one-time
use

6. Li3N (LiNH2/
LiH)

11.3 6.5−7.0 255–285 High operating
temperature, Possible
ammonia evolution

7. B-H-Li-N 10.0 80–150 Rehydrogenation
problem

8. AlH3 10.5 150 Ball milling induced
decomposition,
irreversible

9. H3BNH3 18.3 12.6 Ammonia evolution
possibility, irreversible

The hydride complexes such as NaAlH4 and NaBH4 are known to be stable
and decompose only at elevated temperatures, often above the melting point of
the complex. However, the addition of a few mole concentrations of titanium
species to NaAlH4 eases the release of hydrogen at moderate temperatures and
ambient pressure.36 The decomposition of Ti-doped NaAlH4 proceeds in two
steps with the total released hydrogen of ∼5.5 wt.% at 100◦ to 150◦C, as given
in equations (32) and (33).

3NaAlH4 � Na3AlH6 + 2Al + 3H2 (3.72 wt.% H2) (32)

Na3AlH6 � 3NaH + Al + 3/2H2 (1.8 wt.% H2) (33)
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Table 6 New Complex Hydrides and Their Hydrogen Storage Capacity
Theoretical Decomposition

Serial Number Complex Hydride Capacity, wt.% Temperature, Tdec
◦C

1. LiAlH2(BH4)2 15.2

2. Mg(BH4)2 14.8 260–280

3. NH4Cl + LiBH4 13.6 >ambient

4. Ti(BH4)3 12.9 ca. 25

5. Fe(BH4)3 11.9 −30 to −10

6. Ti(AlH4)4 9.3 −85

7. Zr(BH4)3 8.8 <250

8. Zn(BH4)2 8.4 85

Following this breakthrough discovery, an effort was initiated in the U.S.
DOE Hydrogen program to develop NaAlH4 and related alanates as hydrogen
storage materials.65,66 Another complex hydride, Mg(AlH4)2 contains 9.6 wt.%
of hydrogen that decomposes below 200◦C.67 Some of the new complex hydrides
and their theoretical capacities are listed in Table 6.

Borohydride complexes with suitable alkali or alkaline earth metals are a
promising class of compounds for hydrogen storage. The hydrogen content can
reach values of up to 18 wt.% for LiBH4.68 The total amount of hydrogen des-
orbed up to 600◦C is 9 wt.%. Mixing LiBH4 with SiO2 powder lowers the
desorption temperature, so that 9 wt.% of hydrogen is liberated below 400◦C.58

Recently, Chen et al. reported a new hydrogen storage system, lithium nitride
(Li3N), which absorbs 11.5 wt.% of hydrogen reversibly.69,70 The hydrogenation
of lithium nitride is a two-step reaction, as shown in equations (34) and (35):

Li3N + 2H2 � Li2NH + LiH (34)

Li2NH + H2 � LiNH2 + LiH (35)

Li3N absorbs 5.74 wt.% of hydrogen for the first step and 11.5 wt.% for second
step. Since the hydrogen pressure for the reaction corresponding to the first step
is very low (about 0.01 bar at 255◦C), only the second step reaction of Li2NH
(lithium imides) with H2 leads to the reversible storage capacity. According to
Chen et al., the plateau pressure for imides hydrogenation is 1 bar at a relatively
high temperature of 285◦C.69 However, the temperature of this reaction can be
lowered to 220◦C with magnesium substitution, although at higher pressures.71

Further research on this system may lead to additional improvements in operating
conditions with improved capacity.

Chemical Hydrogen Storage
The term chemical hydrogen storage is used to describe storage technologies in
which hydrogen is generated through a chemical reaction. Common reactions
involve chemical hydrides with water or alcohols. Typically, these reactions are
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not easily reversible on board a vehicle. Hence, the spent fuel, or byproducts,
must be removed from the vehicle and regenerated off board.

Hydrolysis Reactions. Hydrolysis reactions involve the oxidation reaction of
chemical hydrides with water to produce hydrogen. The reaction of sodium
borohydride has been the most studied to date:

NaBH4 + 2H2O → NaBO2 + 4H2 (36)

In the first embodiment, slurry of an inert stabilizing liquid protects the hydride
from contact with moisture and makes the hydride pumpable. At the point of use,
the slurry is mixed with water, and the consequent reaction produces high-purity
hydrogen. The reaction can be controlled in an aqueous medium via pH and the
use of a catalyst. Although the material hydrogen capacity can be high and the
hydrogen release kinetics fast, the borohydride regeneration reaction must take
place off board. Regeneration energy requirements cost and life-cycle impacts
are key issues currently being investigated.

Millennium Cell has reported that its NaBH4-based Hydrogen on Demand
system possesses a system gravimetric capacity of about 4 wt.%.72 Similar to
other material approaches, issues include system volume, weight and complexity
and water availability.

Another hydrolysis reaction currently being investigated by Safe Hydrogen
is the reaction of MgH2 with water to form Mg(OH)2 and H2.73 In this case,
particles of MgH2 are contained in nonaqueous slurry to inhibit premature water
reactions when hydrogen generation is not required. Material-based capacities
for the MgH2 slurry reaction with water can be as high as 11 wt.%. However,
as with the sodium borohydride approach, water must be carried on board the
vehicle in addition to the slurry, and the Mg(OH)2 must be regenerated off board.

New Chemical Approach. A new chemical approach may provide hydrogen
generation from ammonia-borane materials by the following reactions:

NH3BH3 � NH2BH2 + H2 � NHBH + H2 (37)

The first reaction, which occurs at less than 120◦C releases 6.1 wt.% hydro-
gen, while the second reaction, which occurs at approximately 160◦C, releases
6.5 wt.% hydrogen.74 Recent studies indicate that hydrogen-release kinetics and
selectivity are improved by incorporating ammonia-borane nanosized particles in
a mesoporous scaffold.

Carbonaceous Materials for Hydrogen Storage
Carbonaceous materials are attractive candidates for hydrogen storage because
of a combination of adsorption ability, high specific surface, pore microstruc-
ture, and low mass density. In spite of extensive results available on hydrogen
uptake by carbonaceous materials, the actual mechanism of storage still remains
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a mystery. The interaction may either be based on van der Walls attractive forces
(physisorption) or on the overlap of the highest occupied molecular orbital of
carbon with occupied electronic wave function of the hydrogen electron, over-
coming the activation energy barrier for hydrogen dissociation (chemisorption).
The physisorption of hydrogen limits the hydrogen-to-carbon ratio to less than
one hydrogen atom per two carbon atoms (i.e., 4.2 mass %). While in chemisorp-
tion, the ratio of two hydrogen atoms per one carbon atom is realized, as in the
case of polyethylene.35,75,76 Physisorbed hydrogen has a binding energy nor-
mally of the order of 0.1 eV, while chemisorbed hydrogen has C–H covalent
bonding, with a binding energy of more than 2 to 3 eV.

Dillon et al. presented the first report on hydrogen storage in carbon nan-
otubes and triggered a worldwide tide of research on carbonaceous materials.77

Hydrogen can be physically adsorbed on activated carbon and be “packed” on
the surface and inside the carbon structure more densely than if it has just been
compressed. The best results achieved with carbon nanotubes to date confirmed
by the National Renewable Energy Laboratory is hydrogen storage density cor-
responding to about 10 percent of the nanotube weight.78

Hydrogen can be stored in glass microspheres of approximately 50 µm diame-
ter. The microspheres can be filled with hydrogen by heating them to increase the
glass permeability to hydrogen. At room temperature, a pressure of approximately
25 MPa is achieved, resulting in storage density of 14 percent mass fraction and
10 kg H2/m3.79 At 62 MPa, a bed of glass microspheres can store 20 kg H2/m3.
The release of hydrogen occurs by reheating the spheres to again increase the
permeability.

High Surface Area Sorbents and New Materials Concepts
There is a pressing need for the discovery and development of new reversible
materials. One new area that may be promising is that of high surface area
hydrogen sorbents based on microporous metal-organic frameworks (MOFs).
Such materials are synthetic, crystalline, and microporous, and are composed
of metal/oxide groups linked together by organic struts. Hydrogen storage capac-
ity at 78K (−195◦C) has been reported as high as 4 wt.% via an adsorptive
mechanism, with a room temperature capacity of approximately 1 wt.%.80 How-
ever, due to the highly porous nature of these materials volumetric capacity may
still be a significant issue.

Another class of materials for hydrogen storage may be clathrates, which
are primarily hydrogen-bonded H2O frameworks.81 Initial studies have indicated
that significant amounts of hydrogen molecules can be incorporated into the
sII clathrate. Such materials may be particularly viable for off board storage of
hydrogen without the need for high pressure or liquid hydrogen tanks.

Other examples of new materials and concepts are conducting polymers. New
processes such as sonochemistry may also be applicable to help create unique
nano-structures with enhanced properties for hydrogen storage.
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4 HYDROGEN UTILIZATION

Today, hydrogen is used primarily in ammonia production, petroleum refinement
and the synthesis of methanol. It is also used in the U.S. National Aeronautics and
Space Administration’s (NASA) space program as fuel for the space shuttles, and
in fuel cells that provide heat, electricity, and drinking water for the astronauts.
Current thinking suggests that fuel cells are the way to use hydrogen and that
the fuel cell industry is the driving force toward a hydrogen economy. This
may be true, but it loses sight of other, less costly opportunities. Hydrogen can
also be used in internal combustion engines (ICE), turbines, and gas boilers.
In many parts of the world, the gas that is used to fuel lights and furnaces is
a hydrogen-rich mixture called town gas, mainly consisting of hydrogen and
methane. In the very near future, hydrogen will be used to fuel vehicles and
aircraft, and provide power for our homes and offices.82 Hydrogen’s potential
use as a fuel and an energy carrier includes powering vehicles, running turbines
or fuel cells to produce electricity, and co-generating heat and electricity for
buildings, among others.

4.1 Fuel Cells

Fuel cells are significantly more energy efficient than combustion-based power-
generation technologies. A conventional combustion-based power plant typically
generates electricity at efficiencies of 33 to 35 percent, while fuel-cell plants
can generate electricity at efficiencies of up to 60 percent. When fuel cells are
used to generate electricity and heat (co-generation), they can reach efficiencies
of up to 85 percent. Internal combustion engines in today’s automobiles convert
less than 30 percent of the energy in gasoline into power that moves the vehicle.
Vehicles using electric motors powered by hydrogen fuel cells are much more
energy efficient, utilizing 40 to 60 percent of the fuel’s energy. Even fuel-cell
vehicles that reform hydrogen from gasoline can use about 40 percent of the
energy in the fuel.83

A fuel cell can be thought of as an electrochemical combustor. Hydrogen
is oxidized, some heat is released, and, as in any chemical reaction, electrons
change hands (i.e., chemical bonds are broken). However, in a fuel cell, the fuel
and oxidant react separately in different regions that are connected to each other
by two different conduits for charged particles. This consists of a catalytically
activated electrode for the fuel (anode) and the oxidant (cathode), and an elec-
trolyte to conduct ions between the two electrodes. The exchange of electrons
among the reagents occurs through an electrical circuit outside the cell. The fuel
cell converts chemical potential energy to usable electrical energy in the form
of moving electrons. For electrons to journey through the external circuit, they
must overcome any electrical barriers, such as impedance, to their transmission
in order to do electrical work. Electrochemical reactions for use in fuel cells are
purposely chosen so that the amount of electrical work attainable is sufficient
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to overcome the resistance of electron flow inherent in any circuit, but also to
allow the electron flow to carry out useful electrical tasks. The second conduit
for charged particles is inside the cell and is called an electrolyte. This can be an
aqueous or other solution, a solid polymer, or an ion-conducting ceramic. The
electrolyte allows particles much more massive than electrons, such as H+ or
OH−, respectively, for acidic and basic electrolytes or O2− in the case of solid
oxide ceramics to pass between the two electrodes. Figure 16 shows an illustra-
tion of an acidic electrolyte fuel cell in which H2 is converted to electricity using
O2 as the oxidant.

This cell requires four chemical and physical processes for this cell to operate:

1. Oxidation of the fuel, gaseous H2(g), at a region of the anode in interfacial
contact with the electrolyte:

H2(g) → 2H+ + 2e− (38)

2. Physical transport of H+ from the anode through the electrolyte to the
cathode:

2H+(anode-electrolyte interface) → 2H+(electrolyte-cathode interface) (39)

3. Reduction of gaseous O2, the oxidant, at a region of the cathode in inter-
facial contact with the electrolyte:

1
2 O2(g) + 2e− + 2H+ → H2O (40)

Cathode

Electrolyte

1H+1
2

3

Anode

e− e−4

Electrical
load

Fuel
H2

H2O
product

O2 oxidant 

Figure 16 Schematic of an acidic electrolyte hydrogen-oxygen fuel cell illustrating the four
essential processes described in the text.
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4. Physical transport of electrons from the anode to the cathode through the
external circuit:

2e−(anode-electrolyte interface) → 2e−(cathode-electrolyte interface) (41)

Summarizing equations (38) to (41) one obtains the same overall reaction as
direct combustion of hydrogen:

H2 + 1
2 O2 → H2O (42)

However, through the use of the fuel cell, electricity is generated directly.
Fuel cells now command great interest as clean energy converters for use in pro-
ducing electricity for consumers and as the energy source for electric vehicles.
This interest is motivated by the potential for high fuel-to-electricity conversion
efficiencies and fuel cells run with hydrogen emit only water and waste heat.
Since fuel cells operate at lower that typical combustion processes, NOx emis-
sions are eliminated. Fuel cells are also attractive because of their potential for
low maintenance, high reliability, and low noise levels.

Table 7 summarizes several common types of fuel cells under development for
stationary electric power systems and vehicle propulsion applications, together
with estimates of their fuel-to-electricity conversion efficiencies, assuming that
H2 is the fuel.84 The ion flowing through the electrolyte may be H+ of any of
several negatively charged species (anions), such as OH−, CO3

2−, or O2− (the
anions flow from the cathode to the anode). Advanced electrolyte systems such as
proton-conducting inorganic oxides (i.e. ceramics), may enable fuel-to-electricity
efficiencies as high as 70 percent based on H2 and its low heat value. Because
each fuel-cell unit generates approximately 1 volt, fuel-cell systems are composed
of stacks of individual fuel cells that are interconnected to produce the desired
voltage and power densities for specific application.

Although larger fuel cells (greater than 200 kilowatts) are being commer-
cialized for on-site cogeneration of electricity and steam heat, fuel cells for
transportation are in much earlier stages of development. Fuel cells are cur-
rently too large, too heavy, and too expensive to produce for a commercial
application in powering vehicles. With the resolution of these problems, how-
ever, hydrogen-powered fuel cell vehicles will be pollution free and about three
times as energy efficient as comparable gasoline-fueled vehicles. There are sev-
eral configurations of fuel cells, classified by the type of electrolyte used. The
most mature technology for near-term use in large vehicles is the phosphoric
acid fuel cell. The proton-exchange membrane fuel cell is a prime candidate
for mid-term use in several areas, including automobiles. Solid oxide fuel cells
are being developed for longer-term utility applications.85 Descriptions of the
common fuel cells from Table 7 are presented as follows.
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Phosphoric Acid Fuel Cells
A phosphoric acid fuel cell (PAFC) consists of an anode and a cathode made
of finely dispersed platinum catalyst on carbon paper, and a silicon carbide
matrix that holds the phosphoric acid electrolyte. PAFCs produce a cell volt-
age of 0.66 volts at atmospheric pressure and 200◦C, and a current density
of 240 milliampere per square centimeter (mA/cm2). Overall fuel-to-electricity
energy-conversion efficiency is about 40 percent. PAFCs are the most advanced
of the fuel-cell designs, and are being commercialized for stationary power appli-
cations and for demonstrations in larger fleet vehicles, such as buses. The power
density of a PAFC is too low for use in an automobile, however, and it cannot
generate power at room temperature. Because of these limitations, the optimum
use of PAFCs is in steady-state operating modes. Researchers are studying other
fuel-cell alternatives for vehicle applications.

Proton Exchange Membrane Fuel Cells
The proton exchange membrane (PEM) fuel cell uses a fluorocarbon ion exchange
with a polymeric membrane as the electrolyte. The hydrogen proton migrates
across the membrane, and water is evolved at the cathode. The PEM operates
at a relatively low temperature of about 80◦C and can start up from ambient
temperature at partial load. These characteristics, plus its high-power density,
make the PEM cell more adaptable to automobile use than the PAFC. Current
densities of up to 4 A/cm2 have been reported for single PEM cells. An assembly
of PEM cells has not been able to achieve this level because at high current
densities localized overheating limits the attainable density to about 1 A/cm2. As
research overcomes this problem, higher current densities will allow the weight
and volume of a PEM fuel cell to be more practical for vehicle use.

Solid Electrolyte Fuel Cells
Solid oxide fuel cells (SOFC) currently under development use a thin layer
of zirconium oxide as a solid electrolyte, a lanthanum manganite cathode, and
a nickel-zirconia anode. When heated to about 1,000◦C, the oxide becomes a
suitable conductor of oxygen ions but not electrons. A tubular arrangement of
the cathode, anode, and electrolyte is the most advanced of the SOFC designs;
20-kilowatt demonstration units have been installed in Japanese utilities. A planar
configuration consists of alternating flat plates of a trilayer containing an anode,
an electrolyte, and a cathode. A monolithic configuration adds a layer of anode
and cathode material corrugated on either side of the trilayers to form flow
channels for the fuel and air streams. Planar SOFCs are easier to fabricate than
the monolithic configuration, which is co-sintered into a solid, ceramic structure,
but monolithic configurations have the highest-power density of the designs. All
SOFC designs have fewer components and ultimately may need less maintenance
and be less expensive than other fuel-cell types.
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Fuel cells are but one of many opportunities for hydrogen energy utilization. As
described next, internal combustion engines and hydrogen burners are relatively
low-cost hydrogen utilization technologies.

4.2 Internal Combustion Engines

Hydrogen use in an internal combustion engine (ICE) was demonstrated more
than 100 years ago. Hydrogen-fueled ICE offer the potential of no carbon and
very low nitrogen oxide emissions, combined with high thermal efficiency. To be
competitive and cost-effective, however, key problems must be solved in engine
combustion, fuel delivery, and practical storage. The primary research goal is
to develop an optimized hydrogen IC engine with about 80 miles per gallon
equivalent performance in an ultra-low-emission vehicle. Fuel efficiencies of 80
to 90 miles per gallon energy equivalent have been realized in simulations using
a hybrid hydrogenelectric vehicle. The research challenge is to achieve high
efficiency and low emissions while overcoming the problems of preignition and
flashback that have been common with hydrogen fuel in the past. Flashback is
the improperly timed explosion of the fuel and air mixture that occurs when the
exhaust valve of the ICE is open. This risk is more significant with hydrogen fuel
than hydrocarbon fuels because hydrogen’s flame speed is 2 to 10 times greater
than that of hydrocarbons. Two key areas of investigation are the fuel delivery
system and the ignition system. In a carburetion system, premixing creates a lean,
homogeneous charge that keeps nitrogen oxide emissions low. A fuel-injected
system better prevents preignition of the fuel-air mixture and flashback. These
engines can be used for both transportation and stationary power applications.
Researchers are studying direct power from an ICE fueled by hydrogen or mixed
fuels (such as hydrogen-methane) and hybrid power systems, where an ICE
operating at a single speed and load runs an electric motor.

Research is also focused on reducing nitrogen oxide emissions in fuel-injection
systems by diluting the intake air charge in a direct-injection ICE. Dilution can
be accomplished by recirculating exhaust gases or by scavenging. These tech-
niques work by reducing the flame temperature and oxygen availability of the
hydrogen/oxidizer mixture. This subsequently reduces the formation of nitrogen
oxides, which is highly sensitive to temperature. It is anticipated that hydro-
gen ICEs will provide a high-volume usage of hydrogen prior to the low-cost
mass production of fuel cells for transportation. In this light, the use of hydro-
gen or hydrogen-methane mixtures in ICEs could result in an acceleration of
hydrogen demand into the nearer-term economy, particularly in terms of hydro-
gen production and delivery. Several programs are currently underway to define
baseline emissions and operational ranges for hydrogen and hydrogen-methane
mixtures. Examples of these types of programs are studies being conducted by
the U.S. National Energy Technology Laboratory’s (NETL) Office of Science
and Engineering Research (OSER) on lubricant life in hydrogen ICEs, injector
performance, and ignition systems.86
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4.3 Hydrogen Burner Turbines

Research is focusing on the development of a safe and environmentally benign
hydrogen burner that can generate electricity for utilities and provide heat to
industry and homes. Burning hydrogen eliminates most emissions that come from
carbon-based fuels, including carbon dioxide and carbon monoxide. The burning
of any fuel in air, however, produces some amount of nitrogen oxides, and burner
research is focusing on eliminating these emissions from hydrogen combustion.
One way to do this is to remove nitrogen from the fuel mix completely, by
burning pure hydrogen and pure oxygen derived directly from the electrolysis
process. This is an expensive alternative, however, and researchers are looking
at more cost-effective methods. Nitrogen oxide emissions can be minimized by
reducing the peak combustion temperature and the time spent at the peak tem-
perature. Typical thermal efforts reduce the peak temperature by recirculating
cooler inert gases through the combustion process or injecting steam. Nitrogen
oxides can also be reduced to essentially zero by premixing the fuel and oxi-
dizer to reduce the amount of fuel in proportion to the oxidizer—a lean mixture.
A sufficiently lean mixture can reduce the combustion temperatures to 1,400◦C to
1,500◦C, although it can also increase the occurrence of flashback. Researchers
are investigating the combustion fluid dynamics required to completely oxidize
hydrocarbon and hydrogen fuels. Because the momentum flux of the oxidizer
(air) is the primary variable in resolving these problems, an improved hydrogen
burner will also work efficiently with natural gas and liquid petroleum gas. This
flexibility should accelerate the utilization of hydrogen by facilitating the use of
hybrid fuels.87

5 HYDROGEN SAFETY

Hydrogen has been safely used for a long time in industrial and aerospace appli-
cations. Through this experience, a great deal of relevant knowledge exists.
However, in the preliminary stages of a hydrogen economy, great care must
be taken to assure a high degree of safety in all hydrogen applications, because a
loss in public confidence could have a significant impact on future developments.

5.1 The Nature of Hydrogen

Hydrogen is less flammable than gasoline. The self-ignition temperature of hydro-
gen is 585◦C. The self-ignition temperature of gasoline varies from 228◦ to
501◦C, depending on the grade (Table 8). Hydrogen disperses quickly and, being
the lightest element (15 times lighter than air), it rises and spreads out quickly
in the atmosphere. So when a leak occurs, the hydrogen gas quickly becomes
so sparse that it cannot burn. Even when ignited, hydrogen burns upward, and
is quickly consumed. By contrast, materials such as gasoline or natural gas
are heavier than air, and will not disperse, remaining a flammable threat for
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Table 8 Summary of Safety Statistics for Hydrogen and Other Fuels (Ref. 89.)

Characteristic Hydrogen Natural Gas Gasoline

Lower heating value kJ/g 120 50 44.5
Self-ignition temperature (◦C) 585 540 228−501
Flame temperature (◦C) 2,045 1,875 2,200
Flammability limits in air (vol%) 4–75 5.3–15 1.0–7.6
Minimum ignition energy in air (µJ) 20 290 240
Detonability limits in air (vol%) 18–59 6.3–13.5 1.1–3.3
Theoretical explosive energy (kg TNT/m3 gas) 2.02 7.03 44.22
Diffusion coefficient in air (cm2/s) .61 .16 .05

a longer period of time. Hydrogen is a nontoxic, naturally occurring element in
the atmosphere. By contrast, all fossil fuels are poisonous to humans. Hydrogen
combustion produces only water. Compared with the toxic compounds (carbon
monoxide, nitrogen oxides, and hydrogen sulfide) produced by petroleum fuels,
the products of hydrogen burning are much safer. Hydrogen can be stored safely
in gaseous, liquid or solid state form (see hydrogen storage section). Tanks cur-
rently in use for storage of compressed hydrogen (similar to compressed natural
gas tanks) have survived intact through testing by various means, such as bullets,
fires, and shocks.88

Other properties of hydrogen necessitate special considerations when handling.
Hydrogen consists of small molecules, which require special qualities in materials
used in storage and transportation. Hydrogen creates flammable and explosive
mixtures of air over a broad spectrum (Table 8).89 These mixtures need very
little energy to ignite. Ventilation is therefore an important factor in areas where
hydrogen is used.

5.2 How to Handle Hydrogen

The wide flammability ranges of hydrogen imply that a mixture of hydrogen
and air might ignite more easily than other fuels. Consequently, the following
precautions must be adhered to:

• Hydrogen should not be mixed with air.
• Contact of hydrogen with potential ignition sources should be prevented.
• Purging hydrogen systems should be performed with an inert gas such as

nitrogen.
• Venting hydrogen should be done according to standards and regulation.
• Because the hydrogen flame is invisible, special flame detectors are required.

Hydrogen should be handled with special care in confined, unvented areas.
Various safety assessments (safety codes and standards) are available or under
development to serve as a guide in setting up and designing hydrogen systems.90
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Codes and Standards
The subject of codes and standards is covered in a different section of this
handbook. However, it is important to note that the Hydrogen, Fuel Cells, and
Infrastructure Technologies (HFCIT) Program of the U.S. Department of Energy
(DOE) and the National Renewable Energy Laboratory (NREL) are developing
hydrogen codes and standards to expedite the future construction of a hydrogen
infrastructure. HFCIT has developed a Web-based bibliographic database that
is intended to provide easy public access to a wide range of hydrogen safety
aspects. The database includes references related to the following topics:91

• Hydrogen properties and behavior
• Safe operating and handling procedures
• Leaks, dispersion, and flammable vapor cloud formation
• Embrittlement and other effects on material properties
• Fuel cells and other energy conversion technologies
• Sensors, tracers, and leak detection technologies
• Accidents and incidents involving hydrogen

Also, the National Fire Protection Association (NFPA) has incorporated hydro-
gen safety requirements in its family of codes and standards.92 In Europe, a
HySafe Network of Excellence for Hydrogen Safety has been formed. The
network is composed of 24 partners from 12 European countries and Canada,
representing private industries, universities, and research institutions.93 The Web
site www.hysafe.net offers a wealth of information on hydrogen safety. The New
Energy and Industrial Technology Development Organization (NEDO) in Japan
is pursuing a large number of projects on the safety of hydrogen infrastructure
and building frames in case of hydrogen explosion and earthquakes.94 –96

Other organizations are also involved in new standards activities. The National
Hydrogen Association (NHA) has created Codes and Standards Working Groups
on topics such as hydride storage, electolyzers for home use, transportation infras-
tructure issues, and maritime applications. The Society of Automotive Engineers,
through a Fuel Cell Standards Forum Safety Task Force, is collaborating with
NHA on the transportation issues. The International Organization for Standard-
ization (ISO) level in ISO Technical Committee 197 (Hydrogen Technologies)
is actively pursuing the development of codes and standards with input from
national organizations.97

6 CONCLUSIONS

Fossil fuels, electricity, biomass, and sunlight are four potential resources to use
in H2 production. So far, hydrogen has been produced principally from methane
(a depleting energy resource) using steam reforming. Although several possibil-
ities exist for hydrogen production, solar-based hydrogen would be desirable.
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Further, hydrogen represents a good storage medium of solar energy. Producing
hydrogen from water using solar energy appears to be an attractive step toward
this approach. However, relatively few water-based solar hydrogen-producing
systems are currently available: thermochemical cycle, photoelectrochemical sys-
tem, photochemical process, and solar assisted electrolysis.

Even though thermochemical systems have high theoretical limits, they exhibit
problems with materials and separation at high temperatures. Photochemical and
photoelectrochemical systems are currently at a very early stage of development.
The difficulties that still need to be addressed with photoelectrochemical systems
are semiconductor stability, efficient light absorption and interfacial kinetics.
Currently, biophotolysis processes demonstrate very low solar conversion effi-
ciencies, and they can be sustained only for short periods of time. Among the
various hydrogen production methods, water electrolysis is the only developed
nonpolluting technology. Electrolysis efficiency of 85 to 95 percent is currently
possible.

Hydrogen storage is essential, especially for the on-board vehicular applica-
tions that lead to a hydrogen based economy. Various hydrogen storage methods
have been presented in this chapter with respect to their physical and chemical
phenomena. Currently, none of the storage methods are mature enough to address
all the technological barriers and targets of the U.S. DOE’s FreedomCAR goals
and require additional basic and applied research.

Some technologies are currently available for the practical and cost-effective
utilization of hydrogen as an energy carrier. Additional technologies need to be
developed as hydrogen production, transport, and storage capabilities become
integrated into the energy economy.

Clean energy and a healthy environment are the concerns of everyone. Aggres-
sive improvement in energy efficiency, along with well-thought-out and executed
transitional strategies, are essential to enable the growth of hydrogen utilization
and the development of technologies, markets, and infrastructure to support a
green hydrogen economy.
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1 INTRODUCTION

Coal has consistently accounted for about 40 percent of the world’s total elec-
tricity generating capacity since the early 1970s (Figure 1), despite the steady
growth of the total generation capacity.1 There is increased concern over global
warming and emissions of sulphur dioxide, nitrogen oxides, and mercury from
coal, but the low cost of electricity from coal has made it a necessary evil for
many industries competing in the global marketplace. The world surely deserves
pollution-free cleaner energy, at a cost that society can bear. Oil and gas pro-
vide a cleaner and more efficient means to generate electricity, but the cost is
much higher. Geopolitical and economic factors make the price of oil and gas

207Environmentally Conscious Alternative Energy Production. Edited by Myer Kutz
Copyright © 2007 John Wiley & Sons, Inc.
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Figure 1 Worldwide energy production past and present (From Ref. 1, Key World Energy
Statistics 2006 OECD/IEA, 2006, p. 24.)

high and volatile, forcing utilities to rely on coal until other cleaner and more
sustainable energy options mature and are available at competitive prices for the
consumer.

Oil and gas prices show no signs of coming down significantly, public oppo-
sition to nuclear still remains strong and renewable energies still a low capacity
option; electricity from coal is expected to increase to meet the rapidly increas-
ing world energy demands. Low-cost electricity is crucial for the survival of
some industries and is vital to the household expenditures of average people.
So, instead of concentrating on the environmental ills of coal, it is worthwhile
examining how clean we can make coal use while keeping the electricity price
affordable.

The term clean coal technology has drawn criticism from environmental groups
as the use of coal can never be entirely clean. A more appropriate term would
be cleaner coal technology . The ultimate goal of cleaner coal technology is to
produce coal-fired electricity generating plants with near-zero harmful emissions.
This is the goal of the U.S. Department of Energy’s FutureGen project2 and the
Near Zero Emission fossil fuel power plant project of the European Union.3

Table 1 shows how the United States plans to meet the goal of zero emissions.4

1.1 Coal

Coal is formed from plant remains that have been compacted, hardened, chemi-
cally altered, and metamorphosed underground by heat and pressure over millions
of years. It generally originates from swamp ecosystems. When plants die in a
low-oxygen swamp environment, instead of decaying by bacteria and oxidation,
their organic matter is preserved. Due to tectonic events, this organic material is
buried by sedimentary loadings. Over time, heat and pressure remove the water
and transform the matter into coal. Depending on the geological age, the organic
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Table 1 Roadmap of Pollution Reduction from Coal-fired Power Plants Referred to Best
Available Technology (Ref. 4)

Reference (2003) 2010 2020

SO2, reduction 98% 99% >99%
Pollution Mitigation NOx , (lb/106 BTU) 0.15 0.005 0.002

Mercury capture 0% 90% 95%
Byproduct utilization 30% 50% 100%

Plant efficiency (HHV) Based on HHV 40% 45–50% 50–60%

Capital cost, $/kW In 2003 dollar 1000–1300 900–1000 800–900

Electricity cost c/kWh Based on coal $1.2/mBTU 3.5 3.0–3.2 <3.0

Source: Courtesy of U.S. Department of Energy/NTL Electric Power Research Institute, and the Coal
Utilization Research Council.

material will transform into the following members of the coal family:

1. Lignite. This contains considerable amount of water and volatiles and some
mineral matters. It is youngest in geological age.

2. Bituminous . Moderate amount of moisture, volatiles, and inorganic mate-
rials are in bituminous coal.

3. Anthracite. This contains very little water or moisture but a large amount
of carbon. It is the oldest in geological age.

Figure 2 shows the full spectrum of these plant-based fuels, arranged in order
of their geological age. It shows progressive changes in oxygen, volatile matter,
and fixed carbon from wood to anthracite.

Nitrogen and sulphur appear in coal as organically bound pollutants that are
oxidized during combustion to form harmful airborne gases such as nitric oxides
(NOx) and sulphur dioxide (SO2).

Other impurities also become mixed with the coal during its formation:

• Ash—a quartz-based mineral and/or shale
• Pyretic sulphur (Fe2S)
• Heavy metals either in elemental form or in the form of heavy metal ores,

such as cinnabar (HgS), which releases mercury and sulphur upon heating

1.2 Potential Pollutants from Coal

Coal conversion generates a number of gaseous and solid pollutants:

1. Nitrogen oxides
2. Sulphur oxides
3. Carbon dioxide
4. Fine particulates
5. Heavy metals
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Figure 2 Properties of coallike fuel depends on the geological age of formation.

The following sections briefly describe the generation and effect of these
pollutants.

Nitrogen Oxides (NOx)
When exposed to high temperatures, nitrogen in the air and the fuel could oxi-
dize, forming a number of different compounds, such as NO, NO2, and N2O.
Nitrogen oxides (NOx), which represents nitric oxide (NO) and nitrogen diox-
ide (NO2), are responsible for the formation of acid rain, photochemical smog,
and ground-level ozone. It could also cause adverse health effects for those with
respiratory problems. Nitrous oxide (N2O) is a greenhouse gas and also causes
depletion of stratospheric ozone. The formation of NO and NO2 is favored at ele-
vated temperatures (∼1,200◦C) as found in pulverized coal (PC) flames, while
N2O is favored at lower temperatures (∼800◦C) like those found in fluidized
bed combustors. The nitrogen in fuel is oxidized in all combustion temperatures,
but that in air is oxidized generally above 1000◦C.

Coal-fired plants are responsible for only a small portion of the anthropogenic
NOx emissions with the bulk coming from automobile emissions (Figure 3).5

Sulphur Dioxide (SO2)
Sulphur dioxide (SO2) is formed when the sulphur in coal, either in pyretic or
organically bonded form, is oxidized. SO2 is the leading contributor to acid rain
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Figure 3 Man-made sources of NOx and SO2 in Ontario, Canada. (Adapted from Ref. 5.)

formation and is an irritant to the lungs. Coal combustion makes up the majority
of SO2 emissions from utilities, which in turn account for about a third of the
total SO2 emissions from all sources (Figure 3).

Particulates
In a coal-burning plant a portion of the ash is released to the atmosphere through
the stack, with the very fine particulates having harmful health effects. Particulate
matter smaller than about 10 µm can settle in the bronchial tubes and lungs;
particles smaller than 2.5 µm can penetrate directly into the lung; and particles
smaller than 1 µm can penetrate into the alveolar region of the lung and tend
to be the most hazardous when inhaled. Fine particulates can have significant
harmful health effects if exposure occurs over extended periods.

Heavy Metals
Most heavy metals like lead, tin, and magnesium are collected in particulate con-
trol systems, but due to its low vaporization point (356◦C), much of the mercury
found in coal escapes into the environment, making coal combustion the primary
source for mercury emissions. The mercury concentration in coal is high com-
pared to that in the rock surrounding it, because vegetation growing in very wet
conditions absorbs large amounts of mercury and coal deposits are formed from
such wet decaying vegetation (peat). Mercury vapor in the flue gas precipitates
out into the environment and bioaccumulates in organisms such as fish, where
it is often transformed into methylmercury, a highly toxic organic compound.
Fish species that are high up on the food chain contain high concentrations of
mercury, because they eat many smaller fish that have small amounts of mercury
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in them. The U.S. Food and Drug administration has an action level for methyl
mercury in commercial marine and freshwater fish that is 1.0 parts per million
(ppm),6 and in Canada the limit for the total of mercury content is 0.5 ppm.7

Carbon Dioxide (CO2)
Carbon dioxide, a major greenhouse gas, is produced in all combustion pro-
cesses involving fossil fuels as well in other industrial processes such as cement
production and sweetening of natural gas. The absorption bands of CO2 have a
considerable overlap with the long wave infrared region of radiation (Figure 4).
Thus, CO2 allows the shorter wave radiation from the Sun to pass through, but
traps the longer wavelength infrared radiation reflected from Earth’s surface. This
gives rise to the greenhouse-like warming of Earth, making CO2 a greenhouse
gas. Carbon dioxide stays in the atmosphere for hundreds of years, becoming a
major threat to the biosphere, while water vapor, also having absorption bands
in the infrared region, stays only for a few hours in the atmosphere before it is
condensed. Thus, it is not considered a greenhouse gas.

The carbon content of coal is very high (50 to 89 percent) so it produces
much larger amounts of CO2 (carbon intensity) than produced by other fuels.
Table 2 lists the amount of CO2 produced per unit of energy released by different
fossil fuels, with anthracite having the highest emission factor and natural gas
having the lowest. Coal-fired power plants burning millions of tonnes of coal are
therefore considered a major source of greenhouse gas. Since 1958, CO2 in the
atmosphere has seen a concentration increase of about 17 percent per year.

Despite divergent views on global warming, the scientific community largely
accepts the temperature model that shows a large increase in average global
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Table 2 Emission Factors or Carbon Intensity (CO2 Produced per Unit Amount of Heat
Released) for Some Fuels
Fuel Higher Heating Value, (MJ/kg) Emission Factor (gCO2/MJ)

Anthracite coal 26.2 96.8

Bituminous coal 27.8 87.3

Sub-bituminous coal 19.9 90.3

Lignite 14.9 91.6

Wood (dry) 20.0 78.4

Distillate fuel oil (#1) 45.97 68.6

Residual fuel oil (#6) 42.33 73.9

Kerosene 37.62 67.8

Natural gas 37.30 MJ/m3 50

temperature over the past century compared to that of the previous millennium.
Either way, it would be prudent to reduce anthropogenic CO2 emissions rather
than wait for more conclusive proof before irreversible damage has been done.

1.3 Motivation for Cleaner Energy from Coal

In December 1952, London became encased in a thick fog caused by a com-
bination of particulate and gaseous emissions from coal-fired power plants and
coal furnaces in homes; an unusually cold month; and an unfortunate climatic
condition that caused the air in London to become stagnant. The fog caused the
deaths of 4,000 people and led to Great Britain’s Clean Air Act of 1956, result-
ing in a huge reduction in particulate emissions from coal-fired power plants. In
1963, the United States passed its own Clean Air Act.

As acid rain became an increasing problem in the eastern states and provinces,
causing lakes and rivers to become barren and destroying forests, the United
States signed the Convention on Long-Range Transboundary Air Pollution to
help curb acid rain production. These regulations have helped to reduce the
emissions of acid rain, causing pollutants from coal-fired plants (Figure 5).8 The
major efforts came in the 1970s and 1980s with the creation of international
agreements such as Europe’s Long-Range Transboundary Air Pollution Treaty,
signed by 32 countries in 1979, that called for limits on emissions of harmful
airborne pollutants.

In recent years, concern has grown about the levels of mercury found in the
environment, even in places that are thousands of miles from any coal-fired power
plant. This concern has caused the U.S. EPA (Environmental Protection Agency)
to introduce the first ever mercury emissions standards through the Clean Air
Mercury Rule, which requires reduction of mercury emissions by 70 percent
(from 1999 levels) from coal-burning plants by 2015.

Government-regulated emission standards have been largely reactionary, as
they are motivated by public awareness brought about by the twentieth century
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plants. (Adapted from Ref. 8.)

environmental movement. The driving force behind all research and develop-
ment of cleaner coal technologies has likewise been government regulations. As
companies are driven by financial decisions, government regulations have turned
the environment into a commodity and introduced a financial disincentive for
polluting instead of traditional punitive measures for polluting.

Most scientists now agree that the unprecedented levels of carbon dioxide con-
centration in the atmosphere is contributing to global warming, though by how
much and what the consequences will be is still up for debate. Climate change
affects the entire world, and as such, the Kyoto Protocol to the United Nations
Framework Convention on Climate Change was created in 1997 to reduce the
amount of carbon dioxide and other greenhouse gases entering the atmosphere.
Currently, 163 states have signed the agreement and set individual goals for
reduction of carbon dioxide. Incentive-based carbon dioxide reduction schemes
may encourage power generation companies to greatly reduce their CO2 emis-
sions or turn to its sequestration.

1.4 Cleaner Energy from Coal

A number of technologies are available or under development to make the pro-
cess of converting coal into a transmittable form of energy a less polluting
process. These technical options can be broadly divided into the following three
categories, based on which stage of the conversion process the pollutant reduction
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takes place:

1. Preconversion technology
2. In-situ control technology
3. Postconversion technologies

Preconversion technologies look to reduce the impurities from the raw coal
before they are released in conversion and include physical, chemical, and bio-
logical cleaning. In-situ technologies help reduce the amount of noxious gases
released from the conversion process. Some of these technologies are low NOx

burners (LNBs), fluidized bed combustion (FBC), supercritical boilers, gasifi-
cation, and fuel cells. Postconversion technologies try to strip the flue gas of
the harmful gases not eliminated through preconversion and conversion tech-
niques. Some postconversion technologies are bag filters, electrostatic precipita-
tors (ESPs), flue gas desulphurization (FGD), selective or selective noncatalytic
reduction (SCR and SNCR) and carbon dioxide control involving CO2 extraction
and sequestration.

The purpose of this chapter is to present and explain the currently available
cleaner coal technologies.

2 PRECONVERSION

An existing coal-fired power plant can improve its emissions to some extent
without expensive modifications by using a cleaner variety of coal—that is, coal
with a lower sulphur, ash, and heavy metals content. An added benefit of using
a coal with low ash content is the savings on transportation cost of the raw coal
to the plant and the ash to the disposal site. Cleaning the coal could potentially
improve its utilization efficiency by up to 5 percent.9

High-quality coals are not as abundant as they were when electricity generation
from coal first began. In addition, they are in high demand from the smelting
industry. The end result is that using a cleaner raw coal is becoming less and less
economical. This has lead to a growth in coal cleaning or benefaction, a process
that makes possible the removal of mineral impurities that would otherwise be
released in the conversion of the coal, polluting the atmosphere.

Increased mechanization in coal mining and a shift from underground to
open-pit mining resulted in a higher ash content in the coal, making coal cleaning
essential. As well, increasingly stringent sulphur and mercury emissions standards
have made the removal of these substances a priority in the cleaning process.
Coal cleaning mainly focuses on reducing sulphur, ash, and heavy metal in the
coal. It can be classified into three main types:

1. Physical (most widely used)
2. Chemical
3. Biological



216 Clean Power Generation from Coal

2.1 Physical Cleaning

Gravity Separation
Gravity separation technologies rely on the differences in specific gravity between
the coal and the impurities it contains. The specific gravity of bituminous coal is
in the range of 1.12 to 1.35, whereas that for pyrite is between 4.8 and 5.2, and
for ash it is around 2.3. Thus, denser ash and pyretic sulphur can be separated
from the lighter coal by static or dynamic means. Gravity separation most often
involves wet separation, although it can also be accomplished through a dry pro-
cess, thus reducing the energy required to later dry the cleaned coal, a necessity
for the pneumatic transportation of coal in PC-fired plants. Gravity separation
is used to clean coal particles larger than 0.5 inch (12 mm), as smaller pyretic
particles would not settle out. Four of the more widely used gravity separation
equipment are as follows:

1. Rotating drums
2. Concentrating tables
3. Cyclones
4. Dense-media vessels

In rotating drums, water and raw coal travel down an incline, where less dense
coal remains near the surface while the more dense ash and pyrite particles settle
to the bottom (Figure 6). At the exit, the top portion of the stream, containing
mostly coal, is skimmed off and the rest is discarded.

Concentrating tables use flowing water to settle out the discard and carry the
lighter coal particles across. The discard is periodically removed using moving
riffles.

Cyclones using either water or a dense media to separate the coal from the
discard using the centrifugal forces from the tangential inlet of the cyclone. The
lighter coal particles escape through the top of the cyclone, while as the heavier

Raw coal

Separating
medium

Impurities
separated out

Washed coal

Figure 6 Rotating drum coal washing.
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discard is held to the walls by the tangential forces and spirals down and out the
bottom.

In dense-media vessels, the raw coal flows through a large vessel with a liquid
that has a specific gravity just higher than that of the coal (usually 1.45 to 1.65).
The commonly used medium is water with finely ground magnetite suspended in
it. After the mixture has passed through the vessel and the denser pyrite and ash
have settled out, the magnetite is separated from the coal–water mixture using
magnetic separators and is then recycled.

Agglomeration
Agglomeration is used to clean coal fines (<100 µm) and can recover very small
coal particles <10 µm. The naturally hydrophobic coal fines are suspended in
an aqueous solution, a light oil is added, and the solution is agitated. The oil
preferentially wets the coal, and the agitation causes the fines to agglomerate into
larger particles, 1–2 mm in size. These larger particles are then screened from
the fine impurities.

The coal particles can be further agglomerated by pelletization with a binder
such as asphalt. Agglomeration is becoming increasingly costly because it uses
a large amount of expensive light oil to agglomerate the coal, which cannot be
reused.

Froth Flotation
Froth flotation involves passing air up through an aqueous solution containing
a frothing agent and pulverized coal (Figure 7). The hydrophobic coal particles
attach to the air bubbles, rise to the top, and are skimmed off with the froth,
while the mainly hydrophilic impurities sink to the bottom. In some flotation
processes, a modifier (i.e., fuel oil) is needed to increase the hydrophobicity of
the coal. Froth flotation has three problems:

1. Entrainment of small ash particles by bubbles into the froth phase
2. Low probability of collision between small coal particles and air bubbles
3. Pyrites that have a natural hydrophobicity, causing them to attach to the

bubbles

Column flotation increases the likelihood that small coal particles will come
in contact with air bubbles, lifting them to the surface, and that entrained ash
particles will be dropped out (Figure 7). Also, new micro-bubbling techniques
can increase the coal particle recovery by increasing the odds that ultra-fine coal
particles will come into contact with air bubbles.

High Gradient Magnetic Separation (HGMS)
This process relies on the magnetic properties of pyrite (FeS2) to separate it from
the coal. A coal/liquid slurry is passed through high-intensity magnetic fields,
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Figure 7 Column froth flotation coal cleaning.

where the magnetic impurities are drawn to the sides and discarded. The particles
in the slurry must have a size distribution such that 70 percent are smaller than
76 microns to maximize the capture of mineral matter in the coal.10 The magnetic
properties of the impurities can be enhanced by chemical fragmentation of the
coal before going through the HGMS.11 Problems with this process include the
large capital investment required and its inability to remove the majority of ash
particles that are nonmagnetic.

2.2 Chemical Cleaning

Cleaning of coal through chemical means is mainly concerned with removing
the organically and inorganically (pyrite) bound sulphur from the coal prior to
conversion. Some of the methods of chemically removing the sulphur from the
coal follow:

• Chlorination
• Direct oxidization
• Indirect oxidation
• Mild hydrogenation

The operating conditions of chemical cleaning processes are very severe, with
high temperature, long retention time, and high alkalinity leading to high-cost
equipment and hazardous working conditions. On the one hand, chemical clean-
ing does have the benefit of removing organically bound sulphur, something
physical cleaning cannot accomplish. On the other hand, chemical cleaning alone
is unlikely to meet the sulphur removal standards required, so it is rarely used
in commercial plants.
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2.3 Biological Cleaning

A number of microorganisms (mainly bacterial species) can eliminate the pyretic
and/or organically bound sulphur. These bacteria fall into three categories,
depending on the type of sulphur they can remove:

1. Obligate autotrophs —oxidize pyretic sulphur only
2. Facultative autotrophs —oxidize pyretic sulphur and some organically

bound sulphur compounds
3. Heterotrophs —oxidize organic compounds only.

Research has focused on the obligate autotrophs, as the majority of the sulphur
found in coal is in the pyretic form. The reaction rates for sulphur removal are still
too slow for commercial applications, so instead of using the bacteria to dissolve
the pyrite, the hydrophilic bacteria is used to modify the surface chemistry of the
pyrite in order to enhance the physical cleaning processes. Biological cleaning is
still at a bench scale stage, and requires further research to assess its commercial
viability for removing sulphur from coal.

3 COAL CONVERSION AND IN-SITU POLLUTION CONTROL

As emission standards become more stringent, new and cleaner ways of convert-
ing coal to usable forms of energy are being developed and implemented (see
Table 3).12 Energy from coal follows one of two conversion routes: the combus-
tion of coal to produce heat energy, which is used to drive a steam turbine, or
the gasification of coal to produce a combustible gas (syngas) that can be used
to generate heat, electricity, or hydrogen gas for sale.

Pulverized coal (PC) combustion, introduced in 1910, dominated as the most
advanced coal-fired generating technology until fluidized bed combustion arrived
on the scene in the 1980s. Advanced steam turbines with higher steam temperature
greatly improved the overall power generation efficiency of such plants, raising it

Table 3 Improvements in the Emissions from Coal-fired Power Plant (Adapted from
Ref. 12)

Ash + Waste Heat in

Plant Period Efficiency SO2 NOx CO2 Sorbent Cooling Water,

Technology of Use (HHV) (g/kWh) (g/kWh) (g/kWh) (g/kWh) MJ/kWh

PC 1950–70 30% 0.029 0.0034 1080 45 (ash only) 5.6

PC + FGD +
SCR

Present 41% 0.0104 0.00029 770 84 4.0

PFBC combined
cycle

Present 39% 0.0059 0.00058 815 99 3.6

IGCC Present 42% 0.00015 0.00029 745 40.7 3.2

Natural gas-fired
combined cycle

Present
without SCR

52% 0 0.00031 2.3
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from 15 percent to 39 percent.∗ Combined cycle power plants, which use both steam
and gas turbines, could increase this efficiency to 48 percent using an integrated
gasification combined cycle (IGCC)12 and has the potential of raising it above
50 percent with a partial gasification system.13 Such higher-efficiency plants cause
less thermal as well as gaseous pollutants per unit energy produced (Table 3). As
shown in Table 1, efforts toward zero emission power plants strive to reduce the
emission and rejections to a near zero level using the gasification route.

To meet the environmental regulations of governments and the economic need
of the consumers, advanced power generation technologies strive to achieve two
things:

1. Reduce the emission of harmful gases per kWh generated
2. Reduce the cost per kWh generated

These objectives are met either by increasing the energy conversion efficiency
or by a conversion process with less inherent generation of pollutants. Some of
the advanced technologies available for generation of cleaner energy conversion
from coal are as follows:

• Rankine cycle plants operating on a supercritical steam cycle
• Integrated gasification or partial gasification combined cycle plants
• Pressurized fluidized bed combustion plants
• Fuel cells

Coal combustion is the high-temperature oxidation of carbon and hydrocarbon
content of the coal. The basic equation is as follows:

C + O2 = CO2 + Heat (1)

CnHm + O2 = H2O + CO2 + Heat (2)

These equations are the basis of mass balance or stoichiometric calculation
needed to calculate the amount of air required and the amount of product produced,
but these alone do not give the complete picture of the actual combustion process.

The combustion process requires transportation of the necessary amount of
oxygen to the fuel surface, removal of product gases, a favorable temperature
for reactions to occur, and a sufficient time for the reaction to complete. These
three requirements led to the famous three T requirements for combustion:

1. Turbulence for efficient transport of oxidant and products
2. Temperature for necessary rate of reaction
3. T ime for completion of the reactions

The transport of oxygen from the air to the surface of fuel is a major factor
governing the combustion process. Coal being solid does not mix as easily with

∗ All efficiencies are expressed in terms of higher heating values (HHV). Some efficiencies were
converted from LHV using conversion factor of 0.8675, using HHV = 28000 kJ/kg and [H] = 5%.
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Figure 8 CO2 emissions reductions with increased efficiency (referenced to a 30% efficient
plant). (Adapted from Ref. 15).

the oxygen as gaseous or liquid fuels do. As a result, a good gas–solid contact
is vital for coal combustion. The furnace design also has to allow enough time
for the coal particles to complete their combustion. Detailed discussion of the
combustion process, though an integral part of clean coal technology, is beyond
the scope of this chapter. Authors may be directed to Chapter 4 in Basu.14

Although coal combustion has been in use for centuries, it is only in the last
few decades that efforts have been made to lessen the harmful effects of this
process. Research has gone into developing advanced, more-efficient plants that
produce less emissions. Figure 8 shows how the CO2 emissions are reduced when
the plant efficiency is increased above its 30 percent level of the 1970s.15

In order to reduce the pollutants generated, six in-situ coal conversion systems
are available:

1. Pulverized coal (PC) boiler using a low NOx burner (LNB)
2. Fluidized bed combustion
3. Supercritical boiler technology
4. Cyclone combustion
5. Magnetohydrodynamics
6. Gasification

A brief description of these technology options is described in this section.

3.1 Pulverized Coal Combustion

In this type of combustion, finely ground (pulverized) coal is burnt in a furnace
to generate steam that either expands in a steam turbine to generate electricity
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(Carnot cycle) or provides process heat. Pulverized coal combustion (PC) started
in the 1910 and is still the workhorse of coal-fired power plants around the world.

Energy conversion efficiency depends on the Carnot cycle efficiency, steam
generation efficiency that includes combustion efficiency of coal, and the turbine
efficiency. In the simplest form, the Carnot efficiency is written in terms of the
highest (Tmax) and the lowest (Tmin) cycle temperatures of the working fluid.
For Rankine cycles steam plants these are the temperatures of the steam at the
inlet and exhaust of the turbine respectively. In gas/steam turbine combined
cycles, Tmax is the gas temperature at the inlet of the gas turbine (shown later in
Figure 13).

ηcarnot = 1 − Tmin

Tmax
(3)

The condenser exhaust temperature (Tmin) is dependent on the condenser pres-
sure and cooling water temperature, while the turbine inlet temperature (Tmax) is
dependent on the maximum steam temperature the boiler can deliver.

The efficiency of early (1900s) plants was low, in the range of 15 percent
and steam temperature and pressure were modest 180◦C/1.0 MPa. The efficiency
rose to about 29 percent, steam temperature as pressure rose to 538◦C/1.4 MPa
and reheating/feedwater heating was introduced. The plants were still based on
a very basic boiler arrangement without environment control systems.16

Up to the 1960s the primary design changes that led to increases in thermal
efficiency included increasing the steam pressure, the number of reheat cycles,
and the amount of feedwater heating using multiple extraction points.17 Sub-
critical pressure cycles (16.6 MPa and 538◦C) with a single-stage reheat and
feedwater heating pushed the efficiency to about 34.5 percent. The advent of
supercritical boilers pushed the frontier further to 38.9 percent with 27.5 MPa,
565◦C steam. With further rise in steam pressures and temperatures (31.1 MPa,
604◦C) and double reheat, ultra-supercritical plants are poised to raise the plant
efficiency above 41 percent.18

Huge advances in control systems for coal-fired plants have also contributed
to the increases in efficiency since the advent of the microprocessor in the 1970s.

The technology behind conventional pulverized coal-fired combustors is well
developed, inexpensive, and capable of very large generating capacities. These
types of combustors are likely to remain the dominant type of coal-fired furnace
in the world for years to come. But, because of the unacceptable environmental
performance of its basic form, new technologies have been developed to reduce
the harmful emissions from PC boilers.

Pulverized coal-fired furnaces need high flame temperatures (∼1500◦C) for
rapid combustion of very fine (90% <76 µm) coal particles.19 This rapid com-
bustion is needed to prevent coal fines escaping the furnace unburnt, but its high
flame temperatures cause the oxidation of nitrogen in the combustion air and in
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the fuel into NOx . Furthermore, the high flame temperature does not allow for
in-situ sulphur capture through injection of limestone into the furnace.

Four means of mitigating the problem of NOx formation in a PC furnace are
as follows:

1. Using low excess air (low amount of air above the stoichiometric requir-
ement)

2. Reducing the peak flame temperature
3. Firing a mixture of O2 and recycled flue gas
4. Using low NOx burners

Low NOx Burners (LNB)
Low NOx burners are the most cost-effective method of reducing NOx emissions
from an existing PC-fired power plant, but it can reduce NOx emissions only up
to 50 percent. In a typical low NOx burner (Figure 9) the NOx formation is
reduced by two factors:

1. Staging the combustion air so that an inner fuel-rich zone is created, caus-
ing the fuel nitrogen to be released as N2

2. Decreasing the temperature of the outer fuel-lean zone reducing the for-
mation of thermal NOx

The reduction of the flame temperature is difficult to achieve without sacri-
ficing the combustion efficiency of char particles. Low excess air could reduce
NOx formation and is used in some boilers, but it also affects the combustion
efficiency.

Outer secondary air

Inner secondary air

Pulverized coal
and

primary air

Oxygen lean devolitization

Recirculation of products

NOx reduction zone

High-temperature flame sheet

Controled mixing of secondary

Burnout

Figure 9 Low NOx burner.
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NO Reburning
For further NOx reduction in the furnaces of PC boilers, a secondary fuel (CH4,
fuel oil, or high-volatile coal) can be burnt downstream of the main combus-
tion zone to reduce the NOx already formed by converting it to N2. The NOx

is reduced by the combustion of hydrocarbon radicals in an oxygen deficient
environment.

2NO + 2CnHm + (2n + m/2 − 2)O2 → N2 + 2nCO2 + mH2O (4)

Char can also react to reduce the NOx . The problem with reburning is that its
oxygen deficient environment reduces the combustion efficiency and increases
unburnt hydrocarbons or char.

3.2 Fluidized Bed Combustion

Fluidized bed combustion is the second revolution in the art of coal combustion
after PC combustion. In a fluidized bed, air is passed through a grate supporting
a mass of inert solids at a velocity such that the solid mass behaves as a fluid,
giving it the name fluidized bed . In fluidized bed combustion, crushed coal burns
in a suspension (bed) of highly agitated, hot, inert solids. Fuels constitute only
a small fraction (typically 1 to 3 percent) of the total solids in this bed. The
intense mixing, relatively uniform temperature, and large thermal inertia of the
combustion zone allow fluidized bed combustion to burn most types of fuels,
good or bad. This flexibility allows the generation of power from many inexpen-
sive low-grade fuels such as petcoke, waste coal, and lignite, which cannot be
burnt efficiently in pulverized coal-fired boilers.

Besides fuel flexibility, fluidized bed combustion offers reduced NOx emission
(due to the near absence of thermal NOx formation) and the capability of sulphur
capture in the furnace, 90 percent or more. Thus, a fluidized bed boiler can meet
most of today’s environmental standards without the postcombustion clean-up
systems required by a PC boiler. These features are a direct result of its low
(800◦C–900◦C) combustion temperature. However, this low temperature leads
to increased emissions of N2O, a greenhouse gas.

Thousands of subcritical fluidized bed boilers with capacities from a few hun-
dred kW up to 350 MW are in operation worldwide, with a 485 MWe supercritical
boiler to begin operation in Lagisza, Poland.19

Fluidized bed boilers are of two principal types:

1. Bubbling fluidized bed (BFB)
2. Circulating fluidized bed (CFB)

Either type can be designed to operate at an elevated pressure, making it a
pressurized fluidized bed combustor (PFBC) that can run a combined cycle
plant.
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Figure 10 Bubbling fluidized bed combustor.

Bubbling Fluidized Bed
The mean gas velocity through a bubbling fluidized bed combustor is typically
in the range of 1.0 to 2.5 m/s. Coal particles with diameters of upwards of 6 mm
are fed into a fluidized bed and heated by the hot inert solids making up the bed.
The heat energy produced from the combustion of the coal is absorbed by the
inert solids and then transferred to tubes exposed to the bed (Figure 10). Flue gas
leaves the bed at about 800◦ to 900◦C and passes through the relatively empty
space above it (freeboard) before leaving the furnace to enter the back-pass of
convective section of the boiler.

Some of the solids and fine char particles escape the bed and furnace as fly
ash, but the majority of the ash is drained from the bottom of the bed (80 percent,
compared to PC at 20 percent), reducing the amount of particulates exiting the
furnace. BFB boilers without heat-absorption tubes in the bed are particularly
suitable for biomass and waste firing because of their ability to sustain combustion
of fuels of low calorific value.

Sulphur capture in the BFB furnace can be accomplished by using a sorbent
such as limestone (CaCO3) as the bed material. Limestone captures the sulphur
dioxide generated from coal combustion, through the following reactions:

CaCO3 → CaO + CO2 (5)

CaO + SO2 + 1
2 O2 → CaSO4 (6)

These reactions progress best in the temperature range of 800◦ to 900◦C, which
exists in fluidized bed furnaces.
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Figure 11 Sulphur capture process for a single sorbent particle.

Rarely is calcium oxide converted completely into calcium sulphate, due to
the plugging of sorbent particle pores caused by the increased molar volume
of the sulphated sorbent molecules as the sulphur dioxide is captured, making
most inner surface areas of the sorbent particle unavailable for sulphur capture
(Figure 11). Fine particles could increase the effective surface area for sulphur
capture, but the entrainment of fine particles prevents the use of sorbents any
finer than 500 micron in a bubbling fluidized bed. Thus, to capture one mole of
sulphur a bubbling bed may need as much as 2.5 to 3.5 moles of CaO, meaning
that 2.5 to 3.5 times the stoichiometric amount of sorbent is required for effective
capture of the sulphur. This calcium-to-sulphur molar (Ca/S) ratio is an important
parameter in fluidized bed sulphur capture.

From the reaction in equations (5) and (6), it is seen that for every mole of
sulphur dioxide captured, one mole of carbon dioxide is released, but due to the
plugging of pores, for every mole of sulphur captured about 3 moles of extra
CO2 are produced in a BFB boiler. This extra CO2 emission is also present in
PC boilers with a flue gas desulphurization (FGD) scrubber, although to a lesser
extent.

An atmospheric BFB combustor requires a large footprint, owing to its rela-
tively low grate heat release rates of 1 to 2 MW/m2.20 As well, in a BFB furnace,
a large number of feed points are required. For example, a 160 MWe unit requires
120 feed points.20 These two factors limit the capacity of BFB boilers to small
industrial applications, as well as for combustion of waste materials.

Circulating Fluidized Bed Boiler
The other member of the fluidized bed family is the circulating fluidized bed
(CFB), which uses much higher gas velocities (4–6 m/s), compared to BFBs in
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Figure 12 Circulating fluidized bed combustor.

the furnace, causing the bed of solids to be entrained out of the furnace. The
solids are then collected by a cyclone or other type of separator, and recycled
back at a sufficiently high rate by means of a solid recycle valve such as a
loop seal (Figure 12). This creates a special hydrodynamic condition known as
a fast bed in the furnace, characterized by intense internal as well as external
recirculation of solids.
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The combustion air is fed into the furnace in stages. Thus, the lower section of
the furnace, which operates in a substoichiometric condition, is refractory lined,
while the enclosure of the upper furnace that operates with about 20 percent
excess air is made of heat-absorbing evaporator tubes similar to that in PC boilers.
Depending on the heat absorption requirements, additional tube panels in the
furnace or an external bubbling bed heat exchanger may be needed to maintain
the furnace in the desired temperature range (800◦–900◦C) for a fluidized bed
combustor.

The internal and external circulation of solids allows for long residence times
even for very fine (∼10 µm) coal and sorbent particles. Thus, a CFB boiler
can use relatively fine (∼ 200–300 µm) sorbent particles, increasing the effective
surface area for capture and resulting in a reduced calcium to sulphur molar ratios
of 1.5 to 2.014 and as a result it achieves reduced CO2 emissions compared to
that for BFB boilers.

The high residence time also leads to an increase in combustion efficiency
(∼99 percent). Other advantages of CFB combustors include a small footprint
owing to its higher grate heat release rate (3–5 MW/m2), fewer feed points
(four points for a 190 MWe plant) and greater fuel flexibility.14 Furthermore,
the staging of combustion air to provide favorable conditions for reduction in
NOx emission is possible in a CFB furnace.

FBC Repowering
One option for reducing the emissions from older PC-fired plants is to retrofit
them for fluidized bed firing. This is an alternative to the addition of a scrubber
and LNB to an old PC boiler. There are three main reasons for repowering an
aging PC plant:

1. Deterioration of the fuel supply over time
2. Reducing the cost of expensive support fuel (oil/gas)
3. Reducing plant emissions to meet increasing standards

The volumetric and grate heat release rates of a PC boiler significantly overlap
those of a CFB boiler.13 As a result many old PC boilers can be adapted to CFB
firing without major modifications to the plant, or a new CFB boiler can be built
in the footprint of the existing PC boiler.21

The least invasive means of repowering would involve modification of the
furnace to include a compact separator (cyclone or impact separator) and a solid
recycle system.22

In the other repowering option, the entire boiler is replaced with a new CFB
boiler. Such a procedure can extend the life of older plants by as much as 25
years. In addition, auxiliary fuel consumption can be substantially reduced.23

Repowering provides a PC plant with all the environmental and fuel flexibility
benefits of a CFB plant for less cost than is needed to build a new CFB plant.
These benefits include a reduction in NOx as well as in-situ sulphur capture
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potential. This may prove in some cases less expensive than adding a scrubber
for environmental upgrade on an old PC plant.

Pressurized Fluidized Bed (PFBC)
In a PFBC the hot pressurized flue gas is filtered and enters the gas turbine
at around 800◦C for Brayton cycle power generation. The waste heat from the
gas turbine and the combustion heat in the PFBC boiler are used to generate
steam that drives a steam turbine in a traditional Rankine cycle. This combined
cycle can attain efficiencies up to 40 percent with a subcritical boiler. The high
efficiency is due to the higher turbine inlet temperature (Tmax) of its working
fluid (equation 3).

Figure 13 illustrates how the combination of Rankine and Brayton cycles
reduces the relative losses to improve the cycle efficiency. It also illustrates how
the addition of a reheater could improve plant efficiency.

The furnace of a pressurized fluidized bed boiler is operated at an elevated
pressure such that the hot flue gas produced can be expanded in a gas turbine.

Figure 13 A thermodynamic representation of the improved efficiency of combined.
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Such a high-pressure operation gives a grate heat release rate several times higher
than that of an atmospheric FBC and increased combustion efficiency.

The hot flue gases from the PFBC must be stripped of both particulate matter
and sulphur compounds to avoid erosion and corrosion, respectively, of the tur-
bine blades. Currently, only six PCFB units are in operation around the world.19

Availability of higher efficiency systems such as IGCC or PGCC, which still use
a fluidized bed for the coal conversion, reduced interest in this technology.

3.3 Supercritical Boilers

Supercritical or ultra supercritical boiler technology can be applied to conven-
tional PC-fired combustors as well as to fluidized bed combustors. Conventional
boilers generate steam at around 16 MPa and 540◦C, but supercritical boilers
generate steam at much higher pressures (exceeding 22.1 MPa) and temperature
(>374◦C). Ultrasupercritical boilers operate with steam pressures and tempera-
tures as high as 35 MPa and 760◦C.24 Owing to their high steam temperature
and pressure supercritical boilers give plant efficiencies well exceeding 40 per-
cent (HHV basis) compared to 35 percent for current subcritical units25 leading
to a reduction in emissions per kWh from the plant (Figure 14).26 For example,
a 300MWe supercritical boiler reduces carbon dioxide emissions by 137,000
tons/yr even with a very modest efficiency gain of 1.7 percent.19

Supercritical boilers use a once-through type of water/steam flow under forced
circulation, eliminating the need to use expensive steam drums, downcomers, and
so on. This is the main reason why supercritical boilers are within 3 to 5 percent
of the cost of subcritical boilers, despite their need for high-pressure equipment
and high-pressure pumps.
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Ref. 2.)
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PC supercritical boilers suffer from the problem of very high and uneven
heat flux distribution around the furnace. Uneven heating of steam/water in the
evaporator panels could cause evaporator tube failure if the heat flux to one
section is too high compared to another. In a PC boiler, this problem is overcome
by several means, such as the use of the following three means:

1. An expensive spiral tube arrangement where the tubes wrap around the
boiler, so that each tube is exposed to the same sections of varying heat
flux

2. Riffled tubes, which help to reduce the surface temperature of the tubes
3. A multipass system where all tubes go up one wall of the boiler, meet at

a header at the top, go down another wall of the boiler.

Circulating fluidized bed boilers are relatively free from these problems as
its lower (compared to PC boiler) heat flux and relatively uniform distribution
around the furnace periphery, eliminate the need for complex tube construction.

CFB firing of a supercritical boiler is relatively new. In 2006, more than 500
PC supercritical plants were in operation around the world—most (46 percent)
in the former Soviet Union.27 Large increases in the number of additional units
are expected with India and China choosing to adopt supercritical boilers as their
standard for plants with generation above 800 MWe.9

Owing to their proven records, supercritical plants with postcombustion
clean-up (for PC firing) and in-situ cleaning (for CFB firing) may be more attrac-
tive to the utility industries than IGCC plants for generation of clean, reliable,
and cost-effective power from coal. Unlike IGCC such plants are suitable for
both high- and low-rank fuels.

3.4 Cyclone Combustion

Cyclone combustion technology offers high heat generation per volume (18.5
GJ/hr·cm3) and offers a good retrofit option for existing oil and gas fired plants
as prices continue to increase.11 It is useful for coals with a low ash melting
temperature, which is difficult to burn in PC boilers. In a cyclone combustor,
high-velocity air carrying coal particles is tangentially injected into a horizontal
cyclone producing spiraling of the combustion gas around the furnace (Figure 15).
Its uncooled furnace generates high temperature (1650◦C) causing the ash to slag
and allowing for very high combustion efficiencies (>99%).11

Staged combustion can help to prevent the production of excessively high lev-
els of NOx in the high temperature environment. The sulphur dioxide is removed
only to a limited extent by injection of sorbents into the furnace along with the
coal air stream. High temperatures also allow for removal of 70 percent of the
ash, as liquid slag reducing the load on the particulate capture system.

In 2006, more than 100 cyclone combustion units were in use; however, owing
to its high NOx emission, no new units are planned or under construction in the
United States.
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Figure 15 Cyclone combustor.

3.5 Magnetohydrodynamics

Magnetohydrodynamics (MHD) uses very hot (∼2,500◦C) combustion gases
seeded with a compound that is easily ionized (K or Ce), passed at high velocities
through a magnetic field to generate the flow of electrons. If combined with a
Rankine cycle downstream of the MHD, efficiencies of 35 to 52 percent are
expected.28 MHD is still in the research stage with a number of hurdles to be
overcome, such as the development of powerful superconductors, mitigation of
thermal NOx emissions, and the reduction of the high capital cost.

3.6 Gasification

Gasification is essentially the process of converting the organic material of coal
into a gaseous form. This is accomplished by reacting coal in a gasifier, operated
in a substoichiometric or oxygen deficient environment. It has a special place in
the world of cleaner coal technology, as it is the centerpiece of near-zero-emission
power plants and could provide valuable byproducts such as hydrogen from
coal. The energy density of hydrogen is very high (121 MJ/kg), about five times
that of raw coal; therefore, it is suitable for many other applications such as
transportation and use in fuel cells.

The first stage of gasification, called pyrolysis , occurs from 400◦C and up
in the absence of oxygen. Here coal is converted into char and hydrogen-rich
volatiles. In the second stage (700◦C and up), air or oxygen is added to gasify
the char, yielding a combustible gas and ash. The key reactions involved in
gasification are

Combustion: C + O2 → CO2 + 393 kJ/mol (7)

Boudouard reaction: C + CO2 → 2CO −172 kJ/mol (8)

Carbon-steam reaction: C + H2O ↔ CO + H2 −131 kJ/mol (9)

Shift reaction: CO + H2O ↔ CO2 + H2 + 42 kJ/mol (10)
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Energy for the endothermic gasification reactions, shown in equations (8) and
(9) is provided by a certain amount of combustion, shown in equation (7), also
taking place in the gasifier. Regulating the amount of oxygen fed into the gasi-
fication chamber controls this extent of combustion. The shift reaction shown in
equation (10) is encouraged if the desired product of gasification is hydrogen.

The air—in which nitrogen remains in the product gas, reducing its heating
value—provides the oxygen for the reactions in equations (7) to (10). If gasi-
fication uses pure oxygen instead of air, a syngas consisting of CO2, CO, and
H2 is produced that has twice the heating value obtained by air-blown gasi-
fication and about 20 percent the heating value of natural gas. Oxygen-blown
gasification has the added benefit of carbon dioxide capture, as its end product
is a high-pressure stream of water and carbon dioxide. A simple condensing
out of the water would leave a stream of CO2 for sale or sequestration. The
thermal efficiency of an oxygen-blown gasifier, including carbon dioxide capture
and sequestration, is about 73 percent (IEA29). A combined cycle using such a
gasifier would have an overall plant efficiency in the range of 43 to 52 percent.28

There are three generic types of gasification reactors:

1. Fixed bed
2. Fluidized bed
3. Entrained flow reactors

The main difference between these types lies in the gas–solid contacting pro-
cess employed in the gasification chamber. Table 4 shows that the mode of
contact has important influences on the gasifier design and performance.30

On one hand, the gas velocity in a fixed-bed gasifier is below that required for
fluidization of the coal or ash particles in it. Bubbling and circulating fluidized bed
gasifiers, on the other hand, use gas velocities above the minimum fluidizing and
terminal velocities of the average coal or ash particles, respectively. Entrained
flow gasifiers operate similar to the burners of a PC boiler. The gasification
medium (oxygen, steam, or air) transports pulverized coal particles through the
gasifier at a velocity well above the transport velocity of the coal particles. Since
the particles are not recycled, their residence time in the reactor is low.

Fixed beds are less expensive but are suitable only for small-capacity units.
Fluidized beds are more expensive and are suitable for large to medium size
units. Entrained bed gasifiers are generally used for large-capacity units.

A gasification-based plant can produce energy in the form of steam, electricity,
or syngas for production of chemicals or hydrogen. It is especially important for
the hydrogen economy of the future. Figure 16 shows a flow chart of one energy
conversion option for gasification.

Integrated Gasification Combined Cycle (IGCC)
An integrated gasification combined cycle (IGCC), as the name implies, would
gasify coal into fuel gas to fire a gas turbine and use the waste heat to generate
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Figure 16 Gasification-based energy conversion options.

steam to run a steam turbine. As such, it enjoys the benefit of higher peak working
fluid temperature (Tmax) with higher-efficiency power generation of the Brayton
and Rankine combined cycle (see equation (3) and Figure 14).

In a typical IGCC plant (Figure 16), prepared coal is fed into a gasifer, which
could be of fluidized or entrained type. The coal is gasified into CO or H2.
Due to the reducing condition in the gasification chamber, the majority of the
nitrogen and sulphur in the coal is not oxidized, reducing the production of
the atmospheric pollutants NOx and SO2. The majority of the nitrogen from the
coal is released as N2 and NH3. The latter is removed from the syngas prior to
combustion to avoid corrosion of the gas turbine.

Sulphur reacts with hydrogen in the gasification chamber to produce H2S,
which is again removed from the flue gas prior to combustion to prevent corro-
sion. This is accomplished using amine scrubbers that generate organic sulphur
or sulphuric acid, both of which are saleable byproducts.
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The particulates are removed using hot gas filters or a water scrubber that
requires the temperature of the syngas to be greatly reduced. For sulphur removal
the syngas must be cooled to (240◦ to 400◦C). This is done by transferring the
heat to a boiler. The cleaned gas expands in a gas turbine and its residual heat
is used in the boiler again. Steam from the boiler drives a steam turbine.

Overall efficiency of an IGCC plant increases rapidly with an increase of
cleaned syngas temperature up to 350◦C;31 however, sulphur capturing sorbents
decrease in reactivity with temperature, making the development of high tem-
perature (>300◦C) desulphurization techniques important.

Hot gas clean-up is a major issue of IGCC plants. Currently, ceramics are
the material of choice for hot-gas filtration, as they can withstand high temper-
atures and maintain the extremely high collection efficiency required to prevent
erosion of the gas turbine blades. However, ceramic filters are not ideal because
they are brittle and susceptible to failure due to mechanical or thermal shock.
Current hot-gas filter research is focused on the development of sintered metal
filters, which offer resistance to cracking. Preoxidized 2 percent chromium iron
aluminide porous metal media is the preferred choice.

Chemical industries have been using IGCC for decades. Out of about one
hundred operating gasification plants, there are only five large-scale IGCC plants
operating on coal in the utility industry.32 Five major coal-fired IGCC plants
follow:

1. Tampa Electric’s Polk Power Station in Florida (Chevron Texaco Gasifi-
cation Process, 250 MW)

2. PSI Energy’s Wabash River Generating Station in Indiana (Global Energy’s
E-Gas Process, 262 MW)

3. NUON/Demkolec/Willem Alexander IGCC Plant in Buggenum, The
Netherlands (Shell Gasification Process, 253 MW)

4. Elcogas/Puertollano IGCC Plant in Puertollano, Spain (Uhde’s Prenflo Pro-
cess, 298 MW)

5. NPRC in Negishi, Japan (342 MW Texaco gasifier, Shell gas clean-up
technology)

These plants are of similar design, all using oxygen blown entrained gasifiers.
The performance of the five plants is detailed in Table 5.33,34

Low-grade coals IGCCs tend to have higher heat rates (or lower efficiencies)
than supercritical or ultra-supercritical plants. Overall plant availability is also
an issue with IGCC, unless the company takes the expensive route of buying a
stand-by gasifier. Furthermore, gasifiers cannot be turned on and off rapidly with-
out impunity due to the heavy refractory in the gasifiers.32 IGCC, however, has
an edge over others when hydrogen, sulfur, and other byproducts of gasification
can be sold easily.
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Partial Gasification Combined Cycle (PGCC)
Much the same as the IGCC, partial gasification combined cycle (PGCC) plants
generate both gas for use in a gas turbine and steam—the difference being in the
gasification of the coal. A partial gasifier uses air instead of oxygen to pyrolyze
or partially gasify the coal into a lean gas in a pressurized gasifier. The remaining
char particles are then captured and fed into a pressurized circulating fluidized
bed boiler. The boiler produces steam at supercritical pressure to drive a steam
turbine as well as high-pressure hot flue gas containing excess oxygen that helps
burn the lean gas in the combustion chamber to drive a gas turbine.

This process is more efficient (>50 percent) than IGCC because the steam
turbine inlet temperature is not limited by the exhaust gas temperature of the gas
turbine, thus resulting in lower emissions per kW. PGCC also has the potential
to have a lower capital cost and higher reliability than IGCC due to the absence
of oxygen separation unit, complete gasifier, and the increased simplicity of the
system.35 However, PGCC is not suitable for hydrogen production and is less
proven than IGCC as there are no industrial scale plants currently in operation.
It can work with a CO2 sequestration system.

Fuel Cells
Fuel cells are direct energy conversion systems with a very high conversion
efficiency. The gasification of coal to produce hydrogen for use in fuel cells
offers an efficient means of electricity generation from coal. If a solid oxide fuel
cell (SOFC) was run off the syngas produced from coal gasification (Figure 17)
and the heat from the fuel cell (SOFCs operate between 850◦C and 1000◦C)

Oxidant

Load

+

e− e−

−

Unused
oxidant

Cathode

Exhaust
(CO2, H2)

Fuel
(CO, H2)

ElectrolyteAnode

O2+

Figure 17 SOFC fuel cell operation.
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recovered for use in a Brayton/Rankine combined cycle, then efficiencies of up
to 60 percent could be realized.27

Fuel cells are a viable option for future power generation, but still need to
overcome major reliability obstacles and find ways to decrease the capital and
operational costs.

4 POSTCONVERSION CLEAN-UP

Postconversion clean-up is necessary for all types of coal-fired plants to reduce
their environmental impact. Control technologies currently exist to remove partic-
ulates, NO2, SO2, N2O, and CO2 from the flue gas. Technologies for the control
of heavy-metal emissions are under development. The following sections discuss
control options for these pollutants, with the exception of carbon dioxide, which
is discussed separately in Section 5.

4.1 Particulates

Particulates in the flue gas include very fine ash and unburnt carbon particles
released during the combustion or conversion of coal. The amount of particulates
depends on the firing method and ash content of the coal fired. Typically, a
pulverized coal (PC)–fired boiler, using very fine (75 percent below 75 microns)
coal particles, will see 80 percent of the ash in the coal released as fly ash, with
the other 20 percent collected as slag or bed ash at the bottom of the boiler.36

For a fluidized bed combustor the ratio could be reversed due to the much larger
size (75 percent below 6000 microns) of coal particles fired in these types of
systems.

There are two common types of control technologies used in coal-fired plants
to reduce particulate emissions:

1. Bag filters
2. Electrostatic precipitators (ESPs)

Cyclones are used to collect only large particles and will not be discussed
here.

Bag Filter
A bag filter offers a porous barrier to the dust-laden flue gas, capturing the
particulate matter while allowing gasses to pass through it (Figure 18). Individual
bag filters are arranged in rows in bag houses, where cooled flue gas flows from
high to low pressure (keeping the bags inflated) trapping particulates, allowing
only the flue gases through. There are two types of dust filtration systems:

1. Depth filtration
2. Surface filtration
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Figure 18 Typical bag house.

In depth-filtration the mesh in the fabric bag is generally not fine enough to
capture the smallest particles, which pass through the pores in the mesh. However,
as particles pass through, a cake of fly-ash forms on the fibers of the mesh,
restricting the pore size, trapping finer particles and at the same time increasing
the pressure drop across the bags (Figure 19). Thus, the dust particulates trapped
in the filter media facilitate the actual filtering.

In contrast, surface filtration occurs mainly on the surface of the filter media,
with little penetration of dust onto the interstices of the filter media because the
fabric has extremely small pores. Gor-Tex and P84 are examples of surface
filtration materials.37 These filters can tolerate higher air-to-cloth ratios and even

Before Caking

Smaller particles pass
through mesh.

Smaller particles blocked by
caking of fibers.

After Caking

Figure 19 Depth-filtration caking.
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a small amount of condensation, which would cause normal bag filters to clog
and cease operating. These types of microporous filter materials are still in the
testing stage, and wide-scale implementation has yet to take place.

The dust cake formed on either depth or surface filters must be shed through
either of the following two methods:

1. Periodical pulse cleaning of the bags when off-line
2. Back-flushing of each bag using high pressure air

Failure to do this will result in clogging and/or rupturing of the bag. The
problem with depth-filters is the reduction in filtration efficiency immediately
after the cleaning of the bags, when no cake is present. Surface-filtration medium
such as Gor-Tex could allow for collection of finer particles without a drop in
the collection efficiency immediately after cleaning.38

Bag houses have collection efficiencies of greater than 99 percent even for very
small particles. As well, they have the advantage of modular design, reducing
costs. The disadvantages of bag houses are that they occupy a great deal of space,
as tens of thousands of bag filters are required in large plants to handle the large
volume of flue gas. Also, the bags can be harmed by high temperature or corrosive
conditions; and as such cannot operate in humid conditions. A large pressure drop
resulting in higher auxiliary power consumption is another disadvantage of the
bag house. Despite this, bag houses still remain a strong technology of choice
for particulate collection.

Air to cloth ratio (cm3/s per cm2) is an important design parameter for a bag
filter. In a typical coal-fired plant, it may range from 0.75 to 1.1 cm/s with reverse
air cleaning and 1.5 to 2.0 cm/s for pulsed jet cleaning bags.16

Electrostatic Precipitators (ESP)
Electrostatic precipitators collect particulate matter by applying a static charge to
the fly ash particles and drawing them out of the flue gas stream with the opposite
charge. As the flue gas passes through a chamber containing anode plates or
rods with a potential of 30 to 75 kV,11 the particles in the flue gas pick up the
charge and are collected downstream by positively charged cathode collector
plates (Figure 20). Grounded plates or walls also attract the charged particles
and are often used for design simplicity. Although the collection efficiency does
not decrease, as particles build up on the plates, periodic mechanical wrapping
is required to clean the plates to prevent the impediment of the gas flow or the
short-circuiting of the electrodes through the built-up ash.

The resistivity of the ash particles is a very important parameter influencing
the collection efficiency of ESPs. An ash of high resistivity will not take the
charge from the anodes as easily as a less-resistive ash will. If the resistivity
is too low, the particles will lose their charge before coming in contact with
the collector plates. ESPs can attain efficiencies exceeding 99.5 percent for ash
resistivity in the range of 104 ohm/cm and 1011 ohm/cm. Resistivity of ash is
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Figure 20 Operation of an electrostatic precipitator.

highest around 200◦C and drops sharply above or below this temperature, so the
ESP is best operated near this temperature.16 Higher moisture, sulphur, sodium,
and potassium in the coal are favorable for ash collection in an ESP due to
their favorable resistivity. Higher calcium and magnesium content in the coal
and nonuniform gas distribution in the collector contribute to lower collection
efficiencies.

The collection area of the plates also has a direct effect on the collection
efficiency, as can be seen in the Deutsch–Anderson equation:

η = 1 − e−ωA/Q (11)

where
η = efficiency of the collector
A = collection area (m2)
ω = particle migration velocity (determined from experiments, m/s)
Q = flue gas flow rate (m3/s)

The main advantages of ESPs are their low operation and maintenance costs,
the relatively small footprint (versus bag houses) for large flue gas flows, minimal
pressure drop, and constant collection efficiency. A major disadvantage of an ESP
is its low-collection efficiency for submicron particles that are of the greatest
health concern, as well its sensitivity to the flue gas velocity distribution inside
the collector and gas temperature. Even a well-designed ESP can operate poorly
if proper conditions are not maintained.

If slagging conditions are present in pulverized coal (PC)–fired plants, molten
ash can vaporize and condense in the backpass, forming submicron size inor-
ganic particles, which cannot be captured by conventional particulate control
technologies such as ESP or depth-filtration bag houses.
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Wet Scrubber
Scrubbers are used to clean the flue gas of gaseous pollutants, as well as par-
ticulates. When only particulate matter control is needed, water is used as the
scrubbing solution. The water is misted into the flue gas stream, coming into
contact with the particulate matter, capturing the particles and condensing out
with the particulates.

Wet scrubbers also have high collection efficiencies, upwards of 99 percent,
but their major disadvantage is the large increase in possibly toxic wastewater
produced.

There are a number of different types of wet scrubbers. All try to maximize
the surface area of the scrubber solution and increase the residence time of flue
gas in the scrubber to improve efficiency. Three types of scrubber are shown in
Figure 21.

4.2 Gaseous Emissions

The oldest method of reducing the harmful effects of gaseous emissions was to
disperse them over a wider area using a very tall stack, making the immediate
surroundings less toxic while doing nothing for the reduction in acid rain, smog,
or ground-level ozone formation. Regulatory authorities in some countries (e.g.,
India), for that reason, still relate SO2 capture with stack height.

(a) (b) (c)

Figure 21 Various types of wet scrubbers: (a) typical wet scrubber, (b) fluidized bed scrubber
and (c) venture scrubber. (Illustration courtesy Forbes—Plastic Tanks and Environmental
Technologies.)
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Advanced combustion technologies produce less amounts of harmful gases,
yet some plants might still need a certain amount of postconversion clean-up of
the flue gas.

Sulphur Dioxide
The emission of SO2 can be reduced either by using fluidized bed combustion
in a bed of limestone (see section 3.2) or by scrubbing the flue gas with sorbents
for postcombustion removal.

For PC-fired plants, scrubbing is the accepted means for SO2 reduction. Flue
gas desulphurization (FGD) removes the SO2 from the flue gas stream with
a chemical absorbent before it is released into the atmosphere. Sulphur cap-
ture is effected using alkaline sorbents such as NH4, NaOH, or a lime (CaCO3,
CaMg(CO3)2). The ammonia species has the added benefit of capturing NOx as
well. NaOH is generally used as a sulphur carrier and regenerated using lime.
Equations (12) to (16) are the reactions involved with respective sorbents:

Sodium hydroxide:

2NaOH + SO2 → Na2SO3 + H2O (12)

Ammonium:

2NaSO3 + H2O → 2NaHSO (13)

Limestone:

2NH4 + SO2 + O2 → (NH4)2SO4 (14)

CaCO3 + SO2 → CaSO3 + CO2 (15)

Ca(OH)2 + SO2 → CaSO3 + H2O (16)

Additional limestone is added to the effluent holding tank for precipitation of
CaSO3, which can be subsequently oxidized and hydrated with the additional air
and water, creating gypsum (CaSO4·2H2O) as seen in equation (17):

CaSO3 + 1
2 O2 + 2H2O → CaSO4 · 2H2O (17)

Lime is the most efficient scrubbing agent. Therefore, the subsequent discus-
sion will be based on lime scrubbing, which can be either a wet or dry FGD
process.

Wet FGD Process. Wet FGD involves spraying finely ground limestone in aque-
ous slurry, as a mist into the flue gas stream. The water/calcium sulphite mixture
produced is then collected in an effluent holding tank and can be further oxi-
dized and hydrated to form calcium sulphate dehydrate (gypsum), which can be
a saleable byproduct if impurity levels are low enough (Figure 22). However,
there is a limited market for low-quality gypsum and as such much of the gyp-
sum produced from FGD processes is simply land-filled. However, if ammonia
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Figure 22 Wet flue gas desulphurization (FGD) process.

is used as the scrubbing agent its byproduct will be (NH4)2SO4, which can be
used as a fertilizer.

One of the problems with using wet FGD is the formation of sulphuric acid
from reactions between the water and SO2; requiring the use of more expen-
sive stainless steel or other corrosion resistant material. Energy consumption of
the wet FGD process ranges from 1 to 4 percent of the total plant-generating
capacity.29 A benefit of using wet FGD is that it also functions as a wet scrubber
for particulate matter, as discussed in section 4.1.3.

Dry Scrubbing. There are two different types of dry scrubbing:

1. Spray-dry scrubbing using sorbent slurries
2. Dry sorbent injection

Spray drying FGD involves atomizing the sorbent slurry in the hot flue gas
stream creating a large sorbent-gas surface area for SO2 absorption (Figure 23).
The mixture is then dried in the hot flue gas stream enabling the removal of spent
sorbents as a dry powder by means of appropriate particulate control technologies.
If a bag filter is used then the flow of flue gases through caked sorbents increases
the removal of SO2 by roughly 10%, due to the increased contact time between
the sorbents and the flue gas. Spray drying sulphur removal rates are upwards of
90 percent.29

A typical dry injection system injects pulverized lime directly into the hot flue
gas stream just after it exits the furnace. As in spray drying, the spent sorbent,
along with fly ash, is collected in the particulate control system. Electrostatic
precipitators cannot be used here, as they will not collect the sulphate product.



246 Clean Power Generation from Coal

Desulpherized
flue gas

Calcium carbonate
reacts with sulphur

in flue gas

Gypsum

Flue gas

Cooling water

Limewash
(limestone and water)

Figure 23 Spray drying FGD process.

The main drawbacks of dry FGD are the high temperatures and high Ca:S ratios
required for an adequate level of sulphur capture. Impurities in the fly ash, such
as chlorine, could bind to the calcium, lowering the melting temperature of the
fly ash and causing fouling problems due to the high temperatures immediately
after the furnace.

Benefits of dry FGD over wet FGD include reduced pumping requirements
(less water use), elimination of flue gas reheating, reduced corrosion of equipment
(little to no acid products are produced), and ease of handling a dry product.
However, it requires a relatively high Ca:S ratio, which leads to high alkalinity
byproducts that require special handling and disposal. The Ca:S ratio could be
reduced if unspent sorbents were recycled.

Nitrogen Oxides
During combustion the nitrogen in both fuel and combustion air could oxidize
to form the following three air pollutants:

1. NO (nitric oxide)
2. NO2 (nitrogen dioxide)
3. N2O (nitrous oxide)
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These compounds cause a number of problems such as:

1. The formation of ground level ozone (NO)
2. The production of photochemical smog (NO2)
3. The formation of acid rain (NO)
4. The destruction of stratospheric ozone (N2O)
5. Acting as a greenhouse gas (N2O)

The oxidation of nitrogen in air (thermal NOx) below 1,000◦C is generally
very small. For this reason, fluidized bed boilers operating at around 850◦C emit
very low amounts of NOx (Table 6).42 Furthermore, a number of other reactions
occur, especially in the circulating fluidized bed furnace, to reduce the NOx

generated from fuel nitrogen.
The emissions from tangential fired PC boilers (350 to 500 ppm∗) are lower

than other types of PC boilers, which can have NOx emissions as high as
1500 ppm.39 Table 6 shows how the uncontrolled NOx emissions vary with the
types of firing method adopted. The two postcombustion NOx control technolo-
gies are

1. Selective catalytic reduction (SCR)
2. Selective noncatalytic reduction (SNCR)

Both processes use ammonia (NH4) or urea ((NH2)2CO) to reduce NOx back
to the stable form of N2. The reaction is as follows:

NOx + NH4 ↔ N2 + H2O (18)

Selective Catalytic Reduction (SCR). Selective catalytic reduction (SCR) occurs
in a separate reactor (Figure 24) at lower temperatures (300◦C to 400◦C) in

Table 6 Uncontrolled NOx Emissions (Adapted from Ref. 39)
Emission Factor in kg

Types of Boiler Fuel Types Firing Type NOx /tonne Coal

Anthracite All types 9
Front 10.5

Bituminous
Tangential 7.5

Front 6.5
Pulverized firing Lignite

Tangential 4
Vertical firing 12.6 kg/1000 liter

Residual oil
Tangential firing 5 kg/1000 liter

Natural gas All types 8.8 kg/1000 m3

Fluidized bed Bituminous Circulating fluidized bed 100–200 ppm

∗ ppm = parts per million
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Figure 24 (a) Selective catalytic reduction (SCR) and (b) Selective noncatalytic reduction
(SNCR).

presence of a catalyst (i.e., vanadium or a catalyst with zeolites in the wash-coat).
To move the reaction forward activated carbon can also be used as a catalyst and it
can drive the reaction at even lower temperatures (150◦C) with the added benefit
of absorbing SO2.40 On the downside, SCR has a high installation cost as well as
high maintenance and operation costs due to the required periodic replacement
of expensive catalysts. Another problem with SCR is that the ammonia injected
may not be entirely consumed. The emission of NH3 through the stack (referred
to as ammonia slip) is a common problem for SCR and attention must be paid
to the reagent dosage and good mixing must be present in the reaction chamber.
A NOx reduction of 90 percent or more is achievable using a SCR process.28

Selective Non-Catalytic Reduction (SNCR). In SNCR, the reducing agent is
injected directly into the furnace above the combustion zone in the tempera-
ture range of 900◦C to 1,100◦C without any catalyst. Sufficient residence time
in this temperature range and uniform distribution and mixing of the reagent are
required for efficient NOx capture. The capital cost of SNCR is about half of
that of SCR due to the absence of catalysts and the separate reaction chamber
needed for SCR.27

One problem with SNCR is the production of ammonia sulphate ((NH4)2SO4),
which can corrode boiler tubes in the backpass. Tests done on direct ammonia
injection (SNCR) in combination with a calcium sorbent have shown reductions
of emissions of 85 percent for NOx and 90 percent for SO2.27

Nitrous Oxide
Nitrous oxide (N2O) is a major greenhouse gas with a global warming potential
310 times (100-yr basis) higher than that of carbon dioxide, but it cannot be
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captured using SCR or SNCR. The intermediate combustion product hydrogen
cyanide (HCN) plays an important role in reducing NO into N2O, which can be
reduced back to molecular nitrogen (N2) if hydrogen radicals are present.41

HCN + O → NCO + H (19)

NCO + NO → CO + N2O (20)

N2O + H → N2 + OH (21)

The extent of the reduction of N2O into N2 as shown in equation (19) increases
with combustion temperature; therefore, a higher-combustion temperature favors
lowering the N2O emissions. As such, the N2O emissions from PC-fired boilers
with combustion temperatures ∼ 1,300◦C is in the range of 1 to 20 ppm, while
that in fluidized bed boilers with combustion temperatures ∼ 850◦C is in the
range of 20 to 200 ppm.14 It may be noted that NO increases with the combustion
temperature, but N2O decreases with it.

Fossil fuels with a higher-volatile content decrease N2O formation but increase
NO formation. Biomass fuels emit relatively low N2O.42

4.3 Heavy Metals

A total of 11 heavy metals, classified as hazardous air pollutants (HAPs), have
been detected in the flue gases of coal-fired power plants. The majority are
removed using conventional particulate and gaseous control technologies, with
the exception of vaporous mercury.

In 2010 the United States will implement the first emissions controls on heavy
metals produced from coal-fired plants. The Clean Air Mercury Rule (CAMR)
will implement mercury emissions trading and force a reduction of mercury
emissions by 23 percent from 1999 levels and a further reduction to 69 percent
of 1999 levels by 2018.43 These regulations will force coal-fired plants in the
United States to either reduce mercury emissions or pay for producing them.
This has resulted in a great deal of research into mercury emissions reduction
techniques in the United States in recent years.

Mercury in coal appears in three different forms. Solid mercury compound
(Hgp) is effectively removed using existing particulate control technology, with
ESPs being most effective due the conductive properties of the compounds.
Elemental mercury (Hg0) and ionic mercury (Hg+2) are in the form of a vapor
in the flue gas and represent 90 percent of the mercury emissions. In coals with
some chlorine the ionic mercury will be oxidized to produce mercury chloride
(HgCl2). Although HgCl2 can be captured by conventional means, it is a very
toxic substance and could pose a major waste handing problem. Plants with
wet scrubbers have shown a reduction in ionic mercury compounds, but not
elemental mercury as it is insoluble in water. SCR may allow a small reduction
in the elemental mercury.



250 Clean Power Generation from Coal

The best method to remove the remaining high concentrations of elemental
mercury in the flue gas stream is through the injection of a sorbent. One sorbent
being investigated is Na2CO3, which oxidizes the elemental mercury, making
it easy to capture using a wet scrubber.44 Activated carbon, either injected as
powdered activated carbon (PAC) or as fixed-bed granular activated carbon, is
an effective absorber of mercury. It has been shown that even without activated
carbon injection, 12 percent of the total mercury was absorbed on carbon rich
ash.44 Through the use of sulphur-impregnated active carbon, elemental mercury
reductions of more than 99 percent, with a relatively small mass loading, have
been observed in laboratory testing.45

Testing on existing coal-fired plants has shown that changes to combustion, air
preheater, and ESP operation can reduce mercury emissions; however, a trade-off
exists between emissions of Hg and NOx .

4.4 Solid Waste

In Germany and Japan the byproducts from coal combustion must be used in
some way, as land-filling of viable products from coal combustion is illegal. In
India, where 75 percent of electricity is generated from fossil fuel combustion,
106 million tons of coal combustion residues are produced annually and 73
percent of this put into landfills, showing the need to make use of this waste.46

Solid wastes include fly ash, bottom ash, boiler slag, FGD waste, and SCR
waste. Ash produced from regular PC-fired boilers has use as an aggregate for
concrete, road construction, and general fill. Currently, the U.S. EPA does not
classify this waste as a hazardous material, even though it contains trace amounts
of heavy metals, which could leach out of a landfill site and cause environmental
problems.

The solid residues from a fluidized bed boiler with sulphur capture are
composed of spent sorbent CaSO4, which can be hydrated to make gypsum
(CaSO4·2H2O), but due to the presence of ash from the coal the quality of the
gypsum is reduced and thus the main use for bed ash would be as a low-grade
cement or soil remediation. Boilers firing low-sulphur coal without limestone
feed produce ash particularly suitable for cement production.

FGD processes using a lime-based sorbent produces gypsum as a byproduct,
which can be used in low-quality concrete or wall board manufacture. If the
combustion efficiency of the process is low and a large amount of carbon fines
remain with the gypsum, then the product is unusable unless the carbon can
be removed. In addition, heavy metals and high alkalinity due to unreacted CaO
could make solid byproducts toxic and difficult to use or handle. Dry FGD, which
uses a higher Ca:S ratio, is more prone to this problem than wet FGD is. If the
material has a high alkalinity it could see alternate usage as a soil amendment
to neutralize soil acidity.
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Integrated gasification combined cycle (IGCC) plants can capture sulphur as
either sulphuric acid or elemental sulphur. Sulphuric acid is an important com-
modity chemical. The major use (60 percent of total worldwide) for sulphuric
acid is in the production of phosphoric acid, used for manufacture of phosphate
fertilizers, and as tri-sodium phosphate for detergents. It also finds use in sulphate
fertilizers, nylon, and lead-acid battery manufacturing. Elemental sulphur has a
large number of uses, a few being gunpowder, vulcanized tires, and Epsom salts.

5 CARBON DIOXIDE

Coal produces more CO2 than any other fossil fuel, and as such, the concern over
global warming is a major issue with coal-fired power plants. The easiest means
for reducing CO2 emissions from coal-fired plants is to increase the efficiency
of the plant, thus emitting less CO2 for a given amount of power produced. This
alone, may not be enough to curb the rising levels of CO2 in the atmosphere.
Emissions must not only be reduced, but eliminated to curb-rising greenhouse
gas levels in the atmosphere. To do this an almost pure stream of CO2 must be
produced and transported to a proper disposal site for permanent storage, as is
done for nuclear wastes.

Figure 25 outlines management plans for reducing CO2 emissions from
coal-fired power plants and its sequestration. Reduction in emissions through
improved efficiency and co-firing of carbon neutral biomass in coal-fired plants
are not discussed here. Carbon dioxide management has three steps:

1. Capture
2. Transportation
3. Disposal (sequestration)

Reduction in CO2
emissions

Extraction of CO2
from flue gas

Oxy combustion

Chemical looping
combustion

CO2 scrubbing

Co-firing with CO2
neutral biomass

Increased overall
plant efficiency

Fuel Cells

PGCC

IGCC

Supercritical

Commercial use

EOR

ECBM

Geological
sequestration

Deep ocean
storage

CO2 sequestration

Reduction in CO2
generation per kWh

energy produced

Figure 25 Means for reduction of CO2 emissions from coal-fired power plants and its sequestration.



252 Clean Power Generation from Coal

5.1 CO2 Capture

The systems for CO2 capture can be grouped under three categories:

1. Precombustion
2. During combustion (oxygen-fired or chemical looping combustion)
3. Postcombustion

Precombustion
Precombustion capture of CO2 involves separation of carbon dioxide from the
fuel before it is burnt. Gasification is an example of a precombustion process.
Here a synthesis gas is produced in a gasifier through reaction of the coal
with air, steam, or oxygen to produce a synthesis gas composed of hydro-
gen and carbon monoxide.14 Refer to equations (7) to (10) for gasification
reactions.

The CO2 can be separated from the product gas by a suitable separation
technique to produce a carbon free hydrogen stream, carrying the energy from
the fuel. This hydrogen can be either used in fuel cells or gas turbine engines
for energy production.

The flue gas from air-blown coal-fired plants is only 13 to 15 percent car-
bon dioxide; insufficient for cost-effective transportation and sequestration. The
simplest way to obtain an almost pure stream of CO2 is to use a nitrogen-free
combustion process, that results in a concentrated stream of CO2 and water
(Figure 26). The CO2 could then be easily dehydrated, pressurized, and pumped
to the sequestration site.

Coal

Boiler

Flue gas
(~97% CO2)

Drier

Water

Recycled
flue gas
(~75%)

Oxygen

Nitrogen

Air
separation

unit

Air

Figure 26 High-concentration carbon dioxide stream produced using oxygen fuel
combustion.
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Combustion
There are two main methods of separating CO2 during combustion:

1. Oxy-fuel combustion
2. Chemical looping combustion

Oxy-fuel Combustion. Traditionally, oxygen in air is used as the oxidant for
combustion. This produces a flue gas containing large amounts of nitrogen, mak-
ing it unsuitable for CO2 sequestration or for commercial use. The nitrogen
content in the flue gas can be reduced by adding oxygen to the combustion air,47

or even eliminated by burning the fuel in pure oxygen. In oxy-fuel combustion
plants, oxygen is separated from air and used in the boiler instead of air for
combustion. Equations (22) and (23) illustrate the process:
Air combustion:

X(0.21O2 + 0.78N2) + CnH2m = mH2O + nCO2 + (0.78X)N2 + Heat (22)

where 0.42X = m + 2n

Pure oxy-combustion:

(m/2 + n)O2 + CnH2m = mH2O + nCO2 + Heat (23)

In oxy-fuel combustion plants, oxygen is separated from air and used in the
boiler instead of air for combustion. Elimination of nitrogen in the oxidant brings
with it a number of benefits, including pure carbon dioxide in flue gas:

1. The flue gas is composed of CO2 and water vapor. After condensing out
the water, the flue gas available is pure carbon dioxide that is ready for
transport and sequestration or sale.

2. Thermal efficiency of the boiler is enhanced due to reduced flue gas volume
and, hence, lower dry flue gas loss.

3. A higher percentage of CO2 and or H2O in the flue gas enhances the
nonluminous radiation from flue gas and results in a higher specific heat
than that of nitrogen, the main dilutent of normal flue gas. This increases
the heat transfer rates in the backpass and reduces the required size of heat
transfer surfaces.

4. High volumetric and grate heat release rates are obtained, and therefore
the size of the boiler furnace could be reduced.48

Chemical Looping Combustion. In a chemical looping combustion process, the
oxygen for combustion is provided by a metal oxide, which absorbs oxygen from
air in a separate reactor. Chemical looping combustion processes result in pure
nitrogen in one reactor and pure carbon dioxide, after combustion, in the other.

Figure 27 shows the principle of chemical looping combustion. In reactor A,
the fuel, CnH2m reacts with the oxygen carrier metal oxide, MyOx, to produce
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Figure 27 Chemical looping combustion.

CO2 and H2O. This exothermic reaction generates the combustion heat. In reactor
B, the reduced oxygen carrier MyOx−1 reacts with the oxygen in air, regenerating
the oxygen-carrying metal oxide, MyOx.50 The reaction is expressed in equations
(24) and (25):
Fuel Reactor (A):

(2n + m)MyOx[oxygen carrier] + CnH2m[fuel]

→ (2n + m)MyOx−1 + mH2O + nCO2 + Heat (24)

Air Reactor (B):

(2n + m)MyOx−1 + (n + m/2)O2 → (2n + m)MyOx (25)

The major advantage of chemical looping combustion over the oxy-fuel option
is that it does not require the expensive oxygen-separation plant. Furthermore, the
extra power consumption and hence extra CO2 generation for oxygen separation
is avoided.

Metal oxides such as Fe2O3, Mn3O4, Cuo, and NiO impregnated on quartz,
alumina, or other inert materials act as the oxidant for combustion by transport-
ing the O2.51 Johansson et al.50 studied the reactivity and crushing strengths of
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58 different oxygen carriers in a circulating fluidized bed burning methane.52

Nickel-based particles were most active, followed by copper, manganese, and
iron.

Chemical looping combustion is in its early stage of development, and issues
around solid fuel combustion and burning in large furnaces are yet to be
sorted out.

Postcombustion CO2 Extraction
Available processes for stripping CO2 from the flue gas can be classified into
three groups:

1. Separation with sorbent/solvents
2. Membrane separation
3. Separation by cryogenic distillation

Separation with Sorbent/Solvents. Currently, the sorbent/solvent absorption
method is more advanced and closer to commercialization than other options.
With this process, the separation is achieved by passing the flue gas through a
reaction chamber in intimate contact with a liquid or solid sorbent that is capable
of capturing the CO2. The sorbent with dissolved CO2 is then transported to a
different vessel where, due to changes in pressure, temperature, or other condi-
tions, it releases the CO2. The regenerated sorbent is sent back to the first vessel
to capture more CO2 in a cyclic process.

In some processes that use this type of separation, the solid sorbent does not
circulate between vessels; the sorption and regeneration are achieved by cyclic
changes in pressure. This process is called pressure swing adsorption (PSA). In
PSA a high-pressure flue gas stream is passed through a porous material, where
the CO2 is preferentially adsorbed. When the pressure is decreased, the CO2 is
de-adsorbed from the porous sorbent for sequestration. Three sorbents recently
studied for use in PSA were molecular sieve 13X, natural zeolite ZS500A, and
activated carbon.52

In amine scrubbing, the flue gas is passed through a large vessel, usually
an absorbing tower, and mixed with an amine-based solvent (organic molecule
with nitrogen at the core, such as NH4, NCH5, etc.), which captures the CO2

(Figure 28). The CO2 is then stripped off the amine using large amounts of
low-quality heat, producing a stream of concentrated CO2. This heat is provided
by low-temperature steam generated through the burning of extra fuel. The CO2

must be compressed to 150 bar to facilitate transport and sequestration.53 The
amine is regenerated and fed back to the absorbing tower. One drawback to this
would be the possible capture of not only CO2 but also NOx and SO2. Although
this is good for boiler emissions, it contaminates the CO2 stream produced,
preventing its commercial use.
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Figure 28 CO2 capture using an amine scrubber.

Membrane Separation. Gas-separation membranes, used commercially for sep-
aration of CO2 from natural gas, are being considered for flue gas separation.
This method relies on differences in physical or chemical interactions between
the different substances in a gas mixture and a membrane material that allow one
gas to move through the membrane at a faster rate than another. Such a mem-
brane would allow carbon dioxide gas to pass through while excluding the other
parts of the flue gas emitted from industry or power plants. If a pressure differen-
tial is set up on opposing sides of a membranelike polymeric film, gas transport
across the film (permeation) will occur. The CO2 will permeate through the mem-
brane at a faster rate than the nitrogen or other flue gas components, producing a
CO2-rich stream. Polymers such as cellulose acetate, hollow-fiber polymides,54

and polypropylene55 are also being considered as membrane materials.

Separation by Cryogenic Distillation. Distillation is the separation of various
gases through the differences in their relative volatility or boiling points. The
CO2-containing flue gas is compressed and cooled below the boiling point of the
CO2. The liquid carbon dioxide is distilled out of the cooled flue gas and separated
for storage or use. Carbon dioxide has a relatively high boiling point (−78◦C at
1.0 atm) compared to other components of the flue gas, such as nitrogen (−196◦C
at 1.0 atm). A second distillation of the carbon dioxide stream may be necessary
to remove other gasses that also have lower boiling points, such as sulphur
dioxide (−10◦C at 1.0 atm).

Cost of Separation
The oxy-combustion process needs power for the oxygen separation, requiring
additional fuel to be burnt to produce this extra energy. On a fuel-equivalent basis,
oxy-combustion requires about 1.32 MWth per tonne of CO2 avoided, compared
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to amine scrubbing, which requires 2.8 MWth per tonne of CO2 avoided.53

Taking into account an air infiltration (∼3%), 95 percent oxygen purity and extra
CO2 produced for extra auxiliary power the oxy-combustion can avoid about 66
percent of the original CO2 emission compared to 58% for amine scrubbing, both
with 90 percent capture.53

5.2 Transportation

For transportation of the captured CO2 two options are available:

1. Pipeline transportation . This is suitable for transportation of large amounts
of CO2 (> 40 million tonnes/yr) over small distances (<2500 km).56

2. Use of ships . This is suitable for small amounts of CO2 (< few million
tonnes/yr) over large distances (overseas).

In the United States, approximately 2,500 km of CO2 pipeline already supply
several million tons of CO2 per year to EOR projects.57 Transportation of car-
bon dioxide through pipelines is done in the gaseous phase to avoid problems
associated with two-phase flow as pressure drops in the pipeline. Due to simi-
lar chemical properties with propane, transportation of liquid CO2 in trucks and
ships is a readily available transportation option. However, the large amounts of
CO2 produced from coal-fired plants make these methods inadequate, as they
can transport only small quantities at a time.

There are a few health concerns with transportation of CO2 because it is
toxic in concentrations above 10 percent and is heavier than air, allowing it to
accumulate in low-lying areas. This makes opposition to onshore CO2 pipelines
high; however, offshore pipelines would require longer transport distances, as
well as more complex and costly infrastructure.58

5.3 Sequestration and Utilization

Carbon dioxide sequestration is the process of keeping anthropogenic CO2 out
of the atmosphere by storing it deep underground. If the CO2 stream contains
other gasses it will make carbon sequestration more costly. These gaseous impu-
rities also increase the minimum miscibility pressure, meaning that the CO2

stream will have to be pumped to a higher pressure for enhanced oil recovery
(EOR) applications, so a nearly pure stream of CO2 is required. The CO2 can
be stored permanently in either deep onshore/offshore geological formations or
at the bottom of the ocean. Several options are available for sequestration of
carbon dioxide, as below. Carbon sink management and industrial use are other
CO2 reduction methods.
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Underground Sequestration
There are a number of ways to sequester a high-pressure stream of carbon dioxide.
For example, it can be pumped deep (∼ 800 m) into any of the following:

• Empty oil wells or other geological formations
• Saline aquifers, as done in the Sleipner and Snøhvit projects in Norway
• Active oil wells for enhanced oil recovery (EOR), as done in the Weyburn

project in Canada
• Active gas fields, as in the In-Salah project in Algeria (Figure 29).

CO2 can also be pumped to shallower depths into unrecoverable coal seams
where it is adsorbed on coal surface. This also has the potential for enhanced
coal bed methane (ECBM) extraction.

Enhanced oil recovery (EOR) is the preferred technology, as it has a value-
added effect over geological sequestration and is more proven than ECBM extrac-
tion, which does not have any pilot scale testing yet. EOR is being used at the
Weyburm oil field in Saskatchewan, Canada, with the pressurized carbon dioxide
being pumped 400 km north from the Great Pains synfuel plant in North Dakota
at a rate of 5,000 ton/day.

Undersea Sequestration
At atmospheric temperature and pressure, carbon dioxide remains in gaseous
state, but it can be turned into a liquid by compression within the temperature
range of −56.5◦C and +31.1◦C. Above its critical temperature (31.1◦C), the
gaseous CO2 can be compressed to a very high density, even exceeding that
of water. Thus, CO2 can be stored under the ocean floor, where the pressure is
very high, without of the risk of being released to the atmosphere above. Carbon
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Figure 29 Carbon dioxide sequestration options.
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dioxide is soluble in water, but its solubility (0.25 kg CO2/100 kg water at 20◦C
and 1 bar pressure) decreases with temperature, pressure, and the salinity of
water. At depths below 3,000 m, the pressurized liquid CO2 is denser than water
and will form an undersea lake and not rise to the surface.

There is great concern over this type of CO2 storage, as there is a chance the
CO2 will dissolve into the surrounding water over the long term, acidifying the
water and destroying aquatic life.

Industrial Utilization
Industrial use of CO2 is the only disposal/sequestration option with direct rev-
enues. With this option, the captured CO2 is used as a feedstock in chemical
processes. Pure CO2 finds use in the industry as a coolant, to carbonate bever-
ages, and in the pharmaceutical industry as a nontoxic solvent. These uses can
absorb only a fraction of the CO2 generated by even a medium-size coal-fired
plant, which generates about 8,000 tons/day. About 100,000 tons of CO2 are used
by U.S. industry annually.58 Using CO2 for such purposes does not eliminate the
CO2 emissions as it is still released into the atmosphere in the end.

Carbon Sink Management
The Kyoto Protocol and Marrakesh Accords to the United Nations Framework
Convention on Climate change recognize land use, land-use change, and forestry
activities—mainly afforestation and reforestation—as a potential means to reduce
carbon dioxide concentration in the atmosphere and help developed countries to
meet the reduction targets allocated through Kyoto.59

5.4 Cost Implications

The additional energy required and the cost involved in CO2 separation and
sequestration are preventing immediate commercial implementation of carbon
dioxide separation and its sequestration from coal-fired power plants. The National
Energy and Technology Laboratory (NETL) of the United States, along with other
groups around the world, are currently studying this issue in the hope of develop-
ing viable solutions to reduce the cost of CO2 separation and sequestration. For
example, in a 400 MW net power plant, using oxy-fuel combustion of pulverized
coal with cryogenic oxygen separation, the base plant power consumption was
30 MW, while that for CO2 capture was 102 MW (CO2 compression = 37 MW,
CO2 transport over 10 miles is greater than 1 MW, storage in an aquifer is
3 MW).61 Ciferno and Plasynski61 compared different technologies for CO2 cap-
ture and their costs (Table 7). It is noteworthy that the rise in cost of electricity
ranged from 37 percent and 66 percent for different CO2 capture technologies
used. Another study compared the CO2 capture cost for three technologies and
found amine scrubbing to be least expensive (Table 8).62
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Table 7 Cost of Carbon Capture and Sequestrationa (Adapted from Ref. 61)
Aqueous Oxy-fuel PC Oxy-fuel PC

Amine ammonia CO2 combustion with combustion,
scrubbing capture cryogenic ASU membrane ASU

Units in Operation 1 4 6 7

Increase in COE % 66 37 64 40

CO2 avoidance
cost, $/tonne

42 24 42 25

Increase in capital
cost, %

64.6 43.7 77.8 46.3

Efficiencyb, %
(HHV)

29 34 30 32

Auxiliary load,
MW

85 78 172 125

afor a double reheat supercritical plant with 400 MW net power, 80% capacity factor firing bituminous #6
coal, 90% CO2 capture, compressed to 2200 psia, transported 10 miles and stored in a saline formation
bBase case efficiency and auxiliary load are 41% and 21 MW, respectively

Table 8 Techno-economic Comparison of CO2 Capture Technologies (From Ref. 62)
Fuel Bituminous Subbituminous Lignite Lignite Lignite

Amine Oxyfuel

Technology Gasification Gasification Gasification Scrubbing Combustion

COE∗ $/MWh 107 97 131 116 152

CO2 emitted Tonne.MWh 0.116 0.111 0.182 0.06 0.145

CO2 avoided Tonne/MWh 0.65 0.74 0.71 0.82 0.74

Cost of CO2

avoided
$/Tonne 47 52 88 57 112

Capacity MW net 594 437 361 311 373

Net heat rate kJ/kWh 11410 13,810 13,240 12,530 14,880

Unit cost $/kW net 3000 3400 4400 4400 6200
∗Cost of electricity for 90% capacity factor

Richards and Stokes63 analyzed data from several countries ranging from India
to the United States for the cost of carbon sequestration through forestation, it
being highly country and geography specific. In general, the cost is lower than
that for sequestration under the sea or ground.

The sequestration cost depends to a great extent on the pipeline length, seques-
tration site, geological formation, amount of carbon dioxide sequestered, and so
on. Cudnik64 predicted a cost of $1 to $70/ton CO2 for 100 to 3,500 Mt of CO2,
but it went sharply up to about $700 when the requirement exceeded 3,500 Mt,
as capacities were not available at the site. CCPC62 studied three specific sites in
Canada and predicted a cost of $38/ton CO2 for enhanced oil recovery sequestra-
tion 200 km away, $10/ton CO2 for sequestration for enhanced coal bed methane
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extraction 100 km away and $4/ton CO2 for geological sequestration 75 km away.
Another study for a 500 MW plant in Ontario predicts a cost $7.5 to $11.5/ton CO2

for sequestration at 1,000 m depth in sea 150 km away.65 The sequestration cost
was 10 to 30 percent of the total cost of CO2 capture and sequestration.

6 CONCLUSION

Coal currently supplies 38 percent of the world’s electricity needs, and this
number is expected to grow by 1.4 percent per year over the next 30 years.1

This growth in coal usage could occur in an environmentally responsible way,
because available cleaner coal technologies can meet even the most stringent
emission requirements with only a modest increase in the price of electricity.

Utilities have made great improvements in the reduction of particulates, SO2,
and NOx emissions from coal-fired power plants, and this will likely continue
to improve in the coming decades. The improvements will be driven by the
economic disincentives associated with polluting, brought about by government
legislation. In the near term, supercritical plants with PC or CFB firing will
dominate coal-based power generation, followed by IGCC. More advanced tech-
nologies like partial gasification combined cycle and fuel cell may take some
time to come to the mainstream utility market.

Reducing and eventually eliminating carbon dioxide emissions will be a very
challenging, although not impossible, task for the coal industry. The positive news
is that the utility industry has been able to meet every emission challenge in the
past, and this new challenge should be no different. The need to avoid potentially
drastic, irreversible changes to our climate is imperative and is reflected in the
following quote: “There is broad agreement within the scientific community that
amplification of the Earth’s natural greenhouse effect by the build-up of various
gases introduced by human activity has the potential to produce dramatic changes
in climate.”∗

In 1990, the CO2 concentration in the atmosphere was 350 ppm.66 By 2006,
the concentrations rose to about 380 ppm, a dramatic 8.5 percent increase in 16
years. Technologies for separation and disposal of the CO2 from coal-fired plants
are available to arrest this dramatic rise in CO2 concentration within a reasonable
cost. “Only by taking action now can we ensure that future generations will not
be put at risk.”∗
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CHAPTER 9
USING WASTE HEAT FROM POWER PLANTS

Herbert A. Ingley III
University of Florida
Gainesville, Florida

This chapter discusses several examples of integrating power production with the
utilization of the associated waste heat to accomplish some other function, such
as space heating, domestic water heating, cooling, steam production, or process
heating. In addition to several domestic applications of combined heat and power,
two new innovative systems for water purification and improved thermoelectric
power production are reviewed.

It has become common practice to combine heat recovery with power produc-
tion, but generally this has been accomplished on fairly large scale (60 megawatts
and up). During the 1970s, when the United States had its eyes opened to the
fact that our energy resources are finite and global influences can and will affect
these energy resources, concepts such as cogeneration and combined cycle power
production gained widespread attention.

Conventional Rankine steam power plants (Figure 1) burn fossil fuels to pro-
duce high-pressure steam that is expanded through turbines to drive electric
generators to produce electricity. This electric power is then transmitted over
transmission lines and via transformers, and these lines are distributed to the
utility’s customers. When the efficiencies of combustion, generation, and trans-
mission are combined, the overall efficiency ranges from 30 to 35 percent. In the
process, waste heat and carbon dioxide are rejected to the environment. These
large Rankine power plants require a significant period of time to start up and are
not as flexible when it comes to responding to changes in peak power require-
ments. With the addition of gas turbine machines, power plants could then operate
these machines as peaking units and respond to changes in peak power demands.
However, these early turbine units were not as efficient as the base steam power
unit. These turbine units have since seen significant improvements, and they
operate at much higher efficiencies. Combining the operation of these turbine
units with Rankine cycles exploits the waste heat from the turbine to produce
additional power from the steam cycle. The overall efficiencies of these combined
cycles with transmission and distribution losses now approach 50 percent. How-
ever, continued increases in energy costs and the uncertainties of future energy
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Figure 1 A coal-fired power plant and associated distribution system.

resources are promoting newer technologies to gain further improvements in
waste energy recovery associated with power production. By moving the source
of power production closer to the end-use facility and integrating the use of
waste heat with specific energy requirements at the facility, additional energy
savings can be accomplished. The savings come from reduced electrical distri-
bution losses and from user-specific applications of the waste heat. Additional
benefits come from the overall reduction of the production of the global warming
carbon dioxide.

In order to distinguish these new technologies, it seems we need to assign
a new name, and in fact an acronym, to this technology—CHP, or combined
heat and power, a form of co-generation. This onsite production of electricity is
gaining popularity, especially with industries that have uses of waste heat. With
CHP systems, there is considerable flexibility in which type of power system
is used. Examples include turbines, combined cycle technology, microturbines,
fuel cells, and internal combustion engines. Successful implementation of CHP
systems depends on several conditions. In addition to being able to utilize waste
heat, the CHP candidate must also be able to market excess electrical power.
Many states have restructured their electric industries to encourage the purchase
of power from CHP systems.

The heat recovered from the production of power in a CHP system can be
used for a variety of purposes, including process heating, space heating and
cooling, and dehumidification or regeneration of dehumidification systems. The
power produced by CHP systems is used near the point of production, resulting in
much lower transmission and distribution losses compared to conventional power
systems. The overall efficiencies resulting from CHP can be more than twice
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Figure 2 Comparison of conventional power production to CHP systems.

the conventional power system (Figure 2). This also implies less environmental
impact in terms of the production of global warming gases and thermal pollution
of water resources. This distribution of power can also result in a more secure
power supply, with the conventional utility grid backing up the CHP system.

The American Council for an Energy Efficient Economy (ACEEE) reports
on its Web site that there are approximately 56,000 megawatts of CHP electric
generation operation in the United States. Compare this to the less than 10,000
megawatts of CHP electric generation reported in 1980. The primary applica-
tions have been in the chemical, petroleum refining, and paper industries. As
the technology of CHP has improved, smaller CHP systems are finding appli-
cation in other industries such as the food, pharmaceutical, light manufacturing,
commercial, and institutional buildings.

ACEEE reports that in 1999, CHP accounted for 7 percent of the United
States electricity generation capacity and 310 billion kilowatt-hours of electri-
cal generation. Estimates are that the capacity of CHP power production will
continue to grow, with a DOE goal of 92 gigawatts by 2010. With CHP sys-
tems reporting efficiencies in the range of 68 to 90 percent, the CHP technology
provides an energy-efficient alternative to conventional power (see Figure 2). In
addition, ACEEE reports that nitrogen oxide emissions from CHP facilities are
one-tenth of those from conventional systems with the same capacity. The State
and Local Climate Change Program and EPA predict that high-efficiency CHP
could reduce greenhouse-gas emissions by more than 70 million metric tons of
carbon equivalent (MMTCE) by the year 2010.
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In spite of the optimistic vision for CHP indicated by its current successes,
there are several barriers to the further application of this technology. These
barriers include a lack of national standards for the interconnection of CHP
power systems with conventional power grids, resulting in some utilities requir-
ing expensive studies and equipment before these interconnections are made;
penalties in the form of expensive back-up power rates; inconsistencies in depre-
ciation schedules and actual equipment service life; and the lack of awareness of
CHP system potential by facility managers.

Other applications of CHP under study include the use of commercially avail-
able fuel cells (a PC25 phosphoric acid indirect fuel cell designed and man-
ufactured by ONSI, now UTC) for decentralized power generation with heat
recovery for space heating and cooling and domestic hot water.1 Five 200 kW
PC 25 C fuel cells provide a grid-independent/grid-parallel generation system for
the Anchorage Processing and Distribution Center in Anchorage, Alaska. This
system provides all the electrical power for the facility and most of its thermal
needs. Energy cost savings are estimated to be $350,000 per year. Lawrence
Berkeley National Laboratory reports that besides the 40 percent electrical effi-
ciency of the natural gas–driven PC 25 fuel cells, 44 percent of the fuel is
converted into heat that can be used for space heating, domestic hot water, and
cooling through the use of an absorption chiller. Researchers there estimate that
the 200 kW fuel cell, combined with a single-stage absorption chiller with a COP
of 0.7, can produce 47 tons of refrigeration. The newer version of the fuel cell
(PC 25 C) produces waste heat in the temperature range of 250◦F, which can be
used to operate a two-stage absorption chiller with a COP of 1.2. Another signif-
icant application of CHP is the use of a CHP system to produce ethanol where
there is a near-perfect match between the CHP’s electric and steam production
and that of the ethanol plant.2

Another application of power plant waste heat that is receiving international
attention is a new desalination technology that uses the waste heat from a power
plant to purify water. Many coastal communities in the United States and many
countries abroad are experiencing a shortage of potable water. These communi-
ties are seeking and implementing technologies, such as reverse osmosis plants
to desalinate water, to meet their potable water demands. Lior indicates that
water desalination has increased in use over the last four decades to the point
that over 5.3 × 109 gallons (20 million m3) of fresh water are being produced
by over 10,000 land-based plants.3 Y. Li et al. reports for 13 countries that 2002
water prices range from approximately $1.75/1,000 gallons to approximately
$6.75/1,000 gallons.4 Researchers at the University of Florida are studying an
innovative method of desalination that uses the waste heat from power plants
as a source of heat.4 The diffusion driven desalination (DDD) method proposed
by the researchers is illustrated in Figure 3. Warm water is evaporated into a
low-humidity air stream, and the vapor is then condensed to produce distilled
water. Even though this process has a low distilled water output to feedwater
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Figure 3 Flow diagram for diffusion driven desalination process.

conversion efficiency, the process has been shown to be cost-effective when
coupled with the low-grade waste heat associated with power plants. The Uni-
versity of Florida researchers report that at optimum operating conditions with a
high temperature of 122◦F (50◦C) and sink temperature of 77◦F (25◦C), an air
mass flux of 0.307 lbm/ft2-s (1.5 kg/m2-s), air to feedwater mass flow ratio of 1
in the diffusion tower, and a fresh water to air mass flow ratio of 2 in the con-
denser are realized. Operating at these conditions yields a fresh-water production
efficiency of 0.035 (mass of fresh water to mass of salt water input) and elec-
tric energy consumption rate of 0.001kW-h/lb fresh water (0.0022 kW-h/kg fresh
water). The researchers evaluated several scenarios. A brief economic analysis
is presented to demonstrate the added value provided by using a DDD facility
to produce fresh water using waste heat from a thermoelectric power plant.

Y. Li et al. provide an example of a 100 MW thermoelectric power plant
with a thermal efficiency of 40 percent, retrofitted with a DDD plant.4 The
total input energy to the power plant would be 250 MW and the waste heat
generated 150 MW. With a condenser operating at 9.7 cm Hg pressure, there is
approximately 150 kW of energy available at 122◦F (50◦C) from the low-pressure
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condensing steam. A DDD plant would have the potential of producing as much
as 1.14 million gallons of fresh water per day. The footprint for the DDD plant
is estimated to be approximately 0.5 acres.

Another group of researchers at the University of Florida under the leadership of
William Lear is researching an innovative power plant configuration that uses the
waste heat associated with a thermoelectric process. The High Pressure Regen-
erative Turbine Engine (HPRTE) is a novel power plant that has the potential
for high efficiency (also at part power), in a highly compact, low-cost form. The
system inherently produces extremely low emissions, even on liquid fuels, while
simultaneously producing power, cooling, heating, and fresh water. The very low
emissions occur with little fuel sensitivity, so that hydrogen, methanol, low BTU
syngas, and others could be used effectively. The efficiency tends to remain nearly
constant at part power, making this system particularly attractive for applications
requiring load following, such as distributed generation and transportation.

Figure 4 shows a diagram of the combined-cycle thermodynamic processes
in the HPRTE. The overall system consists of a gas turbine subsystem, coupled
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via heat exchange to a vapor absorption refrigeration unit. The novelty lies in
the gas turbine, which is a semiclosed Brayton cycle, and the coupling of the
two subsystems in the intermediate stages of the gas turbine, rather than at
the entrance and exit. The semiclosed gas turbine may be considered to be a
turbocharged, intercooled, recuperated gas turbine, in which the inlet air flow is
just sufficient to support combustion. This not only enhances compactness and
improves part-power efficiency, but also leads to the burner operating in the mild
combustion regime, significantly lowering NOx CO, and unburned hydrocarbon
emissions.

The author of this chapter has also been involved in researching processes for
utilizing waste heat from power production processes to enhance the overall effi-
ciency of fuel utilization. For the last few years, the Alternative Energy Research
group has been researching an ammonia–water combined cycle at the University
of Florida’s Solar Energy and Energy Conversion Laboratory. This cycle can be
used as a bottoming cycle for conventional power plants to produce additional
electrical power and refrigeration. The operating temperature for this cycle also
lends itself to using solar energy as the primary source of energy.

Figure 5 illustrates the flow diagram for the ammonia–water combined cycle.
The fluid leaves the absorber at state 1 as a saturated solution at the cycle
low pressure with a relatively high ammonia concentration. It is pumped to
the system high pressure (state 2) before traveling through the recovery heat
exchanger, where it absorbs heat from the weak solution returning to the

Solution
pump

CWS CWR

CHWR CHWS

Cooler

Absorber

9

1

5
Recovery heat

exchanger

3 HHWS HHWR

4
Vapor

generator

CWR

CWS

Rectifier
column

Superheater

HHWR

HHWS

Expander WT

8

6
2

7

Figure 5 The ammonia/water combined cycle flow diagram.
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absorber. The solution is then partially boiled in the vapor generator by the heat
source, producing saturated ammonia vapor and relatively weak concentration
ammonia–water saturated liquid. The weak solution leaves the vapor generator
at state 4 and rejects heat to the high concentration stream before it is throttled
to the system low pressure and sprayed into the absorber. The rectifier cools the
saturated ammonia vapor to condense out any remaining water. The vapor is then
superheated to state 7 and expanded to produce work. The subambient exhaust
vapor (state 8) provides refrigeration before returning to the absorber, where it
is reabsorbed into the weak solution. The heat of condensation is rejected to the
low-temperature source and the cycle repeats.

A small breadboard prototype of this system has been built and studied in some
depth.5 The researchers are now in the process of constructing and evaluating a
5 kW prototype. The prototype has been designed to utilize heating hot water at
180◦F (82◦C) as a heat source to the vapor generator. The cooling requirements
of the absorber and rectifier for the process are met using a conventional cooling
tower supplying cooling water at 85◦F (29.4◦C).

As illustrated by the variety of processes covered in this chapter, there are
many new and innovative systems currently in use or in the research and proto-
type stage that are seeking to maximize the total efficiency of our fuel consump-
tion to produce power. Many of these new systems are applicable to distributed
power scenarios and can be applied to a wide range of facilities, including com-
mercial, institutional, and industrial. In addition to providing much higher levels
of efficiency in terms of energy use, these systems will also lead to reduced
emissions of global warming gases. The future of systems carrying the names
of cogeneration, combined heat and power, total energy systems, or even trigen-
eration will continue to make a strong contribution to our energy conservation
efforts.
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APPENDIX A
SOLAR THERMAL AND PHOTOVOLTAIC
COLLECTOR MANUFACTURING ACTIVITIES
2005∗

OVERVIEW

U.S. manufacture of both solar thermal collector and photovoltaic (PV) cells and
modules continued grew at a strong pace in 2005, despite the fact that prices for
solar panels and PV cells and modules rose due to material cost increases. The
solar industry was able to absorb most of the rising material costs because it had
become more flexible in its production methods and supply arrangements over
past years. It recovered from the nationwide economic downturn in 2003, and
showed significant growth in 2004 and 2005.

SOLAR THERMAL COLLECTORS

Domestic shipments of solar thermal collectors rose 10.4 percent to 14.7 million
square feet in 2005 (Table 1). There were 25 companies shipping solar collectors
in 2005, one more than in 2004. Total shipments rose to 16 million square feet,
a 13.7 percent increase over 2004. Exports surged 67.4 percent, while imports
increased 22.1 percent (Table 2).

Low-temperature solar collectors represented 95 percent of total shipments.
Medium-temperature collectors were responsible for more than 4 percent of total
shipments (Table 3). High-temperature collectors represented less than 1 percent
(0.7%). Included in the statistics were collectors shipped to Arizona Public Ser-
vice’s (APS) Saguaro Solar Trough Power Plant, the first concentrating solar
power plant built in the U.S. Since 1988. The Saguaro Solar Trough Power Plant
features more than 100,000 square feet of parabolic-trough shaped mirrors and
stands more than 15 feet tall. It was built on a patch of desert in Red Rock,
adjacent to APS’ Saguaro Power Plant, about 30 miles north of Tucson. It has
the capability of generating one megawatt of clean electrical power, enough
electricity to meet the demands of about 200 homes (Figure 1).

In 2005, 71 percent of all collectors were produced in five states: New Jersey,
California, Florida, Tennessee, and Arizona, with 63 percent of the total shipped
from New Jersey and California alone. Twenty-eight percent of all collectors
shipped were imported, mostly from Israel. More than 70 percent of all collectors
were shipped to the top five domestic destinations: Florida, California, Arizona,

∗Adapted from report released by the Energy Information Administration in August 2006
http://www.eia.doe.gov/cneaf/solar.renewables/page/solarreport/solar.html)

275Environmentally Conscious Alternative Energy Production. Edited by Myer Kutz
Copyright © 2007 John Wiley & Sons, Inc.
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Table 1 Annual Solar Thermal
Collector Domestic Shipments,
1996–2005

Solar Thermal Collectorsa

Year (Thousand Square Feet)

1996 7,162
1997 7,759
1998 7,396
1999 8,046
2000 7,857
2001 10,349
2002 11,004
2003 10,926
2004 13,301
2005p 14,680
Total 98,481

aTotal shipments minus export shipments.
p = Preliminary.
Note: Totals may not equal sum of compo-
nents due to independent rounding. Total ship-
ments include those made in or shipped to
U.S. Territories.
Source: Energy Information Administration,
Form EIA-63A, “Annual Solar Thermal Col-
lector Manufacturers Survey.”

New York, and Illinois. Florida and California accounted for 60 percent of total
shipments (Table 4).

As indicated in Table 5, domestic shipments were sent to all 50 States within
the U.S., plus the District of Columbia, Guam, Puerto Rico, and the U.S. Virgin
Islands.

Exports experienced a record growth from 0.8 million square feet to 1.4 mil-
lion square feet, mainly to Canada (36.37 percent), Brazil (20.97 percent), France
(9.54 percent), and Mexico (8.14 percent) (Table 6). Fifty-eight percent of total
shipments were sent directly to wholesale distributors, 33 percent to retail dis-
tributors, 4 percent to exporters, 4 percent to installers, and more than 1 percent
to other end users (Table 7).

In general, the market was heavily dominated by low-temperature collectors
for water heating applications (mainly swimming pool heating). Not surprisingly,
the residential sector was the largest market for solar thermal collectors in 2005.
Solar thermal collectors shipped to the residential sector in 2005 totaled 14.7 mil-
lion square feet, nearly 92 percent of total shipments. The distant second-largest
market for solar thermal collectors was the commercial sector, which accounted
for only 1.2 million square feet, or about 7 percent of total shipments. The
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Table 2 Annual Shipments of Solar Thermal Collectors, 1996–2005

Collector Shipmentsa

(Thousand Square Feet)
Number of

Year Companies Totalb Imports Export

1996 28 7,616 1,930 454
1997 29 8,138 2,102 379
1998 28 7,756 2,206 360
1999 29 8,583 2,352 537
2000 26 8,354 2,201 496
2001 26 11,189 3,502 840
2002 27 11,663 3,068 659
2003 26 11,444 2,986 518
2004 24 14,114 3,723 813
2005p 25 16,041 4,546 1,361

aIncludes imputation of shipment data to account for nonrespondents.
bIncludes shipments of solar thermal collectors to the government, including some military, but
excluding space applications.
p = Preliminary.
Note: Total shipments as reported by respondents include all domestic and export shipments and
may include imported collectors that subsequently were shipped to domestic or foreign customers.
Source: Energy Information Administration, Form EIA-63A, “Annual Solar Thermal Collector
Manufacturers Survey.”

largest end use for solar thermal collectors shipped in 2005 was for heating
swimming pools, representing nearly 94 percent of the total shipments or 15
million square feet shipped. The distant second-largest end use for solar thermal
collectors shipped in 2005 was domestic hot water systems, consuming 4 percent
of the total shipments or 0.6 million square feet (Table 8).

The number of complete systems rose 72 percent to 51,265 systems in 2005.
However, the value of complete systems increased 12 percent only (Table 9).
This was mainly caused by more small systems being shipped in 2005 compared
to fewer larger systems with almost the same value and total square feet in the
prior year.

As in the previous years, the industry remained highly concentrated, with
92 percent of sales made by the 5 largest companies (Table 10). Employment
increased more than 11 percent in 2005 (Table 11) to its second highest level
over the past 10 years. A total of 22 companies were involved in the design of
collectors or systems, 11 were involved in prototype collector development, and
11 were active in prototype system development (Table 12).

PHOTOVOLTAIC CELLS AND MODULES

The photovoltaic (PV) cell and module domestic shipments reached a record
high of 134,465 peak kilowatts in 2005, a substantial 72 percent increase from
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Table 3 Annual Shipments of Solar Thermal Collectors by Type, 1996–2005
(Thousand Square Feet)

Low Temperature Medium Temperature High Temperature

Total Average per Total Average per Total
Year Shipmentsa,b Manufacturer Shipmentsa Manufacturer Shipmentsa,c

1996 6,821 487 785 41 10
1997 7,524 579 606 29 7
1998 7,292 607 443 23 21
1999 8,152 627 427 21 4
2000 7,948 723 400 25 5
2001 10,919 1,092 268 16 2
2002 11,126 856 535 31 2
2003 10,877 906 560 33 7
2004 13,608 1,512 506 30 0
2005p 15,224 1,522 702 41 115

aIncludes imputation of shipment data to account for nonrespondents.
bIncludes shipments of solar thermal collectors to the government, including some military, but
excluding space applications.
cFor high-temperature collectors, average annual shipments per manufacturer are not disclosed.
p = Preliminary.
Source: Energy Information Administration, Form EIA-63A, “Annual Solar Thermal Collector
Manufacturers Survey.”

Figure 1 APS Saguaro Solar Trough Power Plant. Source: Courtesy of Arizona Public
Service (APS).
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Table 4 Shipments of Solar Thermal Collectors
Ranked by Origin and Destination, 2005

2005 Shipmentsp

Origin/Destination Thousand Percent of
Square Feet U.S. Total

Origin
Top Five States 11,328 71
New Jersey 5,130 32
California 4,961 31
Florida 933 6
Tennessee 190 1
Arizona 114 1

Other Domestic 166 1
Imported 4,546 28

U.S. Total 16,041 100
Destination
Top Five States 11,299 70
Florida 5,408 34
California 4,137 26
Arizona 794 5
New York 499 3
Illinois 461 3

Other Domestic 3,381 21
Exported 1,361 8

U.S. Total 16,041 100

∗ = Less than 0.5 percent.
p = Preliminary.
Note: Totals may not equal sum of components due to inde-
pendent rounding. U.S. total includes territories.
Source: Energy Information Administration, Form EIA-63A,
“Annual Solar Thermal Collector Manufacturers Survey.”

the 2004 record of 78,346 peak kilowatts, and was an increase of more than
176 percent from the 2003 level (Table 13). Rising electricity prices during
2004–2005 years increased demand for PV products, which spawned new PV
technology and business opportunities during 2005.

Total shipments of PV cells and modules rose to 226,916 peak kilowatts in
2005, a 25 percent increase over the 2004. Module shipments increased 43 percent
to 204,996 peak kilowatts, but cell shipments decreased to 21,920 peak kilowatts
from 37,842 peak kilowatts in 2004 (Table 14). This suggested a potential shift
in manufacturer focus of offering unique PV modules to meet the strong demand
of their customers, likely caused, in part, by higher energy prices.

Prior to 2005, the number of active companies shipping PV cells and modules
had remained steady, averaging 20 over the past two decades. In 2005, however,
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Table 5 Shipments of Solar
Thermal Collectors by Destination,
2005 (Square Feet)

Destination Shipmentsp

Alabama 51,306
Alaska 324
Arizona 794,477
Arkansas 22,104
California 4,136,510
Colorado 62,931
Connecticut 327,876
Delaware 676
District of Columbia 350
Florida 5,407,966
Georgia 47,241
Guam 328
Hawaii 363,282
Idaho 15,782
Illinois 461,368
Indiana 50,341
Iowa 16,268
Kansas 18,437
Kentucky 15,961
Louisiana 23,401
Maine 28,005
Maryland 25,007
Massachusetts 73,253
Michigan 237,464
Minnesota 28,903
Mississippi 1,924
Missouri 16,939
Montana 530
Nebraska 16,351
Nevada 284,422
New Hampshire 23,420
New Jersey 424,670
New Mexico 15,804
New York 498,918
North Carolina 142,409
North Dakota 3,208
Ohio 34,663
Oklahoma 14,970
Oregon 269,251
Pennsylvania 233,797
Puerto Rico 116,737
Rhode Island 16,227
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Table 5 (continued )

Destination Shipmentsp

South Carolina 3,191
South Dakota 509
Tennessee 1,811
Texas 47,948
Utah 2,677
Vermont 12,938
Virgin Islands of the U.S. 4,086
Virginia 221,762
Washington 16,265
West Virginia 13,241
Wisconsin 31,148
Wyoming 485
Shipments to United States/Territories 14,679,862
Exports 1,361,116
Total Shipments 16,040,978

p = Preliminary.
Source: Energy Information Administration, Form EIA-63A,
“Annual Solar Thermal Collector Manufacturers Survey.”

the number of active companies surged to 29, compared to just 19 in 2004.
Imports jumped to 90,981 peak kilowatts in 2005 from 47,703 peak kilowatts
in 2004, an increase of 91 percent. The main contributors to the increase were
American subsidiaries of Japanese companies who were principally importing
cells. In contrast, exports dropped to 92,451 peak kilowatts in 2005 from 102,770
peak kilowatts in the previous year, a decrease of 10 percent (Table 15).

Shipments to wholesale distributors, the largest business category, increased
more than 22 percent from 106,400 peak kilowatts in 2004 to 130,086 peak
kilowatts in 2005. Shipments to the second-largest business category, installers,
surged 94 percent to 67,437 peak kilowatts in 2005 (Table 16).

Although the market share of crystalline silicon cells and modules declined to
76 percent from 88 percent in 2004, it was still the dominant type of solar cell.
Within that category, single-crystal shipments fell to 71,901 peak kilowatts, or
slightly less than 32 percent of total shipments in 2005, compared to 94,899 peak
kilowatts in 2004. In contrast, cast and ribbon silicon shipments rose to 101,065
peak kilowatts in 2005, or close to 45 percent of total shipments, compared
to 64,239 peak kilowatts in 2004. Cast and ribbon became the predominant
PV technology. Fueled by the rapidly growing market, and the continuing tight
silicon supply–thin film technology uses less silicon per unit of electrical output
than does crystalline silicon technology–shipments of the small thin-film market
more than doubled to 53,826 peak kilowatts in 2005, compared to 21,978 peak
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Table 6 Distribution of U.S. Solar Thermal Collector Exports by Country,
2005

Country U.S. Export Percent of
Shipments (Square Feet)p U.S. Export

Africa
Reunion 1,584 0.12
Total 1,584 0.12

Europe
Austria 14,950 1.10
Belgium 12,888 0.95
Czech Republic 11,775 0.87
Federal Republic of Germany 75,000 5.51
France 129,801 9.54
Italy 10,891 0.80
Spain 52,198 3.83
Sweden 49,172 3.61
Switzerland 2,880 0.21
Total 359,555 26.42

North & Central America
Antigua and Barbuda 2,128 0.16
Bahamas 2,471 0.18
Bermuda 971 0.07
Canada 495,048 36.37
Cayman Islands 380 0.03
Costa Rica 4,305 0.32
Dominican Republic 1,426 0.10
Guatemala 6,598 0.48
Jamaica 125 0.01
Mexico 110,740 8.14
Netherlands Antilles 126 0.01
Trinidad and Tobago 1,200 0.09
Turks and Caicos Islands 2,950 0.22
Total 628,468 46.17

Oceania & Australia
Australia 71,989 5.29
New Zealand 13,989 1.03
Total 85,978 6.32

South America
Brazil 285,451 20.97
Ecuador 80 0.01
Total 285,531 20.98

Total 1,361,116 100.00

p = Preliminary.
∗ = Less than 0.01 percent.
Note: Totals may not equal sum of components due to independent rounding.
Source: Energy Information Administration, Form EIA-63A, “Annual Solar Thermal Col-
lector Manufacturers Survey.”
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Table 7 Distribution of Solar Thermal Collector
Shipments, 2004 and 2005

Shipments (Thousand Square Feet)

Recipient 2004 2005p

Wholesale Distribution 8,248 9,248
Retail Distributors 5,092 5,342
Exporters 253 571
Installers 398 633
End Users and Othera 124 248
Total 14,114 16,041

aOther includes minimal shipments not explained on form EIA-63A.
p = Preliminary.
Note: Totals may not equal sum of components due to independent
rounding. Total includes U.S. territories.
Source: Energy Information Administration, Form EIA-63A, “Annual
Solar Thermal Collector Manufacturers Survey.”

kilowatts in 2004. Thin-film accounted for nearly one-fourth of the PV market
(Table 17).

The total value of PV cell and module shipments grew nearly 40 percent to
$701.7 million in 2005 (Table 18).

Among the market sectors, the commercial sector remained the largest sector
for PV shipments, followed by the residential and industrial sectors. Commercial
sector shipments totaled 89,459 peak kilowatts and grew at a rate of 20 per-
cent from 2004 to 2005. The residential sector totaled 75,040 peak kilowatts in
2005, increasing more than 39 percent over the previous year. Electricity gener-
ation, which consists of both grid-interactive (those connected to electric power
grid) and remote applications (those not connected), continued to be the pre-
dominant end use for PV cells and modules. In 2005, electric generation was
about 85 percent of the total shipments, and was 31 percent more than in 2004
(Table 19).

Nearly 78 percent of PV exports were modules during 2005 (Table 20). Ship-
ments to Europe represented more than 72 percent of total U.S. exports, with
Germany being responsible for slightly over 53 percent of the total. Although
the Netherlands continued as the second-largest U.S. export market, exports to
the Netherlands declined from 28,744 peak kilowatts in 2004 to 11,997 peak
kilowatts in 2005 (Table 21).

Shipments of complete PV systems surged 118 percent from 16,990 systems
in 2004 to 37,115 systems in 2005. While the total value of completed systems
increased 9 percent to $43.0 million, total peak kilowatts dropped from 8,110
in 2004 to 6,583 in 2005. These statistics reflected the evolution of thin-film
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Table 9 Shipments of Complete Solar Thermal Collector
Systems, 2003 and 2004

Shipment Information 2004 2005p

Complete Collector Systems
Shipped 29,769 51,265
Thousand Square Feet 5,560 5,748
Percent of Total Shipments 39 36

Number of Companies 18 18
Value of Systems (Thousand Dollars) 18,293 20,402

p = Preliminary.
Source: Energy Information Administration, Form EIA-63A, “Annual
Solar Thermal Collector Manufacturers Survey.”

Table 10 Percent of Solar Thermal Collectors Shipments
by 10 Largest Companies, 1996–2005

Shipments Percent of
Company (Thousand Total

Year Rank Square Feet) Shipments

1996 1–5 6,452 85
6–10 910 12

1997 1–5 7,183 88
6–10 731 9

1998 1–5 6,938 89
6–10 613 8

1999 1–5 7,813 91
6–10 563 7

2000 1–5 7,521 90
6–10 567 7

2001 1–5 10,732 96
6–10 325 3

2002 1–5 10,755 92
6–10 670 6

2003 1–5 10,485 92
6–10 700 6

2004 1–5 13,291 94
6–10 664 5

2005p 1–5 14,801 92
6–10 934 6

p = Preliminary.Note: Totals may not equal sum of components
due to independent rounding.
Source: Energy Information Administration, Form EIA-63A,
“Annual Solar Thermal Collector Manufacturers Survey.”
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Table 11
Employment in the
Solar Thermal Collector
Industry, 1996–2005

Year Person Years

1996 239
1997 184
1998 207
1999 289
2000 284
2001 256
2002 356
2003 287
2004 317
2005p 353

p = Preliminary.
Source: Energy Informa-
tion Administration, Form
EIA-63A, “Annual Solar
Thermal Collector Manu-
facturers Survey.”

Table 12 Companies Involved in Solar Thermal Collector
Activities by Type, 2004 and 2005

Type of Activity 2004 2005p

Collector or System Design 19 22
Prototype Collector Development 10 11
Prototype System Development 8 11
Wholesale Distribution 22 23
Retail Distribution 11 11
Installation 8 9
Noncollector System Component Manufacture 11 10

p = Preliminary.
Source: Energy Information Administration, Form EIA-63A, “Annual Solar
Thermal Collector Manufacturers Survey.”

technology, as the systems shipped in 2005 were smaller, more flexible, and
lighter-weight compared to conventional PV systems (Table 22).

Employment in the PV manufacturing industry increased more than 6 percent,
from 2,916 person-years in 2004 to 3,108 person-years in 2005 (Table 23).
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Table 13 Annual Photovolataic Domestic
Shipments, 1996–2005

Photovoltaic Cells and
Year Modulesa (Peak Kilowatts)

1996 13,016
1997 12,561
1998 15,069
1999 21,225
2000 19,838
2001 36,310
2002 45,313
2003 48,664
2004 78,346
2005p 134,465
Total 424,807

Total shipments minus export shipments.
p = Preliminary.
Note: Totals may not equal sum of components due to inde-
pendent rounding. Total shipments include those made in or
shipped to U.S. Territories.
Sources: Energy Information Administration, Form EIA-63B,
“Annual Photovoltaic Module/Cell Manufacturers Survey.”

Table 14 Annual Shipments of Photovolataic
Cells and Modules, 2003–2005 (Peak Kilowatts)

Item 2003 2004 2005p

Cells 29,295 37,842 21,920
Modules 80,062 143,274 204,996
Total 109,357 181,116 226,916

p = Preliminary.
Sources: Energy Information Administration, Form
EIA-63B, “Annual Photovoltaic Module/Cell Manufactur-
ers Survey.”

Table 24 shows that of the companies involved in PV-related activities, twelve
were involved in cell manufacturing and twenty-three in module or systems
design. Eighteen were involved in prototype module development and nine in
prototype systems development. Nineteen companies were active in wholesale
distribution, seven in retail distribution, and seven were involved in installation.
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Table 15 Annual Shipments of Photovolataic Cells and
Modules, 1996–2005

Photovoltaic Cell and Modules
Shipmentsa (Peak Kilowatts)

Number of
Year Companies Total Imports Exports

1996 25 35,464 1,864 22,448
1997 21 46,354 1,853 33,793
1998 21 50,562 1,931 35,493
1999 19 76,787 4,784 55,562
2000 21 88,221 8,821 68,382
2001 19 97,666 10,204 61,356
2002 19 112,090 7,297 66,778
2003 20 109,357 9,731 60,693
2004 19 181,116 47,703 102,770
2005p 29 226,916 90,981 92,451

aDoes not include shipments of cells and modules for space/satellite appli-
cations.
p = Preliminary.
Note: Total shipments as reported by respondents include all domestic
and export shipments and may include imported cells and modules that
subsequently were shipped to domestic or foreign customers.
Source: Energy Information Administration, Form EIA-63B, “Annual
Photovoltaic Module/Cell Manufacturers Survey.”

Table 16 Distribution of Photovoltaic Cells and Modules,
2003–2005

Shipments (Peak Kilowatts)

Recipient 2003 2004 2005p

Wholesale Distributers 65,477 106,400 130,086
Retail Distributers 6,624 5,140 2,362
Exporters 7,600 2,354 1,088
Installers 11,733 34,779 67,437
End-Users 8,286 1,029 3,142
Module Manufacturers 8,738 11,868 15,347
Othera 899 19,546 7,455
Total 109,357 181,116 226,916

aOther includes categories not identified by reporting companies.
p = Preliminary.
Note: Totals may not equal sum of components due to independent round-
ing.
Source: Energy Information Administration, Form EIA-63B, “Annual Pho-
tovoltaic Module/Cell Manufacturers Survey.”
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Table 17 Photovolataic Cell and Module Shipments by Type, 2003–2005

Shipments (Peak kilowatts) Percent of Total

Type 2003 2004 2005p 2003 2004 2005p

Crystalline Silicon
Single-Crystal 59,379 94,899 71,901 54 52 32
Cast and Ribbon 38,561 64,239 101,065 35 35 45
Subtotal 97,940 159,138 172,965 90 88 76
Thin-Film 10,966 21,978 53,826 10 12 24
Concentrator 452 0 125 ∗ 0 ∗
Othera 0 0 0 0 0 0

Total 109,357 181,116 226,916 100 100 100

aIncludes categories not identified by reporting companies.
∗ = Less than 0.5 percent.
p = Preliminary.
Note: Data do not include shipments of cells and modules for space/satellite applications. Totals
may not equal sum of components due to independent rounding.
Source: Energy Information Administration, Form EIA-63B, “Annual Photovoltaic Module/Cell
Manufacturers Survey.”

Table 18 Photovoltaic Cell and Module Shipment Values by Type, 2004 and 2005

2004 2005p

Average Price Average Price
Value (Dollars per Value (Dollars per

(Thousand Peak Watt (Thousand Peak Watt)

Dollars) Modules Cells Dollars) Modules Cells

Crystalline Sillicon
Single-Crystal 253,558 3.09 1.94 227,751 3.48 2.2
Cast and Ribbon 188,371 3 1.76 318,690 3.2 2.02
Subtotal 441,930 3.04 1.92 546,440 3.3 2.17

Thin-Film Silicon W W W W W W
Concentrator Silicon W W W W W W
Othera 0 – – 0 – –

Total 501,739 2.99 1.92 701,718 3.19 2.17

W = Data withheld to avoid disclosure of proprietary company data.
$ˆ{a}$Includes categories not identified by reporting companies.– = Does not apply.
p = Preliminary.
Note: Data do not include shipments of cells and modules for space/satellite applications. Totals
may not equal sum of components due to independent rounding.
Source: Energy Information Administration, Form EIA-63B, “Annual Photovoltaic Module/Cell
Manufacturers Survey.”
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Table 19 Shipments of Photovoltaic Cells and Modules by Market Sector, End Use, and
Type, 2004 and 2005 (Peak Kilowatts)

Sector and Crystalline Thini-Film Concentrator 2005 2004
End Use Silicona Silicon Silicon Other Totalp Total

Market
Industrial 21,674 525 0 0 22,199 30,493
Residential 70,986 4,029 25 0 75,040 53,928
Commercial 61,084 28,349 25 0 89,459 74,509
Transportation 1,621 0 0 0 1,621 1,380
Utility 68 0 75 0 143 3,233
Governmentb 8,034 20,649 0 0 28,683 3,257
Otherc 9,498 274 0 0 9,772 14,316

Total 172,965 53,826 125 0 226,916 181,116
End Use
Electricity Generation
Grid 126,157 42,217 100 0 168,474 129,265
Interactive Remote 23,589 1,344 25 0 24,958 18,371
Communication 8,507 159 0 0 8,666 11,348
Consumer Goods 5,511 276 0 0 5,787 6,444
Transportation 2,159 0 0 0 2,159 1,380
Water Pumping 1,273 70 0 0 1,343 1,322
Cells/Modules 2,008 9,669 0 0 11,677 6,452
to OEMd

Health 341
Othere 3,762 91 0 0 3,853 6,193

Total 172,965 53,826 125 0 226,916 181,116

aIncludes single-crystal and cast and ribbon types.
bIncludes Federal, State, local governments, excluding military.
cOther includes shipments that are manufactured for private contractors for research.
dOriginal equipment manufacturer.
eOther includes shipments of photovoltaic cells and modules for other uses, such as cooking food,
desalinization, distillation, etc.
p = Preliminary.
Note: Totals may not equal sum of components due to independent rounding.
Source: Energy Information Administration, Form EIA-63B, “Annual Photovoltaic Module/Cell Manu-
facturers Survey.”
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Table 20 Export Shipments of Photovoltaic Cells and Modules by Type, 2004 and 2005
(Peak Kilowatts)

Crystalline Thin-Film Silicon Concentrator Silicon Total

Item 2004 2005p 2004 2005p 2004 2005p 2004 2005p

2004 2005p 2004 2005p 2004 2005p 2004 2005p

Cells 36,492 20,434 0 0 0 0 36,492 20,434
Modules 52,938 39,992 13,341 32,000 0 25 66,278 72,017

Totals 89,430 60,426 13,341 32,000 0 25 102,770 92,451

p = Preliminary.Notes : Totals may not equal sum of components due to independent rounding.
Source: Energy Information Administration, Form EIA-63B, “Annual Photovoltaic Module/Cell Manufac-
turers Survey.”

Table 21 Destination of U.S. Photovolataic Cell
and Module Export Shipments by Country,
2005

Peak Percent of
Country Kilowattsp U.S. Exports

Africa
Angola 0.3 ∗
Egypt 232.3 0.3
Gambia 1.3 ∗
Kenya 84.0 0.1
Nigeria 76.7 0.1
South Africa 548.5 0.6

Total 943.1 1.0
Asia
China 1,938.7 2.1
Hong Kong 2,935.1 3.2
India 1,480.2 1.6
Israel 14.0 ∗
Japan 1,085.2 1.2
Malaysia 1.9 ∗
Nepal 93.0 0.1
North Korea 78.4 0.1
Oman 64.0 0.1
Pakistan 64.3 0.1
Philippines 37.0 ∗
Saudi Arabia 1.0 ∗
Singapore 8,560.2 9.3
South Korea 575.3 0.6
SriLanka 12.9 ∗
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Table 21 (Continued )

Peak Percent of
Country Kilowattsp U.S. Exports

Taiwan 114.3 0.1
Thailand 101.0 0.1
United Arab Emirates 1.0 ∗
Vietnam 3.0 ∗

Total 17,160.5 18.6
Europe
Austria 587.0 0.6
Belgium 4.0 ∗
Denmark 56.0 0.1
Federal Republic of Germany 49,249.9 53.3
Finland 20.0 ∗
France 43.0 ∗
Italy 673.1 0.7
Kazakhstan 1.1 ∗
Luxembourg 925.0 1.0
Netherlands 11,996.7 13.0
Norway 0.2 ∗
Poland 1.0 ∗
Portugal 1,902.0 2.1
Russia 17.0 ∗
Slovakia 90.0 0.1
Spain 706.4 0.8
Sweden 0.2 ∗
Switzerland 183.8 0.2
Turkey 1.6 ∗
United Kingdom 555.2 0.6
Uzbekistan 1.0 ∗

Total 67,014.2 72.5
North & Central America
Antigua and Barbuda 1.6 ∗
Bermuda 1.0 ∗
Canada 3,226.5 3.5
Costa Rica 342.6 0.4
Dominican Republic 64.4 0.1
Guadeloupe 271.6 0.3
Guatemala 16.2 ∗
Haiti 53.7 0.1
Honduras 32.5 ∗
Martinique 4.6 ∗
Mexico 1,073.7 1.2
Netherlands Antilles 14.3 ∗
Nicaragua 0.8 ∗



Photovoltaic Cells and Modules 293

Table 21 (Continued )

Peak Percent of
Country Kilowattsp U.S. Exports

Panama 56.2 0.1
Trinidad and Tobago 1.0 ∗

Total 5,160.7 5.6
Oceania & Australia
Australia 1,006.0 1.1
New Zealand 66.3 0.1

Total 1,072.3 1.2
South America
Argentina 120.3 0.1
Bolivia 33.7 ∗
Brazil 461.1 0.5
Chile 39.7 ∗
Colombia 55.0 0.1
Ecuador 2.5 ∗
Guyana 16.5 ∗
Peru 355.2 0.4
Uruguay 1.2 ∗
Venezuela 14.9 ∗

Total 1,100.1 1.2
Total U.S. Export 92,450.9 100.0
Export

p = Preliminary.
∗ = Value less than 0.05 percent.Note: Totals may not equal sum
of components due to independent rounding.
Source: Energy Information Administration, Form EIA-63B,
“Annual Photovoltaic Module/Cell Manufacturers Survey.”

Table 22 Shipments of Complete Photovoltaic Systems, 2003–2005

Shipment Information 2003 2004 2005p

Complete Photovoltaic Module System Shipped 5,525 16,990 37,115
Peak Kilowatts 9,545 8,110 6,583
Percentage of Total Module Shipments 12 6 3
Value of Systems (Thousand Dollars) 50,412 39,459 43,029

p = Preliminary.
Source: Energy Information Administration, Form EIA-63B, “Annual Photovoltaic Module/Cell Man-
ufacturers Survey.”
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Table 23 Employment in the Photovoltaic
Manufacturing Industry, 1996–2005

Number of Number of
Year Companies Person Years

1996 25 1,280
1997 21 1,736
1998 21 1,988
1999 19 2,013
2000 21 1,913
2001 19 2,666
2002 19 2,696
2003 20 2,590
2004 19 2,916
2005p 29 3,108

p = Preliminary.
Source: Energy Information Administration, Form EIA-63B,
“Annual Photovoltaic Module/Cell Manufacturers Survey.”

Table 24 Number of Companies Involved in Photovoltaic-Related
Activities, 2004 and 2005

Number of Companies

Type of Activity 2004 2005p

Cell Manufacturing 12 12
Module or Systems Design 18 23
Prototype Module Development 13 18
Prototype Systems Development 9 9
Wholesale Distribution 16 19
Retail Distribution 10 7
Installation 6 7
Noncollector System Component Manufacturing 3 3

p = Preliminary.
Source: Energy Information Administration, Form EIA-63B, “Annual Photovoltaic
Module/Cell Manufacturers Survey.”



APPENDIX B
Survey of Geothermal Heat Pump Shipments,
1990–2004∗

Based on the Energy Information Administration, Form EIA-902, “Annual
Geothermal Heat Pump Manufacturers Survey,” manufacturers shipped 43,806
geothermal heat pumps in 2004, a 20 percent increase over the 2003 total of
36,439.

The proportion of geothermal heat pumps shipped to each Census Region
in 2004 was as follows: the South (33 percent), the Midwest (33 percent), the
Northeast (18 percent), and the West (8 percent). The proportion of geothermal
heat pumps exported was 7 percent.

Analysis conducted by the Oregon Institute of Technology, Geo-Heat Cen-
ter, indicated that geothermal heat pumps consumed almost 29 trillion Btu of
geothermal energy in 2004 and direct uses, such as crop drying, consumed
9 trillion Btu of geothermal energy (Table 1).

Table 1 Geothermal Direct Use of Energy and Heat Pumps, 1990–2004 (Quadrillion Btu)

Year Direct Use Heat Pumps Total

1990 0.0048 0.0054 0.0102
1991 0.0050 0.0060 0.0110
1992 0.0051 0.0067 0.0118
1993 0.0053 0.0072 0.0125
1994 0.0056 0.0076 0.0132
1995 0.0058 0.0083 0.0141
1996 0.0059 0.0093 0.0152
1997 0.0061 0.0101 0.0162
1998 0.0063 0.0115 0.0178
1999 0.0079 0.0114 0.0193
2000 0.0084 0.0122 0.0206
2001 0.0090 0.0135 0.0225
2002 0.0090 0.0147 0.0237
2003 0.0086 0.0274 0.0360
2004 0.0090 0.0289 0.0379

Note: Direct use includes applications such as: district heating, aquaculture pond and raceway heating,
greenhouse heating and agricultural drying.
Source: John Lund, Oregon Institute of Technology, Geo-Heat Center (Klamath Falls, Oregon, March
2005).

∗Adapted from report released by the Energy Information Administration in March
2006(http://www.eia.doe.gov/cneaf/solar.renewables/page/ghpssurvey.html)
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A
Absorption chillers, 142–143
Acid rain, emissions (improvements), 214f
Activation polarization, 73–74
AFC. See Alkaline fuel cell
Agglomeration. See Preconversion technology
Air-based systems, usage, 42–43
Aircraft (aero-derivative) gas turbines,

136–137
Air pollution, regulations. See Cogeneration
Air Quality Control Regions (AQCR), 150
Air reactors, 254
Alkaline electrolyzer, water (electrolysis),

171f
Alkaline fuel cell (AFC), 60, 91
Alkaline water electrolyzer, 172
Alternative Energy Research, ammonia-water

combined cycle research, 273
American Council for an Energy Efficient

Economy (ACEEE) report, 269
Amine scrubbing, 255
Ammonia/water combined cycle flow

diagram, 273f
Annual solar thermal collector domestic

shipments, 276t
Anthracite, characteristics, 209
Arizona Power Supply (APS) Saguaro Solar

Trough Power Plant, 278f
Aromatic sulfonic acid polymers,

synthesis/characterization, 172
Artificial efficiency, 148
ASHRAE Standard Number, 96–80, 38
ASTM, E905 standard, 38
Atmospheric absorption spectrum, 212f
Attainment rate, 154
Auxiliary power unit (APU), 60

B
Bacteria, fermentation, 176
Bag filters, 215

pulse cleaning/back-flushing, 241

usage, 239–241
Bag house, 240f
Balance of Plant (BOP) equipment, 143
Base-load system, 145
Best available control technology (BACT),

151–153
BFB. See Bubbling fluidized bed
Binary cycle conversion, 113–115

schematic, 114f
variations, 114

Binary power plants, 109
Biological hydrogen production, concept, 176f
Biomass

components, 170
direct gasification, 169–170
usage. See Hydrogen production

Biophotolysis, 176
Bituminous coal, characteristics, 209
Boronhydride complexes, usage, 188
Bottoming cycles, 133–134
Bubbling fluidized bed (BFB), 224, 225–226

combustor, 225f
Butler-Volmer equation, usage, 73

C
CAA. See Clean Air Act
CAAA. See Clean Air Act Amendments
Capital recovery factor (CRF), 4
Carbon capture/sequestration, cost, 260t
Carbon dioxide (CO2)

capture, 252–257
amine scrubber, usage, 256f
technologies, techno-economic

comparison, 260t
combustion, 253–255
control, 215
cost implications, 259–261
emissions, reduction, 221f

means, 251f
extraction. See Postcombustion CO2

extraction
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Carbon dioxide (CO2) (Continued)

industrial utilization, 259
membrane scrubbing, 256
pipeline transportation, 257
pollutant, 212–213
precombustion, 252
production, 251–261
separation

cost, 256–257
cryogenic distillation, usage, 256
sorbent/solvents, usage, 255

sequestration, 257–259
cost, 260–261
options, 258f

ship transportation, 257
transportation, 257
underground sequestration, 258
undersea sequestration, 258–259
utilization, 257–259

Carbon sink management, 259
Carnot cycle, 222
Catalyst/electrolyte poisoning/degradation, 77
Catalyst layer, morphology changes/loss, 77
Central receiver power plant, schematic

diagram, 37f
CFB. See Circulating fluidized bed
CFR. See Code of Federal Regulations
Chemical hydrogen storage, 188–189
Chemical looping combustion, 254f

usage, 253–255
CHP. See Combined heat and power
Circulating fluidized bed (CFB), 224,

226–228
combustor, 227f

Clean Air Act Amendments (CAAA), 150
Clean Air Act (CAA) of, 1963, 150, 213
Clean Air Act of 1956 (Great Britain), 213
Clean Air Interstate Rule, 3
Clean Air Mercury Rule, 3, 213
Clean Water Act of, 1977, 153
Coal

characteristics, 208–209
cleaner energy, 214–215

motivation, 213–214
clean power generation

introduction, 207–215
references, 261–265

conversion, 219–239

impurities, 209
pollutants, 209–213

Coal-fired IGCC plants, examples, 236
Coal-fired power plants

emissions, improvements, 219t
pollution reduction, 209t

Coal gasification, 169
Coallike fuel, properties, 210f
Code of Federal Regulations (CFR), gas

turbine emission level requirements, 152
COE. See Cost of electricity
Cogeneration

air pollution regulations, 150–151
alternatives, economic comparisons, 10f
back-up rates, problems, 132
bottoming-cycle system, schematic, 133f
capital investment/fuel, expense, 131
considerations, 159–161
constraints, 131–132
conventional ownership/operation, 161
cycles, 132–134

combination, 134–135
dynamic power/thermal matching, 145–146
economic evaluations, 154–159
economic merit, 157–159
electrical equipment, usage, 139–140
electrical/thermal loads, matching,

144–145
electricity sales, revenue restrictions, 132
environmental concerns, 132
equipment/components, description,

139–143
equipment specific regulations, 151–153
facility, thermal/electric loads, 160
federal regulations, 147–149
final economic evaluation, template, 158t
heat-recovery equipment, 140–142
history, 130–131
impact, 8–10
introduction, 130–132
ownership/financial arrangements, 159–163
ownership/financing structures,

characteristics (summary), 159t
packaged systems, 146–147
partnership arrangements, 161–162
permits/certificates, 154
power plant, operating modes, 145
projects, financing options, 160
references, 163–164
regulatory considerations, 147–154
solid waste disposal, 153–154
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systems, 132–135
applications, 135
economic evaluations, actions, 155
operating costs, 155–156
proposal, operating costs, 157

technical design issues, 143–147
third-party ownership, 162
topping-cycle system, schematic, 132f
water quality, 153–154

Cogenerator, electric utility legal obligations,
149

Collectors
carrier efficiency, 54
performance, 32f
plate temperature, measurement (difficulty),

31–32
testing, 37–39

Column froth flotation coal cleaning, 218f
Combined-cycle cogeneration system,

schematic, 134f
Combined heat and power (CHP) system,

268–269
interconnection, 270

Combustion, T requirements, 220
Combustor designs, variety, 137–138
Complex hydrides

hydrogen storage capacities, 187t, 188t
usage potential, 186–188

Compound curvature concentrators, 35–37
Concentrating collectors, 33–37
Concentrating tables, usage, 216
Concentrators, optical efficiency, 35
Concentrator till factors, 29t
Conduction-dominated resources, 103
Convection suppression method, 45–46
Convention on Long-Range Transboundary

Air Pollution, 213
Corrosion, impact, 77–78
Cost of electricity (COE), 119. See also

Levelized cost of electricity
Cryogenic distillation, usage. See Carbon

dioxide
Crystalline silicon cells/modules, market share

(decline), 281–283
Crystalline solar cells, efficiencies, 56
Cyclone

combustion, 221, 231–232
combustor, 232f
usage, 216–217

D
Daily solar flux conversions, 27–28
Degassing units, filtered steam (expansion),

111
Dense-media vessels, usage, 216, 217
Department of Energy Solid State Energy

Conversion Alliance (SECA), 85
Depth filtration, 239–240

caking, 240f
Deutsch-Anderson equation, 242
Diffuse radiation, values, 27
Diffusion driven desalination (DDD)

method, 270–271
process, flow diagram, 271f

Diffusion media (DM), 64
Direct-fired units, 142–143
Direct-gain passive heating system, 44f
Direct methanol fuel cell (DMFC), 62, 83

cathode stoichiometry, minimum
(determination), 84

external humidification, requirement
(absence), 83–84

performance, transport-related issues,
84–85

technical issues, 83–85
Direct steam conversion, 110–112

schematic, 110f
Distributed power applications, 62
Double-tank indirect solar water-heating

system, 40f
Dry scrubbing, usage, 245–246
Dry sorbent injection, usage, 245–246
Duct burner, 140
Dust filtration systems, types, 239–241
Dynamic power/thermal matching. See

Cogeneration

E
Earth

declination/hour angle, 14–16
motion, 14f

quantification, 15
ECBM. See Enhanced coal bed methane
ECSA. See Electrochemical active surface

area
Electrical power generation, abandonment

(factors), 131
Electrical/thermal loads

example, 144f
matching. See Cogeneration
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Electricity, on-site cogeneration (fuel cell
usage), 193

Electricity cost
calculations, 5f
operation hours, contrast, 7f

Electric power generation, geothermal usage,
109–116

Electrochemical active surface area (ECSA),
77

Electrochemical combustor, 191
Electrode reaction, stoichiometric ratio, 71
Electrolysis, 171–172
Electrolyte, 192

loss, 77
Electrolyte/electrode assembly, usage, 64
Electrons, physical transport, 193
Electrostatic precipitators (ESPs), 215,

241–242
advantages, 242
operation, 242f

Elemental mercury, removal, 250
Endothermic gasification reactions, energy

(providing), 233
Energy, geothermal direct use, 295t
Energy Policy Act (EPAct) of 2005, 149–150
Energy production (worldwide), 208f
Enhanced coal bed methane (ECBM)

extraction, 258
Enhanced oil recovery (EOR), 257, 258
Equation of time (EoT), calculation, 16
ESPs. See Electrostatic precipitators
European Integrated Hydrogen Project

specifications, 183
Extraterrestrial solar flux, 22–25

F
Facultative autotrophs, 219
Faraday effect, 140
Fast bed, 227
FBC. See Fluidized bed combustion
Federal air quality regulations, flowchart, 153f
Federal Energy Regulatory Commission

(FERC), 147, 149
Federal Water Pollution Control Act of, 1956,

153
FGD. See Flue gas desulphurization
First-cut energy/cost analyses, 156
Fixed-bed gasifier, gas velocity, 233
Fixed charge rate (FCR), 4

Fixed circular trough, tracking absorber
(inclusion), 34f

Flashed steam conversion, 112–113
schematic, 112f

Flashing, 183
Flash power conversion, inefficiency,

113–114
Flat-plate collectors

energy production, 31
usage, 28–33

Flow field design, 81
Flue gas desulphurization (FGD), 215, 226,

244
process. See Wet FGD process

limed-based sorbent, usage, 250
Fluidized bed boilers,types, 224–228
Fluidized bed combustion (FBC), 215, 221,

224–230
repowering, 228–229

FreedomCAR
hydrogen storage system targets, 178t
technical target performance, 176

Fresnel mirror designs, 34f
Fresnel-type concentrators, 33–34
Froth flotation. See Preconversion technology

coal cleaning. See Column froth flotation
coal cleaning

Fuel
emissions factors/carbon intensity, 213t
mass-transport limitation, 74–75

degradation, 76–78
oxidation, 192
reactors, 254
supply, deterioration, 228

Fuel cells
applications, potential, 61–62
chemical/physical processes, 192–193
development, 65
direct energy conversion systems, 238–239
efficiency, 64, 68–71
heat management, 75–76
hydrogen utilization consideration, 191–196
introduction, 59–64
maximum thermodynamic efficiency, 70f
Nernst open-circuit potential, 73
neuron radiograph, 80f
nomenclature, 95–97
operating principles, 64–85
patents, increase, 61f
performance, 64, 68–71
polarization curve, 72–75
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illustration, 72f
reaction, 69t. See also Global fuel cell

reaction
references, 97–99
schematic, 65f
stacks

description, 67–68
waste heat management. See High-power

fuel-cell stacks
systems

advantages/limitations, 62–64
components, requirement, 67–68

technologies, summary, 194t
thermodynamic (voltaic) efficiency, 69, 71
types/descriptions/data, 66t
variant, advantages, 65, 67
varieties, 91–95

Fuel chargeable to power (FCP), 9
Fuel energy, rejection, 138–139

G
Gas boilers, 191
Gas diffusion layer (GDL), 64, 79

steam reforming, 170f
Gaseous emissions, clean-up, 243–249
Gaseous oxygen, reduction, 192
Gasification, 215, 221, 232–239. See also

Coal gasification
reactions, 232
reactors, types, 233

Gasification-based energy conversion options,
235f

Gasifiers, characteristics, 234t
Gas-phase reactants, activity, 68–69
Gas turbines, 136–138. See also Aircraft gas

turbines; Stationary gas turbines
cogeneration usage, design performance

envelope, 9f
regeneration/intercolling/reheating

equipment, 137
selection, 143–144

General Electric (GE) MS7001EA, variants,
10

Geometric concentration ratio (CR), 35
Geopressured basins, existence, 107
Geopressured fairways, 107
Geopressured resources, 106–107
Geothermal energy

applications, 108
conversion, 107–118

direct uses, 109
Geothermal fluids, reinjection, 108, 111
Geothermal heat pump (GHP), 116–118

energy-conversion process, 116
shipments, survey, 295
system. See Ground-loop GHP systems

Geothermal power generation (worldwide),
102t

Geothermal resources, 102–107
areas. See Known geothermal resource

areas
categories/types, 102–103
classification, 103t
recoverability, 103

Geothermal resources/technology
introduction, 101–102
references, 128

Geothermal resource utilization efficiency
(GRUE), 111–112

GHP. See Geothermal heat pump
Global fuel cell reaction, 68
Government-regulated emission standards,

213–214
Gravity separation. See Preconversion

technology
Gravity separators, filtered steam (expansion),

111
Greenhouse, attachment, 43–44, 45f
Gross-to-net loss, 124
Ground-loop GHP systems, 117–118
Grove, Sir William, 59
Grubb, William, 60

H
HAWT. See Horizontal Axis Wind Turbine
HDR. See Hot dry rock
Heat engine, maximum thermodynamic

efficiency, 70f
Heat generation

calculation, 76f
components, 75–76

Heat leak, 183
Heat production, rate, 31
Heat pumps. See Geothermal heat pump

geothermal direct use, 295t
Heat recovery steam generator (HRSG),

132–133, 140–142. See also Unfired
HRSG

Heat-to-power ratio, 135
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Heavy hydrocarbons, partial oxidation,
168–169

Heavy metals
clean-up, 249–250
pollutant, 211–212

Heterotrophs, 219
High-concentration carbon dioxide steam

(production), oxygen fuel combustion
(usage), 252f

High Gradient Magnetic Separation (HGMS),
217–218

High heating value (HHV), 69
comparison, 8

High-molecular-weight polymer, usage, 181
High-power density (HPD) SOFC, 88f
High-power fuel-cell stacks, waste heat

management, 79
High-pressure gaseous hydrogen storage,

180–183
High-Pressure Gas Safety Institute of Japan

(KHK), 183
High Pressure Regenerative Turbine Engine

(HPRTE), 272–273
combined-cycle thermodynamic processes,

272f
High surface area sorbents, usage, 190
High-temperature fuel cells,

commercialization, 61
High-temperature SOFCs, power conversion

efficiencies, 70
Horizontal Axis Wind Turbine (HAWT), 120
Horizontal beam, values, 27
Horizontal surface

extraterrestrial radiation, average, 23t–24t
mean daily solar radiation, 26f

Horizontal system, 117
Hot dry rock (HDR) geothermal resource

conversion, 107f
Hot dry rock (HDR) resources, 106
Hot igneous resources, 103
Hour angle. See Earth

definition. See Solar-hour angle
Hourly solar flux conversions, 26–27
HPD. See High-power density
HPRTE. See High Pressure Regenerative

Turbine Engine
HRSG. See Heat recovery steam generator
Hybrid geothermal/fossil energy conversion,

116
Hydrogen

atomic form, 182f

codes/standards, 199
handling process, 198–199
nature, 197–198

Hydrogen, Fuel Cells, and Infrastructure
Technologies (HFCIT), 199

Hydrogen-air fuel cell, maximum
thermodynamic efficiency (calculation),
70

Hydrogen burner turbines, 197
Hydrogen economy, components, 178f
Hydrogen energy

introduction, 165–166
references, 200–206

Hydrogen ion, physical transport, 192
Hydrogen on Demand (Millennium Cell),

gravimetric capacity, 189
Hydrogen PEFC

alternative, 78
technical issues, 78–83
water/heat management, 78–82

Hydrogen production, 166–176
biological methods, usage, 176
biomass, usage, 169–171
partial oxidation, usage (block diagram),

168f
steam reforming process, usage (block

diagram), 167f
Hydrogen safety, 197–199

statistics, 198t
Hydrogen storage, 176–190. See also

Chemical hydrogen storage;
High-pressure gaseous hydrogen storage;
Liquid hydrogen storage

alloys, consideration, 186
carbonaceous materials, usage, 189–190
examples, 181f
gravimetric/volumetric storage capacities,

increase (approaches), 182–183
magnesium, capacity, 184
material, properties, 178–179
media, hydriding substances (theoretical

capacities), 184t
methods, types, 180f
methods/phenomena, 177t
options, 179–190
theoretical volumetric hydrogen density,

185
Hydrogen utilization, 191–197
Hydrolysis reactions, 189
Hydrothermal convection systems, 102
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Hydrothermal resources, 104–106
Hydrothermal resources, estimates, 110

I
IGCC. See Integrated gasification combined

cycle
Illuminated p − n photocell, equivalent

circuit, 54f
Incidence angle, definition, 20f
Indirect-gain passive system, 45f
In-situ control technology, 215, 219–233
Integrated gasification combined cycle

(IGCC), 220, 231, 233–237
plants

coal, usage, 235
operating commercial scale, 237t

Intercooling, 137
Intermediate system, 145
Intermittent renewables, integration, 7–8
Internal combustion engines (ICEs), 191, 197
Internal combustion (IC) engines, 138–139
Iodine-Sulfur Cycle, 174
Ionic transport losses, reduction (SOFC

concept), 88f

J
Joule heating, 75

K
Known geothermal resource areas (KGRAs),

103–104, 104f
Kyoto Protocol (United Nations Framework

Convention on Climate Change), 214,
259

L
LAER. See Lowest achievable emissions rate
LaNi3 metal hydride, P-C

isotherms/Van’tHoff curve, 186f
Legislated efficiency, 148
Levelized cost of electricity (levelized COE),

1
calculation, 4–5

direct-unit basis, 5
hours, contrast, 6

Lift principle, usage, 120
Lignite, characteristics, 209
Liquidated air-based flat-plat collectors,

cross-section, 30f

Liquid-based space-heating system, schematic
diagram, 42f

Liquid-cooled flat-plate collectors, test loop
(usage), 38–39

Liquid-dominated resources, 104, 105–106
system selection considerations, 115–116

Liquid hydrogen (LH2) storage, 183
Load duration curve, 6f
Load following, 145
Local standard time (LST), relationship, 16
Los Alamos National Laboratory, PEFC

research, 60–61
Lowest achievable emissions rate (LAER),

151–152
Low-grade coals IGCC, heat rate level, 236
Low heating value (LHV), 69

comparison, 8
Low NOx burners (LNBs), 215

illustration, 223f
usage, 223

M
Magma resources, 106
Magnetohydrodynamics (MHD), 221, 232
Marrakesh Accords, 259
MCFC. See Molten carbonate fuel cell
Mechanical solar space heating system, 42–43
Membrane electrode assembly (MEA), 84
Membrane scrubbing. See Carbon dioxide
Mercury

presence, 249
removal. See Elemental mercury

Metal/complex hydrides, usage, 183–188
MHD. See Magnetohydrodynamics
Microbial fuel cell (MFC), 95
Molten carbonate fuel cell (MCFC), 59,

91–95
advantages/disadvantages, 93–94
relative performance, 93f
temperature operation, 92–93

Monolithic SOFC design, schematic, 89f
Monthly averaged solar flux conversions,

27–28
Multipass system, usage, 231

N
Nafion, 172

conductivity, plot, 79–80
electrolyte conductivity, 80f
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National Ambient Air Quality Standards
(NAAQS), 150, 152

National Climatic Center (NCC), 25
National Energy Act, 147
National Fire Protection Association (NFPA),

199
National Hydrogen Association (NHA),

Codes and Standards Working Group
(creation), 199

National Renewable Energy Laboratory
(NREL), 199

Natural gas, steam reforming, 166–168
Nernst equation, usage, 68
Net geothermal brine effectiveness, 115f
Net heat to process (NHP), calculation, 9
NETL. See U.S. National Energy Technology

Laboratory
New source performance standards (NSPS),

150
New source review (NSR), 151–152
NFPA. See National Fire Protection

Association
NHA. See National Hydrogen Association
Nitrogen

elimination, 253
oxidation, 247

Nitrogen oxides (NOx)

clean-up, 246–248
manmade sources, 211f
pollutant, 210
problems, 247
reburning, 224

Nitrous oxide, clean-up, 248–249
Noble-metal catalyst loading, 61
Nonattainment (NA) program, 151
Nonattainment (NA) rate, 154
Noncondensing steam turbines, 136
Nonconvecting solar pond, schematic

diagram, 46f
Nondispatchable fuel resources, 8
NOx Budget Trading Program (NBP), 3
NREL. See National Renewable Energy

Laboratory
NSPS. See New source performance standards
NSR. See New source review

O
Obligated autotrophs, 219
Office of Science and Engineering Research

(OSER), 196
Off-normal solar radiation, intensity, 19–20

Ohmic loss region, absence, 73
Open-circuit voltage (OCV), achievement, 72
Open-loop system, 117–118
Operations and management (O&M) costs, 6
ORR kinetics, efficiency, 91
Ortho-para conversion, 183
OSER. See Office of Science and Engineering

Research
Output-based format, 152
Output/insolation input ratio, 54, 56
Oxidizer, mass-transport limitation, 74–75
Oxy-fuel combustion, usage, 253

P
PAFC. See Phosphoric acid fuel cell
Parabolic trough, 34f
Paraboloidal dishes

construction, 36
segmented mirror approximation, 36f

Partial gasification combined cycle (PGCC),
238

plants, 220
Partial oxidation (POX), 168. See also Heavy

hydrocarbons
Particulates

clean-up, 239–243
pollutant, 211
removal, 236

Passive solar space heating system, 43–44
types, 43–44

Peaking system, 145
PEC. See Photoelectrochemical
PEFC. See Polymer electrolyte fuel cell
PEM. See Proton exchange membrane
Perfluorocarbon ion exchange membranes,

172
Perfluorosulfonic acid-polytetrafluoroethylene

(PTFE), 79
PFBC. See Pressurized fluidized bed

combustor
PGCC. See Partial gasification combined

cycle
Phosphoric acid fuel cell (PAFC), 60, 94–95,

195
Photoelectrochemical (PEC) cell, schematic,

175f
Photoelectrochemical (PEC) hydrogen

production, 174–176
Photovoltaic (PV) cells/modules, 277–294
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annual shipments, 287t, 288t
distribution, 288t
export shipments, 291t

destination, 291t–293t
shipments, 279t–281t, 289t, 290t

values, 289t
Photovoltaic (PV) collectors, 275
Photovoltaic (PV) converters, maximum

theoretical efficiency, 53f
Photovoltaic (PV) domestic shipments, 287t
Photovoltaic (PV) exports, 283
Photovoltaic (PV) manufacturing industry,

employment, 294t
Photovoltaic (PV) solar energy applications,

49–56
Photovoltaic (PV) systems

electrical storage/control system,
requirement, 54

shipments, 294t
Photovoltaic-related (PV-related) activities,

company involvement, 294t
Physiochemical degradation, modes, 76–78
Plant emissions, reduction, 228
Polarization. See Activation polarization

curve. See Fuel cells
linear region, evidence, 74

Polybenzimidazole (PBI), 172
Polyetheretherketone (PEEK), 172
Polyethersulfone (PES), 172
Polymer electrolyte fuel cell (PEFC), 60. See

also Hydrogen PEFC
durability, 82–83
freeze-thaw cycling, 82–83
operating efficiency, 75
water transport/generation, schematic, 81f

Polyphenylquinoxaline (PPQ), 172
Pond/lack system, 117
Postcombustion CO2 extraction, 255–256
Postconversion technologies, 215

clean-up, 239–251
Power

environmentally friendly sources, factors,
3–4

production, CHP systems (comparison),
269f

Power generation technologies
economic comparisons, 1
economic evaluation, 4–7
introduction, 1
market growth/emissions, 2–4
references, 11

Power plant waste heat, application, 270–271
Preconversion technology, 215–219

agglomeration, 217
biological cleaning, 219
chemical cleaning, 218
froth flotation, 217
gravity separation, 216–217
physical cleaning, 216–218

Pressure-composition isotherms, usage, 185
Pressure swing absorption (PSA), 255
Pressurized fluidized bed combustion plants,

220
Pressurized fluidized bed combustor (PFBC),

224, 229–230
Prevention of significant deterioration (PSD),

151–152
Price duration curve, 7f
Prime movers

descriptions, 135–139
inclusion, 135
selection/sizing, 143–144

Proton (polymer) exchange membrane (PEM),
172

fuel cells, 195
PSA. See Pressure swing absorption
PSD. See Prevention of significant

deterioration
PTFE. See Perfluorosulfonic

acid-polytetrafluoroethylene
Public Utility Regulatory Policies Act

(PURPA), 147–149
Pulverized coal-fired furnaces, flame

temperatures, 222–223
Pulverized coal (PC) boiler

LNB usage, 221
tools, 231

Pulverized coal (PC) combustion, 219–220
process, 221–224

Pyranometer, usage, 25f
Pyrolysis, 170–171, 232

Q
Qualified facility (QF), 148

efficiency standards, requirement, 148t
Quantitative solar flux availability, 22–28

R
Radiation, ambient temperature (usage), 36
Radiative heat loss, reduction, 32
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Rankine cycle, 134
Brayton cycle, combination, 229
plants, supercritical steam cycle, 220
steam plants, temperatures, 222
thermodynamic representation, 229f

Rankine steam power plants, fossil fuel
burning, 267–268

Reasonable available control technology
(RACT), 151

Receiver, infrared emittance, 36
Reciprocating engines, 138–139

power ratings, 138
Regeneration (reoperation) process, 137
Reheating, 137
Reversible decomposition potential, 171
Riffled tubes, usage, 231
Rotating drum coal washing, 216f
Rotor RPM, conversion, 125

S
SCR. See Selective catalytic reduction
SECA. See Department of Energy Solid State

Energy Conversion Alliance
Segmented cell-in-series design, schematic,

90f
Selective catalytic reduction (SCR), 215,

247–248, 248f
Selective noncatalytic reduction (SNCR), 215,

248, 248f
Selective surfaces, 32–33

properties, 33t
Sensitivity analyses, 158
Sequestration. See Carbon dioxide
Silicon cell, current-voltage (IV)

characteristics, 55f
Single-curvature solar concentrators, 34f
Single-tank indirect solar water-heating

system, 40f
Sloshing, 183
SMR. See Steam methane reformation
SNCR. See Selective noncatalytic reduction
SOFC. See Solid oxide fuel cell
Solar-altitude angle

diagram, 17f
relationship, 16

Solar and Energy Conversion Laboratory
(University of Florida), 273

Solar-azimuth angle
calculation, 16
diagram, 17f

Solar cells, proportional production, 53–54
Solar collectors

closed-loop testing configuration, 38f
movement, 20–22
schematic diagram, 30f

Solar declination, 15f
Solar energy

applications, 13
availability, 13–28
references, 56–57
utilization, 175

Solar flux. See Extraterrestrial solar flux;
Terrestrial solar flux

availability. See Quantitative solar flux
availability

conversions. See Daily solar flux
conversions; Hourly solar flux
conversions; Monthly averaged solar
flux conversions

daily absorption, 50f
Solar fraction, empirical equations, 50t

development, 49
symbols, definitions, 51t–52t

Solar geometry, 13–17
Solar-hour angle, definition, 15f
Solar One, 47
Solar ponds, 44–47

installation, requirements, 46–47
Solar position, 16–17

example, 18t
Solar-produced power, cost effectiveness,

47–48
Solar space heating systems. See Mechanical

solar space heating systems; Passive
solar space heating system

Solar thermal applications, 39–49
Solar thermal collectors, 275–277

activities, company involvement, 286t
annual shipments, 277t, 278t
exports, distribution, 282t
industry, employment, 286t
shipments, 279t–281t, 284t

distribution, 283t
percentage, 285t

systems, shipments, 285t
usage, 28–39

Solar thermal power production, 47–48
Solar thermal processes, performance

prediction, 48–49
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Solar utilizability, 49
Solar water heating, 39–41

passive thermosiphon single-tank direct
system, 41f

Solid electrolyte fuel cells, 195–196
Solid oxide fuel cell (SOFC), 59, 85–91,

195–196
advantages, 85
design, schematic. See Monolithic SOFC

design
durability, 86
flow channel material structure, 87
fuel cell operation, 238f
lower temperature operation, desire, 86
monolithic/segmented cell-in-series designs,

89
performance/materials, 86–91
sealless tubular concept, drawback, 87, 89
sealless tubular design, 88f
technical issues, 86

Solid polymer electrolyte (SPE) electrolyzer,
172

schematic, 172f
Solid waste, clean-up, 250–251
South Coast Air Quality Management District

(SCAQMD), 151
Spiral tube arrangement, usage, 231
Spray-dry scrubbing

process, 246f
usage, 245

State Implementation Plans (SIPs), 150
Stationary (industrial) gas turbines, 136–137
Stationary power applications, 62
Stationary power sources, installation projects

(estimation), 63f
Steam-based Rankine-cycle

electric-power-generation facilities, 152
Steam conversion. See Direct steam

conversion; Flashed steam conversion
Steam methane reformation (SMR), 166

process, expense (comparison), 168
usage, 167

Steam turbines, 136. See also Noncondensing
steam turbines

selection, 143
Stefan-Boltzmann constant, usage, 36
Sulphur capture, 225

process, 226f
Sulphur dioxide (SO2)

clean-up, 244–246
manmade sources, 211f

pollutant, 210–211
Sunlight, photovoltaic conversion, 50, 53
Sun path

solstice/equinox, 17
summer solstice/equinox, 19f
winter solstice, 19f

Sunrise
hour angle, 28
occurrence, 17–19

Sunset, occurrence, 17–19
Sunspace

attachment, 43–44
passive heating system, 45f

Supercritical boilers, 215, 230–231
technology, 221
water/steam flow, once-through type

(usage), 230–231
Supercritical power plant, steam

condition/efficiency, 230f
Support fuel, cost reduction, 228
Surface filtration, 239–241
Syngas, 233

T
Terrestrial solar flux, 25
Thermal applications, 48
Thermal energy, storage, 48
Thermal storage wall (TSW)

system, 45f
usage, 43

Thermochemical cycle, schematic diagram,
173f

Thermochemical hydrogen production,
173–174

Thermoelectric power plant, example,
271–272

Thermosiphon approach, 41
Topping cycles, 132–133
Total COE, production/effectiveness, 6
Total radiation, beam component (locating),

26–27
Tracking collectors, solar incidence angle

equation, 21t
Tropics, location, 14f
Trough collectors, 33–35
Turbines. See Gas turbines; Hydrogen burner

turbines; Steam turbines; Wind turbines
Turn-key system, purchase, 146–147
Two-stage flash conversion, 113f
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U
Uncontrolled NOx emissions, 247
Underground/undersea sequestration. See

Carbon dioxide
Unfired HRSG

heat transfer, temperature function, 141f
schematic, 141f

U.S. Acid Rain NOx Reduction Program, 2
U.S. Geological Survey (USGS), geothermal

resources assessment, 103
U.S. Geothermal Resource Base, 103–104
U.S. National Energy Technology Laboratory

(NETL), 196, 259
U.S. National Weather Service (NWS), solar

flux data, 25
U.S. wind turbine installations, 120f
US-DOE hydrogen storage milestones, 177t
UT-3 Cycle, 174

V
Vapor-dominated resources, 104, 105
Vehicular hydrogen storage, options, 179f
Vertical Axis Wind Turbines (VAWT), 120
Vertical system, 117
Voltage/temperature, change, 56f
Volumetric/gravimetric hydrogen density, 185f

W
Waste heat

application. See Power plant waste heat
usage, 267

references, 274
Water balance, achievement, 82

Water heaters, circulating pumps (exclusion),
41

Water-heating systems, usage, 41
Water Quality Act of 1965, 153
Wet FGD process, 245f

usage, 244–245
Wet scrubbers

types, 243f
usage, 243

Wind power generation, 119
configurations, 120–121
energy yield, 121–124
market/economics, 119–120
peak efficiency, 122
power equation, 121–123
power production, 121–124
references, 128
rotor/drive train design, 124–126
site selection, 126–128

Wind speed probability distribution, notional
power curves, 123f

Wind turbines
boundary layer impact, power-law equation,

127
performance, 123
placement, micrositing (usage),

126–127
rotor/drive train design, 124–126

World electricity share projections, fuel
source basis, 2f

Z
ZnO/Zn Cycle, 173–174
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