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of complex biological methods, ranging from basic bench research all the way through highly
applied therapeutic applications. The first section of the book is devoted to basic concepts of
cytokine biology, especially in its relation to the practice of immunotoxicology.  Chapters in this
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these molecules. The second section provides a broad understanding of the range of cytokine
activity in human disease, describing methods for assessing cytokine immunotoxicity. In the
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immune system and in the treatment of cancer. Timely and comprehensive, Cytokines in

Human Health: Immunotoxicology, Pathology, and Therapeutic Applications serves as both
a primer and a starting point for a more detailed investigation of the role these fascinating
biological regulators play in human health and disease.
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Preface

Over the past three decades the field of immunotoxicology, the study of
the effects of exposure to drugs, chemicals, or physical/environmental agents
on the structure and function of the immune system has benefited from an
increasingly detailed understanding of the cellular and molecular basis of
innate and acquired immunity. Arguably one of the most promising areas of
investigation centers on the intensely complex network of biochemical
regulators, namely the cytokines (and, to a lesser degree, their biochemical
cousins the chemokines). Cytokines facilitate the initial recognition of
foreignness that launches innate host defenses, they form the bridge that
allows a nonspecific response to mature into an antigen-specific acquired
immune response, and they maintain this response for the life of the indi-
vidual. Clearly, any event that affects the biology of these important
molecules is likely to have significant effects on the overall immune
competence of the host.

In Cytokines in Human Health: Immunotoxicology, Pathology, and
Therapeutic Applications, experts of cytokine biology share their knowl-
edge on various aspects of how modulation of cytokines can affect human
health. First, the basic biology of cytokines is reviewed, particularly as this
relates to the ability of external influences (whether inadvertent or deliber-
ate) to modify the expression, production, and activity of these molecules.
Various chapters describe methodology for measuring cytokine activity,
basic description of how differential cytokine modulation determines the
type of immune response generated, and how microbes can act as agents of
immunotoxicity by directly modulating the cytokine cascade.

This sets the stage for practical preclinical understanding of the effect of
cytokines, including how they function in chemical allergy, lung toxicity,
and drug abuse. In addition, methods are described for assessing cytokine
immunotoxicity. This group of chapters provides the reader with a broad
understanding of the range of cytokine activity in human disease.

The final chapters deal with both the desirable as well as the adverse
effects of cytokines used as therapeutic agents. Although cytokines show
great promise as therapeutic agents, they exhibit a surprising level of toxic-
ity, manifested by flu-like symptoms, vascular leak syndrome, and even the
possibility of the induction of autoimmune disease. Even in the absence of
therapeutic cytokine-related pathology, their use in humans has been shown



in some cases to lead to the induction of anti-cytokine antibodies; this find-
ing is fraught with its own specific consequences.

It spite of the diverse and wide-ranging nature of Cytokines in Human
Health: Immunotoxicology, Pathology, and Therapeutic Applications, it is
our sincere hope that this collection of expert reviews will serve as both a
primer as well as a starting point for a more detailed investigation by the
reader of the role these fascinating biological regulators play in human health
and disease.

Robert V. House
Jacques Descotes

vi Preface
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1
Introduction to Cytokines as Targets

for Immunomodulation

Theresa L. Whiteside

SUMMARY
Cytokines play a key role in modulation of immune responses. Cytokine

networks regulate lymphocyte turnover, differentiation, and activation.
Many different cell types, in addition to immune cells, produce cytokines
and express receptors for cytokines. Cell-to-cell communication (cellular
“crosstalk”) is maintained via cytokine networks. In disease, these net-
works undergo imbalance. By measuring amplification or downregula-
tion of cytokine signaling cascades in response to pathological insults or
therapeutic interventions, it might be possible to evaluate disease progres-
sion or regression. Multiplex formats for cytokine profiling are now avail-
able and appear to be especially useful in monitoring cytokine profile
alterations in a variety of human diseases.

Key Words: Immune response; cytokine profiles; cytokines in disease;
cytokines in therapy; cytokine crosstalk.

1. INTRODUCTION
In the last decade or so, cytokines, which are low molecular weight gly-

coproteins produced by immune as well as nonimmune cells, have captured
the attention of the scientific and clinical communities. This unprecedented
attention to cytokines can be, in part, attributed to their availability in a
recombinant form, allowing for the use of individual cytokines in various
experimental and clinical settings. Largely, however, it is because of the
realization that complex cellular “soups” of the past (also referred to as “lym-
phokines”) contain mixtures of defined soluble factors, cytokines, each of
which plays a key role in orchestrating cellular interactions. The field of
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cytokine biology has emerged based on molecular, biochemical, and immu-
nological insights into their structure, function, importance in health and
disease, as well as therapeutic potential (reviewed in ref. 1) The number of
cytokine genes cloned and individual cytokines identified has grown rap-
idly to include several distinct families of factors that include lymphokines,
interferons, and hematopoietic and nonhematopoietic growth factors and
appear to be necessary for cell-to-cell communication and signaling. Meth-
ods for the identification and measurements of the functional competence of
cytokines have been developed that provide means for ascertaining their
presence and following their levels of activity in body fluids and at tissues
sites. The more recent discovery of chemokines, which are related to
cytokines but remain structurally and functionally distinct (2), has further
expanded the scope of soluble factors involved in the regulation of immuno-
logical responses, hematopoietic development, cell-to-cell communication,
as well as host responses to infectious agents and inflammatory stimuli (3–6).
To be able to fulfill this challenging assembly of biological activities,
cytokines and chemokines are endowed with special biological characteris-
tics that allow for effective functioning in the tissue microenvironment.

2. BIOLOGICAL CHARACTERISTICS
OF CYTOKINES

The biology of cytokines is complex and, although new information
emerges almost daily, much still remains to be learned. Cytokines share
many characteristics with growth factors and hormones, such as platelet-
derived growth factor, endothelial growth factor, or transforming growth
factor-α. Although classical polypeptide hormones are produced by special-
ized cells, cytokines tend to be secreted by less-specialized cells, and often
many different cell types produce the same cytokine. All cytokines are pleio-
tropic, i.e., they have the ability to interact not with one but a variety of
cellular targets, usually via the specific receptors expressed on the cell sur-
face. Expression of the receptor qualifies the cell as a target for one or more
cytokines. Binding of cytokines to cell surface receptors (kDa in the range
of 10–9 to 10–12 M) initiates signaling and new ribonucleic acid (RNA) and
protein synthesis. Frequently, cytokine receptors are composed of several
membrane-associated subunits, and one or more of these subunits might be
shared by distinct cytokine receptors. Also, the presence or absence of indi-
vidual subunits often determines the affinity of the cytokine receptor for its
ligand as, for example, in the case of receptor for interleukin (IL)-2, in which
the αβγ subunits are needed for high-affinity binding of IL-2, the βγ sub-



Cytokines as Targets for Immunomodulation 3

units function as an intermediate affinity receptor and the α subunit is known
as a low-affinity receptor for IL-2 (7). In addition, cytokines can modulate
the level of receptor expression for another cytokine or growth factor, a
phenomenon referred to as receptor transmodulation. For example, tumor
necrosis factor (TNF)-α, IL-1, or IL-6 can affect IL-2 receptor expression
(8–10), and interferon (IFN)-γ can modulate expression of TNF receptors
on many different cell lines (11).

Cytokines are redundant in that the same biological function can be executed
by several distinct cytokines. This overlapping of cytokine activities, whereby a
single cell target shows seemingly identical responses to multiple cytokines,
has been referred to as cytokine crosstalk. Cytokine redundancy is a
biologicalally important feature because it provides a measure of safety for
the process of regulation of normal cellular functions. Should one cytokine
be absent or its level limited, an option for the substitution by another
cytokine exists. Mechanistically, redundancy might be implemented via the
shared receptor subunits or via the ability of different cytokine receptors to
mediate similar signals, targeting the same molecular pathway(s). Physiologi-
cally, cytokine redundancy assures that the vital communication between cells
participating in functions essential for survival continues uninterrupted
regardless of the absence of one or another cytokine.

Cytokines and chemokines are known to function as networks or cascades
of interacting factors, which are able to induce each other. This implies that
cytokines regulate their own production via autocrine, juxtacrine, or
paracrine pathways in response to microenvironmental stimuli. Cascades of
cytokines are able to amplify the functional impact of one component and
are related to functional redundancy. Thus, even when a redundant signal is
weak, there is the possibility for its amplification via inducing the cascade
of functionally related soluble factors. It is also essential to remember that
local interactions and the state of activation of cells in the microenviron-
ment are likely to have powerful effects on the cytokine production in situ.

Cytokines work in pharmacological doses and, once released by the pro-
ducing cell, have a short half-life, often not exceeding a few minutes. This
means that tiny quantities of cytokines present in the microenvironment for
a short period of time are sufficient to induce functional changes in respond-
ing cells. Thus, cytokines are powerful physiological mediators with a poten-
tial for inducing tissue damage. Cytokines are local mediators meant to exert
biological effects in their local microenvironment. Although in normal tis-
sues, cytokine-mediated tissue damages do not occur, largely because of
carefully regulated cytokine secretion, in pathological conditions, excessive
cytokine release from activated cells not infrequently results in a local tissue
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injury. Further, systemic effects of cytokines often are quite different and
more dramatic than those mediated locally (12).

A division of labor exists among cytokines, in that the T-helper 1 (Th1)-
type cytokines (e.g., IL-2, IFN-γ, IL-12, TNF-α) are considered to be respon-
sible for elimination of intracellular infections, notably those caused by viruses
or parasites, modulation of organ-specific autoimmune diseases, or mediat-
ing allograft rejection and recurrent abortions (13,14). Other human dis-
eases are associated with Th2-type cytokine responses (e.g., IL-3, IL-4, IL-5,
IL-13), including atopic disorders, chronic graft-versus host disease, pro-
gression to AIDS, cancer metastasis, or the hypereosinophilic syndrome
(14). In general, the Th2-type cytokines are involved in promoting antibody-
mediated responses. The third category of cytokines, Th3, includes regula-
tory mediators, such as IL-10 or TGF-β, which are responsible for
maintaining a balance in the host microenvironment (15). This division of
labor is a reflection of cytokine polarization and appears to be useful in the
classification of certain human diseases into the Th1 or Th2 categories. It
also forms a basis for a concept of the “cytokine profile.” Because cytokine
polarization occurs in many pathological conditions and cytokine cascades
as well as cytokine crosstalk often are characteristically encountered in dis-
ease, the profiling of cytokines might prove to be more useful than measur-
ing only one representative cytokine.

Cytokines are polymorphic, which means that genetic variability exists
among individuals in terms of the ability to produce cytokines in response to
a stimulus. Cytokine levels produced as a result of activation can vary widely
between individuals, and this trend may be genetically controlled. However,
most important, the existing levels of cytokines might determine suscepti-
bility or resistance to disease (16). TNF-α and IL-10 levels, for example,
appear to influence responses to and outcome of infectious diseases. Experi-
mental evidence supports the concept that differences in susceptibility to and
severity of diseases might be related to genetically defined differences
among individuals to produce important cytokines. Thus, low TNF produc-
tion was associated with a 10-fold risk of fatal outcome from menigococcal
meningitis in humans, whereas high IL-10 levels were associated with a 20-
fold greater risk of fatality (17,18). These observations have led to extensive
examination of cytokine polymorphism and its disease associations and a
search for genetic markers that best define such polymorphism (19).

Cytokines mediate interactions between a broad variety of cell types, and
their dysregulated production might contribute to the disease pathogenesis.
Under normal circumstances, no or only low levels of cytokines are detect-
able in body fluids or tissues. Therefore, their presence at elevated levels
of expression indicates activation of cytokine pathways associated with
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inflammation or disease progression. Cytokines associated with acute dis-
eases are distinct from those detectable in chronic conditions. Certain
cytokines may be present early, others late in the disease. Consistently ob-
served associations of increased cytokine levels with a disease process or
disease stage suggest that anticytokine therapy might be effective, at least in
some cases. Therefore, an assessment of cytokine profiles in body fluids,
tissues, or cells of patients with various diseases is important, particularly if
cytokines themselves are used as therapeutic agents.

3. CYTOKINE FAMILIES
Structural differences among cytokines have made it possible to group

them within “families” because primary sequences of certain cytokines show
structural homology. For example, all members of the IFN-α/β family show
at least 30% homology in their amino acid sequences (20). Such common
structural features of cytokines permit their groupings into families, for
instance, the IL-2/IL-4 family (IL-2, IL-4, IL-5, granulocyte-macrophage
colony-stimulating factor) or the TNF family (TNF-α, lymphotoxin-α, LT-β,
FasL, CD40L, TRAIL, LIGHT, and others) or the IL-1 family (IL-1α, IL-1β,
IL-1 receptor antagonist, IL-18). Structural features of cytokine receptors
form the basis for further classification of cytokines into distinct groups,
such as the “hematopoietin family receptors” or class I cytokine receptors
and “interferon/IL-10 family receptors” or class II cytokine receptors (1).
Cytokines signal via their receptors, and the understanding of the receptor
structure, expression, and signal transduction is at the heart of cytokine biol-
ogy. The unique features of the signaling pathways engaged by different
cytokines and often associated with JAK and STAT pathways form the
basis for cytokine crosstalk.

4. CYTOKINE PROFILES IN HUMAN DISEASE
Activation of a cytokine cascade by a physiological or pathological stimu-

lus usually leads to the production and release of several biologicalally
related cytokines. Thus, as indicated previously, IL-2, IFN-γ, and TNF-α
production characterizes Th1-type immune responses, whereas IL-4, IL-5,
and IL-10 are associated with Th2-type responses (13,14). In an immune
response, the cytokine cascade is initiated by specific recognition of the an-
tigenic stimulus by T-cell receptor, subsequent T-cell activation, and secre-
tion of the cytokine elicited by the antigen. Amplification of this initiating
signal may then result in a local cytokine cascade. An inflammatory event
induces a coordinated release of several proinflammatory cytokines (3).
After induction, cytokine concentrations may rapidly and differentially peak
and then decrease to undetectable levels.
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Today, a wide range of cytokine assays is available, providing research-
ers with an opportunity to evaluate the biology of cytokines and to establish
their therapeutic potential (reviewed in ref. 21). Moreover, an improved un-
derstanding of cytokine interactions in the increasing numbers of pathological
conditions has led to a consensus that the simultaneous assessment of many
cytokines in a single biological sample, that is, “cytokine profiling,” is a
preferred approach (22). This change of paradigm in cytokine measurements
was brought about by recent technical developments, and it is apparent that
cytokine assays that best lend themselves to multiplex-type formats of the
future slowly are replacing the traditional biological and immunological
cytokine assays of the past (23).

Cytokine measurements in tissue or in the peripheral circulation have
been an important part of the process of defining the role various cytokines
play in health and disease. New multiplex formats for cytokine assays allow
for precise quantification of many different cytokines in a single small vol-
ume of body fluid. It has been suggested long ago that local cytokine levels
and activity are of considerably greater value for monitoring of pathological
events in a target tissue than are systemic cytokine levels (24), with the
notable exception of cytokine pharmacokinetics in subjects receiving
cytokine therapies. However, tissue cytokine profiles remain largely unex-
plored, probably because of considerable difficulties in obtaining interstitial
fluid. In this respect, a technique of microdialysis, using a commercially
available biocatheter inserted into accessible tissue sites, proved to be an
excellent approach to the recovery of multiple cytokines in a volume of
approx 50 µL of interstitial fluid (25). In our hands, microdialysis of oral
mucosa in patients with HIV infection proved to be a powerful strategy to
define the cytokine/chemokine profile in the milieu of viral entry, replication,
and persistence (T. L. Whiteside and A. Rosenbloom, unpublished data). Com-
bined with in situ immunostaining of mucosal biopsies to define intracellular
expression of cytokines and cell surface expression of cytokine receptors,
this strategy might prove to be more informative and more prognostically
important than profiling of serum cytokines. In any event, a comparison
between oral mucosa and peripheral blood cytokine profiles in normal vol-
unteers and individuals with HIV at various stages of the disease is in
progress to determine the extent of correlations or differences and their rela-
tionship to clinical end points.

Although significant progress has been made in linking certain cytokines
to pathological changes in disease, interpretations of the results of cytokine
profiling are not a trivial matter. Under normal conditions, basal levels of
cytokines are low. In diseases such as cancer, chronic infectious diseases,
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transplantation, or allergy, profiles of cytokines are beginning to emerge
that might correlate to clinical end points. In cancer, advanced metastatic
disease is associated with the Th2 cytokine profile. To characterize tumor-
specific CD4+ T-cell responses in patients with cancer, single-cell assays,
such as the enzyme-linked immunosorbent spot, can be used. Upon stimula-
tion of peripheral blood CD4+ T-cells obtained from the peripheral circula-
tion of patients with renal cell carcinoma with major histocompatability class
II-restricted peptides (e.g., HLA-DR4-restricted MAGE 6121-144 peptide), a
Th2-polarized response (IL-5 but not IFN-γ production) is elicited in patients
with active disease (26). In contrast, disease-free patients (NED) respond by
Th1-type cytokine production (IFN-γ and not IL-5). Furthermore, success-
ful therapy in cancer patients is accompanied by a shift from the Th2 to Th1
cytokine polarization (26). Thus, it might be now possible to follow the fre-
quency of peptide-reactive CD4+ T-cells in the patients’ circulation before
and after therapy to observe changes in their polarization profile and predict
the success or failure of a therapeutic intervention based on the direction of
this change. In patients with HIV-1, whose sera often contain viral cytokines
and cytokine-receptor homologs that can bind to cellular receptors or to cir-
culating cytokines, respectively, counteracting their biological function, the
interpretation of cytokine assays may be very difficult (27). Nevertheless,
significant shifts in the cytokine profiles in the course of infection and upon
therapy with highly active antiretroviral therapy have been observed in
patients with HIV (28). The newly emerging associations between the
cytokine profiles and allergic diseases provide an example of how cytokine
determinations contribute to a better understanding of disease pathogenesis
(14,29,30). For example, T-cells and dendritic cells are considered to be
central in the pathogenesis of psoriasis. These cells create a type 1 inflam-
matory pathway in the skin with an abundant release of IFN-γ, IL-23, and
IL-12, which help sustain activation of this pathway (31). TNF-α and IFN-γ,
which play a pivotal role in host defense against infections and in the develop-
ment of Th1 responses, also are involved in the pathogenesis of autoim-
mune diseases such as rheumatoid arthritis, multiple sclerosis, and type 1
diabetes (32). These and other observations suggest that serial monitoring
of cytokine profiles during the course of disease or therapy might be clini-
cally useful. At present, all these correlations are not quite robust enough to
be able to consider cytokines or cytokine profiles as “biomarkers” of dis-
ease or disease activity. It is expected, however, that the application of
genomics and proteomics to cytokine measurements will further facilitate
efforts to monitor patients’ plasma and/or tissues for levels of cytokines and
to evaluate cytokine profiles for their utility as surrogate markers of disease.
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5. CYTOKINES AND THE IMMUNE SYSTEM
Immune cells both depend on cytokines for development and function

and, upon activation, produce a variety of cytokines. For these reasons, the
ability of various lymphocyte or monocyte subsets to respond to and to pro-
duce cytokines in response to specific stimuli has been important in the under-
standing of the immune system. Lymphocyte homeostasis involves
continuous maturation and differentiation of antigen-responsive cells and
their turnover between the circulating pool and tissues (33). Lymphocyte
survival depends on the growth factors and cytokines produced in various
niches to which they migrate or home (34). Consequently, cytokine net-
works determine the lymphocyte turnover and orchestrate their differentia-
tion into functional effector cells. Likewise, cytokines regulate
differentiation of dendritic cell precursors into functional antigen-present-
ing cells (35). The fundamental operation of the immune system is thus
cytokine driven, and thymic development of T-cells (36), B-cell differentia-
tion into antibody-producing plasma cells (37), or maturation and acti-
vation of natural-killer cells (38) are all coordinated by distinct networks
of cytokines. Once matured in the designated tissue microenvironment,
immune effector cells expressing the required cytokine/chemokine
receptor(s) migrate under the direction of chemotactic gradients and thus
guided arrive at the target tissue to deliver appropriate signals (39). The
latter are entirely dependent on the situation in the targeted microenviron-
ment and can be amplified or inhibited by cytokines produced in situ, either
by infiltrating immune cells themselves or tissue cells or most likely both
cell types. This entire process can be initiated by a sudden alteration in the
tissue microenvironment, such as a bacterial or viral infection, injury or
death of cells. The remarkable sensitivity, rapidity and regulated amplifica-
tion of all cytokine-mediated immune responses to tissue injury indicate
that the cytokine network functions in tandem with or under control of the
neuroendocrine system. Indeed, although cytokines have been thought of as
hormones of the immune system, it is necessary to remember that
nonimmune cells express cytokine receptors and produce cytokines. Thus,
cytokines are ubiquitous and appear to be able to maintain communications
between cells of different origin and different systems. For example, it is
now well documented that interactions among the central nervous system
(CNS), endocrine networks, and immune cells determine the overall immune
response. The CNS influences immune responses through the release of
humoral factors such as cortisol or epinephrine from the hypothalamic–
pituitary–adrenal axis. Lymphoid organs, e.g., lymph nodes, are innervated,
and local synthesis of neuropeptides or opioids in these nerve terminals has
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been documented. Immune cells express surface receptors for neurotrans-
mitters, and nerve fibers have receptors for cytokines (40). Thus, a bidirec-
tional traffic of biochemical mediators, cytokines, and neuropeptides
between the CNS and immune cells regulates their interactions. When glu-
cocorticoids are released in response to systemic stress, they downregulate
immune responses and cytokine production. Migration inhibitory factor, a
cytokine produced by the pituitary, counteracts inhibitory effects of gluco-
corticoids and restores the immune balance (41). Hence, cytokines play a
key role in regulating the neuroendocrine–immune system interface. The
mechanisms or molecular pathways involved in these interactions are now
being elucidated. The field of neuroimmunology has grasped the likely
importance of cytokines in the CNS responses, and much current work is
devoted to studies of these interactions in animal models of CNS injury or
stress as well as in human models of acute or chronic stress (42).

6. IMMUNOMODULATION BY CYTOKINES
IN THERAPY OF HUMAN DISEASES

Ever since recombinant cytokines became available more than 20 years
ago, numerous phase I and phase II clinical trials have been performed with
these agents worldwide. By and large, these trials have capitalized on pre-
clinical in vitro and in vivo animal model studies demonstrating
immunomodulatory effects of cytokines on the host immune system and its
components. To date, IL-2 and IFN-α are the only cytokines approved by
Food and Drug Administration as therapies for renal cell carcinoma and
melanoma, respectively. IFN-α is also approved for therapy of hepatitis C
and hairy cell leukemia (43). Nevertheless, the therapeutic potential of many
other cytokines is being evaluated in experimental clinical settings.

From the start, two opposite strategies for cytokine-based therapy target-
ing immune cells have emerged and still exist today. In one, a therapeutic
cytokine of choice is systemically administered at very high doses to a sub-
ject with defects in the immune system. The objective is to provide the exog-
enous cytokine in excess to “force” immune recovery and induce a clinical
response. The high-dose systemic delivery of cytokines is invariably accom-
panied by severe toxicity, which may be life threatening (e.g., resulting in a
vascular leak syndrome upon high-dose IL-2 therapy) and usually is accom-
panied by a variety of side effects (44). Although this form of cytokine
therapy appears to be nonphysiological and not in agreement with basic prin-
ciples of the cytokine biology, surprisingly, it has been successful in a lim-
ited number of cases (45). The molecular underpinnings of such high-dose
IL-2 or IFN-α therapies are not clear, but it has been suggested that cascades
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of other cytokine (e.g, TNF-α or IL-1β) are responsible for toxicity as
well as restoration of immune cell numbers or functions reported in many
instances (46). The second approach depends on locoregional delivery of
the cytokine to the targeted organ or site (e.g., tumor site, infection site)
with the hope of increasing immune cell numbers and augmenting effector
cell functions in situ. Locoregional delivery of cytokines does not induce
severe toxicities, it is usually well tolerated, and it has been shown to alter
immune cell infiltration and activation in situ (47). This form of cytokine
therapy is based on a rationale that cytokines are local mediators meant to
function at short distances in tissue, and although it is appropriate for therapy
of local diseases, its usefulness in treatment of the systemic disease might
be limited. Still, it should be noted that local, for instance, peritumoral or
perilymphatic, delivery of cytokines has been shown to induce local as well
systemic changes in immune cell activation (47). Numerous and clever ways
of cytokine delivery to target tissues have been introduced, including
microspheres, liposomes, viral and nonviral vectors, or plasmids. These
strategies, many of which are discussed in this volume, are meant to assure
continuous release of the mediator in hope of inducing persistent activation
of immune cells in the microenvironment. In animal models of disease, these
strategies have been successful in inducing long-lasting and protective
changes in the host immune system (48). Their application to therapy of
human disease is in progress, pending safety and toxicity considerations. At
present, experimental preclinical and clinical studies using either systemic
or local cytokine delivery are ongoing in various institutions, and expecta-
tions are that immune monitoring and clinical results will help in defining
mechanisms responsible for documented objective responses in each of these
settings.

A considerable controversy exists in regard to therapeutic delivery of
single recombinant cytokines vs natural mixtures of cytokines. Again, two
widely held views conflict in that one favors therapy with well-defined, pre-
cisely dosed single cytokines or possibly a combination of selected recom-
binant cytokines, whereas the other insists that naturally derived cytokine
mixtures, for instance, partially purified supernatants of mitogen-activated
lymphocytes, are more effective in upregulating a variety of immune effec-
tor cells and thus providing a broader therapeutic index (49). Although there
are advantages and disadvantages to each of these approaches, the contro-
versy emphasizes the need for further studies of cytokines as
immunomodulators that potentially are capable of correcting pathological
conditions.

Finally, excessive production of cytokines has been associated with a
spectrum of human diseases, including posttransplant rejection episodes. In
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all these conditions, the control of cytokine cascades or inhibition of indi-
vidual cytokines are desirable. Therapeutic strategies that attempt to restore
the cytokine balance disturbed by pathological overproduction of cytokines
include systemic or local delivery of inhibitory cytokines, antibodies to
cytokines, antibodies or agents blocking cytokine receptors, and in situ
modifications of cytokine genes, for example, with inhibitory RNA among
others. The difficulties associated with these approaches relate to the fact
that little is known about the regulatory mechanisms of cytokine production
in vivo and that in vitro models of these molecular pathways in cell lines do
not adequately reflect cellular controls operative in tissues.

Overall, cytokine-based therapies alone or in combination with other drug
modalities are considered to be promising and are continued to be evaluated
for treatment of various human diseases. Many novel therapeutic strategies
involving cytokine delivery and monitoring of cytokine responses in vivo
have been introduced in recent years. The use of fusokines or multifunc-
tional cytokines representing fusion proteins linking two cytokines and
expressing them in an expression system convenient for in vivo delivery
represent one such strategy (50). Immunocytokines are fusion proteins
combining a cytokine and an antibody (51). They have been shown to have
potent antitumor effects and are under intensive experimental scrutiny at this
time. There are reasons to believe that, in years to come, cytokine-based
therapies might fulfill their promise and become a part of the widely appli-
cable therapeutic armamentarium for many human diseases.

7. CONCLUSIONS
The role of cytokines and chemokines in immunomodulation has been

well established and generally is considered to be the basis for their biologi-
cal and therapeutic effects. Various immune cell subsets express receptors
for cytokines, produce cytokines upon activation and are functionally depen-
dent on cytokines. However, immunomodulatory effects of cytokines/
chemokines are superceded by their role in networking functions of immune
as well as non-immune cells. Cytokines bridge and regulate activities of
many different cell types. Their participation in functions of the CNS, endo-
crine, reproductive, hematopoietic, and immune systems places cytokines at
the interface and indicates that they are ubiquitous and essential for sur-
vival. Their biological characteristics and therapeutic potential further sup-
port this notion. A rapidly expanding body of recent evidence indicates that
cytokines are essential for cell-to-cell communication and for orchestrating
local cellular events in a variety of tissues. As such, they subserve a central
role of linking and integrating signals delivered by different systems. For
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this reason, the understanding of cytokine crosstalk and their signaling at
the molecular level are special challenges to be faced by investigators in the
near future. Only through such an understanding are we likely to be able to
harness cytokines/chemokines as useful pharmacological and therapeutic
agents for human diseases.
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Cytokine Measurement Tools

for Immunotoxicology

Rob J. Vandebriel

SUMMARY
Since the early 1990s, the measurement of cytokines has become an impor-

tant tool to understand mechanisms of immunotoxicity as well as to identify
and classify xenobiotics. During the past decade, several major scientific and
technical developments have greatly increased the efficiency of measurement.
Most of the current attention is focused on methods that allow the simultaneous
measurement of many cytokines, be at the messenger ribonucleic acid level
(microarrays) or at the protein level (Luminex-based assays). Next, during the
last decade quantitative polymerase chain reaction methods have gained wide-
spread use. Finally, intracellular cytokine staining has provided detailed and
invaluable information on the immune responses. This chapter describes the
most widespread techniques for measuring cytokines. In addition, it tries to
suggest which technique may be the optimal choice for specific purposes.

Key Words: Northern blotting; ribonuclease protection assay; polymerase
chain reaction; microarray; ELISA; Luminex; ELISPOT; intracellular; FACS;
flow cytometry.

1. INTRODUCTION
Cytokines are critical in the regulation of many immune processes, such

as host resistance, memory formation, inflammation, apoptosis, and hemato-
poiesis. The measurement of cytokines has become an important tool in
immunotoxicology (1–3). In this chapter, the measurement of cytokines is the
predominant focus, although the measurement of cytokine receptor expres-
sion is also of major value in immunotoxicology (4).
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Basically, three methods of cytokine measurement exist, in historical or-
der biological activity, messenger ribonucleic acid (mRNA) abundance, and
production (concentration). Each of the different techniques has specific
advantages and disadvantages (Table 1). The eventual choice will depend
on specific circumstances, such as the machinery already available, the type
of samples that will be measured, the number of samples that will be mea-
sured, and the flexibility that is required.

Regardless of the method that is used, it is important to carefully identify
which cytokines are to be measured to obtain the most useful information,
especially when measuring a limited number of cytokines. Consequently,
techniques with higher multiplex capability (i.e., the possibility to measure a
number of cytokines simultaneously) have the advantage of allowing extrac-

Table 1
Advantages and Disadvantages
of Various Cytokine Measurement Techniques

Assay Advantages Disadvantages

Bioassay Only assay measuring Complex, different for each
biological activity, sensitive cytokine, set-up and assays

 time-consuming
Northern blotting Controls RNA integrity, Not measuring protein,

specific insensitive, requires
high amount of input,
set-up time-consuming

RPA Sensitive, multiplex Not measuring protein,
up to ≈10 set-up time consuming

qPCR Very sensitive, readily Not measuring protein,
extendable with additional set-up time-consuming
cytokines, multiplex up
to ≈10

Microarray Sensitive, extreme multiplex Not measuring protein,
capability expensive, set-up very

time-consuming
ELISA Sensitive, simple set-up No multiplex capability
Luminex-based Sensitive, substantial multi- Set-up time-consuming

plex capability
ELISPOT Single-cell assay No phenotyping
Intracellular Single-cell assay, Set-up very time-consuming

staining simultaneous phenotyping

RPA, ribonuclease protection assay; qPCR, quantitative polymerase chain reaction;
ELISA, enzyme-linked immunosorbent assay; ELISPOT, enzyme-linked immunoSPOT.
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tion of the most useful information afterward. The pleiotropic and redun-
dant nature of cytokines is an additional reason for a comprehensive mea-
surement of cytokines.

2. BIOASSAYS
The bioassay traditionally has been the first method to measure cytokine

activity (5). However, its disadvantage is that the assay is relatively labor-
intensive and that it is unsuitable for multiplex analysis, resulting in the fact
that, nowadays, it is hardly ever used. Nonetheless, one major advantage
still is that it can measure cytokine activity instead of its mere presence
(protein, measured in immunoassays) or even its expression (mRNA, mea-
sured in molecular assays). In addition, it is relatively cheap in terms of
consumable cost (no or little requirement for monoclonal antibodies
[mAbs]). Its current use is limited to evaluating whether under certain experi-
mental conditions the presence of a certain cytokine as established by immu-
noassay is linked with biological activity.

3. MOLECULAR ASSAYS
Until recently, cytokine genes were cloned one by one, often on the basis

of some structural knowledge of the purified protein(s). The completion of
the human, mouse, and rat genome sequences, together with recent develop-
ments in bioinformatics, have enabled identification of putative cytokine
genes solely on the basis of sequence information. The genome is searched
for certain previously identified sequence features, allowing faster discov-
ery of novel cytokine genes.

In immunotoxicology, rats traditionally are the experimental animals of
use whereas in the field of immunology, the use of the mouse is much more
widespread. Hence, of major importance to immunotoxicology is the recent
completion of the rat genome sequence, ensuring the end of an ongoing lag
phase in the availability of sequence information between human and mouse
on the one hand, and rat on the other.

Molecular assays most often are based on measuring the abundance of
mRNA encoding a certain cytokine (subunit), whereas other methods rely
on measuring the transcription rate of a certain cytokine. A wide range of
techniques exists that is able to measure transcript abundance.

Advantages of molecular assays over immunoassays have previously
been discussed (1). In short, molecular assays are able to detect exposure
effects earlier than immunoassays. In addition, molecular assays measure at
single time points whereas immunoassays measure the average level over
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a larger time period, its length depending on the half-life of the cytokine
investigated. In ex vivo studies immunoassays measure an average between
accumulation and decay.

3.1. Northern Blotting
Northern blotting is the classical method to measure transcript abundance.

Total RNA or total mRNA is separated by electrophoresis and blotted onto a
filter. A labeled DNA or sometimes RNA molecule (probe) is then hybrid-
ized to the mRNA molecule of interest by virtue of its sequence being
complementary. The probe can be labeled radioactively but, increasingly,
chemiluminescent labels are used. The staining intensity is proportional to the
number of transcript molecules and can be measured using a PhosphoIimager
(for radioactive labels) or a FluoImager (for chemiluminescent and fluores-
cent labels). The size of the transcript can be checked, ensuring that the
transcript is intact and the hybridization specific.

A technique derived from Northern blotting is dot or slot blotting. In this
application, the RNA or mRNA is directly spotted onto a filter without prior
separation on a gel and transfer to a filter, which allows more samples to be
tested simultaneously, but lacks the control for RNA integrity and specific-
ity of hybridization. Generally speaking, Northern blotting is performed to
check for specificity (“gold standard”), whereas dot and spot blotting have
been replaced by the polymerase chain reaction (PCR; see Subheading 3.3.).

3.2. RNase Protection Assay
The RNase protection assay (RPA) is a method to simultaneously ana-

lyze the abundance of some 10 different transcripts (6,7). The mRNA of
interest is hybridized to a labeled antisense RNA probe. This probe is gener-
ated by in vitro transcription. The RNase that is used degrades single-
stranded (ss) but not double-stranded (ds) RNA. Thus, RNase treatment
degrades the ss mRNA as well as excess (ssRNA) probe, resulting in a dsRNA
molecule consisting of a fragment of the mRNA molecule hybridized to the
probe. Both radioactive and nonradioactive methods have been developed.
In the radioactive method, the “protected” probe is subjected to denaturing
polyacrylamide gel electrophoresis, after which the radioactivity is visual-
ized by autoradiography. Nonradioactive methods use a biotinylated probe.
After denaturing polyacrylamide gel electrophoresis, the “protected” probe
is transferred to a membrane, after which biotin is visualized by chemilumi-
nescence using enzyme-coupled streptavidine.

Instead of using RPA for measuring the presence of single transcripts,
multiprobe RPA is now in general use. A range of antisense RNA probes,
each for a different gene and of different size, allows the simultaneous mea-
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surement of some 10 genes. Multiprobe RPA sets are commercially avail-
able for human and mouse cytokines, with a possibility of customizing (BD
Pharmacia, PharMingen).

The sensitivity of RPA is 10- to 100-fold higher compared with Northern
blotting, an important reason being that in RPA the hybridization occurs in
solution compared with membrane hybridization in Northern blotting. Besides,
to detect rare transcripts RPA allows the input of 10-fold more mRNA com-
pared with Northern blots. Because in RPA the probe size is much smaller
compared with the entire transcript assayed in Northern blots, the tolerance
to partially degraded sample RNA is much larger in RPA. Collectively,
advantages of RPA over Northern blots include the possibility to simulta-
neously measure the presence of some 10 genes, the increased sensitivity,
and the tolerance to partially degraded RNA. Similar to Northern blots, how-
ever, RPA does not lend itself to measure high numbers of samples.

3.3. Polymerase Chain Reaction
From its introduction in the mid-1980s, the PCR has evolved to a stan-

dard technique that is widely used in many laboratories. Among the many
virtues of PCR are the ease of the method, the high sensitivity, and the ease
to append additional (cytokine) genes. Although for sequence identifica-
tion, such as detection of microbial organisms, PCR has become the gold
standard, the lack of quantification capability has long hindered the tech-
nique from being used for measuring transcript levels. Procedural exten-
sions such as using a dilution series of samples, consecutive numbers of
cycles, internal standards, and competitive PCR have provided some improve-
ments and are still being widely used. Kits are commercially available that
allow the simultaneous measurement of some 10 cytokines without prior
set-up and optimization of experiments.

A breakthrough in quantifying transcript levels using PCR was the intro-
duction of real-time PCR (RT-PCR, not to be confused with reverse tran-
scriptase PCR), which also is denoted as quantitative PCR (qPCR). Instead of
the endpoint measurements of traditional PCR, qPCR determines the amount
of product during the reaction. While for traditional PCR the amount of prod-
uct is measured on an agarose gel, qPCR measures the strength of the fluo-
rescence signal instead. Of importance, the measurement in real time
together with the high sensitivity allows measurement of product formation
in the linear phase of amplification. Therefore, a threshold can be set and the
number of cycles required to reach the threshold is the way most often used
to measure the number of specific mRNA copies present in the sample. The
three major companies that market qPCR all use laser technology to mea-
sure the amount of PCR product generated. The method used to generate the
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signal that is produced during PCR is, however, different, between these
companies, as outlined here:

1. The Taqman method (PerkinElmer) employs a 20- to 30-nucleotide probe
(denoted Taqman probe) that has a fluorescent reporter dye attached to its 5'
end and a fluorescent quencher dye attached to its 3' end. During PCR, the
probe hybridizes to its complementary ss sequence within the PCR target.
During amplification the probe is degraded because of the 5' � 3' exonuclease
activity of Taq DNA polymerase, thereby separating the quencher from the
reporter during extension. Because of the release of the quenching effect on
the reporter, the fluorescence intensity of the reporter dye increases. There-
fore, if the Taqman probe does not hybridize to the PCR product, the reporter
and quencher both remain attached to the probe, resulting in an absence of
fluorescence. In conclusion, this technique combines real-time measurement
of the exponential amplification of PCR products with verification of sequence
specificity.

2. The LightCycler method (Roche) makes use of another technique in which
two fluorescent dyes interact. Two oligonucleotide probes are used that hybrid-
ize head to tail. The 5' probe carries fluorescein at its 3' end, and the 3' probe
carries LC Red 640 at its 5' end. When the two probes hybridize to the target
sequence the two dyes come in close proximity (1–5 nucleotides), thereby gen-
erating a fluorescent signal. The mechanism of energy transfer is called fluo-
rescence resonance energy transfer. Similar to the Taqman method, the Light
Cycler method combines real-time measurement of the exponential amplifica-
tion of PCR products with verification of sequence specificity. Although in
the Taqman method fluorescence is generated from zero during every cycle, in
the LightCycler method additional fluorescent label is incorporated into the
PCR product during every cycle. The LightCycler method is compatible with
the DNA binding dye SYBR GREEN I. This dye produces a fluorescent signal
depending on the amount of DNA but irrespective of the DNA sequence. Although
the use of this dye results in a loss of sequence verification, advantages are a lack
of requirement for labeled oligonucleotides, thereby reducing cost and enhanc-
ing flexibility.

3. The iCycler method (Bio-Rad) has the ability to simultaneously measure four
fluorophores (FAM, HEX, Texas Red, and Cy5), allowing monitoring of up to
four amplifications simultaneously.

3.4. Microarrays
Tremendous progress in genomics together with major technological

innovations has resulted in the development of microarrays. Microarray
technology is the simultaneous individual measurement of the mRNA expres-
sion level of thousands of genes in a given sample by means of hybridization.
The basic principle of microarray technology is the same for different types
of array (8).
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First, a single oligonucleotide or a few different oligonucleotides are synthe-
sized per gene. These thousands of oligonucleotides require similar hybridiza-
tion characteristics as well as a lack of cross-hybridization, implicating that
they have to be devised by computer. An alternative for oligonucleotides
that was rather common in the early years but is now becoming less com-
mon is PCR products amplified from a clone collection. This is a collection
of bacteria, each containing a plasmid comprising a different copy DNA
(cDNA) insert. Using this method, care has to be taken that the individual
clones indeed contain the correct insert; verifying clone sets by sequencing
the inserts is therefore not uncommon. Usually the oligonucleotides (or PCR
products) are spotted onto a glass surface in a regular array. This process is
called spotting or arraying, and requires dedicated machinery. Some compa-
nies manufacture oligonucleotides in situ, using either photolithography
(Affymetrix) or chemical coupling (Agilent). In order to obtain microarrays
several possibilities exist: (1) purchase of ready-made arrays (Affymetrix,
Agilent); (2) purchase of custom-made arrays (Affymetrix, Agilent); (3)
in-house spotting of an oligonucleotide collection (MWG, Operon, Sigma)
or a PCR amplified clone collection (Invitrogen); or (4) in-house spotting of
an in-house-prepared PCR amplified clone collection.

Other manufacturers of ready-made arrays include Operon, MWG, and
Phase-1. The choice for a specific platform is dependent on a number of
considerations. Although commercial arrays are more expensive, they are
less prone to errors, have better lot-to-lot reproducibility, and require less
time to set up. When performing experiments that have to be integrated with
studies in other laboratories, commercial arrays are preferred. Alternatively,
arrays can be produced at a single laboratory and subsequently distributed.

Second, (m)RNA is isolated from cells or tissues and cDNA synthesized.
This cDNA is labeled during or after synthesis using a fluorescent dye. When
the amount of input mRNA is (too) low, linear amplification must be per-
formed. The labeled cDNAs are then hybridized to the array. Although
Affymetrix uses single-labeled cDNA (Cy3), other platforms employ two
labeled cDNA’s (Cy3 and Cy5; most often test and control). The array is
read using a scanner (with fitted laser[s]) that measures for each spot the
fluorescence intensity (intensities). These data are then transferred to a PC
for analysis.

Controls are of major concern when performing microarray experiments.
First, the quality and quantity of RNA samples can be checked rigorously
using a Bioanalyzer (Agilent) and the amount of labeled cDNA using a
NanoDrop spectrophotometer. Second, when using arrays produced in-house
the shape of the spots on the arrays and the amount of DNA spotted have to be
checked (e.g., by hybridization of labeled random hexamers). Third, after
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hybridization a similar average staining intensity over the entire array is of
importance. Fourth, the intensity ratio of both labels (Cy3/Cy5) is plotted
against the intensity of the label for the control (Cy5); this ratio should be
independent of the intensity for most of the genes. To exclude artifacts
caused by differential incorporation of the two labels into the cDNAs, a
“dye swab” is useful. Fifth, when the expression of certain genes is affected
and these results, for instance, form the basis of follow-up studies, it is com-
mon use to verify those effects by qPCR.

Microarray experiments are performed on replicate samples. The p value
for statistically significant changes in gene expression is often chosen to be
less than 0.001, while ratios of test vs control greater than 2 generally are
considered biologically significant. If several time points, dose groups or or-
gans are analyzed, more advanced statistics can be done, such as cluster analy-
sis and/or principal component analysis (9). To this end, several algorithms
have been written, most of them being freely available on the internet. Com-
mercial software packages have the advantage of easier data handling, com-
pared to the tedious process of uploading data sets to algorithms on the web.

The number of genes to be analyzed is of interest. Microarrays measure
the expression of between 1000 and 20,000 genes. For measuring expres-
sion of hundred to a few hundred genes, such as a panel of cytokine genes,
macroarrays are available. Such arrays consist of oligonucleotides spotted
onto a nylon membrane, while expression is measured using chemilumines-
cence or fluorescence (SuperArray). A different product line employs spot-
ted PCR products, with expression measured using chemiluminescence or
32P. Arrays that cover the area more or less in between macro- and
microarrays are, for example, the ones marketed by BD Clontech. Plastic,
glass, and nylon arrays measuring 8000, 3800, and 1200 genes, respectively,
are available; detection methods use 33P (all types), 32P (nylon), and fluores-
cence (glass).

Microarrays are particularly well suited to provide a comprehensive un-
derstanding of the toxic profile of a compound. In such analysis, effects on
cytokine gene expression are integrated and being interpreted in a much
wider context of exposure effects (10). For screening purposes such as iden-
tification and classification, however, cytokine macroarrays may be of use.
To provide a solid foundation for the use of such macroarrays a range of
immunotoxic compounds should first be analyzed by microarray analysis
(11,12). From these data compound- or class-specific profiles should be
deduced, and they may possibly be amenable for analysis by cytokine
macroarrays. It has been shown that indeed specific types of toxicity or
classes of compounds can be established on the basis of expression profiles
(13,14).
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3.5. Reporter-Based (Cell Chip)
A new approach to cytokine measurement in immunotoxicology has been

the development of the so-called “cell chip.” In this approach cell lines that
represent the most important cell types of the immune system are trans-
fected with constructs comprising the regulatory regions of a specific
cytokine fused to a reporter gene. Exposure to xenobiotics that affect the
mRNA expression of a specific cytokine is measured as an effect on the
production of the protein enhanced green fluorescent protein. This protein
can be sensitively measured by flow cytometry. For each of the cytokines to
be measured separate transfected cell lines were generated. Control experi-
ments showed that effects on the amount of protein as well as fluorescence
intensity mimic effects on cytokine expression and production. In addition,
exposure effects on mRNA expression were similar to the parental cell line
(15). Exposure of the T-cell lymphoma cell line EL4 transfected with reporter
constructs for IL-2, IFN-γ, IL-4, and IL-10 to a range of compounds gave
promising results especially for the identification of immunosuppressants
(16). Testing additional cell lines is, however, needed to fully evaluate the
potential of the cell chip.

4. IMMUNOASSAYS
Proteins endow biological activity, whereas mRNA generally does not.

Given the fact that altered mRNA expression levels may not always be reflected
by altered cytokine production, measuring proteins may be of preference to
measuring mRNA levels.

All immunoassays rely on the availability of mAbs. Because mAbs are
developed by (expected) public demand, they may be unavailable for
cytokines that are rather seldom measured, which is especially true in the
case of species other than human and mouse. Because rats often are used in
immunotoxicology, this lack of availability may pose problems. Molecular
assays can be an escape route, however, because primer sequences for almost
any known gene are available in literature, or they can be devised from gene
sequences using widely available software tools.

4.1. Enzyme-Linked Immunoassay
Enzyme-linked immunoassays (ELISAs) have been used widely during

the last decade to detect cytokines in serum and culture supernatants, and
body fluids such as bronchoalveolar lavage fluids. Most often they require
two mAbs, one for coating the plate and one for detection. The mAbs usu-
ally bind to different epitopes of the cytokine. Single or dual plates are avail-
able with mAbs and additional reagents premade. They are marketed for
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ELISAs that detect newly discovered cytokines. For established cytokines,
however, mAbs and reagents are sold in bulk, allowing the use of tens of
plates. These bulk packages often result in 10-fold lower cost per plate.

4.2. Solid-Phase Multiplex Protein Assays
Whereas ELISAs are able to measure tens of samples per plate, each addi-

tional cytokine to be measured requires setting up and performing a new test.
A technique that allows the simultaneous detection of multiple cytokines in
a single well, thereby saving sample volume and time, is the solid phase
multiplex protein assay (17,18). It relies on spectrally encoded antibody-
conjugated beads that can be measured in a Luminex 100 instrument. After
incubating the beads with samples (typically serum or culture supernatant)
for 2 h and washing, they are incubated with biotinylated mAbs for one
hour. After washing, the beads are stained using R-PE conjugated to
streptavidine for 30 min. After washing, the beads are loaded into the
Luminex 100 instrument. The instrument monitors the spectral properties of
the beads while simultaneously measuring the quantity of the fluorophore.
The spectral properties of 100 distinct bead regions can be monitored, allow-
ing a potential for measurement of up to 100 different analytes in a single
sample. Currently kits are available to measure up to 25 different cytokines
(human, mouse, and rat). Antibody bead kits may be combined, provided
that the bead region for each analyte is unique. Compatible kits can be found
at http://www.luminexcorp. com/.

4.3. Antibody Arrays
Antibody arrays are available in various formats. Novagen markets a

microarray format that is able to detect 12 different cytokines in 15 samples
(human; mouse becomes available). This format requires 50 µL of sample.
It is compatible with current microarray scanners and software.

Ray Biotech markets a membrane format that is able to detect up to 120
(human), 60 (mouse), or 20 (rat) different cytokines in one sample. This
format requires 1 mL of culture supernatant, or 1 mL of (undiluted or 1:10
diluted) serum.

5. SINGLE-CELL IMMUNOASSAYS
5.1. ELISPOT

The enzyme-linked immunosorbent spot (ELISPOT) assay is an assay for
the analysis of cytokine (or immunoglobulin) production at the single-cell
level (19,20). It is particularly useful for analyzing specific immune responses
to whole antigens or peptides. In this technique, 96-well ELISPOT microtiter

http://www.luminexcorp. com/
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plates are coated with a mAb directed against the cytokine of study. After
washing and blocking against nonspecific binding, the cell suspension (such
as animal spleen or lymph node cells, or human peripheral blood mono-
nuclear cells [PBMCs]) is added to the chamber and incubated in the pres-
ence of a specific stimulus, with nonspecific stimuli (such as mitogens) and
nonstimulated cells as positive and negative controls, respectively. The
cytokine that is released during culture is captured in the immediate vicinity
of the cells. After removing the cells by washing, a second biotinylated mAb
against the same cytokine (but a different epitope) is added. After incuba-
tion and washing, streptavidine-labeled enzyme (mostly alkaline phos-
phatase or peroxidase) is added. Finally, substrate for alkaline phosphatase
or peroxidase is added, and color formation is allowed until spots emerge at
the sites of responsive cells. The number of spots is counted using imaging
software and expressed per 106 cells.

5.2. Intracellular Cytokine Staining
A major advantage of intracellular cytokine staining over the ELISPOT

assay is the ability to analyze multiple parameters per cell (21). Such data
can be very valuable to gain insight into immune response regulation and
memory formation. This technique can also be used on whole blood without
requiring separation of PBMCs; a protocol is as follows. Heparinized blood
samples are stimulated with antigen plus CD28 and CD49d in the presence
of secretion inhibitor Brefeldin A for 6 h at 37°C. The superantigen staphy-
lococcal enterotoxin B (SEB) is added to some tubes as a positive control
for antigen stimulation. Ethylene diamine tetraacetic acid is then added to
stop activation and remove adherent cells. Erythrocytes are lyzed and the
cells fixed by adding lysing solution for 10 min at room temperature. Cells
are then washed and resuspended in a permeabilizing solution. Cells are
washed and staining is performed using both cell surface and intracellular
staining antibodies for 30 min at room temperature. Three- or four-color
staining generally is used, using the fluorochromes fluorescein
isothiocyanate (FITC), phycoerythrin (PE), and PerCP-Cy5.5, or FITC, PE,
PerCP-Cy5.5, and antigen-presenting cell. As a control, isotype-matched
control antibodies should be used to detect nonspecific staining. Finally, the
cells are washed and fixed in paraformaldehyde for flow cytometry. De-
pending on the sensitivity of the epitopes to formaldehyde fixation, it may
be required to perform cell surface staining before permeabilization and in-
tracellular cytokine staining. The protocols for intracellular cytokine stain-
ing of human PBMCs or animal spleen or lymph node cells are rather similar.
It is clear that three- or four-color fluorescence-activated cell sorting analy-
sis requires careful data acquisition and analysis. Therefore, especially when



28 Vandebriel

setting up the staining protocols, it is advised to use as many controls as
possible such as positive controls (e.g., SEB), negative controls, and nega-
tive staining controls. It is advisable to set the gates using a positive control.
Because activated cells may down-modulate CD4 and CD8, it is important
to include CD4dim and CD8dim cells when setting the gates. Of importance,
although CD4dim SSClo cells are activated T cells, CD4dim SSChi cells are
monocytes that can nonspecifically bind antibodies causing background
staining and should thus be excluded. Finally, staining with fluorescent
mAbs of a cell type that needs to be excluded may decrease background
staining.

A more advanced application is the simultaneous detection of prolifera-
tion, cell surface staining, and intracellular cytokine staining (22). Prolifera-
tion is measured by the incorporation of bromodeoxyuridine (BrdU),
whereas BrdU is detected using a fluorescent labeled anti-BrdU mAb.
DNase is added to denature DNA, thereby enhancing the availability of
incorporated BrdU to the anti-BrdU mAb. It is clear that this technique is
not amenable to large series of samples in routine investigations.

6. CONCLUSIONS
The “data explosion” has not left methods of cytokine measurement

untouched. Both for molecular assays and immunoassays the trend is
toward getting more data from each sample, at lower expense of time and
money. Of course, these developments require major investments in machin-
ery, a trend seen across the whole of biomedical research.

In my view three methods are currently the most appealing, each one
being particularly powerful in a specific application:

1. Microarray analysis allows measuring the expression of virtually all (known)
genes, allowing a very detailed and comprehensive picture of toxicant effects.

2. Luminex-based assays allow the simultaneous measurement of many cytokines
in a way that is amenable for high-throughput processing.

3. Intracellular cytokine staining allows pinpointing to only those cells that under-
lie the different outcomes of an immune response. Of course, RPA, qPCR, and
antibody arrays also are techniques of major value in cytokine measurements.

In conclusion, depending on the number of samples, the type of samples,
and the underlying questions (mechanistic, single-cell, high-throughput),
different techniques can be considered. It is clearly a challenge to
immunotoxicologists to use these methods for better mechanistic under-
standing, faster screening of compounds on a stronger knowledge back-
ground and, hopefully, a reduction in the use of animals.
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The Relevance of the T1/T2 Paradigm

in Immunotoxicology
Example of Drug Hypersensitivity Reactions

Hervé Lebrec and John Vasilakos

SUMMARY
Early events in an immune response stimulate the production of

cytokines that direct the subsequent development of T-cells. The innate
immune system initiates T-cell activation by inducing naïve T-cells to differ-
entiate into functional effector or memory T-cells. Effector T-cells produce
cytokines and chemokines, which in turn affect the function (differentiation,
proliferation, migration, etc.) of innate and adaptive immune cells. The effect
of chronic immunization, infection, or disease results in the differentiation of
naïve T-cells into polarized subsets of effector T-cells that can be differenti-
ated from each other by the cytokines each T-cell subset produces. The Th1/Th2
paradigm is the best characterized example of T-cell polarization. In simplest
terms, T-helper cell type 1 (Th1) and T-helper cell type 2 (Th2) cells are defined
as differentiated CD4+ αβ T-cells that produce predominantly interferon (IFN)-
γ or interleukin (IL)-4, respectively (1). Th1 and Th2 cells can be differentiated
phenotypically and functionally by parameters other than IFN-γ and IL-4 pro-
duction, but these two cytokines quintessentially define the Th1/Th2 para-
digm. The function of Th1 and Th2 cells is to help or instruct the innate and
adaptive immune systems to respond in a specific manner to pathogens and
cancer cells. In general, Th1 cells help the immune system respond to intrac-
ellular pathogens, and Th2 cells help the immune system respond to extracel-
lular pathogens. Polarized Th1 and Th2 immunity should be considered
endpoints of T-cell differentiation in response to chronic immunization or
disease. Similar to CD4+ T-cells, CD8+ T-cells can develop into IFN-γ- or IL-4-
producing cells, also called T cytotoxic-type 1 (Tc1) and T cytotoxic-type 2
(Tc2) cells, respectively. The nomenclature can be simplified to include both
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Th1 and Tc1 cells as T1 cells. Similarly, Th2 and Tc2 cells are grouped together
as T2 cells. Finally, uncontrolled T-cell responses can lead to pathologies, such
as T1-mediated organ autoimmunity or T2-mediated asthma and allergy.

This chapter will provide an overview of T1/T2 responses to xenobiotics,
with a focus on nonclinical evidence of the involvement of the T1/T2 paradigm
in hypersensitivity reactions and on the clinical evidence of various T-cell
populations involved in drug hypersensitivities. This chapter will then focus on
the regulation of T1 and T2 responses, both in humans and in the mouse. Finally,
it will provide an overview of methods available to measure T1 and T2 immunity.

Key Words: Immunotoxicology; hypersensitivity; Th1; Th2; drugs.

1. T1/T2 RESPONSES TO XENOBIOTICS
1.1. Nonclinical Models and T1/T2 Responses
in Hypersensitivity to Xenobiotics

Many experimental models have been used to try to correlate the diver-
sity of clinical or pathological features of immune-related diseases to the
heterogeneity of immune responses involved. Especially, people have focused
on the possible correlation between these clinical or pathological features and
the aforementioned Th1 and Th2 subpopulations of CD4+ helper T-lympho-
cytes as well as the Tc1 and Tc2 phenotypes of CD8+ lymphocytes. An im-
portant focus has been to try to associate type 1 (Tc1 or Th1) and type 2
(Tc2 or Th2) subsets with different clinical outcomes of xenobiotic-induced
hypersensitivity reactions. Historically, the involvement of Th1- or Th2-
like cytokines in sensitization mainly has been studied in the mouse with
reference contact sensitizers, such as dinitrochlorobenzene (DNCB),
dinitrofluorobenzene, trinitrochlorobenzene, and oxazolone, or respiratory
sensitizers such as trimelitic anhydride (TMA). All these data clearly dem-
onstrate that strong contact sensitizers activate IFN-γ-producing (Tc1) effec-
tor lymphocytes and that IFN-γ plays a central role for the inflammatory
cutaneous reaction (2). IFN-γ-producing CD8+ lymphocytes are activated
after exposure of mice to DNCB or formaldehyde but not to respiratory sen-
sitizers such as TMA (3,4). In addition, neutralization of IFN-γ at the time of
challenge of mice with picryl chloride induces a strong reduction of contact
sensitization (5). However, IFN-γ not only isproduced by CD8+ T-lympho-
cytes during contact sensitization and depletion of CD4+ cells from lymph
nodes of formaldehyde-treated mice results in a substantial reduction in
IFN-γ production (4). It has been described that only respiratory sensitiz-
ers such as isocyanates or TMA could trigger IL-10 or IL-4 responses (Th2
responses) in the mouse after cutaneous treatment. However, when using
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reverse transcription polymerase chain reaction (RT-PCR), IL-4 mRNA
can be detected in the lymph node from oxazolone or DNCB-treated mice
(2). These nonclinical studies showed a clear involvement of type 1 and type 2
cytokines in xenobiotics-specific immune responses.

2. INVOLVEMENT OF T-CELL
IN DRUG-HYPERSENSITIVITY REACTIONS

In recent years, drug-induced hypersensitivity reactions and underlying
immunological mechanisms have been extensively studied, providing a bet-
ter understanding of the implication of T-lymphocytes and various associ-
ated cytokines in these adverse reactions.

It is now well established that drug-specific CD4+ and CD8+ T-lympho-
cytes can be isolated from the peripheral blood or at cutaneous lesional sites
of patients exhibiting delayed-type drug hypersensitivity (6–11). The involve-
ment of specific T-cells is not restricted to delayed-type reactions because
CD4+ and CD8+ T-lymphocytes have been isolated from the peripheral blood
of patients with generalized urticaria and angioedema to β-lactam antibiot-
ics (9). More recently, cellular and molecular features of presentation of
drugs to specific T-cells, and T-cell responses to drugs have been a subject
of growing interest. The recognition of small chemical entities by T-lym-
phocytes has been essentially explained as a consequence of these com-
pounds being reactive and behaving as haptens. Haptens bind to peptides or
proteins and can then be recognized by T-cells in a major histocompatability
complex (MHC)-dependent way. As an example, it has been known for
many years that penicillin reacts in vivo with nucleophilic amino acids, espe-
cially with lysine residues, to form antigenic determinant groups (12).
Benzylpenicylloyl binding sites have then been identified on human serum
albumin (13). It has been demonstrated that T-cell responses to β-lactam
antibiotics are MHC-restricted and that synthesized peptides or natural pro-
teins (serum albumin) modified by penicillin are recognized by penicillin-
specific T-cell clones (9,14). Some drugs are not chemically reactive and
need to be metabolized to behave as haptens. Sulfamethoxazole-nitroso is a
reactive metabolite of sulfomethoxazole able to bind covalently to proteins
and peptides. Werner Pichler (15) described a possible different way for
drugs to interact with T-cells in the context of drug-induced hypersensitivity
reactions. This possible mechanism is described as a “pharmacological in-
teraction” of drugs with T-cell receptors (the “p-i concept”). It relies on the
possibility to activate drug-specific T-cells in the presence of antigen-pre-
senting cells made unable to process antigens while metabolizing capabili-
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ties are inhibited, and on the demonstration that drug is bound in a labile
way as it can be washed away from the cell surface. Overall, these data
clearly indicate the involvement of T-cells in drug hypersensitivity reac-
tions.

3. DIFFERENT DRUG HYPERSENSITIVITY
CLINICAL OUTCOMES ARE ASSOCIATED
WITH THE INVOLVEMENT OF DIFFERENT
LYMPHOCYTE SUBPOPULATIONS
AND COMPLEX CYTOKINE NETWORKS

In a recent article, Pichler (15) reviewed how type 1 and type 2 cytokines
are involved in various types of delayed drug hypersensitivity reactions char-
acterized by different clinical outcomes and how the most recent informa-
tion fits within the 1968 classification of allergic reactions responsible for
clinical hypersensitivity and disease from Gell and Coombs (16). He distin-
guishes four subtypes of type IV reactions as IVa (defined as Th1 and involv-
ing monocyte activation), IVb (defined as Th2 and involving eosinophilic
inflammation), IVc (involving perforin and granzyme B expressing cyto-
toxic CD4+ and CD8+ T-lymphocytes), and IVd (involving IL-8 production,
neutrophil recruitment, and activation). Table 1 (17–24) summarizes how
different clinical outcomes of drug hypersensitivity reactions have been
associated with T-cells and associated cytokines and known pathological
consequences.

As illustrated in Table 1, drug reactions involve complex responses (mul-
tiple cell types and cytokines), and some drugs may induce different type of
reactions in different individuals. For example, clinical manifestations of β-
lactam antibiotics-induced allergy include immediate IgE-mediated reac-
tions such as urticaria, Quincke edema (0.5–4.5 % of the treatments) and
anaphylactic shock (0.01–0.2% [25,26]). Other hypersensitivity reactions
include maculopapular rashes, which occur in up to 9.5% of the treated pa-
tients (6,27,28), allergic contact dermatitis, and skin reaction of other types
(29). In addition, a given individual may develop a multiple drug allergy
syndrome, that is, a clinical situation characterized by reactions against
more than one different class of, both pharmacologically and structurally,
unrelated drugs. Scala et al. (30) demonstrated the coexistence in the same
patient of a delayed hypersensitivity to both penicillin G and β-methasone,
driven, respectively, by penicillin G-specific Th2-skewed CD8+ and β-
methasone specific Th0 CD4+ cells.
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Table 1
Outcomes of Drug Hypersensitivity Reactions and Known Pathological Consequences

Clinical condition Cytokines and associated cells Examples of incriminated molecules

Anaphylactic shock, angioedema, IL-4, no IFN-γ from PBMCs (17) β-Lactam antibiotics, amiodarone,
Quincke edema, urticaria IL-4 from Tc2 and IFN-γ from Th1 diclofenac, dipyrone, ibuprofen

and Tc1 lymphocytes (18)
IL-4, IL-5, IL-13 from CD4+ cells (19)

Acute generalized exanthematous IL-4, IL-5, IFN-γ, RANTES, GM-CSF, Amoxicillin, sulfamethoxazole,
pustulosis (AGEP; characterized  IL-8 from T-cells (20) celecoxib
by neutrophilic skin inflammation) TNF-α, IFN-γ, GM-CSF, CXCL8/IL-8

from CD4+ T-cells (21)
Maculopapular exanthema and IFN-γ and IL-5 from CD4+ (predominantly) Amoxicillin, sulfamethoxazole,

drug-induced hypersensitivity and CD8+ cells, and RANTES, MCP-3, ceftriaxone, cefazolin, imipenem,
syndrome (maculopapular exanthema IL-8, EOTAXIN (22,23) metazolon, carbamazepin
associated with systemic signs,
including eosinophilia)

Bullous exanthema, toxic epidermal Tumor necrosis factor-α, IFN-γ, IL-2 from Phenytoin, carbamazepin
necrolysis (TEN), Steven-Johnson peripheral blood monouclear cells (24)
syndrome
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4. REGULATION OF T1/T2 RESPONSES:
THE ROLE OF DENDRITIC CELLS

A number of factors impact the development of Th1 and Th2 cells. All
appear to be dependent fundamentally on a stepwise interaction between
dendritic cells (DCs) and naïve CD4+ T-cells. DCs are the primary sensors
of the innate immune system detecting the presence of pathogens through
highly conserved pattern recognition receptors, including the recently iden-
tified toll-like receptors (TLRs [31,32]). In humans, there are 10 TLRs iden-
tified that act as receptors for a number of ligands from bacteria, viruses,
parasites, and fungi. When DCs encounter pathogens, they internalize the
pathogens via endocytosis or phagocytosis. The activation of TLRs induces
the activation of DCs or maturation, resulting in the expression of chemokine
receptors that are important for migration to lymph nodes where naïve T-cells
reside, the expression of cell surface co-stimulatory markers that are impor-
tant for T-cell activation, and the production of cytokines important for naïve
T-cell differentiation. During DC maturation, the pathogen’s proteins are
proteolytically cleaved into short peptides that are coexpressed with MHC
class I or MHC class II molecules on the cell surface. Once DCs initiate
contact with the naïve T-cells expressing the appropriate T-cell receptor,
DC costimulatory markers interact with CD28 on the T-cell surface, culmi-
nating in the initiation of naïve T-cell activation. Other DC costimulatory
molecules such as OX40L and B7H also interact with T-cells via OX40 and
ICOS, respectively, enhancing the activation of naïve T-cells. The cytokines
produced by DCs play the most critical role for naïve T-cell differentiation
into effector Th1 or Th2 cells (33,34). IL-12 (p70 composed of p40/p35
heterodimers) is the most critical cytokine for inducing Th1 cells and is pro-
duced by activated DCs. IL-4 is the most critical cytokine for the induction
of Th2 cells, but the source of IL-4 is unknown. IFN-γ and IL-4 enhance the
generation of their own Th cell subset and concomitantly inhibit the genera-
tion of the opposing Th cell subset. IL-18 produced by DCs during DC–T-
cell interaction also modulates Th1 development. Although IL-18 does not
appear to directly induce Th1 development alone, IL-18 can strongly aug-
ment IL-12-induced Th1 generation by acting after IL-12-induced Th1 devel-
opment to increase IFN-γ production by differentiated Th1 cells (35). In
addition to IL-12 and IL-18, type I IFN can enhance Th1 differentiation by
enhancing the expression of IL-12 receptor subunits on naïve T-cells,
thereby increasing the ability of T-cell activation by IL-12. Conversely, the
absence of IL-12 results in the differentiation of naïve T-cells into IL-4-
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producing effector cells. Between IL-4 and IL-12, IL-4 appears to be domi-
nant in that small amounts of IL-4 produced over a short time result in skew-
ing the immune response to a Th2 phenotype (36). For Th1 development,
prolonged exposure to IL-12 appears necessary for the development of naïve
CD4 cells into Th1 cells.

It should be noted that DCs are heterogenous populations of cells that
express different TLRs and therefore respond to different types of patho-
gens (37–40). For instance, in humans, myeloid DCs express TLR4 and
TLR8 but not TLR9 like plasmacytoid DCs. Therefore, myeloid DCs respond
to pathogens that contain lipopolysaccharide (TLR4 agonist), a cell wall com-
ponent of Gram-negative bacteria, and uridine-rich single-stranded ribo-
nucleic acid (RNA; TLR8 agonists) found in various viruses. Plasmacytoid
DCs express TLR7 and TLR9 and respond to single-stranded RNA viruses
and to unmethylated CpG oligonucleotides (TLR9 agonist) found in many
types of bacteria (41,42). Human myeloid DCs appear to be the primary DC
subset that produces IL-12, and plasmacytoid DCs are the primary type I
IFN-producing DC subset. Each of these DC subsets can influence Th1 or
Th2 development on the basis of the cytokines they produce, both seemingly
driving Th1 responses.

5. T1/T2 RESPONSES IN MICE AND HUMANS:
KEY DIFFERENCES

In general, Th1 and Th2 immunity are similar in both human and mouse
systems, but there are a number of notable differences (43–46). In particu-
lar, Th1 immunity in mice is highly dependent on IL-12. Whereas Th1 cells
generated in humans rely on both IL-12 and IFN-γ. The 70-kDa biologically
active IL-12 protein binds to the IL-12 receptor composed of two subunits
(IL12Rβ1 and IL-12Rβ2). In humans, IL-12Rβ2 expression is greatly
enhanced by IFN-α. In mice, IFN-α does not seem to affect naïve T-cell
differentiation; however, in the human system, it can affect both naïve and
activated populations of T-cells. Effective IL-12 signaling requires the gen-
eration of IFN-α, resulting in upregulation of IL-12Rβ2. Once IL-12 binds
to the dimeric IL-12 receptor, Stat-4 activation ensues culminating in the
transcription of IFN-γ (47). Another difference between mouse and human
systems is that mouse Th2 cells are the predominant IL-10-producing CD4+

T-cells, whereas both human Th1 and Th2 cells can produce IL-10. Despite
a number of differences between human and mouse Th1/Th2 immunity, the
essential feature of polarized T-cell subsets based on IFN-γ and IL-4-pro-
ducing cells remain the same.



38 Lebrec and Vasilakos

5.1. Cytokines That Define the Th1 and Th2 Paradigm
Although IFN-γ and IL-4 production are hallmarks of Th1 and Th2 cells,

respectively, other cytokines are produced by Th1 or Th2 cells (Fig. 1).
The differences between Th1 and Th2 cells in terms of cytokine produc-

tion generally are a matter of magnitude rather than absolute production.
For instance, Th1 cells produce greater levels of IL-2 and TNF-β
(lymphotoxin) than Th2 cells. Conversely, Th2 cells produce higher levels
of IL-5, IL-9, and IL-13 than Th1 cells (33,48). This Th1/Th2 cytokine pro-
file is typical in both human and murine systems. Although individual
cytokines are useful for characterizing an immune response as either Th1 or
Th2, Th1/Th2 immunity is best characterized as a ratio of Th1 cytokines to
Th2 cytokines rather than the absolute production of a given type of
cytokine. For example, a Th1 response would have a comparatively high
IFN-γ:IL-4 or IFN-γ:IL-5 ratio than a Th2 response, which would have lower
levels of IFN-γ relative to IL-4, IL-5, or IL-13.

The role or function of both Th1 and Th2 immunity is to protect against
specific types of infectious disease and cancer (49–52). Th1 cells appear
most important for protection against intracellular pathogens inducing cell-
mediated immunity, whereas the generation of Th2 cells is important for
protection against extracellular pathogens inducing humoral immunity. The
promotion of cell-mediated immunity or delayed-type hypersensitivity is a
hallmark of Th1 immunity and is mainly the result of the cytokines Th1
cells produce. Cell-mediated immunity is characterized by the activation of
macrophages, natural-killer cells, and IFN-γ-producing CD8 T-cells. IFN-γ
also enhances antigen processing, presentation, and DC costimulatory
marker expression. IFN-γ enhances the generation of Th1 cells by enhanc-
ing IL-12 production, and IFN-γ inhibits Th2 generation by inhibiting Stat6-
induced IL-4 production. IFN-γ enhances the production of a number of
chemokines that promote Th1 immunity. IP-10 (CXCL10) and MIG (CXCL9)
are chemokines that predominantly recruit Th1 and Tc1 cells (53,54). MIP-
1α (CCL3) and MIP-1β (CCL4) also chemoattract activated CD4, CD8, and
memory T-cells. MCP-1 (CCL2) chemoattracts monocytes and macroph-
ages, as well as Th1 cells. The chemokines produced by Th1 cells establish
an environment that favors cell mediated immunity and enhances the ability
to destroy intracellular pathogens via macrophage-mediated mechanisms or
cell killing mechanisms by natural-killer or CD8 T-cells.

In contrast, IL-4 production by Th2 cells promotes humoral immunity,
which is characterized by the production of neutralizing immunoglobulins
(IgG) and antibodies that induce mast cell and eosinophil degranulation (IgE
[55–57]). Neutralizing IgG is critical for protection against extracellular
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Fig. 1. Generation of human Th1 and Th2 cells. Modified from O’Garra (33), Glimcher (47), and
Theofilopoulos (63).
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bacteria, and bacterial toxins, as well as protection against disseminating
viral infections. IgE is important for protection against mucosal parasites
such as helminths. IL-4 enhances the production of the IgE receptor, FcεRII
(CD23), on masT-cells, eosinophils, and macrophages (58). IL-4 antago-
nizes the function of IFN-γ by inhibiting IFN-γ-induced cytolytic antibodies
(IgG2a in mice), while concomitantly enhancing the production of opsoniz-
ing immunoglobulins (IgG1 in mice). IL-4 secreted by polarized Th2 cells
inhibits Th1 generation by inhibiting Stat4-induced IFN-γ production.
Therefore, Th1 and Th2 cells reciprocally inhibit each other.

Like CD4+ T-cells, naive CD8+ T-cells can differentiate into effector
populations that predominantly produce IFN-γ or IL-4 (59,60). IFN-γ- and
IL-4-producing CD8+ T-cells are referred to as T-cytotoxic cell type 1 (Tc1)
or T-cytotoxic cell type 2 (Tc2) cells, respectively. Cytotoxic T-cells recog-
nize or target other cells expressing foreign antigens (i.e., pathogen-specific
or tumor-specific antigens) that are associated with MHC class I molecules.
Unlike MHC class II molecules that are solely expressed on antigen present-
ing cells such as DCs, macrophages, and B-cells, class I molecules are
present on virtually all cell types. Therefore, cytotoxic T-cells have the ca-
pability of recognizing and destroying most cells that express antigens asso-
ciated with MHC class I. Cytotoxic T-cells not only destroy cells infected
by intracellular pathogens but also produce a variety of cytokines that can
have immune regulatory functions, similar to CD4 T-helper cells. Tc1 and
Tc2 are analogous to Th1 and Th2 cells in terms of the cytokines they
secrete. However, both Tc1 and Tc2 effector cells appear to kill target
cells equally well; therefore, the key differentiating feature between Tc1
and Tc2 cells is the cytokine profile they produce.

A final note on T-cell subsets should be made regarding regulatory T-cells
or suppressor T-cells. These heterogeneous subsets of CD4 and CD8 T-cells
primarily function as inhibitors of effector T-cell function (61,62). When in
contact with effector T-cells, suppressor T-cells inhibit effector T-cell
cytokine production and the ability of cytotoxic T-cells to kill. Suppressor
T-cells appear critical for preventing or diminishing autoimmunity and
chronic inflammatory diseases. Suppressor T-cells also appear to be critical
barrier to overcome for successful cancer vaccine therapy because suppres-
sor T-cells help inhibit T-cell effector generation to self antigens, which are
indeed the same antigens used to generate anticancer immunity.

6. MEASURING T1 AND T2 IMMUNITY

Because the defining characteristic of T1 and T2 immunity is based on
differential cytokine production by T-cell subsets, the most reliable meth-
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ods used to identify and differentiate T1 from T2 immune response is by
measuring cytokines. The most reliable means of assessing T1 and T2 immu-
nity is to measure the proteins that define the paradigm. In general, using
cytokine-specific antibodies is the most reliably sensitive, specific, and
quantitative way to measure T1 and T2 responses. The most rigorous means
used to differentiate T1 and T2 immunity is to measure both T1 and T2
cytokines and determine cytokine ratios. In practice, IFN-γ protein is con-
siderably easier to measure than IL-4 protein mainly because of the actual
amount of IFN-γ produced relative to IL-4. Therefore, ratios of IFN-γ to IL-5
or IL-13 (or IL-10 for mice) often are reported. Although legitimate, the strict-
est definition of T1 and T2 immunity is difference or ratio between IFN-γ
and IL-4. Numerous methods can be used to detect the cytokines. Quantita-
tively, enzyme-linked immunosorbent assays (ELISAs) or modifications of
ELISAs are the most reliable tools. Often, appropriate antibodies are not
available, and biological assays are used to determine the level or presence
of a given cytokine. Despite being extremely sensitive, biological assays
can be difficult to interpret because of the pleitropic nature of cytokines.
As an example, IL-4 induces naïve T-cell proliferation similar to IL-2. To
differentiate between the activities of these two cytokines, neutralizing the
activity of one of the cytokines usually is necessary. Therefore, the interpre-
tation of biological assays generally is more difficult than ELISAs. One of
the most reliable means of assessing which T-cell subsets produce these
cytokines is intracellular flow cytometry. The advantage of intracellular flow
cytometric analysis is that one can quantitate the number of cells making a
given cytokine. Specific populations of cells within a complex mixture of
cells, such as peripheral blood, can be identified to produce the cytokine of
interest. For example, the number of CD4+ T-cells that produce IFN-γ rela-
tive to those that make IL-4 or IL-5 can be differentiated from each other
and from CD8+ T-cells within the same population that make the same
cytokines. The disadvantage of flow cytometry is that the technique does
not have the high-throughput capacity of ELISAs, and the cytokine-specific
antibodies for intracellular staining are not as readily available as those for
ELISAs. Although, in general T1 and T2 cytokines are secreted once the
mRNA is translated into protein. Additional antibody-mediated methods
used to differentiate T1 and T2 cytokines have been evaluated by immuno-
histochemistry and Western blotting. These techniques can be effective but
lack the sensitivity of ELISAs or flow cytometry. The most sensitive tech-
nique used to measure T1 and T2 cytokines is RT-PCR, where messenger
RNA that encodes for the proteins of the various cytokines can be reliably
measured. The advantage of RT-PCR is that small amounts of material are
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required to measure a given cytokine messenger (m)RNA or transcript com-
pared with other analytical techniques. The disadvantage of RT-PCR is that
mRNA is measured, not protein, and proteins are the mediators of biological
function. Indeed, not all cytokines are regulated strictly at the transcriptional
level. In other words, some cytokines such as IL-1 and tumor necrosis fac-
tor-α, require post-translational modifications to be secreted from the cell as
biologically active proteins. Hence, induction of cytokine mRNA simply
indicates that the cell or tissues contain the transcript of interest, not nec-
essarily the protein. Overall, there are a number of analytical approaches
used to differentiate between T1 and T2 responses using cytokine-specific
antibodies or RT-PCR.
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Microbial Exploitation and Subversion

of the Human Chemokine Network

James E. Pease

SUMMARY
The chemokine network, comprising cell surface G protein-coupled recep-

tors and soluble small molecular-weight protein ligands, constitutes a highly
evolved system that facilitates leukocyte recruitment in both innate and adap-
tive immunity. As such, it has attracted attention from the research community
as a means of modulating the immune system, a hypothesis that it appears has
already been tested rigorously by microbes during coevolution. Several ex-
amples exist to support the notion that viruses, protozoa, and helminths have
derived strategies of either exploitation or subversion, for example, using the
chemokine network to gain cellular entry or to evade host immune surveil-
lance. It is anticipated that, in the coming years, close examination of the
mechanisms underlying these processes should provide opportunities for the
generation of novel therapeutics. These may be of use to both thwart the mi-
crobial defense strategies and also to treat a variety of inflammatory diseases
in which the inappropriate or excessive production of chemokines is pathologi-
cally implicated.

Key Words: Chemokines; chemokine receptors; microbes; inflammation.

1. INTRODUCTION
Chemokines (chemotactic cytokines) are small peptides that are potent

inducers of leukocyte migration and that are involved in a myriad of host pro-
cesses, including angiogenesis, leukocyte trafficking, and immune responses
(1). Chemokines constitute a family of approx 40 members in the human,
which are classified according to the position of their amino terminal-con-
served cysteine residues. The majority of chemokines reside within two
major classes, namely the CC chemokines (in which the two amino terminal
cysteine residues are adjacent) and the CXC chemokines (in which the two
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amino terminal cysteine residues are separated by a single amino acid resi-
due). Two minor classes, the CX3C and C chemokines, also exist and have
only three members between them (2–4). Chemokines exert their effects by
binding to chemokine receptors on the surface of cells, predominantly leu-
kocytes. These are seven transmembrane (7TM) receptors belonging to the
family of G protein coupled receptors and, to date, 20 specific chemokine
receptors have been identified in humans (5,6).

The ability of chemokines to induce leukocyte recruitment plays a pivotal
role in host immunity as they guide leukocytes to both the organs in which
they are to reside (e.g., intestine, skin, thymus) and also to sites of microbial
infection. The specific task of each chemokine and its receptor in such pro-
cesses is being gradually teased apart by the generation of mice deficient in
either a specific chemokine or receptor and in conjunction with in vitro tech-
niques, the precise role of both receptor and chemokine in selective leuko-
cyte recruitment is steadily being resolved. However, it is humbling to find
that we are not the first creatures to take such a close look at the chemokine
network. Long before the first chemokine was identified in 1977 (7), microbes
were busy manipulating the network at a variety of levels to achieve both
evasion of the host defense systems and increased propagation. Indeed, such
bombardment of the immune system has been put forward as the driving
force behind the generation of host defense protein diversity (8).

Such manipulation of the chemokine system can be conveniently broken
down into two main strategies, namely exploitation and subversion (Fig. 1).
The former makes use of host chemokines or their receptors to facilitate
processes such as cellular entry and microbial proliferation. In contrast, sub-
version seeks to nullify the host chemokine network by blunting the
chemokine:receptor interaction, thereby helping the microbe to evade detec-
tion. In this chapter we will look in detail at such strategies and discuss the
potential therapeutic modalities for correcting such microbe-induced
immunomodulation.

2. EXPLOITATION OF THE CHEMOKINE
NETWORK: USE OF HOST CHEMOKINE
RECEPTORS TO GAIN CELL ENTRY
2.1. Human Immunodeficiency Virus-1

The use of chemokine receptors by human immunodeficiency virus-1
(HIV-1) to gain cellular entry into leukocytes represents perhaps the most
infamous example of exploitation of the chemokine network. In this pro-
cess, a subunit of the HIV-1 envelope glycoprotein named gp120 forms a
heterotrimeric complex with the leukocyte cell surface protein CD4 and a
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chemokine receptor, often referred to as a coreceptor. For many years, it
was known that HIV-1 used the cell surface protein CD4 to enter and infect
cells, but cell transfectants engineered to express CD4 were not permissible
for viral entry, suggesting the required presence of an unknown cofactor. By
means of an elegant molecular cloning approach, Feng and colleagues (9)
identified an orphan 7TM receptor, which they named “fusin” that in con-
junction with CD4 facilitated fusion of the viral and host cell membranes.

Fig. 1. An overview of microbial exploitation and subversion of the human
chemokine network. The figure illustrates the main ways in which microbes have
subverted or exploited the chemokine network. Chemokines function by activating
G protein-coupled receptors on leukocytes, ultimately resulting in their activation
and chemotactic migration (left). This process can be efficiently blocked by viral
chemokine binding proteins (vCKPBs), viral chemokine antagonists (such as
MC148, vMIP-II), and proteolytic degradation of the chemokine ligand. Similarly,
leukocyte recruitment can be activated via the same cell receptors by chemokine
mimetics such as the viral macrophage inflammatory proteins (vMIPs), the HIV-1
protein Tat and the Toxoplasma gondii protein cyclophillin C-18. Chemokine recep-
tors also can be exploited as cell entry factors by viruses (e.g. HIV-1) and protozoa
(e.g., Plasmodium vivax). Finally some viruses, notably human herpes virus-8
(HHV-8) and human cytomegalovirus (HMCV) encode homologs of chemokine
receptors that are thought to hijack the host cell signaling machinery and induce
proliferation of both the infected cell and the virus.
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Subsequent work identified the chemokine ligand for fusin (10,11), imme-
diately cementing the link between the chemokine field with that of HIV-1
research. In keeping with nomenclature, Fusin was renamed CXCR4 and
has been shown to be responsible for the cellular entry of T-lymphocyte
(T)–tropic laboratory strains of HIV-1. In contrast, the related chemokine
receptor CCR5 allows the entry of macrophage (M)-tropic strains (12–14).

During the entry process, it is thought that the formation of a
heterotrimeric complex of envelope protein, CD4, and chemokine receptor
unmasks a cryptic portion of the transmembrane subunit of the envelope
protein named gp41. This possesses a highly hydrophobic section at its
amino terminus, which readily inserts itself into the membrane of the host
cell, ultimately leading to fusion of the virion and cell membranes and the
release of the viral genome into the cytoplasm of the target cell (reviewed in
ref. 15). Blockade of HIV-1 entry via either coreceptor can be blocked by
their specific ligands, a point that explains the earlier identification of CCR5
ligands as HIV-suppressive factors produced by CD8+ T-cells (16).

The importance of CCR5 in HIV-1 infection is highlighted by homozy-
gous inheritance of the naturally occurring CCR5∆32 mutation, which re-
sults in the truncation of the CCR5 protein and, ultimately, an absence of
CCR5 on the cell surface (17,18). The mutation renders otherwise perfectly
healthy homozygous individuals highly resistant to infection by M-tropic
HIV-1 viruses. The origins of such a mutation are still unaccounted for, and
a popular theory that it originally provided protection against bubonic plague
in people of Northern European ancestry has been discredited by recent ex-
perimentation (19). Likewise, the importance of CXCR4 in HIV-1 infection
is supported by the finding that infection can be facilitated and maintained
by viral strains exclusively utilizing CXCR4 (20). In addition to these heavy-
weights, other minor coreceptors such as CXCR6 (21), CCR3 (22,23), CCR8
(24), and CX3CR1 (25) have been shown to facilitate viral entry in vitro,
although a role for them in HIV-1 pathogenesis has yet to be clearly shown.

2.2. Plasmodium vivax
The use of host chemokine receptors as an entry factor by HIV-1 is closely

paralleled in the protozoan world, as the causative agent of human malaria,
Plasmodium vivax, uses the Duffy antigen receptor for chemokines (DARC)
to enter erythrocytes (26,27). Duffy was originally defined serologicalally
in the 1950s as a minor red blood cell antigen (28), and more than 25 yr
elapsed before it was it was identified as a host factor required for vivax
malaria by correlation of the absence of the Duffy antigen in most black
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Africans with natural resistance (29). The molecular identification of DARC
was accelerated by parallel studies from two different groups. The first study
identified an erythrocyte receptor for the chemokine CXCL8 (30), and the
second study showed that the receptor was absent from Duffy-negative indi-
viduals and unable to bind chemokine in the presence of anti-Duffy mono-
clonal antibodies, suggesting that the Duffy antigen and the erythrocyte
chemokine receptor were the same molecule (31). Subsequent cloning of
the specific complementary deoxyribonucleic acid (cDNA) suggested that it
encoded a 7TM protein with homology to chemokine receptors (32). In addi-
tion to its expression on erythrocytes, it has also been identified on the
postcapillary venule endothelial cells of several organs (33) and on subsets
of neurons in the central nervous system (34).

Moreover, there also exists a mutation in the promoter of the DARC gene
that confers high-level resistance to infection by P. vivax, mirroring the
CCR3∆32 story. The DARC-negative phenotype is the result of an inherited
mutation in a GATA site of the DARC promoter, which is thought to control
transcription specifically in the erythroid lineage (35). This mutation is
thought to be fixed at high levels in Africans, presumably because of posi-
tive selective pressure exerted by P. vivax malaria; indeed, more than 95%
of Africans in endemic regions and 70% of African Americans lack eryth-
roid expression of DARC.

The physiological role of DARC has been more difficult to unravel
because, upon chemokine binding, no signal appears to be transduced
(36), which is thought to be caused by the lack of the DRY motif in the
putative third transmembrane helix, which is present in the majority of sig-
naling chemokine receptors and thought to play a critical role in maintain-
ing receptor conformation (37). Studies of mice in which the DARC gene
has been deleted suggest that the receptor functions as a biological “sink”
for chemokines, with both an anti-inflammatory role and antiangiogenic role
(38). To date, no confirmed association of DARC loss with susceptibility to
disease has been found, although it has been postulated to predispose Afri-
can-American men to a greater incidence of prostate cancer on the basis of
their reduced ability to clear angiogenic chemokines (39). Another recent
report suggests that erythrocytes infected by P. falciparum can adhere to the
membrane-bound form of the chemokine CX3CL1, which is expressed on
the surface of vascular endothelial cells (40). The identity of the parasitic
molecule responsible for facilitating chemokine binding remains unknown,
but interference with this interaction also may be of therapeutic benefit in
the treatment of malaria.
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3. USE OF VIRAL CHEMOKINE RECEPTORS
FOR SIGNALING PROCESSES
3.1. Human Cytomegalovirus

Human cytomegalovirus (HCMV) is a species-restricted β-herpesvirus
which in vivo infects epithelial, lymphoid, and myeloid cells. Infection of
healthy individuals is associated with asymptomatic or, at most, a mild
mononucleosis syndrome, whereas in immunocompromized hosts (such as
patients with AIDS), severe retinal, pulmonary, and gastrointestinal compli-
cations are known to occur. Within the genome of HCMV lies an ORF
named US28, which shares 30% identity at the amino acid level with the
human chemokine receptor, CCR1. The virus presumably acquired this gene
by molecular piracy in a manner akin to retroviral oncogenes (41).

Unlike DARC, US28 has been shown in vitro to transduce a signal both
constitutively (42) and in response to host chemokines (43–45). Both clini-
cal isolates and laboratory strains of HCMV also can induce production of
the chemokine CCL5 after infection, which coincides with the transcription
of the US28 ORF (46). Modulation of CCL5 production early during CMV
infection might be perceived to have a regulatory effect on viral replication,
acting in an autocrine fashion at US28, which would be expressed on the
surface of the HCMV infected cell. Although this hypothesis is interesting,
supportive in vivo data currently are lacking. Expression of US28 also has
been reported to render cells capable of binding to the chemokine CX3CL1
in vitro (47), and because this chemokine is expressed by endothelial cells,
it has been postulated to play a role in the dissemination of HCMV (48).
US28 also has been shown to act as a scavenger of CC chemokines, includ-
ing CCL5 (49,50) and therefore might be presumed to perturb host recruit-
ment of leukocytes in vivo. A role for US28 in the pathogenesis of
atherosclerosis also has been postulated as it can induce the chemokinesis of
vascular smooth muscle cells (51). Like CCR5 and CXCR4, US28 also can
function as an HIV-1 co-receptor in vitro (52), although its activity appears
to be highly cell dependent (53), and little evidence has been forthcoming to
suggest it can be used by viral envelopes from primary isolates (54).

It is plausible, however, that HCMV and HIV-1 may establish a symbi-
otic relationship, whereby HCMV facilitates HIV-1 infection via US28 and
HIV-1 facilitates the replication of HCMV by establishing the immunosup-
pression needed for the emergence of HCMV from latency.

3.2. Human Herpes Virus-8
Human herpes virus-8 (HHV-8; also known as Kaposi’s sarcoma herpes-

virus or KSHV), is a γ-herpesvirus that infects B-lymphocytes and has been
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implicated as a co-factor in several proliferative disorders, including mul-
tiple myeloma, primary effusion and, most notably, Kaposi’s sarcoma (55–57).
Within its genome resides homologs of multiple cellular immunoregulatory
genes, notably several chemokines and a chemokine receptor (58). The
chemokine receptor is encoded by ORF 74 and is most closely related to
human CXCR2 (59). Alongside DARC, they are the only receptors described
to date that are able to bind chemokines of both the CC and CXC classes
(60). ORF 74 is constitutively active, inducing cell proliferation in the absence
of ligand when transfected into rat fibroblasts (61). This constitutive activity
can be blocked by the chemokine CXCL10, which acts as an inverse agonist
(62,63).

Collectively, these biological properties suggest that ORF 74 may act as a
viral oncogene in Kaposi’s sarcoma. The involvement of ORF 74 in the
pathogenesis of HHV-8 infection has been ably demonstrated by the gen-
eration of transgenic mice expressing the receptor, which display lesions
with all the histological hallmarks of Kaposi’s sarcoma (64,65). ORF 74 has
also been demonstrated to induce several proinflammatory cytokines, includ-
ing the chemokines CXCL8 and CCL5 via an NFκB mediated pathway
(66,67). Of interest, HHV-8 also encodes three chemokine homologs (see
Subheading 4.1.2.), which raises the question as to whether or not the func-
tion of ORF 74 is regulated in vivo not by host chemokines but by HHV-8-
encoded chemokines.

4. SUBVERSION OF THE
CHEMOKINE NETWORK
4.1. Microbial Generation of Chemokine
Receptor Agonists and Antagonists
4.1.2. HHV-8-Encoded Chemokine Receptor Agonists and Antagonists

Besides a chemokine receptor, the HHV-8 genome also contains three
ORFs named K4, K6, and K4.1, which encode CC chemokines, designated
vMIP-I, vMIP-II, and vMIP-III on the basis of their homology to the
chemokine macrophage inflammatory protein (MIP)-1α/CCL3 (68,69).
vMIP-I and vMIP-II share 60% sequence identity, whereas vMIP-III is more
distantly related, with approx 37% identity to vMIP-I and vMIPII. The
vMIPs are angiogenic, act as chemokine receptor agonists/antagonists, and
also function as HIV-1 suppressive factors (70–72). The former activity is
consistent with the characteristic angiogenesis of Kaposi’s sarcoma and, as
mentioned in the previously, raises the possibility that they act via the prod-
uct of ORF 74.
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vMIP-I and vMIP-III are respective agonists for the receptors CCR8
(73,74) and CCR4 (72), both of which are specifically expressed by Th2-
polarized cells. In contrast, vMIP-II has a much broader spectrum of activ-
ity and, alongside its antagonistic activity at CCR1, CCR2, CCR5, and
CXCR4 (71), it has been reported to act as an agonist at CCR3 and CCR8,
recruiting both human eosinophils and Th2 lymphocytes via these receptors
(70,75,76). Immunohistochemical analysis of Kaposi’s lesions has corre-
lated vMIP-II expression with an increased numbers of Th2/CCR3+ lym-
phocytes compared with CXCR3+, CCR5+/Th1 leukocytes, suggesting that
vMIP-II polarizes the immune response in vivo away from a Th1 cytotoxic
reaction, to an antiparasitic Th2 reaction response, thereby promoting escape
from the host defenses (75).

4.1.3. Molluscum contagiosum-Encoded Chemokine Receptor Antagonists

The human cutaneous poxvirus Molluscum contagiosum virus (MCV)
types one and two have been shown to encode CC chemokine orthologues
named MC148R1 and MC148R2 respectively, which share 87% identity
with each other and approx 25% identity to human CC chemokines (77,78).
Both chemokines lack agonist activity but have reported antagonist effects
against a variety of chemokine receptors, notably CCR8 (79,80). It is curi-
ous that CCR8 should be targeted in this fashion by a virus.

Indeed, apart from the two host ligands CCL1 and CCL16, which are
confirmed agonists (81–83), the remaining ligands are virally derived,
namely vMIP-I, vMIP-II, and MC148. This interest in CCR8 does not
appear to be restricted to MCV and HHV-8. Yaba-like disease virus, an
as yet-unclassified member of the yatapoxvirus genus, contains two ORFs
with homology to chemokine receptors (84). One of these, named 7L shares
53% identity with CCR8 and can bind and signal in response to CCL1 (85).
The reasons for this deliberate targeting/mimicking of CCR8 and its ligands
are still unresolved, although it suggests that they may be key players in
viral defense.

4.1.4. HIV-1 and Toxoplasma gondii-Encoded Chemokine Receptor Agonists

The transcription factor Tat is released from HIV-1 infected cells and, in
addition to its role in transactivating the transcription of HIV-1 mRNAs, it
has been shown to mimic angiogenic growth factors (86), bind integrins
(87), and to induce the chemotaxis of neutrophils (88), monocytes (87), and
mast cells (89), the latter two activities presumably mediated by CCR2 and
CCR3 (90). Activities at either of these receptors may serve to recruit fur-
ther target cells for infection. In contrast, the reported activity of Tat at
CXCR4 is antagonistic, blocking the entry of T-tropic but not M-tropic
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HIV-1 strains, which may promote the usage of CCR5 during the early
stages of infection (91,92). Although possessing limited homology to
chemokines, Tat does possess both a CXC and CC motif, and a synthetic
peptide incorporating these motifs has been shown to activate monocytes
and macrophages in vitro (90).

A cyclophilin produced by the protozoan Toxoplasma gondii (C-18)
recently has been reported to act as a CCR5 agonist, stimulating den-
dritic cells to produce interleukin-12 (93). Like Tat, its potency is all the
more remarkable considering it has no obvious sequence homology with
known CC chemokine ligands of CCR5. It is unclear what benefit the acqui-
sition of such activity is to the parasite as, logically, the cyclophillin should
stimulate cell-mediated immunity and therefore hinder, rather than encour-
age, parasite infection. The authors postulate that because the transmission of
T. gondii is dependent upon the feline predation of infected small mammals
and birds, induction of a host cell-mediated response against itself may pre-
vent intermediate host mortality, thereby maintaining the life cycle of the
parasite. The structural requirements for CCR5 activation by the cyclophilin
appear to be analogous to those acquired by HIV-1 for engagement with the
same receptor, because HIV-1 infection of CCR5 expressing target cells is
sensitive to recombinant C-18 (94).

4.2. Microbial Chemokine Scavengers and Degraders
4.2.1. Production of Chemokine Binding Proteins
by Poxviruses and Herpesviruses

In addition to containing soluble cytokine receptors within their genome
with which to fox the host defenses, several orthopoxviruses maintain genes
encoding for soluble proteins, which they can excrete in large amounts and
which can bind chemokine in solution. Such proteins have been termed viral
chemokine binding proteins (vCKBPs [95]) and, to date, three different
types have been described. The myxoma virus vCKBP-I is a soluble IFN-γ
receptor that also binds CC, CXC, and C chemokines through a glycosami-
noglycan (GAG) binding site and may function by perturbing the haptotactic
chemokine gradient in vivo (96). Similarly, the poxvirus vCKBP-II protein
binds CC chemokines with high affinity but functions by directly preventing
the binding of chemokines to receptors (97). More recently, a third secreted
protein, termed vCKBP-II,I has been shown to be produced not by a poxvirus,
but by a herpesvirus, namely murine γ-herpesvirus 68 (MHV-68 [98,99]).
This protein has a broader range of specificity, sequestering chemokines of
all known classes and combines the functions of both vCKBP-I and vCKBP-II
by impeding binding of the chemokine to both chemokine receptors (100) and
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GAGs (101). The solution structure of a vCKBP from cowpox virus has
been determined (102) and is unrelated to the known structures of any other
mammalian proteins suggesting that unlike viral chemokine homologues, it
was not acquired by the piracy of mammalian genes. A conserved region of
acidic residues within the protein is thought to play a role in binding the
typically basic chemokines.

4.2.2. Degradation of the Eosinophil Chemoattractant CCL11 by Necator
americanus

The chemokine eotaxin-1/CCL11 was originally identified as a potent eosi-
nophil chemoattractant present in bronchoalveolar lavage fluid from allergen-
challenged sensitized guinea pigs (103). The cDNA was subsequently
identified and using this sequence, CCL11 orthologs have been identified in
several species, including humans (104). CCL11 shows great fidelity for the
chemokine receptor CCR3, which is expressed on the surface of eosinophils
(105), basophils (106), mast cells (107), and a subpopulation of Th2 lym-
phocytes (108), all of which are important in host defense against helminth
infection. Moreover, CCL11 is constitutively expressed at high levels in the
small intestine and colon (109), and the deletion of CCR3 in the mouse
results in reduced basal trafficking of eosinophils to the intestinal mucosa
(110). It is therefore not entirely surprising that the hookworm Necator
americanus has chosen to exploit the CCR3:CCL11 axis. This parasite is a
leading cause of malnutrition in developing countries (111), and within its
armory is an as yet-unidentified metalloproteinase which specifically cleaves
CCL11 but not related chemokines (112). This presumably serves to perturb
eosinophil recruitment in the host, thereby blunting the immune response at
the site of helminth infection.

5. EXPLOITING THE EXPLOITERS
Having seen that microbes are keen students of the chemokine network

and have developed strategies to subvert and exploit this facet of our host
defenses, it seems only proper that we should attempt to turn the tables, both
to thwart the microbes themselves and also to exploit the fruits of their labors,
turning the microbial chemokine mimetics into useful anti-inflammatory
reagents. In terms of blocking the microbial usage of host chemokine recep-
tors, much has already been achieved in vitro. As members of the GPCR
superfamily, which currently represent more than 60% of the targets for
marketed prescription drugs (113), chemokine receptors are highly
“drugable,” with several small molecule antagonists of CCR5 and CXCR4
having graduated from the bench to clinic trials (114). A combination of
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such compounds either alone or in conjunction with currently prescribed
inhibitors (such as reverse transcriptase and protease inhibitors) may well
prove useful additions to the HIV-1 physician’s armory. Likewise, a mutant
of the chemokine CXCL1, which fails to activate neutrophils but can
readily bind to DARC, has been shown to inhibit the invasion of erythro-
cytes by P. knowlesi in vitro (115). A small molecule with the same biologi-
cal effects could conceivably be a useful antimalarial drug.

The virally encoded chemokine scavengers and mimetics also hold prom-
ise as prototypic anti-inflammatory drugs. The vCKBP of vaccinia virus has
been shown to block CCL11-induced infiltration of eosinophils in a guinea
pig skin model (97), whereas the administration of the vCKBP of cowpox
virus to the respiratory tract had localized effects on allergen induced air-
ways hyperreactivity but no undesired effects on systemic immune responses
(116). vMIP-I and vMIP-II have been shown to block HIV-1 infection of
peripheral blood mononuclear cells and brain cells in vitro (70,117) and
vMIP-II to block leukocyte recruitment in rat models of experimental glom-
erulonephritis (118), spinal cord contusion injury (119), and a murine model
of viral infection (120). Additionally, the introduction of plasmids encoding
vMIP-II and MC148 into murine cardiac allografts has been shown to result
in a reduction in both alloantibody production and the numbers of donor-
specific cytotoxic T-lymphocytes, resulting in a prolonging of graft survival
(121). vMIP-I and MC148 also have recently found use as tools to both
target and attract antigen-presenting cells. Fusion of either viral ORF with
that of a single-chain lymphoma-specific Ig resulted in a construct whose
protein product could be effectively targeted to antigen-presenting cells in
vitro and which alone could be used as DNA vaccines to elicit anti-tumor
immunity in vivo (122).

In conclusion, we have much to learn from the mechanisms by which
microbes have targeted mammalian chemokine systems during millions of
years of coevolution. It is anticipated that during the coming decades “exploi-
tation of the exploiters” may lead to novel therapeutics, useful for the treat-
ment of several clinically important diseases.
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The Use of Cytokines in the Identification

and Characterization of Chemical Allergens

Rebecca J. Dearman and Ian Kimber

SUMMARY
Many chemicals cause skin sensitization, resulting in allergic contact der-

matitis, a delayed type hypersensitivity reaction. Chemical respiratory allergy
is also an important occupational health problem, but there are currently avail-
able no validated methods for hazard identification, partly because of the fact
that the relevant cellular and molecular mechanisms of sensitization of the
respiratory tract have been unclear, with particular controversy regarding an
obligatory role for IgE. Increasing evidence now exists that respiratory sensi-
tization is associated with the preferential activation of type 2 T-lymphocytes
and the expression of type 2 cytokines interleukin (IL)-4, IL-5, IL-10, and IL-13.
Type 2 cell products favor immediate type hypersensitivity reactions, serving as
growth and differentiation factors for mast cells and eosinophils, the cellular
effectors of the clinical manifestations of the allergic responses, and promoting
IgE antibody production. In contrast, chemical contact allergens induce type
1 cytokine expression profiles. There has been considerable interest in the
application of cytokine profiling for the characterization of chemical aller-
gens, with cytokine phenotypes analyzed in freshly isolated tissue, or after
culture in the presence or absence of mitogen at the level of protein secretion or
messenger ribonucleic acid expression. The most common configuration of
cytokine profiling, measurement of induced cytokine secretion patterns in the
absence of restimulation, shows considerable promise as an approach for the
identification and characterization of chemical respiratory allergens.

Key Words: Chemical respiratory allergy; skin sensitization; hazard iden-
tification; cytokine fingerprinting; cytokines; interleukins.
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1. INTRODUCTION
Many chemicals encountered in the workplace are known to cause aller-

gic contact dermatitis, a form of delayed type hypersensitivity (DTH [1]).
Allergic hypersensitivity of the respiratory tract and occupational asthma is
also an important occupational health problem, although fewer chemicals
have been implicated as causative agents (2). A number of methods for the
prospective identification of chemicals with the potential to cause contact
allergy are available, including assays that rely on measurement of chal-
lenge-induced elicitation responses, such as the guinea pig maximization
test (3) and the occluded patch test of Buehler (4), and a method developed
more recently, the murine local lymph node assay (LLNA), in which contact
allergenic potential is assessed as a function of proliferative responses pro-
voked in the induction phase of contact allergy (5). In contrast, there are no
widely accepted or fully validated test methods for the prospective identi-
fication of chemicals with the potential to cause sensitization of the respira-
tory tract (6). Respiratory allergenic potential has been measured as a
function of inhalation challenge-induced changes in respiratory parameters
in previously sensitized animals, with guinea pigs usually being the species
of choice (7–9). An alternative approach that does not rely upon the elicita-
tion of clinical manifestations of respiratory distress is to determine respira-
tory sensitizing activity by characterization of the immune response in
rodents provoked by chemical respiratory allergens (10,11). However, a
major constraint to the development of such tests has been continuing
uncertainty regarding the mechanisms of chemical respiratory hypersen-
sitivity. Although it is generally acknowledged that immediate-type hyper-
sensitivity responses and asthma or rhinitis induced by protein allergens are
dependent on IgE-mediated mechanisms, there is no such consensus regard-
ing chemical respiratory hypersensitivity (12). In recent years, however, an
increased understanding of the immunobiology of chemical respiratory
allergy has resulted in new opportunities for the development of tests for
the identification of potential respiratory allergens. This article considers
the application of one such method, cytokine profiling, for the characteriza-
tion and identification of chemical allergens.

2. IMMUNOLOGY OF ALLERGIC RESPONSES
Adaptive immune responses, including the development of allergic responses,

are determined largely by the activity of functional subpopulations of
CD4+ T-helper (Th) and CD8+ T-cytotoxic (Tc) cells. The most polarized
forms of these develop from common precursors and are designated Th1
and Th2, and Tc1 and Tc2, respectively (13–15). They have been identified
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in rodents and humans and are characterized by their differential cytokine
repertoires (13,16–19). Th1 and Th2 cells produce some cytokines
(interleukin [IL] 3 and granulocyte/macrophage colony-stimulating factor)
in common, but only Th1 cells express interferon γ (IFN-γ), IL-2, and tumor
necrosis factor-α, and only Th2 cells express IL-4, IL-5, IL-6, IL-10, and
IL-13 (17,18). Tc1 and Tc2 cells display selective cytokine secretion pat-
terns analogous with Th1 and Th2 cells, respectively (15). Although these
cytokine profiles discriminate between the main subpopulations of T-lym-
phocytes that differentiate during the course of immune responses, other
phenotypes also have been identified. In addition, individual T-cells may
display heterogeneity with respect to co-ordinate cytokine expression within
populations that overall have type 1 or type 2 characteristics (15,20,21).

The ability of the immune system to tailor the quality of the response to
challenge appropriately according to the nature of the insult is the result of
the existence of these functional subpopulations of T-cells. Activation of type
1 cells results in the provision of cell-mediated immunity, whereas humoral
immune function and the costimulation and differentiation of B lympho-
cytes are promoted by type 2 cell products (15,17). The development and
expression of allergic disease also are dependent upon selective activation of
T-cell subpopulations. Allergic contact dermatitis, in common with other
forms of DTH reaction, initially was viewed as a Th1-type response, mediated
by CD4+ IFN-γ- producing effector cells (22,23). It is becoming increasing ap-
parent, however, that unlike DTH reactions to complex protein or cellular
antigens, CD8+ (Tc1) effector cells may mediate or regulate the development
and elicitation of allergic contact dermatitis to chemical allergens (24,25).
Conversely, the development of immediate type (IgE-mediated) hypersensi-
tivity reactions, such as asthma/rhinitis induced by high molecular weight
allergens, is promoted by type 2 cell activation. The type 2 cytokine IL-4 has
been shown to be essential for the induction and maintenance of IgE anti-
body responses in both man and mouse (26–28). In contrast, the type 1 cell
product IFN-γ and inhibits IgE production (29). Type 2 cytokines also favor
other processes important to the development of immediate type hypersensi-
tivity reactions, including the stimulation of mast cell and eosinophil growth
and differentiation and the recruitment of eosinophils, cells that play impor-
tant roles in the elicitation of the clinical manifestations of the allergic
response (11,30). Furthermore, it has been demonstrated that Th2 type
cells predominate in allergic respiratory hypersensitivity reactions (31–33).

However, in contrast to protein allergens, there has been considerable
uncertainty regarding a universal association between IgE antibody and occu-
pational chemical respiratory allergy (12). It is true that for all known respira-
tory allergens, specific IgE antibody has been detected in at least some
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symptomatic patients. However, the frequencies of specific IgE detection
can vary from 50% or more to as few as 5% in particular patient populations
(34–36). Despite the lack of evidence for an obligatory role for IgE anti-
body, there is an increasing consensus that chemical respiratory allergy is
associated with the induction of a polarized type 2 immune response (11,12).
In common with the development of asthma to protein allergens (31–33),
eosinophils and T-lymphocytes are recruited into the site of inflammation
(37), and there is evidence that such lymphocytes selectively express type 2
cytokines (38). The implication is that independent of the nature of the
inducing allergen (high or low molecular weight) extrinsic asthma involves
common immune and inflammatory processes. This evidence suggests,
therefore, that even in the absence of a detectable IgE antibody response,
chemical respiratory allergens will be characterized by their stimulation
of preferential type 2 responses in experimental systems. In contrast, skin
sensitization resulting in allergic contact dermatitis is apparently associated
with the preferential activation of Th1 and Tc1 cells.

3. SELECTIVITY OF IMMUNE
RESPONSES INDUCED BY CHEMICAL
ALLERGENS IN RODENTS

Initial investigations focused on the ability of known human contact and
chemical respiratory allergens to stimulate qualitatively divergent immune
responses in mice. Comparisons were made between trimellitic anhydride
(TMA), a known respiratory allergen (39), and 2,4-dinitrochlorobenzene
(DNCB), a potent contact allergen that is considered not to cause sensitiza-
tion of the respiratory tract (40). BALB/c-strain mice were exposed topi-
cally to concentrations of TMA or DNCB that induce equivalent levels of
proliferative activity in lymph nodes draining the site of application. Under
these conditions of exposure, both chemicals provoked anti-hapten IgG anti-
body responses of comparable vigor. Importantly, TMA, but not DNCB,
caused a significant increase in the total serum concentration of IgE (41).
The divergent IgE antibody responses stimulated in mice by DNCB and
TMA were not associated only with dermal exposure. Exposure to DNCB or
to TMA via inhalation also resulted in the induction of IgE antibody produc-
tion only following exposure to TMA against a background of similar IgG
antibody responses (42). These data demonstrate that the ability of chemical
allergens to provoke divergent qualities of immune response in mice is not a
function of the route through which primary sensitization is acquired.

In subsequent experiments, the ability of chemical allergens to provoke
divergent cytokine secretion profiles was investigated. Under conditions of
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exposure of equivalent immunogenicity with respect to lymphocyte prolif-
eration and IgG antibody responses, the cytokine phenotypes induced by
prolonged topical exposure to DNCB and TMA were examined (43–45).
Draining lymph node cells (LNCs) excised from DNCB-treated mice expressed
high levels of the type 1 cytokines IFN-γ and IL-12, but relatively low levels of
the type 2 cytokines IL-4, IL-5, IL-10, and IL-13. The converse type 2
cytokine secretion profile was provoked by topical exposure to TMA (43–
45). The differentiated cytokine phenotypes induced by DNCB and TMA
were observed in the absence of restimulation in vitro with allergen or mito-
gen. The exception to this was IL-4; this cytokine was not detectable (using
an enzyme-linked immunosorbent assay [ELISA]) in supernatants harvested
from draining LNCs cultured in the absence of mitogen (46). In the presence
of concanavalin A (con A; a potent T-cell mitogen), however, draining LNCs
from TMA- but not DNCB-sensitized mice secreted high levels of IL-4 (43–
45). IL-4 production was not simply a result of mitogen activation because
cells derived from untreated control (naïve) mice failed to produce measur-
able levels of IL-4 (<100 pg/mL) even in the presence of con A (45,46).
Furthermore, using a more sensitive detection system (based on a microbead
fluorescent end point) with limits of detection some 100-fold lower than the
ELISA, LNCs derived from TMA-treated mice expressed detectable, albeit
low, levels of this cytokine in the absence of mitogen stimulation. Indeed,
under these conditions higher levels of IL-4 were recorded for TMA-acti-
vated LNC compared with DNCB-stimulated cells (47).

The polarized cytokine phenotypes stimulated by topical exposure to
chemical contact or respiratory sensitizers take time to mature. After 3 d of
exposure, LNCs displayed a mixed Th0-like phenotype with type 1 and type
2 cytokines expressed after treatment with both chemical contact and respi-
ratory allergens (46,48,49). A more prolonged (13-d) exposure protocol was
required for the development of a differentiated cytokine phenotype
(43,46,48). These data are consistent with what is known of the develop-
ment of differentiated type 1 and type 2 T-lymphocyte phenotypes during
the evolution of adaptive immune responses. Functional subpopulations of
Th (and Tc) cells apparently derive from common precursors that express an
unrestricted (non-selective) cytokine repertoire (13). More differentiated
phenotypes of selective cytokine production develop with time as the
immune response matures (13). Thus, early during immune responses to
chemical allergens, it is predicted that contact and respiratory sensitizers
would be associated with similar cytokine secretion patterns, whereas the
selective type 1 and type 2 cytokine phenotypes take time and/or repeated
exposure to develop.
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4. RELATIVE CONTRIBUTION OF T-CELL
SUBSETS TO CYTOKINE PROFILES

As described previously, both Th (CD4+) and Tc (CD8+) cells display
functional heterogeneity with respect to cytokine expression (13–15). The
relative contributions of these cell types to the cytokine secretion pheno-
types of allergen-activated cells have been examined (49,50). These experi-
ments showed that early (3 d) after initiation of exposure to both DNCB and
TMA, the mixed cytokine phenotype observed was a function of IFN-γ -secret-
ing CD4+ (Th1) and CD8+ (Tc1) cells and IL-4-secreting CD4+ (Th2) cells
(49). The preferential type 2 cytokine secretion profile observed after pro-
longed treatment with the respiratory sensitizer TMA was caused by the
activation of CD4+ (Th2) cells, with the relatively low levels of IFN-γ
derived exclusively from CD8+ (Tc1) cells. The selective type 1 cytokine
pattern stimulated by more chronic exposure to DNCB was associated with
both CD4+ (Th1) and CD8+ (Tc1) IFN-γ-expressing cells, with the low lev-
els of type 2 cytokines being a result of CD4+ (Th2) cell activation (50). As
the immune response to chemical allergen matures with time and becomes
polarized, exposure to the contact allergen DNCB is associated with the
selective development of Th1 and Tc1 cells, whereas treatment with the res-
piratory allergen TMA is associated primarily with Th2 cell development.

5. CONFIRMATION OF SELECTIVITY
OF IMMUNE RESPONSES
INDUCED BY ALLERGENS

Other investigators have confirmed the observation that topical exposure
of rodents to different classes of chemical allergen stimulates divergent
immune responses at the level of cytokine expression (51–54). In addi-
tion, recent studies have revealed that intranasal exposure of mice to TMA,
but not to DNCB, provokes increased levels of message for type 2 cytokines
in both the nasal airways and the lung (55). In the majority of the experi-
ments described previously, BALB/c-strain mice have been used (43–54).
In theory, the use of this mouse strain that is predisposed to make Th2-type
responses could have biased the observed cytokine phenotype toward type 2
responses. However, in the same experiments, topical treatment with the
contact allergen DNCB under conditions of equivalent immunogenicity pro-
vokes selective type 1 cytokine responses (43–50,52–54). Furthermore,
recent investigations have demonstrated that in a mouse strain that is more
predisposed to make type 1 responses (C57BL6), similar divergent patterns of
cytokine expression are elicited by DNCB and TMA (51). In some experi-
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ments, an alternative rodent strain has been used, the Brown Norway (BN)
rat, which in common with the BALB/c strain mouse is regarded as having a
predisposition to type 2 responses. Measurement of cytokine secretion pro-
files provoked in draining LNC by topical exposure of BN rats to DNCB or
to TMA revealed the selective induction of type 1 and type 2 cytokine pat-
terns, respectively (45). These data suggest that chemical contact allergens
and respiratory sensitizers exhibit an innate ability to stimulate type 1 and
type 2 cytokine production profiles, respectively, which are independent of
rodent strain or species.

There are conflicting reports that contact allergens, such as DNCB and
oxazolone, can stimulate type 2 cytokine expression (56). However, the
divergent cytokine secretion profiles provoked by different classes of
chemical allergen as described previously are selective, not absolute. It is
the balance between Th1 and Th2 cell activation and cytokine products, not
the absolute amounts of cytokine, which determines the nature of the devel-
oping immune response. Thus, the observation that contact allergens such
as DNCB stimulated measurable IL-4 expression (56) is consistent with pre-
vious reports, inasmuch as DNCB did induce detectable type 2 cytokine
expression, albeit at much lower levels than those stimulated by TMA
(43,47). Indeed, in the experiments conducted by Ulrich et al. (56), it is not
possible to compare directly the ability of DNCB and TMA to provoke selec-
tive type 1 and type 2 cytokine secretion patterns because the concentration of
DNCB used was considerably less immunogenic than was the dose of TMA
selected. Furthermore, in these experiments, in common with some other
approaches to cytokine profiling (52–54), the authors have chosen to mea-
sure cytokine expression following restimulation of LNC with mitogen in
vitro. As described previously, although it is necessary to restimulate LNCs
with the T-cell mitogen con A to detect expression of IL-4 protein, there is
sufficient spontaneous production of the other cytokines (IFN-γ, IL-5, IL-10,
IL-12, and IL-13) for measurement by ELISA in the absence of further
restimulation (44,45). Indeed, the addition of mitogens such as polyclonal
anti-CD3 antibody as used by Ulrich et al. (56) may bias the cytokine secre-
tion profile with respect to cytokines other than IL-4. Independent studies
have shown that stimulation of naïve spleen cells with anti-CD3 antibody is
sufficient to induce detectable cytokine production (57). The experience of
other investigators that use mitogen restimulation confirms that such
cytokine secretion patterns are less polarized than those derived after the
measurement of spontaneous cytokine production, particularly with respect
to IFN-γ expression (53,54). In contrast, without mitogen restimulation, rest-
ing control LNCs do not generally produce detectable levels of most cyto-
kines (IFN-γ, IL-4, IL-5, IL-10, and IL-13), with the exception of
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constitutively expressed IL-12 (45,46,48). Thus, allergen-induced changes
in cytokine profiles may be measured against a background of low constitu-
tive expression, providing a more robust assessment of sensitizing hazard.

6. CYTOKINE FINGERPRINTING
Taken together, these data provide compelling evidence that DNCB and

TMA elicit qualitatively discrete immune responses in rodents that are con-
sistent with what is known of their abilities to induce allergic disease in
humans. On the basis of the accumulated data, it was proposed that mea-
surement of induced cytokine secretion patterns in mice might provide a
novel approach to the characterization of chemical allergens, a method that
became known as cytokine fingerprinting (44). To date, investigations using
various skin sensitizers such as 2,4-dinitrofluorobenzene, isoeugenol, and
hexyl cinnamic aldehyde (contact allergens that apparently lack respiratory
sensitizing activity) have revealed the induction of a selective type 1
cytokine secretion pattern. Using the same exposure protocol as that used
for the chemical contact allergens described above, researchers have con-
firmed that, for a wide range of additional chemical respiratory allergens,
including isocyanates, platinum salts, glutaraldehyde, and various acid anhy-
drides, a preferential type 2 cytokine expression profile is a general property
of respiratory sensitizing chemicals (44).

7. PRACTICAL ISSUES
IN CYTOKINE FINGERPRINTING

These data demonstrate that, for a variety of chemical allergens, cytokine
expression profiles can discriminate between chemical contact and respira-
tory sensitizers. In the commonest configuration of cytokine fingerprinting,
LNCs have been pooled on an experimental group basis, single cell suspen-
sions prepared and cultured for cytokine protein secretion in the absence of
restimulation (with the exception of IL-4 as described above). Despite some
interexperimental variation in absolute amounts of cytokine expressed, using
this approach the phenotypes of DNCB- and TMA-stimulated LNCs were
invariably type 1 and type 2, respectively (44). These chemicals therefore
provide negative and positive controls for respiratory sensitizing potential
and it is recommended that cytokine secretion profiles induced by test
chemicals are measured concurrently with those stimulated by treatment
with DNCB and TMA. With respect to dose selection for test chemicals in
cytokine fingerprinting, it is necessary that concentrations are used that are
known to be immunogenic and to stimulate a cutaneous immune response of
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the vigor necessary for measurement of cytokine secretion. Currently, dose
selection is based on prior conduct of an LLNA, in which skin sensitizing
activity is measured as a function of LNC proliferative responses induced
by topical exposure of mice to the test material (5). In our experience those
chemicals that are able to cause allergic sensitization of the respiratory tract
also elicit positive responses in guinea pig and mouse predictive tests for
skin sensitization (including the LLNA [58]). The reason for this is unclear,
as many of those same chemical respiratory allergens only rarely, if ever,
cause allergic contact dermatitis in humans (58). In practice, this means that
chemical respiratory allergens (and contact allergens) will be identified in
tests for skin sensitization such as the LLNA and that chemicals that fail to
elicit positive responses in the LLNA are very unlikely to have a significant
potential to cause respiratory sensitization.

Another important issue is that of route of exposure. The dermal route of
exposure has been chosen to facilitate analyses of cytokine responses induced
in discrete draining lymph nodes and the exposure regimen designed to
induce polarized cytokine secretion profiles (44,47,48). Although inhala-
tion is the most important and common route of exposure to chemical respi-
ratory allergens, there is experimental evidence and some limited clinical
evidence to suggest that skin contact may result in sensitization of the respi-
ratory tract (59). Furthermore it has been demonstrated that DNCB and TMA
provoke type 1 and type 2 responses, respectively, with respect to antibody
isotype and cytokine profiles, regardless of whether sensitization is via
inhalation or the skin (42,55). The accumulated experience confirms that
the characterization of cytokine responses induced after topical application
of different classes of chemical allergen is therefore an appropriate strategy
for hazard identification.

One final consideration for the optimal design of cytokine profiling is
whether cytokine responses are measured as a function of protein secretion,
or at the level of messenger ribonucleic acid (mRNA) expression. Cytokine
mRNA expression has been examined by ribonuclease protection assay
(RPA [48,52,60,61]) or by reverse-transcription polymerase chain reaction (RT-
PCR [51,53,62]). Measurement of cytokine transcripts by RT-PCR revealed
that although increased IL-4 mRNA expression was associated with respira-
tory allergens, IFN-γ mRNA levels did not always discriminate between
contact and respiratory allergens (51,53,62). A similar pattern emerges when
allergen-induced changes in cytokine gene expression are analyzed by RPA,
a technique with a somewhat lower level of sensitivity than RT-PCR
(48,52,60,61). As shown in Fig. 1, topical exposure to TMA is associated with
increased levels of transcripts for type 2 cytokines, including IL-4, IL-10, and
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Fig. 1. Cytokine phenotypes induced by 2,4-dinitrochlorobenzene (DNCB) and
trimellitic anhydride (TMA): comparison of message versus protein. Draining
auricular lymph node cells were isolated 13 d after the initiation of topical exposure
of BALB/c-strain mice to 1% DNCB or 10% TMA each dissolved in acetone: olive
oil (4:1) vehicle. A single cell suspension was prepared and total RNA extracted from
cell pellets using TRIZOL. Levels of cytokine and housekeeping (glyceraldehyde 3-
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IL-13, compared with DNCB-activated LNCs. However, RNA isolated from
DNCB-activated LNC did not express a selective type 1 cytokine pheno-
type, with lower levels of IFN-γ transcripts recorded than those found in
TMA-stimulated tissue (Fig. 1). Under the same exposure conditions, the
expected type 1 and type 2 phenotype of secreted cytokines was observed
for DNCB- and TMA-stimulated LNC, respectively, which is consistent
with previous reports, in which RNA isolated from DNCB- or 2,4-dinitro-
fluorobenzene-activated LNC tissue did not express a selective type 1
cytokine phenotype without restimulation in vitro (52,60,61). The observa-
tion that IFN-γ mRNA expression is not increased despite robust secretion
of this cytokine indicates that production of IFN-γ by draining LNC is con-
trolled mainly at the level of secretion. Taken together these data suggest
that cytokine profiling by RPA or by RT-PCR may identify those chemicals
with respiratory sensitizing potential as a function of induced type 2 cytokine
expression. However, neither method is appropriate to discriminate between
respiratory and contact allergens.

8. CONCLUSIONS
There has been considerable interest in the application of cytokine profil-

ing to the characterization of chemical allergy, with cytokine phenotypes
analyzed in freshly isolated tissue or after culture in the presence or absence
of mitogen at the level of protein secretion or mRNA expression. The most
common configuration of cytokine fingerprinting (measurement of induced
cytokine secretion patterns in the absence of restimulation) in particular
shows considerable promise as an approach for the identification and char-
acterization of chemical respiratory allergens.

Fig. 1. (continued) phosphate dehydrogenase [GAPDH] mRNA were measured by
multiprobe ribonuclease protection assay and quantitated by densitometric analy-
sis. Results are expressed as mean and SE relative levels of cytokine mRNA com-
pared with GAPDH control transcripts from four independent experiments for
IFN-γ (b), IL-4 (d), IL-10 (f), and IL-13 (h). In parallel, aliquots of cells were cul-
tured at 107 cells/mL in the presence and absence of 2 µg/mL of the T-cell mitogen
concanavalin A (Con A). Cytokine secretion was measured by enzyme-linked
immunosorbent assay in supernatants prepared after culture for 24 h in the presence
of Con A (IL-4; [c]) or for 120 h in the absence of Con A (IFN-γ [a]; IL-10 [e] and
IL-13 [g]). Cytokine expression is shown in nanograms per milliliter as mean and
SE of four independent experiments.
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Inflammatory Cytokines and Lung Toxicity
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SUMMARY
Exposure to airborne particles and gases including silica, asbestos, diesel

exhaust, and ozone is associated with significant risk of pulmonary and cardio-
vascular morbidity and mortality. Increasing evidence suggests that macroph-
ages and inflammatory mediators released, including cytokines, play a role in
the pathogenic process. In response to lung injury, alveolar macrophages become
activated and release increased quantities of cytokines such as TNF-α, IL-1, IL-6,
and IL-10, as well as chemokines and growth factors such as TGF-β and PDGF.
Although these mediators are released to protect the host and initiate wound
repair, when generated in excessive amounts or at inappropriate times or places,
they can damage host tissue and exacerbate or perpetuate injury. In this chap-
ter, the role of inflammatory cytokines and growth factors released by mac-
rophages in xenobiotic-induced pulmonary toxicity is reviewed. Potential
mechanisms mediating expression of cytokine genes and the implications to
human health are also discussed.

Key Words: Inflammatory cytokines; lung toxicity; xenobiotics; inflammatory
mediators.

1. INTRODUCTION
The respiratory tract is particularly susceptible to injury induced by inhaled

toxicants, largely because of its direct link to the external environment. The
precise nature and site of initial injury, however, depends on the physical
and chemical character, as well as the quantity of the inhaled toxicant (1).
Host factors also often play a role. Depending on these parameters, injury
may be acute and/or chronic and may result directly from the agent or from
the host response. A number of agents have been identified that induce pul-
monary injury, including pollutant gases such as ozone, nitrogen dioxide,
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and sulfur dioxide, as well as various particulates, alone and in mixtures
(e.g., asbestos, silica, cigarette smoke, and diesel exhaust). In general,
whereas large particles (>5–10 µm in aerodynamic diameter) or highly reac-
tive or water-soluble gases typically affect the upper airways and more often
cause acute injury, smaller particles (<3–5 µm in aerodynamic diameter) or
less reactive or less soluble gases are more toxic to lower more distal regions
of the lung (2) and may act over the course of either an acute or chronic time
frame.

The respiratory system possesses a number of important mechanisms to
minimize injury induced by inhaled toxicants, including physical and chemi-
cal barriers, as well as cellular components of the immune system, in par-
ticular, alveolar macrophages. These cells constitute more than 95% of all
the cells in the alveolar space and are known to play an essential role in
nonspecific host defense and in the biological response to inhaled toxicants
(3,4). In addition to scavenging particles and debris, alveolar macrophages
kill microorganisms, recruit and activate other inflammatory cells, function
as accessory cells in immune responses, and maintain and repair the lung
parenchyma. After injury to the lung, resident alveolar macrophages, along
with inflammatory phagocytes derived from blood and bone marrow pre-
cursors that migrate into the lung, become activated resulting in increased
functional responsiveness.

Secretory products released by macrophages mediate many of their func-
tions. These include oxidants, proteases, bioactive lipids, and cytokines. Al-
though released to protect the host and initiate wound repair, in excess
amounts or when released at inappropriate times or places, these mediators
can in fact damage host tissue and facilitate or perpetuate injury. Macroph-
ages and the various inflammatory mediators that they release have been
implicated in lung injury induced by a number of different pulmonary toxi-
cants (reviewed in refs. 3–5). The focus of this review is on inflammatory
cytokines, many derived from macrophages. Several model toxicants are de-
scribed to illustrate the role of inflammatory cytokines in pulmonary toxicity.

2. CYTOKINES AND LUNG INFLAMMATION
The success of the inflammatory response depends on intercellular com-

munication for propagation, maintenance, and resolution. Although com-
munication may occur through direct cell–cell contact via adhesion
molecules, cells also communicate through the release of cytokines. These
proteins act in an autocrine and paracrine manner to regulate cell behavior
and functions, including proliferation, differentiation, recognition, and cel-
lular recruitment. Alveolar macrophages are known to release a variety of
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cytokines and growth factors that influence the pathogenesis of lung injury.
Whereas some of these promote the inflammatory response, for example,
tumor necrosis factor-α (TNF-α), interleukin-1 (IL-1), IL-6, interferon-γ
(IFN-γ), and chemokines, others such as IL-10, transforming growth factor-β
(TGF-β), and platelet-derived growth factor (PDGF) exert anti-inflammatory
activity, initiating wound repair or fibrosis. The overall outcome of the
inflammatory response depends on the balance between levels of pro- and
anti-inflammatory cytokines that are generated in the tissue.

Probably the best characterized of the proinflammatory cytokines involved
in acute and chronic inflammation are TNF-α and IL-1. These low-molecu-
lar-weight multifunctional proteins induce a number of distinct and overlap-
ping activities (6–8). Considered early-response cytokines, they are
produced in large part by resident macrophages and are thought to play a
prominent role as initiators of the inflammatory response. Both TNF-α and
IL-1 stimulate the production of chemotactic factors and upregulate expres-
sion of cell adhesion molecules on endothelial cells and leukocytes, thus
promoting the margination of circulating phagocytes and emigration to sites
of injury. IL-1 also exerts mitogenic effects on macrophages and endothelial
cells and induces the release of prostaglandins, metalloproteinases, and
colony-stimulating factor (9). In the lung, TNF-α and IL-1 activate alveolar
macrophages and stimulate the production of cytotoxic mediators, includ-
ing reactive nitrogen intermediates and reactive oxygen intermediates (9,10).
They also induce the release of IL-6, colony-stimulating factor, platelet-
activating factor, and eicosanoids from macrophages and epithelial cells
(6,11,12). TNF-α is unique among inflammatory cytokines in that it also
has the capacity to directly induce cytotoxicity and apoptosis (13,14). TNF-α
is thought to mediate bronchial hyperresponsiveness after exposure to aero-
solized endotoxin and, together with IL-1, may play a key role in the allergic
reactions in human airways (15–17). A number of studies have demonstrated
an important role of TNF-α in wound healing. Thus, TNF-α stimulates the
production of proteins that induce proliferation and are involved in matrix
remodeling (18,19). It appears that the biological effects of TNF-α are
related to the quantity and timing of its release. Thus, high concentrations
of TNF-α produced early in the inflammatory process cause damage to
endothelium, microthrombosis, and tissue injury, whereas lower concen-
trations generated at later times exert homeostatic functions, such as initia-
tion of tissue repair (6–8).

Another cytokine that plays a role in initiation and propagation of the
inflammatory process in the lung is IL-6. It is a multifunctional cytokine
produced by a variety of lung cells, including macrophages and epithelial
cells. In addition to promoting differentiation of monocytes toward mac-
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rophages, IL-6 stimulates monocytes to release macrophage chemotactic
protein-1 (MCP-1), a C-C chemokine involved in mediating lung injury by
activating monocytes. This leads to increased production of reactive oxygen
intermediates and expression of cell adhesion molecules (20,21). In some
models, IL-6 also exhibits anti-inflammatory and protective activity, includ-
ing inhibition of TNF-α, IL-1, macrophage inflammatory protein-2 (MIP-
2), and intracellular superoxide anion production, as well as decreased
neutrophil sequestration, and increased release of IL-1 receptor antagonist
(IL-1RA) and soluble TNF receptor 2 (TNFR2 [22–26]). Thus, the ultimate
effect of IL-6 in lung inflammation and injury is ambiguous. Whereas
transgenic overexpression of IL-6 has been reported to decrease airway
responsiveness and to protect against acute lung injury induced by chronic
hyperoxia (27–29), mice genetically deficient in IL-6 are reported to be pro-
tected from lung injury induced by oxidants (23,30).

Proinflammatory cytokines that exhibit chemotactic activity have also
received considerable attention as mediators of lung pathology. These so-called
chemokines belong to a superfamily of low-molecular-weight proteins that play
a key role in mediating the recruitment and activation of inflammatory cells
to sites of injury. Chemotactic cytokines or chemokines are classified into
four subfamilies according to the relative position of cysteine residues: C-
X-C proteins (e.g., IL-8 or CINC), which are mainly neutrophil
chemoattractants, C-C chemokines (e.g., MIP-1, MIP-2, MCP-1, MCP-2,
MCP-3, RANTES), which induce migration and activation of macrophages/
monocytes, basophils and eosinophils, C chemokines (e.g., lymphotactin),
which stimulate lymphocyte migration, and CX3C chemokines (e.g.,
fractalkine), which activate lymphocytes and macrophages. Continuous
local release of chemokines at sites of injury is thought to mediate the
ongoing migration of effector cells into lesions during inflammatory responses.

Activated macrophages also release anti-inflammatory cytokines and
growth factors including IL-10, TGF-β, and PDGF, which downregulate the
inflammatory response and initiate wound healing. IL-10 is known to inhibit
the production of TNF-α and IL-1 by macrophages and to decrease expres-
sion of inducible nitric oxide synthase and the production of reactive nitro-
gen intermediates (21,31–33). IL-10 plays a role in a number of inflammatory
conditions, including sepsis and chronic arthritis (34–36) and may be impor-
tant in lung toxicity. This is supported by findings that intratracheal admin-
istration of IL-10 affords dose-dependent protection from immune
complex-induced lung injury in rats (37). TGF-β and PDGF contribute to
normal pulmonary morphogenesis and function as well as in the pathogen-
esis of lung fibrosis (38,39). Whereas PDGF stimulates replication, sur-
vival, and migration of myofibroblasts, leading to the development of
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fibrosis and ultimately fibrotic diseases, TGF-β increases the production of
extracellular matrix proteins and decreases the degradation of connective
tissue.

3. XENOBIOTICS, CYTOKINES,
AND LUNG INJURY
3.1. Pollutant Gases: Ozone

Ozone is a ubiquitous urban air pollutant present in photochemical smog.
It is generated by sunlight, largely from motor vehicle emissions of hydro-
carbons and nitrogen oxides. Health effects associated with acute exposure
to ozone include changes of obstructive lung function and associated airway
hyperresponsiveness, as well as alveolar epithelial damage (4). Epidemio-
logic and clinical studies have demonstrated that individuals with asthma
and other preexisting respiratory disease are particularly sensitive to the effects
of ozone (30). Ozone-induced tissue injury is associated with airway inflamma-
tion characterized by an accumulation of neutrophils and macrophages in
the lower lungs. A number of studies have demonstrated that these cells, as
well as resident alveolar macrophages and epithelial cells, are activated to
release cytotoxic mediators and inflammatory cytokines after ozone inhala-
tion. That macrophages play a central role in ozone toxicity is most clearly
evident from studies demonstrating that blocking the activity of these cells
prevents ozone-induced tissue injury (40).

The specific cytotoxic mediators responsible for the adverse effects of
macrophages in ozone-induced lung injury include reactive oxygen and
nitrogen intermediates and bioactive lipids (reviewed in ref. 4). A number
of studies have demonstrated that inflammatory cytokines, including IL-1,
TNF-α, IL-6 and various chemokines, also contribute to ozone toxicity.
After the exposure of humans or experimental animals to ozone, increased
TNF-α and IL-1 levels, as well as soluble TNF receptor-1 (TNFR1, p55)
and TNFR2 (p75) are found in the lung and/or in bronchoalveolar lavage
(BAL) fluid (30,41–50). This is evident prior to ozone-induced increases in
permeability and lavageable inflammatory cells (42). Macrophages isolated
from ozone-treated animals also generate increased quantities of TNF-α and
IL-1 (41–43). These cytokines play an important role in inflammatory cell
trafficking into sites of injury and also may contribute to the toxicity of
ozone. This is supported by findings that pretreatment of animals with anti-
bodies to TNF-α attenuates ozone-induced increases in macrophage adher-
ence, tracheal permeability, neutrophil accumulation and IL-1 and IL-6
expression, and protects against tissue injury (46,51,52). Similarly, ozone-
induced airway hyperresponsiveness and neutrophilia, as well as IL-1β,
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TNF-α, and MIP-2 expression are also prevented by pretreatment of mice
with IL-1 receptor antagonist (50). Abrogation of ozone-induced inflamma-
tion, macrophage activation and tissue injury, have been observed in TNF-α
knockout mice (53) and in mice lacking TNFR1 and/or TNFR2 (54). Defi-
ciency in these receptors also afforded protection from ozone-induced air-
way hyperresponsiveness (54,55). Moreover, exogenous administration of
TNF-α causes changes similar to ozone such as airway hyperresponsiveness
and lung injury, and neutrophil emigration into the lung of humans and rats
(56–58). Taken together, these data support the idea that TNF-α and IL-1β
contribute to ozone-induced inflammation and toxicity.

Acute inhalation of ozone also has been reported to result in increased
IL-6 in BAL fluid and IL-6 mRNA in the lung (30,44,59–68). IL-6 defi-
ciency is associated with attenuated pulmonary inflammation and tissue injury
after ozone (23). Protection has been observed in ozone-exposed mice treated
with anti-IL-6 antibody and in IL-6 knockout mice, thus supporting a
proinflammatory function of IL-6 in ozone-induced toxicity.

Several lines of evidence suggest that chemokines, including interferon-γ-
inducible protein (IP-10), MCP-1, MCP-3, MIP-1α, KC, and MIP-2, are
important in ozone-induced inflammation. First, the sequential increases
in expression of these chemokines or their receptors in the lung after ozone
inhalation are directly correlated with the time course of neutrophil and
macrophage accumulation in the tissue (44,47,50,60,65,69–76). Second,
macrophages from ozone-treated mice generate MIP-2 and CINC (42).
Third, the anti-inflammatory corticosteroid dexamethasone suppresses
ozone-induced expression of MIP-2 and CINC and neutrophilic accumula-
tion in the lung (77,78). Finally, administration of antibodies to diverse
chemokines, including IP-10, KC, MCP-3, or CINC, abrogates ozone-induced
inflammation (74,79). Antibodies to the chemokine receptor, CXCR2 also
prevent ozone-induced epithelial sloughing and hyperresponsiveness (73).
These findings suggest that the inflammatory response to ozone and result-
ant injury is mediated by chemokines generated in the lung.

Anti-inflammatory cytokine levels also change in the lung after ozone
inhalation. Thus, whereas relatively high levels of IL-10 are detectable in
lung sections from normal animals, these decreases significantly when ani-
mals are treated with ozone (48,49,80). Moreover, when rats are instilled
intratracheally with recombinant IL-10, ozone toxicity and inflammation is
markedly attenuated (80). These findings, together with the observation that
ozone-induced toxicity is increased in transgenic mice lacking IL-10 (D. L.
Laskin et al., unpublished observation), demonstrate the importance of this
anti-inflammatory cytokine in the pathogenesis of ozone-induced toxicity.
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3.2. Inorganic Particles: Silica and Asbestos
Asbestos and silica are complex naturally occurring minerals that are

chemically and physically distinct. However, both induce pulmonary fibro-
sis after chronic exposure. Silica or silicon dioxide, mostly in its quartz form,
is commonly found throughout the earth’s crust and is particularly hazardous
in underground mining or operations using sand. Asbestos is a general term
for a variety of naturally occurring fibrous silicates that have the common
property of high tensile strength, high heat resistance and relatively high
chemical resistance (81). Whereas the histological presentations of asbes-
tosis and silicosis are distinct, the events leading to pulmonary fibrosis are
similar. Both minerals stimulate the production of oxidants, chemokines, and
cytokines in the lung (82–84). These factors act in concert to induce chemot-
axis, cell injury, proliferation, and collagen synthesis. Although alveolar mac-
rophages are considered the primary source of these mediators, increasing
evidence suggests that other lung cells, including type II epithelial cells, con-
tribute to cytokine generation in the lung (85–87). With both silica and as-
bestos, the latency period for development of pulmonary fibrosis is inversely
proportional to exposure levels and generally ranges from years to decades.

The persistence of inflammation in the deep lung appears to be a key
factor in the development of both silicosis and asbestosis (81,88). Inflam-
matory cells are recruited to the lung by chemotactic factors released from
silica or asbestos damaged tissue and/or particle-activated alveolar macroph-
ages and epithelial cells. Chemokines reported to be upregulated in lung
cells, whole lung, or BAL fluid after exposure of humans or rodents to silica
or asbestos include IL-8, MIP-2, MIP-1α, MIP-1β, IP-10, MCP-1, and CINC
(89–103). The demonstration that anti-MIP-2 antiserum attenuates neutro-
philia associated with exposure to silica supports the concept that
chemokines are intrinsic to inflammation (104).

Accumulating evidence suggests that TNF-α also plays an important role
in silica and asbestos-induced inflammation. Expression of TNF-α, as well as
TNFR1, increases in the lung after silica or asbestos exposure (93,103,105).
TNF-α production by isolated alveolar macrophages is also augmented. More-
over, increases in TNF-α production and TNFR expression correlate with the
degree of inflammation in both humans and in animal models (96,97,106–
115). Clear evidence for a role of TNF-α in silica- and asbestos-induced in-
flammation and injury comes from studies demonstrating that these responses
are markedly attenuated in mice pretreated with anti-TNF-α antibody
(105,116,117) and in TNFR1 knockout mice (118). Silica and asbestos-in-
duced increases in lung chemokine expression are also reduced by TNF-α
antibody treatment and in TNFR knockout mice (93,119).
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TNF-α also appears to be an important factor in the fibrotic response to
silica and asbestos. Using a murine model of silicosis, Piguet et al. (120,121)
demonstrated that passive immunization against TNF-α prevented silica-
induced fibrosis. A similar abrogation of fibrosis was observed in TNFR1/
TNFR2 double knockout mice treated with silica or asbestos (108,122). Mice
overexpressing TNF-α in alveolar type II cells have also been reported to
spontaneously develop pulmonary fibrosis that is similar to asbestosis (123).
In TNFR1/TNFR2 knockout mice treated with silica or asbestos, expression
of TGF-β and PDGF, growth factors important in fibrogenesis are reduced
suggesting a potential regulatory mechanism mediating the actions of TNF-α
(118,122).

IL-1 and IL-6 also have been implicated in the pathogenesis of pulmo-
nary fibrosis induced by asbestos and silica. Elevated levels of these
cytokines have been identified in BAL fluid from patients diagnosed with
lung fibrosis and having histories of long-term asbestos exposure
(103,124,125). Similar increases in IL-1 and IL-6 have been described in
BAL fluid and lung tissue from rodents and humans exposed to silica
(96,100,114,115,126). Acute intratracheal instillation of asbestos stimulates
IL-1 and IL-6 release from alveolar macrophages (113,127). This is associ-
ated with inflammatory cell recruitment into the lung. Moreover, IL-1
knockout mice exhibit reduced inflammation, apoptosis, and fewer silicotic
lesions (14), and an IL-1 receptor antagonist blocked the upregulatory effects
of IL-1 on PDGF receptor expression during asbestos-induced fibrosis.
Alveolar macrophage-derived IL-1β released following particle exposure
is thought to trigger proliferation by upregulating PDGF receptors on fibro-
blasts (128).

Recent studies suggest a role of IL-10 in silica-induced inflammation and
injury. IL-10 levels are reported to be increased in BAL fluid and cells iso-
lated from silica exposed animals (116,129). Protein levels and numbers
of inflammatory cells in BAL fluid are also attenuated in mice deficient in
IL-10 (129,130). Driscoll et al. (131) reported that treatment of animals with
recombinant IL-10 attenuated quartz-induced inflammation and injury.
Moreover, administration of anti-IL-10 antibody enhanced the responses to
quartz. The mechanisms may be due, in part, to attenuation of MIP-2 ex-
pression. In contrast to these findings, Barbarin et al. (130) reported that
pulmonary overexpression of IL-10 augments lung fibrosis induced by silica.
These data suggest that IL-10 synthesis induced after silica exposure can
limit the amplitude of the inflammatory response but may promote the
fibrotic responses. This idea is supported by findings that silica-induced
production of TGF-β is reduced in IL-10 knockout mice (130). These data
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indicate that the profibrotic activity of IL-10 may be mediated by its ability
to upregulate expression of TGF-β.

It is clear that one mechanism mediating the actions of cytokines involves
interaction with growth factors such as TGF-α, TGF-β, and PDGF, which
induce fibroblast proliferation and extracellular matrix protein production.
TGF-α and TGF-β expression is upregulated in the lungs of developing
fibrotic lesions induced by asbestos as well as silica (107,118,132–134).
Increased TGF-α immunoreactivity also is temporally related to increased
proliferating cell nuclear antigen expression and bromodeoxyuridine uptake,
which are markers of cellular proliferation (107,134). These data, together
with the findings that overexpression of TGF-α in the lungs of mice leads to
the development of spontaneous pulmonary fibrosis (135), demonstrate the
importance of these growth factors in mineral-induced lung pathology.

To date, this mechanistic understanding has not yielded effective or reli-
able therapies for asbestosis or silicosis. Standard immunosuppressive thera-
pies such as corticosteroids are not clinically effective for either condition,
although dexamethasone has been shown to block activation of the tran-
scription factor NF-κB in silica-exposed BAL cells (136). Some specific
anti-cytokine therapies have been tried in experimental models (137,138).
In humans, the Chinese traditional anti-inflammatory compound tetrandrine
is reported to be effective in the treatment of radiographically evident silico-
sis; however, these reports have not yet been documented in rigorous clini-
cal trials, nor have potential side-effects been systemically examined.
Tetrandrine has been reported to, among other activities, inhibit IL-1, TNF-α,
IL-6, and IL-8 production by monocytes (139–141).

3.3. Diesel Exhaust: A Model
for Particulate Matter Air Pollution

Epidemiological studies have linked ambient particulate matter (PM) air
pollution with a number of health effects, including asthma, allergy, chronic
obstructive pulmonary disease, lung cancer, and cardiopulmonary morbid-
ity and mortality (142,143). The “fine” PM fraction, consisting of particles
with aerodynamic diameter less than 2.5 µm (PM2.5), is readily deposited in
the airways and alveoli and appears to be more toxic than larger particles
(144). PM2.5 is a complex mixture of particles from a variety of sources,
each with distinct physical and chemical characteristics. PM2.5 in industrial-
ized countries comes mainly from combustion of fossil fuels. Diesel exhaust
particles (DEPs) are a major component of urban PM in the United States
(145). DEPs consist of a carbon core onto which more than several hundred
identified compounds, including toxic hydrocarbons and small amounts of
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sulfate, nitrate, and trace metals, are adsorbed (145). The characteristics
of DEP vary with engine type, operating conditions, and fuel composition.
Investigators have studied either collected DEP or diesel exhaust (DE),
which includes both particle phase and gas phase pollutants, such as carbon
monoxide and nitrogen oxides. Although there is clearly no “typical” PM,
DEPs are a commonly used model of PM that has been studied extensively.
Experimental studies of mechanisms of action of DE and DEP have yielded
inconsistent and at times seemingly contradictory findings, which may, at
least in part, be explained by the fact that DEP can exert various effects
depending on the site of action in the lung and the concentration and dura-
tion of exposure. Variations in DEP characteristics and experimental meth-
ods also may explain differing results (146,147). Increases in chemoattractant
cytokines, such as IL-8 and RANTES, are the most consistent response in in
vivo and in vitro studies of acute exposure to DEP (148–153). In both human
volunteers and animal models, increased IL-8 protein in lung fluid and mes-
senger RNA in bronchial epithelium have been observed after exposure to
DE and DEP (146,154,155). Increases in IL-6 also are detected in lung fluid
after DE exposure in human subjects (154). These changes are accompanied
by neutrophil influx into the airways and alveoli of human volunteers
(154,155), and in animal models (146,156), suggesting that these cytokines
may play a role in initiating and maintaining inflammation, which is a key
feature of asthma and chronic obstructive pulmonary disease. Although
mechanisms by which DEP and other PM may play a role in cardiovas-
cular morbidity and mortality remain unclear, pulmonary inflammation is
an initiating event in some hypothetical models (157). In addition to
chemokines, aspiration of DEP increases the concentration of the
proinflammatory cytokines TNF-α, IL-1, and IL-6 in lung fluid in mice
(146,151–153), and human bronchial epithelial cells have been reported to
release TNF-α, IL-1, IL-6, GM-CSF, and eotaxin in response to acute expo-
sure to DEP (158,159). In contrast, in a study of chronic exposure of mice to
DE at concentrations at the upper end of human occupational exposure and
far higher than ambient concentrations (up to 1000 µg/m3 6 h per day for 6
mo), the only significant change among the lung fluid cytokines measured
(TNF-α, MIP-2, IL-1β) was a decrease in TNF-α (160). Differences between
acute and chronic exposure effects may reflect adaptive homeostatic re-
sponses.

In addition to bronchial epithelial cells, alveolar macrophages are likely
to be important targets for DEP. However, in vitro studies of macrophage
responses to DEP have also produced inconsistent results. Some studies have
shown that DEP enhance secretion of IL-8 by human and murine lung mac-
rophages (148), whereas others report suppression of IL-8 and other
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proinflammatory cytokines, such as IL-1, TNF-α, and IL-6 (161,162). Sup-
pression of macrophage function and production of cytokines that activate
lung phagocytes in response to pathogens may help to explain the increased
risk of respiratory infection, particularly pneumonia, which appears to con-
tribute substantially to PM-associated increases in morbidity and mortality
among elderly individuals (163). In vitro exposure of rat alveolar macroph-
ages to DEP decreased lipopolysaccharide (LPS)-induced production of IL-1
and TNF-α (164). DEP also suppressed LPS-stimulated production of TNF-α
and IL-6 by human alveolar macrophages, and inhibited IL-8 production
from murine alveolar macrophages (161). These findings are consistent with
studies showing that intratracheal instillation of DEP suppressed macroph-
age function and pulmonary clearance of L. monocytogenes in rats (165).
Inhalation of DE also increased inflammation caused by respiratory syncy-
tial virus, and DEP synergistically enhanced LPS-induced lung injury in
mice (166,167). The significance of these findings remains to be determined.

Exposure to DE and DEP may underlie epidemiological associations be-
tween increased incidence and exacerbation of asthma and living near road-
ways with heavy traffic (reviewed in ref. 164). DEP has an adjuvant effect
on responses to nasal allergen exposure in human volunteers with pre-exist-
ing allergy, in addition to potentiating responses to a neo-antigen (169,170).
In rodent sensitization models, DEP enhances airway inflammation and
bronchial hyperreactivity when co-administered with the sensitizing agent
(171–174). DEP may exert these effects by shifting cytokine responses away
from T helper-1 and toward T helper-2 responses. In human and animal
models, DEP suppresses IFN-γ and increases TH2-type cytokines, includ-
ing IL-4, IL-5, IL-10, and IL-13 (169,175,176).

4. MECHANISMS REGULATING
THE PRODUCTION OF INFLAMMATORY
MEDIATORS IN THE LUNG
AFTER XENOBIOTIC EXPOSURE

Recent studies have focused on analyzing potential biochemical mecha-
nisms controlling excessive and/or dysregulated production of inflamma-
tory cytokines in the lung after exposure to inhaled toxicants. Various stress
activated signaling pathways, including phosphoinositide 3-kinase (PI 3-K)
and its target, protein kinase B (PKB), as well as mitogen-activated protein
(MAP) kinases, such as extracellular signal-regulated kinase (ERK), c-jun N-
terminal kinase (JNK) and p38 MAPK and transcription factors like NF-κB,
NF-IL-6, C/EBP, and activator protein-1 (AP-1), which are known to regu-
late the activity of inflammatory genes have been investigated. Results from
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these studies suggest that diverse signaling pathways and their crosstalk con-
trol inflammatory gene expression in the lung after toxicant exposure.

NF-κB is composed of a family of transcription factors known to control
the expression of numerous cellular genes crucial for immunity, inflamma-
tion, and stress responses (177,178). In mammalian cells, the NF-κB family
is divided into Class I proteins (p50/p105 and p52/p100) and Class II pro-
teins (RelA or p65, c-Rel, and RelB). Through a conserved Rel homology
domain, family members form homodimers and heterodimers and bind to κB
consensus sequences in promoter and enhancer regions of responsive genes
(178). The activity of NF-κB is controlled by inhibitory IκB proteins, which
retain NF-κB in the cytoplasm in an inactive complex. After the binding of
stimuli such as TNF-α or IL-1β to receptors on responsive cell types, or
exposure to oxidants, NF-κB translocates into the nucleus. This process is
dependent on stimulus-induced phosphorylation of IκB followed by its
ubiquitination and degradation (178). Increases in NF-κB nuclear binding
activity have been observed in lung tissue and macrophages after exposure
of animals to ozone, silica, asbestos, and DEP (71,78,84,94,110,111,159,
167,177,179–182). Whereas early NF-κB activation in vivo is correlated
with expression of chemokines such as CINC, IL-8, MCP-1, and MIP-2,
secondary increases are associated with expression of inducible nitric oxide
synthase (NOS II) and cyclooxygenase-2 (COX-2), which regulate produc-
tion of inflammatory mediators like nitric oxide and eicosanoids, respec-
tively. Ozone, silica, asbestos, and DEP have also been reported to activate
NF-κB in cultured macrophages, epidermal cells, and/or bronchial epithe-
lial cells (124,182–192). Moreover, inflammatory gene expression induced
by these toxicants in cultured cells is dependent on NF-κB activation. Thus,
asbestos-induced TNF-α, IL-1, IL-6, and IL-8 expression in lung epithelial
cells, and macrophages is prevented by antioxidants that inhibit NF-κB
(85,124,190,193,194). Similarly, DEP-induced IL-8, IL-18, and TGF-β pro-
duction is abrogated by blocking NF-κB (159,182,194–196). These find-
ings, together with the observations that macrophages from transgenic mice
lacking NF-κB p50 do not generate reactive nitrogen intermediates or TNF-
α, and that these mice are protected from lung injury induced by ozone (49),
demonstrate the importance of the NF-κB signaling pathway in inflamma-
tory mediator production and toxicity.

AP-1 is a family of transcription factors comprised of homodimers and
heterodimers of the Jun and Fos early response protooncogenes. It is a
redox-sensitive transcription factor classically associated with cell prolif-
eration and tumor promotion (197). AP-1 proteins are known to be phospho-
rylated and activated by MAP kinase signaling cascades (198). Exposure of
rodents to asbestos or silica leads to increases in AP-1 nuclear binding activ-
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ity in the lung (84,179,199–202). Increased AP-1 binding activity has also
been observed in cultured alveolar macrophages and epithelial cells after
exposure to asbestos, silica, or ozone (183,191,203). In contrast, DEP had
no effect on AP-1 nuclear binding in lung cells suggesting that other tran-
scription factors regulate inflammatory genes activated by this toxicant
(182,186,204).

Studies have also demonstrated upregulation of the IFN-γ-inducible tran-
scription factor, signal transducer and activator of transcription (STAT)-1 in
alveolar macrophages following ozone inhalation (180). This is associated
with increased nuclear expression of p91, one of the major STAT-1 sub-
units. IFN-γ is known to synergize with TNF-α and IL-1β in inducing nitric
oxide production by macrophages (205). This appears to be due to the fact
that the promoter region of the NOS II gene contains binding sites for both
NF-κB and STAT-1, which act cooperatively to activate the gene (205). In
addition to enhancing expression of specific genes such as NOS II, syner-
gistic interactions between transcription factors may contribute to sustained
or prolonged expression of inflammatory mediators in the lung.

A question arises about the biochemical pathways regulating transcrip-
tion factor activity in the lung after xenobiotic exposure. Although oxida-
tive stress induced directly by pulmonary toxicants or indirectly by reactive
oxygen and nitrogen species released from inflammatory cells can acti-
vate redox sensitive transcription factors like NF-κB and AP-1, the early
response cytokines, TNF-α and IL-1β may also be involved in inducing
their activity. PI 3-K/PKB, as well as p38 MAP kinase, ERK1/2 or p44/42,
and JNK are upstream signaling molecules implicated in the regulation of
transcription factor activity. These proteins are readily activated by
cytokines and oxidants and they may play a role in regulating inflammatory
gene expression in macrophages and lung cells after exposure to inhaled
toxicants. Following ozone inhalation, PI 3-K and PKB expression are
increased in alveolar macrophages (206). PI 3-K/PKB is also increased in
cultured macrophages exposed to silica (207), and in epidermal cells treated
with DEP (186). The observation that blocking PI 3-K inhibits ozone-
induced production of nitric oxide and NF-κB activation demonstrates
the importance of these enzymes in macrophage production of inflamma-
tory mediators in this model of toxicity.

ERK, JNK, and p38 MAP kinase also have been reported to be activated
in lung macrophages, epithelial cells, and/or mesothelial cells after expo-
sure of animals to asbestos, ozone and silica (208–213). DEP also induces
phosphorylation of ERK, JNK, and p38 in lung epithelial cells
(146,148,208), whereas silica and asbestos activate ERK and p38 MAP ki-
nase in cultured macrophages and epithelial cells (148,150,192,194). Block-
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ing the activity of p38 MAP kinase has been reported to abrogate DEP-
induced IL-8, RANTES, ICAM, and GM-CSF expression (182,195,215–
217), as well as TGF-β and procollagen (190). p38 MAP kinase inhibitors
also prevent silica-induced IL-8 release from epithelial cells (196). Simi-
larly, asbestos-induced PDGF and TGF-β gene expression in tracheal explants
is ERK dependent (218). These findings suggest that protein kinases may be
early signaling molecules in the pathway leading to the generation of inflam-
matory mediators in the lung following ozone exposure. A schematic repre-
sentation of potential signaling pathways activated following exposure to
pulmonary toxicants is shown in Figure 1. Further in vivo investigation of
these signaling molecules is necessary in order to elucidate their precise role
in macrophage activation, cytokine production and lung injury.

5. CONCLUSIONS AND IMPLICATIONS
FOR HUMAN HEALTH

Despite our understanding of the mechanisms leading to pulmonary dis-
ease after exposure to air pollutants, and the role of inflammatory cytokines
in this process, at present, the only reliable way to intervene in these dis-
eases remains to limit exposure. Nevertheless, elucidation of early biologi-
cal responses to exposures may facilitate the development of strategies for
early recognition and prevention of disease. For example, increased serum TNF-
α and IL-8 have been reported in workers occupationally exposed to polypro-
pylene (nylon) flock used to make microfiber garments (220). Although the
precise role of these cytokines in toxicity induced by nylon flock is un-
known, preventive actions have already been initiated. For environmental
exposures, the development and implementation of effective engineering
and administrative protective measures is generally more complicated and
difficult. Thus, translation of mechanisms of disease into prevention or thera-
peutics may be especially valuable, as for example, in the case of DEP expo-
sure and asthma. New therapeutic approaches will have to both be proven
efficacious and to exhibit acceptable levels of toxicity, a considerable chal-
lenge given the pleiotropic actions of many of the cytokines. Prevention will
always be the most desirable approach, and as our mechanistic understand-
ing improves so can the specificity of our preventive efforts.
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Fig. 1. Cellular responses to inhaled toxicants and plausible signaling pathways
leading to injury, repair, or fibrosis in the lung.
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and Relationship to Disease
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SUMMARY
Cytokines are polypeptide mediators produced by a variety of cell types that

play crucial roles in immune and inflammatory responses. Genes that code for
cytokines are highly polymorphic, and some of these polymorphisms directly
or indirectly influence cytokine expression. The most frequent types of muta-
tions are characterized by a change in a single nucleotide base pair and are
called single nucleotide polymorphisms (SNPs). Many SNPs that affect
cytokine expression represent disease modifiers and influence the severity or
progression of immune-mediated and chronic inflammatory diseases. SNPs in
cytokine genes have been associated with common diseases, including cardio-
vascular diseases, cancer, neurodegenerative diseases, allergy, and asthma,
and data are now accumulating on their role in occupational/environmental
diseases. All these diseases are multigenic and multifactorial in nature and
involve interactions between genetic, physiological, and environmental fac-
tors. Currently, there exist inconsistencies in association studies examining
relationships between cytokine SNPs and disease because of known limitations
in population-based studies. Recent advances in genotyping platforms for large-
scale genetic studies, more robust study designs, and haplotype analysis should
help reduce the amount of spurious and inconsistent associations in the litera-
ture and allow for incorporating genetic information into the risk assessment
process although challenges still remain.

Key Words: Cytokine; polymorphism; SNP; common diseases; autoim-
mune diseases; occupational diseases; epidemiology.
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1. INTRODUCTION
Although many rare genetic variants exist in the human genome, most of

the heterozygosity can be attributed to common alleles. The rare mutations
usually are the cause of rare monogenetic diseases, such as Huntington’s
disease. These diseases are of recent origin and highly penetrant. In con-
trast, the common allelic variants are present in high frequencies (>1%) in
the general population. Among these, the most represented type of muta-
tions is single nucleotide substitutions, referred to as single nucleotide poly-
morphisms (SNPs). Other polymorphisms, such as repeat sequences or
insertion/deletions, are found less frequently in the genome. The widespread
availability of human DNA sequence data has suggested that literally mil-
lions of SNPs exist but that the vast majority do not alter gene structure or
function and therefore are unlikely to be associated with phenotypic changes
(1). Those that do affect phenotype can be referred to as “functional” poly-
morphisms or variants. Many of these functional variants are believed to
contribute to the risk of common diseases that are polygenic in nature, and
this has led to the common disease–common variant hypothesis. Several
examples of important associations between common variants and com-
mon diseases include APOE*E4 and Alzheimer’s disease (2), CCR5∆32
and resistance to HIV infection (3), and α1-antitrypsin deficiency and
chronic obstructive pulmonary disease (4,5).

The potential applications for SNP studies include gene discovery and
mapping, association-based candidate polymorphism testing, pharmacoge-
netics, diagnostics and risk profiling, homogeneity testing, and the predic-
tion of response to environmental stimuli (6). In toxicology, the focus of
SNP studies has been in their role in chemical detoxification/drug metabo-
lism, including pharmacogenetics and, to a lesser extent, receptor binding or
expression of biological mediators (7,8). Efforts to incorporate SNP studies
into environmental epidemiology investigations have been undertaken spar-
ingly and, when examined, have focused primarily on examining hypothesis-
driven associations between environmental/occupational diseases and specific
polymorphisms such as silicosis and tumor necrosis factor (TNF)-α-238, -308
(9), chronic beryllium disease and HLA-DPB1 Glu69 (10), and pesticide-
related cancers and CYP1A1 mutations (11). Although most of the major
diseases of interest are polygenic, there have been limited efforts to exam-
ine the effect of multiple polymorphisms on disease modification (i.e.,
gene–gene–environmental interactions; Fig. 1). Furthermore, there has been
little effort in incorporating genetic information into the risk-assessment
process, although the advantage of such data in improving accuracy has been
discussed (12,13). Foremost among these would be an opportunity to pro-
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vide more accurate quantitative information on the interindividual variabil-
ity likely to occur in the population.

Cytokines are not only important mediators of the immune response, but
also of inflammatory responses and, thus, play a central role in the patho-
genesis of chronic inflammatory diseases. The genes that control cytokine
expression are highly polymorphic, and their role as modifiers of common
diseases is receiving considerable attention. In this respect, epidemiological
studies have identified associations between specific cytokine polymor-
phisms and cardiovascular diseases, cancer, neurodegenerative diseases,
periodontal disease, and immune-mediated diseases such as allergic asthma
and autoimmunity. Although the majority of studies published so far have
focused on polymorphisms in the interleukin (IL)-1 and TNF-α gene fami-
lies, most cytokines and chemokines have been examined to some extent.
Population studies demonstrate, for the most part, odds ratio (OR) values
for any single variant only approx 2. The relatively low ORs are probably
the result of the polygenic nature of the disease under study. Accordingly,
well-designed and relatively large population studies are necessary to ob-
tain meaningful data. With respect to environmental or occupational dis-
eases, several factors need to be considered. First, if the disease is a result of

Fig. 1. A model showing genetic variants–environment interactions.
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a chemical agent, consideration must be given to polymorphisms associated
with chemical metabolism in addition to those associated with disease. Sec-
ond, exposure characteristics (dose, duration, etc.) are of primary consider-
ation and, in some cases, may overwhelm differences associated with the
polymorphism. Third, since genetic polymorphisms act primarily as disease
modifiers, it would be important to consider disease severity in the analyses.

2. CYTOKINE POLYMORPHISMS
AND THEIR ASSOCIATION WITH DISEASE

Genes that code for cytokines have been identified as candidates for many
common polygenic diseases. Perturbations of the balance among cytokines,
with both diverse and overlapping functions, have been implicated in the
clinical course of many common disorders. One of the striking observations
that has been recognized since the human genome has been sequenced is
that cytokine genotypes often are associated with the course of immune or
inflammatory diseases. However, with only a few exceptions, such as the
association of TNF-α receptor polymorphisms with periodic fevers and the
IL-2-type cytokine-receptor γ-chain family variants with severe combined
immunodeficiency diseases (14–17), cytokine or cytokine receptor polymor-
phisms have not been directly linked to disease causation. Rather, genetic
polymorphisms in cytokine genes act as disease modifiers by influencing
disease condition, such as severity or response to specific treatment regi-
mens. With this in mind, examples presented here represent cytokine poly-
morphisms which modify inflammatory, allergic, autoimmune or
immunodeficiency diseases with specific attention to those that affect envi-
ronmental/occupational diseases.

3. COMMON INFLAMMATORY
AND AUTOIMMUNE DISEASES

Although sometimes conflicting results have been reported, numerous
investigations have suggested that polymorphisms in cytokine genes may
predispose individuals to chronic inflammatory or immune-mediated dis-
eases and affect their clinical outcomes (Table 1 [18–48]). For example,
allergic asthma is representative of complex disorders resulting from the
interaction of genetic and environmental factors in which cytokine poly-
morphisms influence disease susceptibility and severity. Numerous loci and
candidate genes, including cytokines, have been reported to be associated
with asthma, atopy, increased immunoglobulin E (IgE) levels, and bron-
chial hyperresponsiveness. For asthma, the studies have focused primarily
on chromosomes 5, 6, 12, and 13 (49). Although major histocompatability
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Table 1
Examples of Associations Between Cytokine
Polymorphisms and Common Complex Diseases

Disease Cytokine SNPs References

Asthma TNF-α -308 18
IL-10 -627 19
IL-13 -1055 20
TGF-β -509 21

Allergic and irritant TNF-α -308 22–24
contact dermatitis IL-16 -295

Alzheimer’s disease TGF-β -509 25
IL-1-α -889 26
IL-6 -174 27

Cancer IL-1RN VNTR 28
TNF-α -308 29
IL-6 -174 30

Coronary artery disease IL-1RN VNTR 31
IL-6 -174 32
TNF-α -308 33

Diabetes IL-1β +3953 34
IL-6 -174 35
IL-18 -137 36

Inflammatory bowel disease IL-1β -511 37,38
Periodontitis IL-1β +3953, -511 39

IL-6 -174 40
IL-10 -819, -592 41

Rheumatoid arthritis IL-6 -174 42
TNF-α -308 43
IL-4 VNTR 44
TGF-β1 codon 10 45

Systemic lupus erythematosus IL-10 -1082, -592, -819 46
TNF-α -308 47

Ulcerative colitis IL-1RN VNTR 48

(MHC) variants are strongly associated with asthma, other inflammatory and
allergic components also are involved. For example, TNF-α plays a role in the
initiation of allergic asthmatic airway inflammation and in the generation of
airway hyperreactivity (50). A number of reports indicated an association
between the TNF-α-308 variant and asthma (18,51,52). Regulatory
cytokines also are determining/modifying factors in immunological responses
related to asthma. In this respect, IL-4 -589, -33, IL-13 -1055, IL-10 -627, and
transforming growth factor (TGF)-β1-509 polymorphisms are associated with
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asthma phenotypes and severity (19–21,53–58). There is also evidence that
susceptibility to irritant and allergic contact dermatitis may be influenced by
cytokine gene polymorphisms. An association between TNF-α -308 variant
and irritant contact dermatitis was reported (22). Recently, associations
between IL-16 -295 and TNF-α -308 polymorphisms and allergic contact
dermatitis were found (23,24).

Association studies have shown that the IL-1α -889, IL-1β +3953, and
IL-1β-511 variants are differentially associated with an increased risk of
developing progressive neurodegenerative diseases such as Alzheimer’s dis-
ease (AD) and Parkinson’s disease (PD), and are associated with the age of
disease onset (26,59–63). Other cytokine SNPs, including TNF-α -308, IL-10
-1082, TGF-β1 -509, and IL-6 -174, also have been reported to be additive
and independent risk factors for AD (25,27,64,65).

Although contradictory findings have been reported, severe chronic peri-
odontitis appears to be associated with the presence of composite IL-1β
+3953 and IL-1α -889 genotypes (39,66,67). Likewise, TNF-α -1031, -863
and -857, IL-2 -330 and IL-10 -1082 SNPs were reported to be disease modi-
fiers in inflammatory periodontal diseases (68–70).

Cytokines that regulate either adaptive or innate immunity influence auto-
immune disease processes at multiple levels. In addition to MHC alleles, SNPs
within genes that regulate proinflammatory cytokines have been extensively
studied. For example, TNF-α -308, -857 and micro-satellite a6 alleles have
been associated with rheumatoid arthritis (43,71), systemic lupus erythema-
tosus (SLE [47]), and type 2 diabetes (72,73). IL-1 gene family (i.e., IL-1β
and IL-receptor agonist [RN] 1) polymorphisms also have been associated
with autoimmune diseases (74–76). Increased levels of IL-1β are reported
to play a role in the maintenance of autoimmune damage of pancreatic β
cells, and the high producer IL-1β +3953 genotype is associated with in-
creased risk of type-1 diabetes (77). IL-1RN VNTR variations have been
associated with a variety of autoimmune diseases, including diabetes and
SLE (78–80). High levels of IL-6 are observed in several autoimmune dis-
eases, and the IL-6 –174 polymorphism has been implicated in systemic
juvenile chronic arthritis, SLE and diabetes (42,81–83). Table 1 provides
further examples of associations between cytokine polymorphisms and
chronic inflammatory and immune-mediated diseases.

4. OCCUPATIONAL
AND ENVIRONMENTAL DISEASES

Occupational or environmental diseases also are multifactorial in nature,
being under the influence of polygenic, physiological, and environmental
factors. Assessing interactions between genes and exposure variables, such
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as duration and dose, are particularly important for understanding these dis-
eases. Table 2 (9,84–95) provides examples of the associations reported be-
tween cytokine polymorphisms and various diseases with occupational/
environmental origin. Representative examples are discussed herein.

Allergic occupational asthma, which is a result of workplace exposure to
high- (flour, grain dust) and low-molecular weight substances (diisocyanates,
metals, dyes), requires a latency period for acquiring sensitization and mani-
fests pathologies similar to allergic asthma (96). Isocyanates are common
causes of occupational asthma, and HLA class II genes have been found to
be involved in the risk of developing disease (97). TNF-α also plays a major
role in the immune and inflammatory responses of isocyanate-induced
asthma. High levels of TNF-α were observed in the peripheral blood mono-
nuclear cells of subjects exposed to isocyanates (98). However, in contrast
to the reports indicating an association between TNF-α -308 SNP and aller-
gic asthma (52,99), no association was found in the case of toluene
diisocyanate-induced asthma (100).

Silicosis, an interstitial lung disease resulting from inhalation of crystal-
line silica, is characterized by chronic inflammation leading to severe pul-
monary fibrotic changes that are prevalent among miners, sand blasters and
quarry workers. Proinflammatory cytokines, such as TNF-α and IL-1, have
been implicated in the formation of these lesions. A strong association was
found between disease severity and the TNF-α -238 variant (9,95). Irrespec-

Table 2
Examples of Associations Between Cytokine Polymorphisms
and Occupational/Environmental Diseases

Disease Cytokine SNPs References

Alcohol and chemical-induced Hepatitis TNF-α -308, -238 84
IL-1β +3953, -511 85

Chemical-induced neurotoxicity IL-1α -889 86
TNF-α -308 87

Chronic beryllium disease TNF-α -308 88

Chronic obstructive pulmonary disease TNF-α -308, +489 89,90
TGF-β codon 10 91

Coal workers’ pneumoconiosis TNF-α -308 92

Farmer’s lung disease TNF-α -308 93

Sarcoidosis TNF-α -308 94

Silicosis IL-1RN +2018 95
TNF-α -238, -308 9
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tive of disease severity, the TNF-α (-308) and IL-1RN(+2018) variants con-
ferred an increased risk for the presence of disease. In studies of South Afri-
can miners, TNF-α promoter polymorphisms (-308, -238, -376) were found to
be associated with severe silicosis helping to confirm these associations (101).

Chronic beryllium disease (CBD) is caused by hypersensitivity to beryl-
lium in a variety of industrial processes, including computer, automotive,
and ceramics. It has pathological and clinical features similar to sarcoidosis
(102). Recent studies investigating the contribution of HLA alleles to dis-
ease processes revealed an association between HLA-DPB1 (Glu69) varia-
tion and CBD (103–105). The TNF-α -308 allele was also reported to be
associated with a high level of beryllium-stimulated TNF-α, and appears to
be linked to disease severity (106).

5. IMMUNOMODULATION
Cytokines, like growth factors, play a central role in vascular repair and

allograft survival. Cytokines, including interferon (IFN)-γ and TNF-α, are
intimately involved in allograft rejection, whereas the Th2 type cytokines,
IL-4, -5, and -10 are involved in allograft tolerance (107). Cytokine poly-
morphisms have been shown to affect the survival of kidney, heart, and lung
in transplant patients. TNF-α variants have been studied most extensively,
and TNF-α -308 SNP is associated with acute heart, kidney, and liver rejec-
tion (108). The IL-10 -1082, -819, and -592 haplotype GCC, which confers
increased IL-10 levels, is protective against early acute heart graft rejection
(109). The IFN-γ +874 polymorphism and CA repeat in the first intron are
associated with acute kidney rejection, the occurrence of kidney infections
after transplant, and the development of fibrosis after lung transplantation
(110–112). A strong association has also been found between the TGF-β
codon 25 variant and tissue rejection. Development of fibrosis after lung
transplantation is associated with the TGF-β1 homozygous high producer
genotype (113). Cytokine polymorphisms also play a role in vaccination
efficacy and are thought to be a factor responsible from inadequate re-
sponses. In this respect, the immune responses after hepatitis B vaccination
are influenced by the IL-1β +3953 polymorphism (114). UVB-induced
immunomodulation also involves cytokines in regulatory capacity, and the
IL-1β +3953 polymorphism was found to suppress antibody responses to
hepatitis B in individuals exposed to UVB radiation (115).

6. EPIDEMIOLOGICAL
AND STATISTICAL ISSUES

The ability to accurately detect associations between genetic variants in
cytokine genes and common disease in current scientific practice is faced
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with multiple challenges that probably account for a large number of
nonreplicable associations in the published literature (13,116). Although
several experimental designs are available for assessing potential associa-
tions between cytokine SNPs and disease, the case-control association study,
because of its relative simplicity, is the most widely used design for detect-
ing common disease alleles with modest risk. Depending upon factors such
as the true effect size, the extent of linkage disequilibrium, the frequency of
the disease in question, and the frequency of markers associated with the
disease, the sample size required to detect true associations often becomes
intractable (117). When interactions between genes and the environment, as
well as between multiple genes, are included in the research question, the
challenges become even greater. There are statistical challenges as well with
the problem of multiple testing being foremost. As high-throughput genetic
screening of multiple SNPs becomes commonplace, the multiple testing of
various SNPs on a single population often requires that p values for signifi-
cance be adjusted so low that only the largest effect sizes are detected. Con-
versely, failing to adjust the significance level reduces the confidence that
significant associations, when found, are actually real and meaningful. Recent
reviews have provided excellent discussions of the issues and challenges
involved in association studies and provide relevant guidelines for carry-
ing out these types of studies (118–120).

Recently, meta-analysis techniques have been implemented to combine
genetic association data from multiple populations in both case–control (13)
and linkage studies (121). Although this technique has some limitations
imposed by the heterogeneous populations examined, publication bias, and
sampling biases, it may prove to be a useful analytic technique particularly
when sufficient raw data are available for examining cytokine polymor-
phisms. Other statistical techniques are becoming available for enhancing
case–control genetic association studies, including sample pooling (122),
genetic control (123), the use of haplotypes (124), and whole-genome asso-
ciation studies (120). An overview of the various testing methods for ge-
netic association studies, including family-based methods is presented by
Schulze and McMahon (125). In all situations, it is important that sound
epidemiological and statistical principles be incorporated in the design and
sampling of individuals from the population to maximize the power of the
study and reduce the number of spurious associations.

7. GENOTYPING TECHNIQUES
Traditionally, genotyping technologies used for allelic discrimination

included direct sequencing analysis and polymerase chain reaction-restriction
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fragment length polymorphism (PCR-RFLP). These techniques are robust
and sensitive and represent the mainstay technologies for genotyping
cytokine SNPs. However, because of the laborious and low-throughput nature
of these technologies, they are only amenable to analyses of small numbers of
SNPs in relatively small populations. The completion of the human genome
sequencing project has been accompanied by an exponential increase in
genotyping demands. A comprehensive review of all genotyping platforms
is beyond the scope of this discussion and has been presented elsewhere
(126,127). Instead, selected non-gel-based technologies that display poten-
tial for increased throughput currently being used in our laboratory will be
discussed. Homogeneous solution hybridization using fluorescence reso-
nance energy transfer is one of the most used and validated methodologies
and is typified by the Taqman allelic discrimination assay (128). Being
homogeneous, all aspects, including amplification, detection, and identi-
fication of genotypes, are performed in a single tube. We have recently vali-
dated this assay for several important functional cytokine SNPs, and the results
showed high concordance with PCR-RFLP and reduced error rates (129).

Allele-specific fluorescent nucleotide incorporation techniques also have
to be used to determine genotypes. Single-base extension is the most com-
mon technique used and is based on the extension of a primer by a single
dideoxy (terminator) nucleotide (ddNTP) with a distinct label, fluorescence
being the most common. The primer anneals immediately adjacent to the
SNP site, making the incorporated ddNTP specific for one allele. Fluores-
cence polarization can then be used to determine genotypes (130,131).

Recently, solid-phase detection platforms have been identified that are
amenable to high-throughput genotyping. Two such platforms are
microarray and matrix-assisted laser desorption ionization (MALDI)-mass
spectrometry. Microarray detection involves the fixation of allele specific
probes to a solid support and then applying samples amplified by PCR for
the arrayed SNPs (132). Several commercial platforms are currently avail-
able that can be used to genotype a genome-wide panel of SNPs for a single
individual, some having more than 500,00 features. Therefore, this tech-
nique is applicable to projects involving genotyping of a limited number of
individuals for thousands of SNPs. Recently, a microarray-based approach has
been developed that is capable of genotyping very large populations for a
small number of SNPs (133). Genotyping using mass spectrometry has the
advantage of accurately determining molecular mass. As such, the end prod-
ucts of allele-specific single base extension reactions can be discriminated
by mass using MALDI-MS (134).



Cytokine Gene Polymorphisms 123

8. CONCLUSION
In recent years, there has been increased attention on the effects of poly-

morphisms in cytokine genes and their role as modifiers of common dis-
eases. These alleles have been implicated in influencing the clinical course
of common multifactorial diseases, including cardiovascular and
neurodegenerative diseases, cancer, asthma, and immune-mediated diseases.
Despite some contradictory findings in SNP-disease association studies, the
use of high-throughput genotyping technology and statistically robust asso-
ciation study designs will lead to a better understanding of disease mecha-
nisms and identify novel therapeutic strategies as well as provide
opportunities to improve the risk assessment process.
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Effects of Drugs of Abuse

on Cytokine Responses

Stephen B. Pruett

SUMMARY
In the United States, the association between drugs of abuse and increased

risk of infection has been suspected since colonial times. More recent studies
have confirmed this relationship for most commonly abused drugs. Studies in
animal models and in human subjects indicate that this increased susceptibility
to infection is associated with decreased effectiveness of important innate and
acquired immune defense mechanisms. All of the major drugs of abuse have been
reported to affect cytokine and chemokine responses, which are critical in
resistance to most infections. In general, proinflammatory, proimmune
cytokine responses are decreased and anti-inflammatory, immunosuppres-
sive cytokine responses are increased. The mechanisms by which this occurs
have not been fully delineated, but receptor mediated effects, which probably
act by interfering with immune stimulus-mediated signaling and indirect ef-
fects mediated by stress hormones, clearly are involved in the action of most
drugs of abuse.

Key Words: Cytokine; chemokine; ethanol; cannabinoid; marijuana; nico-
tine; tobacco; cocaine; opioid.

1. INTRODUCTION
Cytokines are critical components of innate and acquired immune defense

mechanisms. The term cytokine refers to an agent produced by a cell that acts
on a target cell. A particular cytokine may act on the same cell or the same
cell type that produced it (autocrine), it may act locally (paracrine), or it
may act systemically (endocrine). Most cytokines are produced by and act
on more than one cell type, and some can act in an autocrine, paracrine, or
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endocrine manner, depending on the circumstances. The effects of cytokines
on target cells are mediated by specific receptor molecules that transduce
signals into the target cell. Most cytokines induce more than one functional
change in their target cells, and they may produce one response in one cell
type (e.g., apoptosis) and a different or even opposite response (e.g., pre-
venting apoptosis) in another cell type. One of the functions induced by
several cytokines is the production and release of other cytokines. Thus, it is
often stated that a “cytokine network” exists. This concept is indeed a useful
one, but it would be a mistake to assume that this network operates indepen-
dently of other systems. For example, it has been well documented that a
number of cytokines can act on the central nervous system to promote sleep
or to activate the hypothalamic–pituitary–adrenal axis, leading to a classical
stress response. Some of the products of this response (e.g., glucocorticoids)
can in turn decrease the expression of the genes coding for a number of
cytokines. This action constitutes an important feedback loop that should be
considered when evaluating the effects of drugs on cytokine responses.

A number of different classification schemes have been devised for
cytokines and their receptors and are based on the physical structure or
amino acid sequence of the cytokine molecule, its major functional char-
acteristics, the major cell type that produces it, or the major cell type that
responds to it, or the key signaling mediators activated by it. For example,
one classification scheme refers to type I and type II cytokines based on a
protein structure in the type I cytokines that includes a bundle of four alpha
helical regions and based on structural similarities in another family of
cytokines that includes the interferons (IFNs; type II; see Table 1; back-
ground information on cytokines and information in Table 1 was derived
from Leonard [1]). Most of the cytokines are designated by the prefix “IL-”
followed by a number. The “IL” designates interleukin, and the term was
derived and began to be used before it was fully appreciated that a wide
variety of cells in addition to leukocytes can produce many of the
interleukins. The number indicates the time sequence of discovery and char-
acterization. Other important cytokine families that do not fall within the
type I or type II classification include the tumor necrosis factor (TNF) super-
family (which includes at least 19 distinct cytokines) and the interleukin 1
family of ligands. Both families also include receptor antagonists or soluble
receptors that act to inhibit the action of ligands in these families.

The functions of cytokines are remarkably diverse. In fact, the list in Table 1
indicates that one protein is labeled “hormone,” because it was first identified
as a small protein that is produced at one location and acts primarily at other
locations (endocrine) to produce growth of the body. However, it was deter-
mined later that his molecule has structural homology with the type I



Drugs of Abuse and Cytokines 135

cytokines. At one time, there were vigorous discussions about fine distinc-
tions between hormones and cytokines, but the terms clearly now overlap.
Cytokines exist that promote apoptosis of cancer cells (some members of
the TNF superfamily), activate macrophages to increase their microbicidal
capabilities (IFN-γ), permit B-lymphocyte proliferation or antibody class
switching (IL-4, IL-5, IL-6), activate the acute phase response (IL-6), facili-
tate T-cell proliferation or activation (IL-2), activate natural killer cells to
more effectively kill tumor cells or virus infected cells (IL-12, IFN-α, IFN-β),
directly inhibit virus replication in a variety of host cells (all IFNs), induce
fever (IL-1), enhance or initiate inflammatory responses (TNF-α and many
others), induce the production of other cytokines or chemokines (IL-12 and
others), or inhibit immune or inflammatory responses (IL-10 and transform-

Table 1
An Overview of Cytokine Classification

Cytokines classified by protein structure

Type I cytokines Type II cytokines
(four α helix family) (Interferon family)

IL-2 GM-CSF IFN-α
IL-3 SCF IFN-β
IL-4 M-CSF IFN-ω
IL-5 LIF IFN-τ
IL-6 EPO IFN-γ
IL-7 Prolactin IL-10
IL-9 Growth Hormone IL-19
IL-11 Leptin IL-20
IL-13 IL-22
IL-15 IL-24
IL-21 IL-26

IL-28
IL-29

Cytokines classified by cellular source/function

Th1 cytokines Th2 cytokines
(produced by T-helper 1 cells) (produced by T-helper 2 cells)

IL-2 IL-4
IFN-γ IL-5
LT IL-6

IL-9
IL-10
IL-13



136 Pruett

ing growth factor [TGF]-β). This small sample of examples serves to illus-
trate the importance and complexity of the cytokine network, which also is
illustrated by the observation that transgenic knockout mice that lack one of
them or the corresponding receptor typically display markedly decreased
resistance to at least one type of infectious agent or an increased propensity
to develop autoimmune disease or other immunopathological conditions.

Another important family of small proteins is also critically important in
innate and acquired immunity: the chemokines (background information on
chemokines was derived primarily from Murphy [2]). This term is derived
from “chemotactic” and “cytokine.” It refers to molecules produced by cells
that attract other cells to the region where they are secreted. Fortunately,
only one classifications scheme exists for chemokines, and it is based on
unique protein sequence motifs that include cysteine residues. For example,
the CXC chemokines share a cysteine an adjacent amino acid that is not
cysteine (X) followed at a later position by another cysteine. On this basis,
there are six classes of chemokines and a total of at least 48 distinct mem-
bers. Although many chemokines were first named on the basis of a particu-
lar function (e.g., eotaxin-3, which attracts eosinophils), a uniform
nomenclature has been implemented in which the broad family (for example
CXC or CC) is followed by “L” (ligand) and a number, which indicates
individual members within that family. Thus, CXCL1 is an example of a
CXC chemokine. The issue is confused somewhat by a several older names
that are still used. For example, the protein first designated IL-8 was later
found to fit the structural and functional criteria of a chemokine and it is
now also referred to as CXCL8. An additional complication arises from spe-
cies differences. For example, humans have CXCL8, but mice do not have a
structurally comparable protein.

2. GENERAL ISSUES
The species of interest in this volume is the human. However, there are

serious ethical limitations in the use of human subjects in research on drugs
of abuse. Risk of toxicity and of addiction generally limits the use of
nonaddicted or nonexperienced human subjects to acute exposure to low
doses of the drug. More realistic results could theoretically be obtained from
drug-dependent persons, but these persons often abuse more than one drug
and are subject to a number of confounding issues, such as poor nutrition, al-
tered sleep patterns, or mental illness. Thus, animal models have been invalu-
able in understanding the effects and the mechanisms of action of drugs of
abuse on the immune system. Therefore, this chapter will discuss animal
studies before relating them to pertinent findings in human subjects and syn-
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thesizing both to consider the mechanisms of immunomodulation. Most of
the drugs discussed in this chapter produce profound physical dependence.
When drug-dependent persons withdraw from the drug a stress response, as
well as numerous other physiological adaptations, occur, and ample evi-
dence exists that some of these effects can alter immune function. A few
examples are given, but this is not the focus of the chapter, so this issue is
not considered in a systematic way.

As already mentioned, many drug abusers are actually polydrug abusers.
There is at least one report indicating that two drugs of abuse may interact to
produce greater immunomodulation than either alone (3). However, the ef-
fects of drug mixtures been the subject of a relatively small number of stud-
ies and will not be considered systematically in this chapter.

3. OPIOIDS
3.1. Background and Effects of Opioids In Vitro

Endogenous, plant-derived, and synthetic opioids affect a wide range of
immune functions, including cytokine production, in vitro. In most cases,
these effects would suggest generally immunosuppressive or anti-inflam-
matory actions of opioids on the production or response to cytokines or
chemokines. Some of these effects are only evident at concentrations higher
than attainable in vivo, but significant effects also have been reported at
relevant opioid concentrations (4–6), which are up to 400 ng/mL (approx
0.6 µM) for morphine in humans and probably somewhat greater in rodents.
Interpretation of in vitro studies in immunology also can be difficult because
agents may work in vitro by unexpected mechanisms, such as restoration of
appropriate nutritional status or restoration of other parameters to values
that are more similar to those observed in vivo (7). Thus, immunological
effects and mechanisms observed only in vitro are of uncertain relevance
with regard to effects and mechanisms of action in vivo. However, there
have been a number of studies of opioid effects involving cytokine expres-
sion in vitro that also have been documented in vivo. For example, opioids
were found to induce macrophage apoptosis in vitro by inducing TGF-β and
nitric oxide, and similar results were noted in vivo (8). Others have reported
similar findings and have implicated upregulation of heme oxygenase 1
(HO-1) in opioid-induced apoptosis of macrophages (9). In vitro studies are
particularly useful in distinguishing direct effects of opioids on immune sys-
tem cells from indirect effects mediated through other cell types. For example,
morphine can directly inhibit the activation of some lymphocytes by mito-
gens in vitro, but other types of lymphocytes are only inhibited in vivo,
probably by glucocorticoids induced by the opioid used in the study (10).
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Suppression of both T-cell and macrophage-derived cytokine production by
fentanyl in vitro has been reported, and these effects could not be reversed
by naltrexone, suggesting that classical opioid receptors were not involved
in this effect (11). In addition, it has been noted that not only morphine but
some of its metabolites decrease the production of IL-2, IL-4, and IL-6 by
lymphocytes or macrophages (12).

One of the most interesting effects of opioids in vitro is increasing the
infectivity and replication of HIV-1 and SIV-1 in appropriate immune cell
cultures. In the case of SIV, increased expression of the chemokine receptor
CCR5, a coreceptor for SIV and HIV, may be one of the mechanisms by
which opioids act (13). However, evidence also has been presented in sup-
port of other mechanisms, such as decreased expression of anti-viral type I
and type II interferons (14). In addition, in vitro studies have suggested that
morphine may prevent the anti-inflammatory actions of retinoids and thus
enhance the chronic inflammatory response associated with enhanced HIV
progression (15). Although some of these conclusions are consistent with
results from limited in vivo studies in monkey models for HIV disease,
epidemiological studies do not clearly indicate that consistent opioid abuse
(addiction) enhances the progression of the virus (16). However, decreased
resistance to HIV or to common coinfecting viruses is indicated by in vitro
studies (17), and limited epidemiological data have been reported that sup-
port this idea (18). In contrast to the generally suppressive effects of opio-
ids on the induction of proinflammatory cytokines in vitro, opioids
increase the production of several chemokines by human monocytes (5).
The effects are somewhat different in monocytes infected with HIV, sug-
gesting a possible role for these alterations in the pathogenesis of HIV. Con-
sidering the complexity of the pathogenesis of HIV disease, it is possible
that enhancement of chemokine production, which would tend to promote
the chronic inflammatory state reported in HIV-infected persons, may exac-
erbate rather than enhance resistance to the disease.

3.2. In Vivo Effects of Opioids in Animal Models

In vivo experimental results strongly support a connection between opioid
administration and altered cytokine responses. In most cases, the effects reported
would be expected to suppress specific and innate immune responses. Recent
reviews summarize a number of studies and presents evidence in support of
a central role for suppressed cytokine responses in decreased innate resis-
tance to infection, decreased antibody responses, and decreased NK cell func-
tion (19,20).
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Specific examples of suppressed cytokine responses have been reported
in animal (mostly rodent) models. Restoration of adherent cell (macroph-
age)-derived IL-6 restores morphine-mediated suppression of antibody
responses to a T-dependent antigen in mice (21), suggesting that sup-
pression of IL-6 production is one mechanism by which opioids suppress
antibody responses. Chronic morphine exposure using a timed-release pel-
let decreases production of IFN-γ, IL-1β, and TNF-α in mice (22,23). Although
evidence has presented suggesting that type I interferons (IFN-α and -β) can
bind to and activate opioid receptors in the central nervous system (24,25),
the effect of opioids on the expression of IFN-α and -β in response to
immunological stimuli has not been examined. Suppression of both IL-10
and IL-12 production by lipopolysaccharide (LPS)-stimulated macrophages
in vitro after morphine treatment in vivo has been reported, but this could
not be prevented by naltrexone, suggesting an effect not mediated by clas-
sical opioid receptors (26). In contrast, others have reported an increase in
IL-12 production and no effect on IL-10 production by LPS-stimulated mac-
rophages ex vivo after treatment of mice by implantation of a 75-mg timed-
release morphine pellet (27). The difference in results may reflect
administration of a single bolus dose of morphine in the former study in
contrast with continuous dosing in the latter. Other conflicting results have
also been reported (28,29), but a possible explanation is proved by a study
of the time course of effects of a single dose of morphine or heroin in vivo
on subsequent cytokine production ex vivo. In this study, a biphasic effect
was noted in which production of IL-1β, IL-2, TNF-α, and IFN-γ produced
by splenocytes were significantly increased when the spleen was obtained
up to 40 min after dosing. However, these cytokines were substantially sup-
pressed and IL-10 and TGF-β (generally anti-inflammatory cytokines) were
increased in splenocytes obtained 24 to 48 h after dosing with morphine or
heroin (30). This suggests the possibility that some conflicting results may
be explained by differences in the time after dosing at which cells were
obtained for analysis. Both µ and κ-opioid receptor agonists have been con-
sistently reported to have anti-inflammatory properties, with potential thera-
peutic efficacy in inflammatory conditions such as arthritis or inflammatory
bowel disease (31,32).

A key issue with regard to the effects of opioids on cytokine responses is
the role of these changes in resistance to infection or tumor development.
There is a broad consensus that opioid abuse is associated with decreased
innate immunity and inflammation and an increased risk of infection in ani-
mal models (20). In a particularly informative study, resistance to Strepto-
coccus pneumoniae in mice was decreased by morphine, which was
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associated with decreased production of TNF-α, IL-1, IL-6, macrophage in-
flammatory protein (MIP)-2, and KC in the lungs (33). However, some inter-
esting exceptions have been documented. For example, the administration
of morphine by timed-release pellets had an adverse effect on a variety of
immune system parameters in mice, but morphine actually enhanced resis-
tance to a challenge dose of live Listeria monocytogenes (34). It was dem-
onstrated that the implantation of morphine pellets caused a substantial and
prolonged increase in serum corticosterone and an associated increase in the
absolute number of neutrophils in the blood. It is likely that this increase in
neutrophils explains the increased resistance to L. monocytogenes, which is
heavily dependent on neutrophils early in the disease process (35).

Although numerous studies have shown that cytokines play a key role in
both innate and acquired immunity, the effects of partial suppression of
the response of several cytokines on resistance to infection have not been
conclusively determined. Thus, it is likely that the suppression of cytokine
responses caused by opioids is partly responsible for the observed decreases
in resistance to infection, but the exact portion of the alteration in resistance
to infection mediated by changes in cytokine responses is not known. This is
a problem well suited to the new discipline of systems biology, which
“studies biological systems by systematically perturbing them (biologi-
cally, genetically, or chemically); monitoring the gene, protein, and infor-
mational pathway responses; integrating these data; and ultimately,
formulating mathematical models that describe the structure of the system
and its response to individual perturbations” (36). This will require the use
of high-throughput methods to comprehensively evaluate the changes caused
by opioids in the complex events associated with cytokine responses and
resistance to infection.

3.3. Effects of Opioids on the Immune System in Humans
There is evidence that opioid addiction increases the risk of infectious

disease in human beings (37). However, there has been concern that this
increased risk of infection is secondary to the use of nonsterile needles or
syringes for intravenous administration of opioids or to sleep disruption (38)
or nutritional deficits (39) in opioid abusers. Thus, the role of immunosup-
pression in decreased resistance to infection has not been definitively estab-
lished. Administration of opioids for pain relief or anesthesia can suppress
pro-immune cytokine responses under some circumstances. For example,
Sufentanil decreases perioperative IL-6 induced by surgery (40). κ Opioid
agonists decrease proinflammatory cytokine responses and have been pro-
posed as therapeutic agents for inflammatory diseases such as arthritis (31).
Fentanyl decreases the fever response induced by exogenous IL-2 (41).
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Morphine treatment of human subjects for 36 h inhibits natural-killer (NK)
and cytokine-activated NK cell activity (42). Heroin addicts have decreased
MCP-1 messenger ribonucleic acid (mRNA) expression in peripheral blood
monocytes (43). A strong association has been reported between postsurgi-
cal infections and the amount of opioid delivered by patient-controlled anal-
gesia pumps. This association could not be explained by a number of
possible confounding variables (44), and the authors suggest that opioid-
mediated immunosuppression is the most likely explanation for the find-
ings. However, results from other studies do not indicate meaningful
immunosuppression induced by opioids. For example, anesthesia that includes
opioids is associated with increased production of IL-1β and TNF-α and
decreased IL-10 upon stimulation of peripheral blood mononuclear cells
ex vivo (45). Similarly, it has been reported that heroin addicts have increased
cytokine responses that normalize during subsequent methadone therapy (46).
High-dose fentanyl has no effect on postsurgery cytokine and chemokine
production (47). There was no obvious suppression of delayed type hyper-
sensitivity responses (which are dependent on Th1 cytokines) in heroin
addicts (48). The basis for these conflicting results is not clear. However,
on the basis of the animal studies mentioned previously, it is clear that the
effects of opioids are not universally immunosuppressive or immunoenhancing.
Rather, the effect depends on a number of factors related to timing of dosing
and immunological challenge, the nature of the infecting microorganism,
and other variables.

Withdrawal from opioids can also decrease cytokine production by mac-
rophages (49). Obviously, this is not a direct effect of opioids, but it is prob-
ably a results of the stress associated with withdrawal.

3.4. Mechanisms of Opioid-Induced Immunomodulation
A major issue with regard to the mechanism of opioid action on the

immune system is the role of direct effects mediated by opioid receptors
on cells of the immune system vs indirect effects mediated through opioid
receptors on other cells or tissues, particularly those in the brain. Evidence
also exists that opioids can affect the immune system in ways that are not
dependent on classical opioid receptors (50), so this possibility must be con-
sidered as well. Indirect effects are clearly involved in some of the effects of
opioids on the immune system in rodent models. For example, suppression
of NK cell activity and thymic atrophy in mice implanted with 75 mg of
timed-release morphine pellets are mediated by increased corticosterone
concentrations (51,52). These effects can be inhibited by naltrexone, sug-
gesting that classical opioid receptors are involved in this effect, but pre-
sumably these receptors are located in the hypothalamus, where the signal
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to increase corticosterone release from the adrenals usually originates. The
role of indirect effects of opioids in altering cytokine responses is not as
clear. One of the most thorough studies in this regard indicates that opioid
induced corticosterone mediates part of the suppression of IFN-γ and IL-2,
and sympathetic nervous system responses mediate an additional portion of
the suppression of IFN-γ produced by spleen cells in response to mitogens
ex vivo (22).

Direct suppression by opioids of antibody responses have been reported,
and this suppression could be prevented by adding IL-6 to the culture sys-
tem, suggesting that decreased cytokine production may be involved (53).
However, the situation is apparently more complex than originally sus-
pected. We reported that opioid agonists did not have significant direct effects
on antibody responses in vitro, but they did in vivo (54). Using a virtually
identical experimental system, another group had previously reported that
opioid agonists directly inhibit antibody responses in vitro and that this inhi-
bition could be prevented by opioid antagonists (55). In an effort to under-
stand these contradictory results, this group systematically considered
variables that might have accounted for the disparity. They found that both
studies used C57Bl/6 × C3H F1 mice, but the mice came from different
suppliers: Charles River Labs and Jackson Labs. The progenitors of the Jack-
son and Charles River strains were separated 45 yr ago, and the Jackson
Labs C3H line (C3H/HeJ) is well known for its hyporesponsiveness to LPS
as compared with other C3H lines. When Eisenstein and colleagues (56)
evaluated both strains, they found that opioids did not directly affect anti-
body responses in vitro using cells from the Charles River line, but they did
directly suppress antibody responses by cells from the Jackson Labs line.
This apparently explains the previously mentioned contradictory results,
because we had used C3H/HeN (Charles River Labs)-derived mice and the
Eisenstein group had used C3H/HeJ (Jackson Labs)-derived mice. The
implications of these findings are interesting. If functional opioid recep-
tors are expressed on the lymphocytes or macrophages of some mouse
strains and not others, without obvious alterations in immune status, what
does this imply with regard to the importance of these receptors? Compa-
rable strain differences in cytokine responses have been documented (23).
Thus, it seems unwise at present to generalize with regard to the relative
importance of direct and indirect mechanisms of action of opioids, because it
is not known whether this unusual strain-dependence applies to other species.

The molecular mechanisms by which receptor-mediated immunomodulation
is induced by opioids have not been extensively investigated. However, there
are indications that some opioids can act through the δ-opioid receptor (a  G
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protein-coupled receptor) to activate mitogen-activated protein (MAP)
kinases in a human T-cell tumor line (57), which can affect cytokine
expression (58). However, a different pattern of effects was reported in T-cells
activated by anti-CD3 and CD28 antibodies, which mimic an actual immuno-
logical stimulus. Opioids act to decrease activation of the IFN-γ promoter
by mechanisms that include increasing cellular cAMP, decreasing MAP
kinase activation, and decreasing the activation of the transcription factors
NF-κB and nuclear factor of activated T-cells (6). The increase in cAMP
has been observed in most reports, and it may have common effects on
cytokine expression, when the cells are exposed to similar stimuli. It is
interesting that cannabinoids also increase cellular cAMP and share some
of the effects of opioids on cytokine production (discussed in later section
of this chapter). Opioid agonists also increase intracellular Ca2+ in human
B-cell lines, suggesting another mechanism of signaling that would be
expected to affect the expression of cytokines (59). However, consider-
ing that it has been known for more than 20 yr that opioids affect cytokine
production in the immune system, surprisingly little is known of the mecha-
nisms by which this occurs.

Furthermore, it is not entirely clear whether most of the effects of com-
monly abused opioids on cytokine responses are mediated directly through
receptors on immune system cells, indirectly through opioid receptors on
other cell types, or through nonreceptor-mediated mechanisms. Evidence
for all of these possibilities has been reported for various immunological
end points, but few studies have addressed all these options with regard to
cytokine production. The well-characterized pharmacologically defined recep-
tors for opioids are designated µ, κ, and δ. Most of the opioids that are used by
opioid-dependent persons (e.g., morphine) act mostly or entirely through
the µ receptor (60). The most commonly used antagonists (naltrexone and
naloxone) inhibit the action of opioids at all of these receptors. The develop-
ment of transgenic (knockout) mice lacking one or more opioid receptors
has been useful in this research, but these mice have only been used in lim-
ited ways to address the effects of opioids on cytokine production. In one
study, morphine-induced suppression of IL-1 and IL-6 production by mac-
rophages was similar in µ-receptor knockout mice and wild-type mice (61),
suggesting that µ-receptors on macrophages are not critical in the suppres-
sion of IL-1 and IL-6 production by opioids in vivo. In the same study, pro-
duction of TNF-α by macrophages was suppressed by morphine in normal,
but not µ-receptor knockout mice, suggesting that µ receptors are involved
in this action. However, in another study by the same group, using very
similar methods, morphine increased LPS-induced production of TNF-α and
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IL-1β (22). This increase was not observed in µ-receptor knockout mice.
The actual role of µ-receptors on production of proinflammatory cytokines
by macrophages will not be clear until these contradictory findings are resolved.

One of the more interesting mechanisms by which the immune system
and the opioid system interact is heterologous desensitization of receptors.
Both opioid and chemokine receptors are G protein-coupled seven trans-
membrane domain proteins (62). The endogenous opioid ligands (enkepha-
lins and endorphins) together with cytokines and chemokines apparently
interact to form a network controlling the association between pain and inflam-
mation. Recent evidence suggests that the pain associated with inflammation is
partly due to the desensitization of opioid receptors by chemokines (62).
The reciprocal relationship also exists: opioid agonists can decrease responses
of cells to chemokines by desensitizing chemokine receptors (62–65), and
this is probably one of the mechanisms by which opioids suppress inflam-
mation. The precise mechanisms for this desensitization are not clear, but
signaling seems to be involved and internalization of receptors has been
reported for opioid receptors (63) but not CCR5 (chemokine) receptor (66).

4. CANNABINOIDS
4.1. Background, In Vitro Effects,
and In Vivo Effects in Animal Models

Cannabinoids, including the major active ingredient of marijuana, ∆-9-tet-
rahydrocannabinol (THC), have a broad range of immunomodulatory effects
in vitro and in animal models. Cannabinoid CB1 receptors are located pri-
marily in the central nervous system, but they also are present on cells in the
periphery, including cells of the immune system (67). Cannabinoid CB2
receptors are located exclusively in the periphery and are also present on
cells of the immune system (67). The effects of natural cannabinoid agonists
administered exogenously, THC or synthetic analogs, and by marijuana
smoke generally are reported to be immunosuppressive or anti-inflamma-
tory (68–74). However, antagonists of the CB1 cannabinoid receptor can
decrease inflammation in vivo in an animal model (75). This might seem to
suggest that natural cannabinoid ligands at concentrations attained in vivo
may have proinflammatory effects, at least in some models of inflammation.
However, this is conclusion is not supported by results from CB1 receptor
knockout mice, which are more prone to damaging inflammatory responses
than normal mice (76). Thus, the reported decreased in inflammation caused
by a CB1 antagonist may simply reflect partial agonist activity at a high
dosage. It also should be noted that the effect of a particular cannabinoid
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ligand on production of a particular cytokine can depend heavily on the inten-
sity of the activation stimulus. For example, IL-2 production is enhanced
in T- cells treated with suboptimal-activating stimuli but suppressed in T-cells
treated with optimal activation stimuli (77). This observation may explain
some of the apparently contradictory reports in the literature on this subject.

Cannabinoids can suppress production of IL-2 and IFN-γ by T-cells (78)
and the production of TNF-α, IL-12, and IL-6 by macrophages (73,79,80).
In contrast, IL-10 production tends to be upregulated by cannabinoids (79).
In addition, there are indications that the suppression of T-cell cytokines is
not indiscriminate, but may primarily involve Th1 cytokines (78).

4.2. Effects of Cannabinoids in Human Subjects
Recent results indicate a similar range of effects in human subjects (81–83).

In particular, the response to T-cell mitogens and production of IL-2 is decreased
in heavy marijuana users compared with occasional users or nonusers. In
contrast, concentrations of IL-10 and TGF-β, which tend to be immunosup-
pressive or anti-inflammatory are increased (81). However, further immuno-
suppression in patients with immune dysfunction caused by HIV-1 infection
or multiple sclerosis was not observed after cannabinoid exposure (84–86).

4.3. Mechanisms of Cannabinoid
Action in the Immune System

The mechanisms by which cannabinoids act on the immune system have
not been completely elucidated, but evidence has been presented for both
receptor mediated and nonreceptor-mediated mechanisms. In addition, it has
been reported that psychoactive cannabinoids can induce a neuroendocrine
stress response (87), and such a response has been shown in other systems to
alter cytokine production. Cannabinoid receptors are G protein-coupled
receptors, so it would be expected that cannabinoids would act by altering
signaling events typically induced by activation of such receptors. Experi-
mental results generally have been consistent with this expectation (71,88).
For example, cannabinoids can act to decrease cAMP concentrations during
cellular activation leading to decreased activity of cAMP-dependent tran-
scription factors (89). However, other signaling events are also inhibited in
T-lymphocytes by cannabinoids, such as activation of extracellular signal-
regulated kinases and of the transcription factors activator protein (AP)-1
and NF-κB (71,72,90). This effect may be relatively specific for T-cells, or
it may depend on the nature of the activating stimulus, because cannabinoid
agonists alone can activate ERK in some cell types (91–93). Increases in
intracellular Ca2+ and NF-AT mediated by CB2 receptors on mouse spleen
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cells and a human T-cell line also have been reported (94). Enhanced pro-
duction of IL-2 can be induced by suboptimally stimulated T-cells, and this
effect is apparently CB1 and CB2-independent (67). Thus, almost every
conceivable category of mechanism (receptor dependent and receptor inde-
pendent; direct effects on immune system cells and indirect effects medi-
ated by the neuroendocrine stress response) has either been documented or
remains a possibility. Clearly, further work is needed to delineate the rela-
tive importance of each mechanism and to understand which ones are induced
by particular scenarios of cannabinoid exposure. Although no anti-inflamma-
tory effects were noted in a clinical trial of ∆-9-THC for Mediterranean
fever (95), the anti-inflammatory properties of some synthetic cannab-
inoids in animal models have prompted a proposal to develop them as thera-
peutic agents for inflammatory-mediated illnesses such as hepatitis (70).

5. COCAINE
5.1. Introduction and In Vitro Effects

Cocaine acts on the central nervous system primarily by preventing the
reuptake of norepinephrine and dopamine from synapses and thereby pro-
longing or intensifying the effects of these neurotransmitters (60,96). How-
ever, it also acts in the central nervous system and in peripheral tissues by
binding to the intracellular sigma receptor (97,98). Cocaine also induces a
brief neuroendocrine stress response (with elevated concentrations of glu-
cocorticoids in the blood) in rodent (99,100) and nonhuman primate models
(101) as well as in human subjects (102,103).

Direct effects of cocaine on cytokine production by immune system cells
in vitro have been documented. Cocaine at relevant concentrations (10–200
ng/mL) suppresses IL-2-mediated expression of IFN-γ and IL-8 at the
mRNA and protein level in human peripheral blood mononuclear cells (104).
Similarly, cocaine at relevant concentrations inhibits Concanavalin A-induced
production of IL-2, IL-4, IL-5, IL-10, and IFN-γ by mouse spleen cells and
LPS-induced production of IL-1β, IL-6, and TNF-α by mouse macrophages
(105). Other investigators have reported similar effects, but the concentra-
tions of cocaine used were more than 1000 times greater than concentrations
that can occur in animals or human beings. Suppressed production of IFN-γ
and IL-10 by peripheral blood mononuclear cells from dependent persons
has been reported using cocaine concentrations that are approx 10-fold
greater than concentrations typically reported in vivo (106). Cocaine also
increases TGF-β production, and this generally immunosuppressive
cytokine may explain some of its effects (107).
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5.2. Effects of Cocaine in Animal Models

The effects cocaine on cytokine production in vivo in animal models are
more complex. Acute or daily cocaine exposure for 7 d in mice decreases
the production of IL-2, IFN-γ, and IL-4 by mitogen-stimulated spleen cells
ex vivo (108). Similar results have been reported for five daily doses of
cocaine (109). However, neurological sensitization to the effects of cocaine
by intermittent dosing caused an increase in IFN-γ production (110). Chronic
exposure of rats to cocaine is associated with decreased production of IL-2
and TNF-α and increased production of IL-10 and TGF-β upon stimulation
of spleen cells with mitogen ex vivo (111). Cocaine-mediated increases in
IL-10 production have been identified as the mechanism by which cocaine
can decrease resistance to cancer (112). These results would generally be
consistent with an overall anti-inflammatory or immunosuppressive effect
of cocaine. However, acute administration of cocaine enhances one immune
parameter (T-dependent antibody response) by a mechanism that depends
on a brief increase in serum corticosterone (99,100). Considering the gener-
ally accepted immunosuppressive properties of glucocorticoids, this may
seem paradoxical. However, it is becoming clear that brief or low-level
increases in glucocorticoids can enhance some immune functions, whereas
prolonged or intense increases generally suppress immune functions
(113,114).

5.3. Effects of Cocaine in Human Subjects
Cocaine dependence is associated with an increased risk of infectious

diseases in human subjects (115,116). A causative role for cocaine-medi-
ated immunosuppression has not been definitively established, but evidence
for an immune system-related mechanism has been presented for the cocaine-
induced increase in susceptibility to HIV-1 in the brain (116). In addition, two
intriguing studies suggest suppression of cytokine responses known to be
important in resistance to infection. Alveolar macrophages from smokers of
crack cocaine exhibit suppression of cytokine mediated antimicrobial
mechanisms such as nitric oxide production (117). This was not the case for
tobacco smoke, indicating that the effects of cocaine do not reflect only the
nonspecific action of particles associated with smoking. In another study,
indwelling intravenous catheters were used to stimulate an innate immune
response. Subjects receiving 0.4 mg/kg cocaine intravenously had reduced
IL-6 levels at 2 h, possibly caused by increased release of cortisol (118).
These results suggest that cocaine-induced immunosuppression may be
responsible for decreased resistance to infection. However, enhancement
of innate immunity after cocaine administration in human subjects also has
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been reported (119). Ten to 45 min after a single dose of cocaine by inhala-
tion or by intravenous administration, neutrophils were activated and were
better able to kill Staphylococcus aureus than neutrophils from subjects
treated with placebo. It is possible that this corresponds to the brief, gluco-
corticoid-mediated enhancement of immune function reported in rodents
(120) and that direct effects of cocaine would suppress these same param-
eters at later times after dosing.

It should be noted that not all studies have documented changes in
cytokine production in a manner that would be consistent with immuno-
suppression. For example, the administration of cocaine to cocaine-depen-
dent human subjects increases ex vivo production of IFN-γ by peripheral
blood mononuclear cells (106). Similarly, when persons who regularly
smoked crack cocaine were asked to abstain for 8 h and cocaine then admin-
istered under controlled conditions, this was associated with increased acti-
vation of neutrophils and IL-8 production (119). However, these findings
may result more from the amelioration of the stress response that often is
associated with withdrawal from cocaine (121) than from direct action of
cocaine. Similar findings also have been observed in a few studies in which
cells were exposed to cocaine in vitro. In one study, cocaine increased the
production of type I interferons in culture by L929 cells and macrophages
(122). In another, it activated the production of TNF-α by brain endothelial
cells in vitro (123). However, both of these cytokines can be induced by
very small quantities of contaminants such as lipopolysaccharide.

5.4. Mechanisms of Cocaine-Mediated Immunomodulation
Few studies have been done to specifically delineate the mechanisms by

which cocaine affects cytokine production. As already mentioned, cocaine-
induced elevation in serum corticosterone concentrations seem to be respon-
sible for its enhancement of antibody production and alteration of Th1/Th2
cytokine balance (99,100). This may seem paradoxical in view of the gener-
ally accepted immunosuppressive properties of glucocorticoids. However,
we have previously pointed out that the effects of glucocorticoids on the
immune system are exquisitely dependent on the concentration and duration
of exposure (113). Thus, the results reported for cocaine are consistent with
immunoenhancement caused by short-term restraint (120). However, these
results suggest that the generally suppressive effects of cocaine on other
cytokine-related immune functions are probably not secondary to the stress
response, because such suppressive effects require intense or prolonged
exposure to stressors (113). Receptor-mediated mechanisms for cocaine’s
effects on the immune system have been considered, and there are indica-
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tions that the binding of sigma receptors may be involved. For example,
cocaine increases IL-10 production in mice by a sigma receptor-dependent
mechanism (demonstrated by the action of a sigma receptor antagonist). This
increase in IL-10 production is responsible for decreased resistance to exog-
enous tumor cells in this model (112). It should also be noted when consid-
ering mechanisms, that many cocaine abusers also consume ethanol. This
leads to the production of a metabolite, cocaethylene, which inhibits IL-2
production by activated peripheral blood mononuclear cells in vitro at very
low concentrations (124). Thus, drug interactions and effects of metabolites
may part of the mechanism of action of cocaine on the immune system. The
action of cocaine on catecholamine metabolism has not been carefully
investigated and represents another potential mechanism by which it
could affect the immune system.

6. ETHANOL
6.1. Background and In Vitro Effects of Ethanol

The association between excessive ethanol consumption and increased
risk of infection has been recognized since colonial times in America (125).
The risk has been quantified in later studies, and a substantial proportion of
cases of certain infectious diseases seem to be related to alcohol abuse (126).
Subsequent studies in animals and in human subjects have revealed that both
acute and chronic ethanol consumption are associated with decreased innate
and acquired immunity (126). It is likely that immunosuppression is a
mechanism by which ethanol suppresses resistance to infection, but direct
evidence for this is limited.

Addition of ethanol to immune system cells in culture adversely affects a
wide range of immune functions. Relevant concentrations of ethanol for such
studies must be considered, and a concentration as high as approx 0.5% (w/v)
(approx 108 mM) would be considered by some investigators too high to be
relevant. This number is based primarily on the fact that concentrations in
this range in the blood may be associated with a fatal outcome in humans
(127). However, it also should be considered that blood ethanol concentra-
tions in this range have been measured in patients judged by emergency
room staff to be sober, although they admitted to recent ethanol consump-
tion (128). This probably requires the development of tolerance, which
would be associated with chronic ethanol consumption. Thus, it seems rea-
sonable to include concentrations of ethanol up to 0.5% (w/v) in experi-
ments designed to evaluate the effects of ethanol on immune system cells in
vitro. Significant suppression of the production of pro-inflammatory
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cytokines and significant enhancement of IL-10 production by peripheral
blood mononuclear cells in vitro have been reported at much lower ethanol
concentrations (0.1% w/v [129,130]). Ethanol at relevant concentrations
inhibits TNF-α-induced activation of endothelial cells as indicated by the
production of key cytokines and chemokines as well as cellular adhesion
molecules (131). Production of TNF-α and IFN-γ (Th0 and Th1 cytokines,
respectively) induced by Concanavalin A (a T-lymphocyte mitogen) in
spleen cell cultures is suppressed by ethanol (132). Although it is clear that
ethanol can directly affect cytokine production in vitro, the role of its major
metabolites (acetaldehyde and acetate) has not been examined in this regard.
Thus, it remains possible that the effects of ethanol on cytokine production in
vivo represent a combination of direct effects of ethanol, direct effects of
metabolites, and indirect effects.

6.2. Effect of Ethanol on the Immune
System in Animal Models

Animal models for chronic and acute ethanol exposure generally have
indicated effects on cytokine expression that would be consistent with the
generally reported decreases in resistance to infection, that is, suppression
of the production of proinflammatory cytokines (e.g., IL-12) and enhance-
ment of anti-inflammatory or immunosuppressive cytokines (e.g., IL-10
[133–135]). However, it should be noted that there is a considerable body of
data from investigators seeking to explain alcoholic liver disease suggesting
that chronic ethanol exposure can, under some circumstances, enhance the
production of pro-inflammatory cytokines. This would be expected, consid-
ering the key role that inflammation seems to play in alcoholic liver disease.
However, the paradox of decreased resistance to infection and increased
inflammatory disease associated with the same treatment has not yet been
resolved. Possible resolutions to this paradox will be mentioned in the fol-
lowing discussion of results from animal models.

Host resistance to intracellular (136,137) and extracellular (133,138,139)
bacteria, viruses (140,141), and other classes of pathogens (142) typically
are decreased in rodents treated with ethanol. None of these studies com-
pared acute and chronic ethanol exposure, but some involved acute and some
involved chronic exposure, suggesting that both modes can decrease host
resistance. It should be noted that results from a few studies indicate no
significant change in resistance to infection. Both decreased resistance (136)
and normal resistance (143) to Listeria monocytogenes have been reported
by different groups, and the basis for these differing results is not clear.
Although a review of the published literature suggests that the evidence for
decreased resistance is overwhelming, it seems likely that some studies in
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which the results were negative (i.e., ethanol did not alter host resistance)
probably have not been published. The example just cited of conflicting
results with L. monocytogenes illustrates that host resistance and the effects
of ethanol are both complex. It is likely that there are a number of factors not
yet elucidated that influence both the effects of ethanol on the immune sys-
tem and the ability of the immune system to clear infectious agents.

Innate immunity and inflammation, antibody responses, and T-cell-medi-
ated responses generally are suppressed by acute or chronic ethanol treatment
in animal models, and key cytokines associated with these responses are
similarly affected. For example, the toll-like receptor mediated induction of
pro-inflammatory cytokines and chemokines (IL-12, IL-6, and CXCL9) by
peritoneal macrophages in mice is suppressed by acute ethanol administra-
tion, whereas the production of the generally anti-inflammatory cytokine
IL-10 is substantially increased (133,134). In the same studies, the expres-
sion of other cytokine genes (e.g., IL-15, IL-1, IFN-γ, and IFN-α) also was
suppressed as was the expression of most chemokine genes. Interferon-
gamma production and resultant T-cell-mediated delayed-type hypersensi-
tivity responses are suppressed by chronic ethanol administration in mice
(144). Similarly, the T-cell response to hepatitis C core protein is inhibited
by chronic ethanol exposure in mice, and this can be prevented by co-treat-
ment with mouse IL-2 in vivo (145). Acute exposure to ethanol decreases
the antibody response to a complex T-dependent antigen (sheep erythro-
cytes) and also decreases the production of IL-2 and IL-4 in response to this
antigen (146). The effects of chronic ethanol treatment on antibody and
responses (and related cytokine responses) have not been entirely consis-
tent and may vary depending on the antigen used. For example, the humoral
response to the hepatitis C nonstructural protein, NS5, was suppressed by
chronic exposure to ethanol in a liquid diet preparation. However,
coadministration of murine IL-2 partially prevented the suppression of the
B-cell response (147). Using a synthetic amino acid copolymer as antigen,
another group of investigators has consistently reported no effect or enhanced
antibody responses (148).

Mice have been used extensively in studies of the effects of ethanol on
the immune system because of the excellent availability of reagents,
transgenic strains, and methods to evaluate all aspects of immune function.
However, until recently most studies of the effects of chronic ethanol con-
sumption have involved ethanol administration in a liquid diet developed
for rats as the sole source of food and water (149). Rats consuming ethanol
in this diet maintain a normal or near-normal rate of growth, whereas most
mouse strains have a decreased rate of growth and/or loss of body weight.
Ethanol is such an aversive stimulus that mice will not consume a sufficient
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diet to maintain normal nutrition. A particularly important study demon-
strated that a substantial portion of the effects of chronic ethanol consump-
tion on lymphocyte depletion in the spleen, thymus, and gut-associated
lymphoid tissue is mediated by the stress response associated with this under-
nutrition (150). Because many of the studies cited in this chapter involved the
use of this liquid diet, it would probably be worthwhile to repeat many of
these studies using a more recent approach that has been adopted by a num-
ber of investigators. Several years ago, Meadows and colleagues (151)
exhaustively documented a method for administration of ethanol chroni-
cally by providing mice with a 20% ethanol solution as the sole source of
water. They found that this method permitted consumption of relevant
quantities of ethanol, provided adequate nutrition and hydration, and did
not induce a meaningful stress response. A number of investigators have
now adopted this method (141,152).

6.3. Effects of Ethanol on Human Subjects
Effects of ethanol on cytokine production by human cells in culture and

in humans exposed to ethanol under experimental conditions or during the
course of alcohol dependence have been reported. One of the more consis-
tent observations has been a decrease in proinflammatory cytokine and
chemokine production and decreased migration of leukocytes to sites of
inflammation or infection. The situation for acute exposure is particularly
convincing. In persons who consume alcohol in the laboratory, decreased
migration of neutrophils to a site of inflammation on the skin has been docu-
mented (153). Cytokine and chemokine production by peripheral blood
monocytes from such persons is decreased (154). Comparable exposure to
ethanol in vitro causes comparable decreases in the production of
proinflammatory cytokines and increased production of IL-10 (155,156).
The situation is apparently more complex in persons who are dependent on
alcohol. An increased concentration of IL-10 in the serum was associated
with chronic alcohol consumption in patients undergoing surgery for cancer
of the upper aerodigestive tract (157). The ratio of IL-10 to IL-6 also was
increased in the alcoholic patients, suggesting suppression of normal post-
surgical inflammation in the alcoholic patients. Both of these parameters
were significantly associated with an increased risk of surgical wound
infection and pneumonia in the alcoholic patients (157,158). However,
patients with alcoholic liver disease exhibited increased concentrations of
TNF-α and IL-6 in the plasma (159). Of interest, these increases were not
associated with the degree of liver disease per se but were closely associated
with acute excessive ethanol consumption and resultant increases in circu-
lating lipopolysaccharide, suggesting that ethanol may continue to suppress
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innate immunity and inflammation in chronic alcoholics as it does follow-
ing occasional acute ethanol consumption. However, acute excessive etha-
nol consumption apparently also causes an increase in LPS (presumably by
decreasing the permeability of the gut to Gram-negative bacteria), and the
proinflammatory properties of lipopolysaccharide are not completely abro-
gated by the anti-inflammatory action of ethanol. At least this working
hypothesis would serve to explain the apparent paradox of the generally
anti-inflammatory effects of ethanol and the involvement of inflammation
in the pathogenesis of alcoholic liver disease. An apparent rebound in sensi-
tivity to lipopolysaccharide after the suppression of responsiveness by etha-
nol (160) as well as other mechanisms may also be involved.

A similarly complicated situation apparently occurs with regard to
cytokines associated with acquired immune responses. There are indications
that cell-mediated immunity and associated cytokine responses are dimin-
ished in human beings who chronically consume excessive quantities of
ethanol (157,158). This is associated with decreased production of IFN-γ
and IL-6 and increased production of IL-10 as well as an increased risk of
postoperative infections. It is important to note that these studies involved
persons who were actively drinking and still had detectable blood ethanol
concentrations before surgery.

Alcohol-dependent persons without liver disease typically have periph-
eral blood lymphocytes with an activated phenotype (161), and lympho-
cytes from alcohol-dependent persons with liver disease exhibit increased
production of a number of cytokines upon ex vivo stimulation (162). Recent
results suggest that both T-cell-mediated (163–165) and innate immune
mechanisms (166–169) are involved in liver damage associated with chronic
ethanol consumption. The differences in immune system parameters in alco-
hol-dependent persons without liver disease as compared with those with liver
disease strongly suggest that many of the immunological effects in the latter
are not caused by ethanol per se but that they are secondary to liver damage.
It had been proposed that liver dysfunction contributes to increased transit
of lipopolysaccharide from the gut and that this explains much of the
immune system activation observed in alcohol-dependent persons with
liver disease. However, careful analysis of lipopolysaccharide concentra-
tions revealed that elevated levels were associated more closely with recent
alcohol consumption than with liver dysfunction or damage (159). In any
case, it should be emphasized that the ongoing inflammatory changes in the
liver and the activated phenotype of lymphocytes in the blood are not asso-
ciated with increased immunity to infection or cancer. In fact, alcoholics
with liver disease have diminished T-cell-mediated immune responses and
resistance to infection (170). Thus, immune activation in alcohol-dependent
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persons with liver disease probably represents nonspecific (126) or perhaps
even autoimmune (171) activity of the immune system, which does not con-
tribute to resistance to infection and may interfere with responses needed
for normal resistance.

6.4. Mechanisms of Ethanol-Mediated Immunomodulation
The mechanisms by which ethanol may act to alter cytokine production

include direct and indirect effects. Ethanol induces a neuroendocrine stress
response in rodents (172,173), nonhuman primates (174), and human beings
(175,176). A review of the literature suggests that relatively high blood etha-
nol levels are required (approx 0.2% or greater) and that increased cortisol
concentrations have been reported in most studies in which this blood level
was reached or exceeded (177). Glucocorticoid hormones such as cortisol in
humans and corticosterone in rodents typically suppress the production of
proinflammatory cytokines as well as some of the cytokines involved in
specific immune responses (178–180). Glucocorticoids also can increase the
production of anti-inflammatory or immunosuppressive cytokines such as
IL-10 (181). By administering corticosterone in a manner designed to yield
a comparable area under the corticosterone concentration vs time curve as
measured in mice treated with ethanol, we demonstrated that ethanol-induced
corticosterone is sufficient to suppress the production of TNF-α for 1 h, but
not for the whole period of time (2.5 h) for which ethanol altered TNF-α
production (182). In other studies that have not yet been published, we
observed that a glucocorticoid receptor antagonist (mifeprisone) did not
diminish the effects of ethanol on cytokine production induced by lipopolysac-
charide in mice. Thus, it is not clear to what extent the effects of glucocorti-
coids or other stress mediators are responsible for the effects of ethanol on
cytokine production in human beings. An important factor in this regard
may be the drinking pattern of each individual. In rodents, continuous expo-
sure to ethanol for 7 d leads to habituation or tolerance with regard to the
stress response (183). However, this has not been uniformly noted in alco-
hol-dependent human subjects. One study indicated no increase in serum
cortisol in alcohol-dependent subjects with high blood ethanol concentra-
tions (184), but another indicated that such increases do occur (175). A pos-
sible explanation for this difference comes from a report indicating that
alcohol-dependent persons do not all drink continuously. Approximately
50% are better characterized as binge, episodic, or sporadic drinkers than
steady drinkers (185). Steady drinking would be expected to induce a more
uniform state of tolerance of habituation that would decrease the stress
response to ethanol, whereas the other drinking patterns might not induce
such a state.
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Another issue that has probably been insufficiently studied with regard to
the mechanisms by which ethanol consumption affects cytokine responses
is the role of its major metabolites, acetaldehyde and acetate. Both enhanc-
ing and inhibitory effects on TNF-α production have been reported in rodent
models (166,186).

An emerging body of evidence suggests an additional mechanism by
which ethanol may affect cytokine production as well as a variety of other
cellular functions: alteration of cellular signaling. In a series of particularly
informative studies, Szabo and colleagues (154) have demonstrated that
ethanol decreases the production of proinflammatory cytokines and
chemokines by human monocytes in culture. Very similar effects were noted
when the exposure to ethanol resulted from ingestion of ethanol under con-
trolled conditions to achieve blood ethanol concentrations of approx 0.1%
(w/v). Further studies using an in vitro system revealed that ethanol inter-
feres with the activation of NF-κB induced by lipopolysaccharide (through
TLR4 [156]). Adenyl cyclase activation in human lymphocyte membranes
in vitro is suppressed in a manner that correlates with blood ethanol concen-
tration following ethanol consumption by ethanol-dependent human sub-
jects (187). Recent studies in rodents in vivo and ex vivo support the idea
that ethanol disrupts signaling through all TLRs. This inhibition is associ-
ated with decreased activation of the MAP kinases and of IRAK-1, which is
activated early in the TLR signaling pathways. Although indirect mecha-
nisms of action have not been entirely ruled out, and the role of metabolites
is not clear, we found no evidence for the involvement of corticosterone in
the inhibition of TLR3 mediated cytokine production by acute ethanol admin-
istration in mice (188). We (133) and others (189) have speculated that etha-
nol may modulate signaling by disrupting lipid rafts, which are involved in
signal transduction for TLR and other receptors important for immune func-
tion. However, no definitive experimental evidence has been reported in
support of this speculation.

7. NICOTINE
7.1. Background, In Vitro Effects,
and In Vivo Effects of Nicotine in Animal Models

Nicotine is one of more than 3900 chemicals found in cigarette smoke
(190), and it is also found at potentially toxic levels in raw tobacco, smoke-
less tobacco products, and pesticide preparations (191). Nicotine is known
to be the addictive component of tobacco and also has been implicated in
causing some of tobacco’s immunomodulatory effects (192). Research on
the immunological effects of tobacco has focused on nicotine because of its
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highly addictive properties, widespread use, and relatively simple and well-
established initial mechanism of action. Many of the immunomodulatory
effects of nicotine have been suggested to result from nicotine’s direct con-
tact with nicotinic acetylcholine receptors on immune system cells, whereas
some effects may be secondary to an increase of catecholamines and gluco-
corticoids caused by nicotine’s action on the central nervous system
(193,194). A number of reports indicate that cytokine production can be
affected by nicotine.

When evaluating the body of literature on how nicotine modulates
cytokine production, the concentration or dosage of nicotine used is impor-
tant. In a number of published studies, the concentrations of nicotine used in
vitro were orders of magnitude greater than concentrations found in average
tobacco users. Somewhat-higher concentrations of nicotine than measured
in smokers may be relevant with regard to cases of overt toxicity caused by
exposure to nicotine-based pesticides or occupational exposure to tobacco
leaves. However, the relevance of substantially greater concentrations, par-
ticularly in vitro, is questionable. The average nicotine concentration in the
blood of smokers is 33 ng/mL (195). A similar value has been reported for
persons who use smokeless tobacco (196,197). Several reports indicate that
nicotine at concentrations greater than 10 µg/mL in vitro suppresses the
expression of cytokines induced by LPS or anti-CD3 antibodies. How-
ever, these concentrations are orders of magnitude greater than lethal con-
centrations for animals, and they are also orders of magnitude greater than
the binding affinity for nicotinic acetylcholine receptors. This does not exclude
the possibility that these results are relevant. For example, increased concentra-
tions of nicotine may be required to compensate for downregulation of nico-
tinic receptors in vitro or on cell lines as compared with normal cells. It has
also been suggested that local nicotine concentrations in the oral cavity of
smokeless tobacco users and in the lungs of smokers is probably substan-
tially greater than in the plasma (198). However, the relevance of results
with high concentrations of nicotine is not certain unless they have been cor-
roborated in vivo with doses of nicotine that can be realistically tolerated.

Although it is commonly stated that immune system cells have both mus-
carinic and nicotinic acetylcholine receptors, we have noted previously that
the evidence presented in many studies is insufficient to support this conclu-
sion (199). For example, some studies present binding curves that do not
reach a plateau (thus not clearly demonstrating saturable binding, which is
characteristic of bona fide receptors). Other studies indicate binding con-
stants that are orders of magnitude less than reported in numerous studies of
these receptors in the nervous system. However, convincing evidence has
recently emerged indicating that at least some cell types in the immune sys-
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tem do indeed respond to nicotine through bona fide nicotinic acetylcholine
receptors. For example, the LPS-induced production of TNF-α by a mouse
macrophage cell line is inhibited by nicotine at 100 ng/mL in vitro, and this
inhibition is prevented in cells treated with anti-sense RNA to prevent expres-
sion of the α-7 subunit of the nicotinic acetylcholine receptor (200). Failure
of vagus nerve stimulation to suppress LPS-induced TNF-α production in
vivo in mice (which is thought to be mediated by nicotinic acetylcholine
receptors) was observed in knockout mice lacking the α-7 subunit of the
nicotinic acetylcholine receptor (6). However, definitive characterization of
pharmacologically defined receptors on cells of the immune system still lags
behind the identification of the apparent functional relevance of these receptors.

Significant effects of nicotine on cytokine responses have been reported
at relevant nicotine concentrations (100 ng/mL) in mouse macrophages
treated with live Legionella pneumophila (201). The production of TNF-α
was significantly decreased as was inhibition of bacterial growth. There was
some indication of inhibition of other cytokines (e.g., IL-6 and IL-12) at
relevant concentrations of nicotine, but substantial inhibition required higher
concentrations. It has also been reported that chronic exposure to nicotine in
mice inhibits cellular signaling induced through the T-cell receptor for anti-
gen (202). This would very likely inhibit T-cell cytokine production as well,
although this was not formally evaluated. Paradoxically, enhancement of
dendritic cell function and associated activation of Th1 cytokine production
has been reported in one study of dendritic cells exposed to relevant concen-
trations of nicotine (203). This may simply indicate that the action of nico-
tine in the immune system is strictly dependent on the nature of the immune
stimulus and on the cell type involved. However, the findings of both sup-
pression and enhancement of cytokine production is reminiscent of the effects
of nicotine on two common forms of inflammatory bowel disease.

7.2. Effects of Nicotine on the Immune
System in Human Subjects

In human subjects, a number of studies of the effects of nicotine on the
immune system have focused on apparently beneficial effects of nicotine in
patients with ulcerative colitis and adverse effects in patients with Crohn’s
disease (204). Interestingly, the pattern of pro-inflammatory cytokine (IL-1)
and chemokine (IL-8) expression is similarly decreased in smokers in both
diseases (205,206). Thus, the basis for the differing effects on disease pro-
gression is not known. However, one possibility is suggested by the work of
Aicher et al., which has already been mentioned (203). If Crohn’s disease is
triggered primarily by a specific immune response involving dendritic cells,
nicotine may enhance it, whereas the progression of ulcerative colitis might
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be more related to inflammatory stimuli such as endotoxin. In this case,
nicotine would be expected to inhibit progression.

7.3. Mechanisms of Nicotine’s Immunomodulatory Effects
Recent studies in mice have suggested a novel mechanism that might be

effective in nicotine in treatment of sepsis to prevent multiple organ failure
and lethal septic shock. Several investigators have determined that a protein
first identified as a DNA-binding protein, HMGB-1 (high mobility group
protein B1) also acts as a cytokine and is an important mediator of organ
failure and death late in the course of septic shock (207,208). Nicotine pre-
vents the expression of this gene induced by LPS or by sepsis, and it decreases
lethality even when administered after the initiation of infection (200). Thera-
peutic agents with this capability have been elusive in animal models and
human subjects. The results also demonstrate that the action of nicotine in
this system depends on the α-7 subunit of the nicotinic receptor, and these
results are consistent with previous reports that stimulation of the vagus
nerve (which presumably leads to systemic release of acetylcholine) also
can be protective in sepsis (6). These findings represent one of the clearest
demonstrations that endogenous as well as exogenous ligands for neu-
rotransmitter receptors can affect immune or inflammatory response in quan-
titatively important ways and are not always associated merely with “fine
tuning” of responses.

The ability of peripheral blood monocytes to produce cytokines has also
been evaluated after treatment with Gram-negative bacteria like Legionella
pneumophila. In one study Legionella pneumophila was added to macroph-
ages in vitro to stimulate cytokine production. Nicotine was then added to
examine its effects on cytokine levels. There were significant decreases in
antimicrobial activity and in the production of IL-6, IL-12, and TNF-α (201).
In another study, treatment with nicotine (1 µM) significant decreased LPS
induced TNF-α production by human peripheral blood monocytes (6). This
same pattern of cytokine modulation caused by nicotine treatment has also
been seen in studies using peritoneal macrophages. In these studies, 5 pM of
nicotine treatment causes as much as a 35% decrease in LPS-induced TNF-α
production (6).

Taken together, the reports described in previous sections suggest that
proinflammatory cytokine production by T-cells, dendritic cells, and mac-
rophages is robustly inhibited by nicotine administration under some circum-
stances. Nicotine’s inhibitory effects on the production of proinflammatory
cytokines by stimulated cells are thought to be mediated through nicotine’s
direct contact with nicotinic acetylcholine receptors on immune cells. How-
ever, the nicotine-induced signaling events that affect immune responses
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and the mechanisms by which this occurs have not been determined. It also
should be noted that nicotine induces a stress response characterized by
increased endogenous glucocorticoid concentrations (209), and this may
constitute an indirect anti-inflammatory mechanism that also contributes to
the effects of nicotine.

8. CONCLUSIONS
Although there are studies that indicate exceptions, the overall weight of

the evidence suggests that all the drugs discussed in this chapter can adversely
affect the immune system and that cytokine dysregulation is an important part
of this. In most cases, the effects of the drugs in human subjects are analo-
gous to those in animals. The combination of animal studies, studies with
human subjects, and studies using immune system cells in vitro have revealed
both indirect and direct (receptor-mediated and nonreceptor-mediated) mecha-
nisms by which these drugs affect the immune system. However, detailed
studies of the alterations in cellular signaling responsible for altered immune
functions have only been conducted for cannabinoids. Considering that thera-
peutic agents for modulating cellular signaling are currently under develop-
ment, understanding the cellular signaling changes associated with immune
dysfunction should be a major goal of future research. This may allow inter-
vention to prevent adverse immunological affects associated with abuse of
these drugs or with legitimate opioid analgesia.
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Preclinical Approaches for the Safety

Assessment of Cytokines

Peter T. Thomas and Melissa S. Beck-Westermeyer

SUMMARY
In response to the need to treat disorders such as Crohn’s disease, rheuma-

toid arthritis, allergies, and diabetes, the pharmaceutical industry has pursued
the development of cytokines as therapeutic agents. Cytokines possess unique
characteristics that are distinctly different than small molecule drugs. These
hormone-like proteins possess complex structural features, demonstrate unique
binding specificities and, in many cases, share overlapping physiological func-
tions. These characteristics make development of cytokine therapeutics a chal-
lenge to drug-development scientists. Preclinical development of these
molecules is complicated by the challenge of differentiating between toxicity
and exaggerated immunopharmacology and understanding and analyzing the
impact of antidrug antibody on the pharmacodynamics and pharmacokinetics
of the parent compound. Regulatory agencies have recognized these issues and
established guidance documents to address the nonclinical development of
biological products. Several examples, including the nonclinical development
of interleukin (IL)-4, IL-5 antagonists, IL-6, IL-10, and IL-18 are reviewed in
the context of these issues.

Key Words: Cytokines; immunotoxicology; preclinical development; im-
munogenicity.

1. INTRODUCTION
The beginnings of the understanding of cytokines came from early descrip-

tive studies (1) identifying a substance produced by sensitized lymphocytes
that inhibited the migration of nonimmune macrophages from the site of
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inflammation. This agent was coined macrophage migration inhibitory fac-
tor (MIF). Since that time, during the last 25 years, additional classes of
immunoregulatory substances have been described as having antiviral prop-
erties (the interferons), growth and functional control of various leukocytes,
(the interleukins such as interleukin [IL]-1, IL-2 and, more recently, IL-23).
In addition, other hematopoietic and nonhematopoietic growth factors that
control nerve and epidermal cell growth and differentiation, among others,
have been characterized.

The systematic evolution of cytokine nomenclature is the result, in part,
of the disparate origins of the basic research that lead to their description.
The product of immunologically sensitized lymphocytes was first described
as a lymphokine. The term “cytokine” was proposed in the mid-1970s to
reflect the fact that a variety of immune and nonimmune cells produced
immunologically active monokines and lymphokines (2). The term
“interleukin” was later proposed to describe a group of distinct molecules that
regulated communication between leukocytes and other nonhematopoietic
and somatic cell types. Presently, many cytokines fall within the
interleukin nomenclature. There are, however, several additional molecules
that have retained their original functional names (e.g., interferon [IFN]-γ,
transforming growth factor-β, leukocyte inhibitory factor, and others).

Cytokines can be classified according to different criteria, including their
structural features, ability to bind to various receptor types, and physiologi-
cal function (3). Hormones and growth factors also share many properties of
cytokines. However, there are important differences. Most cytokines are
small polypeptide molecules with a molecular weight (MW) of 30,000
Daltons or less. However, some cytokines form higher MW oligomers or
heterodimers. For example, the recently described composite cytokine, IL-23,
is composed of the IL-12 p40 subunit and a novel p19 protein. IL-23 has
been shown to exhibit biological activities similar to and unique from IL-12
(4). The production of cytokines is not constitutive and is usually in response
to various stimuli, primarily by those resulting from an immune response.
Activity is usually at the level of messenger ribonucleic acid transcription or
translation. With the exception of several of the proinflammatory cytokines
(e.g., IL-1, TNF, IL-6, IFN-γ), their effective pharmacodynamic range is
usually localized. However, unlike most hormones that have limited action
and target cell specificity, physiological effects displayed by cytokines are
diverse with some targeting hematopoietic cells. Differences aside, it appears
that cytokines, polypeptide hormones, and growth factors all serve to facili-
tate extracellular signaling pathways. Furthermore, many have common
structural features. Once bound to a receptor, the signal transduction path-
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ways of many of these molecules appear to be the same. Research into the
structure and function of cytokines and their receptors has resulted in classi-
fication of these molecules into loose families according to their overall
three-dimensional structure (5,6). Grouping of cytokines and their receptors
is largely based on primary or higher order structural homologies among the
molecules.

Cytokine function is as diverse as the cytokine family itself. Not
suprisingly, as part of the pleiotropic nature of these molecules, consider-
able overlap exists between the cytokines and their intended targets. It is
beyond the scope of this chapter to discuss the functional diversity of the
cytokine families. Mantovani provided a useful classification of cytokine
function as it relates to the fundamental states of immunity and hematopoie-
sis (3). They include the proinflammatory cytokines involved in innate immu-
nity, cytokines involved in specific immunity, hematopoietic cytokines, as well
as cytokines that have anti inflammatory and immunosuppressive activities.

In response to infection, endotoxin, stress, or other acute insult, the initial
proinflammatory cytokines, including TNF-α, IL-1, and IL-6, are released
as a means of defense. Simply put, this reaction is the hallmark of the innate
response of inflammation, and the cytokines involved in the response are,
by necessity, pleiotropic in their actions and influence. TNF-α and IL-1 have
demonstrable properties to magnify endogenous mechanisms to increase
leukocyte cell numbers and recruitment in proximity to the affected area.
Meanwhile, IL-6 serves to regulate and intensify the systemic response to
the infection by stimulating production of acute phase proteins in the liver.
This includes C-reactive protein, and serum amyloid P, which leads to comple-
ment activation, increased phagocytic activity through opsonization of bacte-
ria, and a generalized increase in primary, nonspecific immunity (3).

The chemokines also play an important role in nonspecific inflammation
(7). This superfamily of small proteins (8–11 kDa) shares structural simi-
larities, including four conserved cysteine residues forming structurally dis-
tinct disulfide bonds. Four distinct families (CXC, CC, C, and CX3C) have
been described (8,9) depending on the location of the first two cysteines in
their amino acid sequence. To date, a total of 42 human chemokines have
been described. The principal pharmacological action attributed to the
chemokines relates to cell trafficking. The four groupings are largely differ-
entiated not only by their structural heterogeneity but also by chemotactic
action on different leukocyte cell types. Chemokine–receptor interactions
show considerable nonspecificity and redundancy. The mononuclear phago-
cyte, the most important cell type in innate immunity and also the most evo-
lutionarily conserved, demonstrates the widest response to these proteins.
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As a result of an inflammatory response, specific T- and B-cell immunity
to the offending agent is developed. Cytokines such as IL-2, IL-4, IL-12,
IL-15, and IFN-γ are produced at this time. T-helper 1 (Th1) cells stimu-
late macrophage activation, opsonization, and phagocytosis; delayed-type
hypersensitivity, and promote antibody-dependent cell-mediated cytotoxic-
ity through the production of IFN-γ, IL-2, and TNF. By contrast, Th2 cells
produce a complement of cytokines, including IL-4, IL-5, IL-6, IL-10, and
IL-13, among others. The humoral immune response, antibody isotype
switching, as well as promotion of mucosal immunity and IgA secretion are
mediated through the actions of these cells.

The cytokine response patterns that have come to define the Th1-Th2
paradigm have been useful in understanding the mechanisms of a number of
disease states as well as designing therapeutic strategies (10). It is believed
that an imbalance in the Th1 and Th2 response contributes to diseases such
as Crohn’s, rheumatoid arthritis, multiple sclerosis, allergies, type 1 diabe-
tes, and some infectious diseases (3). T-cell activation and overproduction
of TNF-α, IL-1, and IL-6 may be attributed to the cause of some of the autoim-
mune disorders and the inflammatory properties described herein (11).

Colony-stimulating factors (CSFs) are a family of acidic glycoproteins
that regulate the differentiation and proliferation of a variety of types of
hematopoietic progenitor cells. There are well described CSFs that specifi-
cally stimulate erythroid and myeloid cell precursors. These include granu-
locyte colony-stimulating factor (G-CSF), which regulates the survival,
proliferation, and differentiation of granulocyte precursors as well as the
function of mature neutrophils. Granulocyte-macrophage colony-stimulat-
ing factor (GM-CSF) has activity similar to G-CSF except that it is directed
toward an earlier myeloid progenitor population. M-CSF on the other hand,
specifically stimulates macrophage progenitor cells. In addition to these
CSFs, many proteins, including endothelial growth factor and vascular endot-
helial growth factor, can stimulate the growth of nonhematopoietic cells. Fur-
thermore, cytokines not normally considered growth factors per se are
included in this group. They include IL-3, IL-5, IL-6, and stem cell factor,
among others.

The actions of this diverse class of molecules include modulation of natu-
ral and adoptive immunity, response to neoplasia, cellular differentiation
and apoptosis. During the last decade, efforts to leverage the unique charac-
teristics of these molecules and their receptors for the treatment of diseases
has lead to the approval of several as therapeutic drugs (Table 1). Further-
more, preclinical and clinical development continues with many of these
molecules on a number of disease indications.
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2. PRECLINICAL SAFETY ASSESSMENT
OF CYTOKINE THERAPEUTICS

The purpose of preclinical safety assessment studies is to characterize
potential toxicity of new drug candidates and to relate any toxicity to phar-
macokinetics and pharmacodynamic action with the intention of selecting
safe and effective doses for human clinical studies. All new chemical enti-
ties, including cytokine therapeutics, follow this same general strategy. Early
in development, repeat-dose pharmacokinetic and toxicokinetic studies typi-
cally are performed in relevant species to understand half-life, bioavailability,
distribution, clearance, and maximum plasma concentration. These data are

Table 1
Growth Factors, Cytokines, and Cytokine
Antagonists Approved for Human Use

Product type Selected clinical indications

Erythropoetin Anemia associated with chronic renal failure, HIV infection
Anemia associated with cancer chemotherapy

G-CSF Chemotherapy induced neutropenia
Bone marrow transplantation

GM-CSF Bone marrow transplantation
Immunosuppression in acute myelogenous leukemia

Interleukin (IL)-11 Reduced platelet counts following myelosuppressive
therapy

Interferon-α Hairy cell leukemia, malignant melanoma, chronic hepatitis
B, C

Interferon-γ1 Chronic granulomatous disease, osteopetrosis, rheumatoid
arthritis

Interferon-β Relapsing multiple sclerosis
Interleukin-2 Renal cell carcinoma, interleukin-4 antagonists, asthma

(late stage development)
VEGF antagonists Metastatic breast cancer
TNF-α antagonists Rheumatoid arthritis, Crohn’s disease
IL-1 receptor Rheumatoid arthritis

antagonists
IL-2 receptor Immunosuppression in acute renal transplantation.

antagonists

G-CSF, granulocyte colony-stimulating factor; GM-CSF, granulocyte-macrophage
colony-stimulating factor; TNF, tumor necrosis factor; VEGF, vascular endothelial growth
factor.
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later compared with the systemic toxicology findings to ensure that adequate
exposure was achieved to support clinical trials. In contrast to small mol-
ecules, which are metabolized and excreted by well-characterized Phase I
and Phase II drug-metabolizing enzyme pathways, cytokines are degraded
by enzymatic proteolysis and the resulting peptides and amino acids are
recycled. Therefore, except for evaluating the impact of antidrug antibody
on the in vivo pharmacokinetics of the compound, classical ADME studies
are usually not relevant. Safety pharmacology studies evaluate the
compound’s potential to induce unwanted pharmacodynamic effects on a
wide variety of physiological functions. For biologicals, we have noted that
these initial studies often are incorporated into the repeat dose IND-enabling
toxicology studies, which is consistent with the ICH S7A guideline for safety
pharmacology and usually is sufficient at the IND stage (12). Like small
molecules, single- and multiple-dose toxicology studies usually are per-
formed with cytokine therapeutics. The duration, route of exposure, test
article formulation, and frequency should mimic those planned for the
clinic. The potential for cytokine biologicals to interact with deoxyribo-
nucleic acid and cause cellular damage is low and, therefore, genetic toxic-
ity testing is not appropriate. Furthermore, the presence of amino acids such
as histidine in the formulation can complicate interpretation of bacterial mu-
tagenesis tests. In the unlikely event that there is an organic contaminant as
a manufacturing by product, genetic toxicity may be an issue.

As far as effects on reproduction are concerned, developmental toxicity
studies are conducted with biologicals, including cytokines. The ICH S6
regulatory document dealing with preclinical safety evaluation of biotech-
nology-derived therapeutics provides general guidance on reproduction and
fertility testing by emphasizing the need to consider the clinical indication,
the targeted patient population and the availability of a physiologically rel-
evant animal species (13). This latter issue is particularly important in light
of the species-specific responses of these molecules as the nonhuman pri-
mate model may be the only relevant model in which to conduct these
studies.

Carcinogenicity testing of endogenous proteins whose hormone-like actions
affect cell division, distribution and differentiation must be carefully consid-
ered. In a recent review (14), the pros and cons of initiating carcinogenicity
testing, using human IL-10 as an example, were discussed. It is important to
understand whether the pharmacodynamic action of the compound compro-
mises the generally accepted protective mechanisms of tumorigenicity. Al-
though many cytokines have immunosuppressive activity, the relevance of
any effects to the current theories of tumor immunosuveillance must be con-
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sidered. In addition, if the proposed test species responds to the specific
pharmacological action of the compound in the same manner as humans,
one needs to consider the evidence that an immune response to the foreign
protein potentially would neutralize its activity. For example, although there
may be sufficient pharmacodynamic evidence to support the use of rodents,
including transgenics, as a relevant test species, exposure may result in for-
mation of antibody with consequential loss of detectable plasma levels and
associated pathology. Other conventional species, such as the Syrian ham-
ster, might suffice, but an understanding of the physiological role of the
cytokine in this species is needed, as is availability of suitable reagents and
standards for immunoanalytical evaluation. Therefore, before moving ahead
with testing, these and other key questions must be considered before decid-
ing whether such studies are necessary and whether or not they can be con-
ducted in a way that will yield meaningful results for risk assessment.

Because the general development strategy is the same, there are several
critical differences between traditional small MW therapeutics and cytokines
that influence the safety assessment strategy (15). They include selecting a
relevant animal model, differentiating between toxicity and exaggerated
immunopharmacology, and evaluating the impact of antidrug antibody on
pharmacokinetics and pharmacodynamics of the compound (16). In addi-
tion, the unique pharmacology of these molecules makes them especially
challenging to develop as potential therapeutics. The fact that they function
as extracellular signaling molecules, and are endogenous to the host makes
their actions similar to hormones. Unlike hormones, which act at a distant
site, cytokines are active at very low physiological concentrations (17). As a
result, their primary area of influence frequently is restricted to the local
cellular milieu in which the molecule is produced.

These molecules have other important characteristics that must be con-
sidered during development. Paradoxically, many cytokines are pleiotropic
in their actions and exhibit different activities across a wide variety of cells.
Once produced, many cytokines act in complex feedback loops, inhibiting
the production of other molecules or their receptors. A cytokine may also
increase the production of another cytokine, or its receptor, leading to a cas-
cade of effects. Much of this is a result of the fact that, to be active, cytokines
bind to receptors on target cells, that often have multiple subunits. Further-
more, several act in a redundant fashion, sharing many actions among other,
related molecules having known mechanisms. Receptors for several hor-
mones and cytokines, such as IL-2, IL-4, IL-6, the CSF, prolactin and
erythropoetin demonstrate common structural features (18,19). Taken as a
whole, these unique features make development of cytokine therapeutics a
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challenge, when compared with traditional small molecules and other pro-
teins, including monoclonal antibodies.

The development of IL-6 illustrates those important differences in responses
between animal models and humans do occur and must be accounted for during
development. IL-6 has a broad spectrum of biological activities, including
stimulation of thrombopoiesis, proliferation of the cells of the mesangium,
and induction of acute-phase protein responses in the liver (20,21). The
physiologic effects of IL-6 are mediated through membrane receptors expressed
on monocytes, nonlymphoid, and lymphoid cells. Safety evaluation studies per-
formed in nonhuman primates and rodents demonstrated that recombinant
human IL-6 was well tolerated. As expected, an increase in thrombocyte
count levels of acute phase proteins and immune stimulation was observed
in the absence of significant target organ toxicity. Patients receiving IL-6
presented with a fever, anemia, and general malaise consistent with an acute
phase response. More significantly, the uncontrolled lymphoproliferation
and mesangioproliferative nephritis seen in IL-6 transgenic mice was not
seen in humans (22). In other mechanistic studies, Ruffel et al. (23) demon-
strated that the administration of IL-6 to autoimmune prone (NZB × NZW)
F1 female mice enhanced glomerluonephritis after 12 wk of treatment.
Moreover, mononuclear cell infiltrates and tubular epithelium expressed
high levels of major histocompatability class II antigen. These observations
are consistent with the multifunctional immunostimulatory properties of this
cytokine and emphasize that animal safety data must be extrapolated with
care because of potential species differences in pharmacological and immu-
nological responses.

Most cytokines demonstrate limited species specificity with respect to
pharmacologic action. Moreover, the ability of animal models to consis-
tently predict immunotoxicity has been, at time, of limited value. Species-
specific immunopharmacology has been demonstrated in studies with
GM-CSF and IFN-γ (human vs rodent), recombinant IL-1 (granulopoiesis and
neutropenia in the dog vs mouse models), and IL-6 (lymphoproliferation and
nephritis in the mouse vs human). When examined in the appropriate spe-
cies, the pleiotropic actions of many of these molecules make differentia-
tion between toxicity and exaggerated immunopharmacology difficult. For
example, production of numerous cytokines, including TNF-α, IL-1, IL-15,
and IL-18 are important in the pathogenesis of cytokine-induced shock in
humans. Mechanistic studies have suggested that natural killer (NK) cells
are important effector cells responsible for this human response (24).

The administration of therapeutic doses of recombinant cytokines to patients
with malignant disease can produce systemic complications, which ultimately
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may present as a systemic inflammatory response. For example, the combi-
nation of IL-18 and IL-12 has synergistic antitumor activity in vivo and has
been associated with significant toxicity. When examined in a murine model,
the coadministration of IL-18 and IL-12 resulted in systemic inflammation
and 100% mortality within a week, depending on the strain employed. When
the response was investigated further, mice treated with IL-18 plus IL-12
exhibited unique pathological findings as well as elevated serum levels of
proinflammatory cytokines and acute-phase reactants. The data suggest that
actions of tumor necrosis factor-alpha did not contribute to the observed
toxicity, nor did those of T- or B-cells. However, toxicity and death from
treatment with IL-18 plus IL-12 could be completely abrogated by elimina-
tion of NK cells or macrophages. Further studies in genetically altered mice
revealed that gamma interferon produced by NK cells mediated the fatal
toxicity via signal transduction pathways (25).

Because of the unique properties of cytokines and other immunoregulatory
molecules, traditional dose–response relationships seen with traditional small
molecule NCEs often do not apply. Talmadge (26) suggested that this is due
to many factors, including biodistribution of the molecules in the body, cir-
cadian processes, specific receptor-mediated events and indirect, down-
stream effects from the site(s) of action. Bell shaped or biphasic dose response
curves have been seen in studies with IFN-γ (murine tumor metastasis mod-
els) as well as TGF-β (wound healing models), among others (27).

Probably the most important factor in safety assessment of cytokines, like
other biologicals, is the potential of antibody production to the therapeutic
or to endogenous product in the test species. The nature and duration of the
antibody response is dependent on many factors. These include homology
(or lack thereof) with the endogenous molecule and protein form (conjuga-
tion to toxins, drugs, glycol ethers, or creation of new antigenic determi-
nants through fusion molecules). Product-related impurities such as yeast
byproducts or endotoxin formed during manufacture can be immunogenic
or have adjuvant properties. Other factors, including dose, frequency, and
route of exposure also impact antigenicity. From a practical standpoint, sub-
cutaneous and intradermal routes of injection are most likely to favor an
immunogenic response because of the proximity of draining lymph nodes,
dendritic antigen-presenting cells, and B-cells, followed by intraperitoneal,
intramuscular, intravenous, and topical exposure. In repeated-dose preclini-
cal toxicology studies, an antibody response typically is detected within 2 wk,
making long-term monitoring of the response important to safety evaluation.
In addition to measuring antidrug antibody titers, characterizing the particu-
lar isotype produced may explain any subsequent immunopathological,
pharmacodynamic or pharmacokinetic changes that may occur (28,29).
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Of concern to the toxicologist is appearance of antibody that could com-
plicate nonclinical safety assessment. Documented reactions include: (1)
crossreactivity with endogenous proteins; (2) type 2 immune complex for-
mation leading to deposition of antibody-antigen complexes; (3) localized
arthus type reactions at injection sites; (4) systemic infusion reactions, includ-
ing anaphylaxis; and (5) alterations in the pharmacodynamics, half-life and
distribution of the cytokine. Despite these concerns, experience has shown
that detection of antidrug antibody in animal studies is not necessarily pre-
dictive of the same effect in humans. Factors inherent in the host play an
important role in predicting immunogenicity of a protein. These include
differences in major histocompatability class haplotype, diversity of T- and
B-cell repertoires, and immunoglobulin and T-cell receptor gene rearrange-
ments between species. In addition, preexisting autoimmune conditions and
host environmental status, including exposure to pathogens, also play a role.
Strategies to modify proteins in an attempt to alter immunogenicity include
glycosylation and, more recently, modifications of immunodominant pep-
tide epitopes (30). Despite this, there is no clear association between anti-
body status, degree of glycosylation, MW, and homology to the endogenous
protein. Nevertheless, immunogenicity data obtained during preclinical de-
velopment are most valuable in the design and conduct of subsequent clini-
cal studies.

Aside from antibody effects, direct or indirect immunotoxicity after treat-
ment with therapeutic cytokines is thought to be the cause of many potential
adverse events seen during clinical treatment. These range from interferon
or TNF-induced flu-like symptoms, vascular leak syndrome (rhIL-12, IL-2),
proinflammatory cytokine release syndrome, to more serious and less well
understood effects, including thyroid disorders, systemic lupus erythematosis,
and diabetes (31). The challenge to the practicing toxicologist is to differenti-
ate adverse immunotoxicity from exaggerated (and sometimes expected)
immunopharmacological effects because of treatment. Understanding the
role these molecules directly and indirectly play in immune regulation pro-
vides important mechanistic information that can aid in identification of spe-
cific biomarkers of exposure or of efficacy. These indicators also can serve
to bridge the preclinical findings with potential pharmacodynamic effects in
humans. When the decision to incorporate measurement of cytokine levels
is made, many practical and important assay-related factors must be consid-
ered, including the biological source of reagents, the effect of sample pro-
cessing on activity and, whether or not to measure function or simply
presence of the molecule(s) in question (32).



 Development of Cytokine Therapeutics 185

3. REGULATORY CONSIDERATIONS
From 1993 to 2002, therapeutic proteins were regulated by the Office of

Therapeutics Research and Review within the Food and Drug Administra-
tion (FDA) Centers for Biologics Evaluation and Research. In October 2003,
the lead organization responsible for review of safety data supporting devel-
opment of therapeutic proteins (including cytokines and monoclonal anti-
bodies) was the Office of Drug Evaluation 6 (ODE 6) within the FDA Center
for Drug Evaluation and Research. From a regulatory perspective, there are
no guidances that specifically regulate development of therapeutic cytokines
because they are grouped together with other proteins, including monoclonal
antibodies. Those guidances that provide a roadmap for safety assessments
have been reviewed elsewhere (13,33). Perhaps the most important of these
is the guidance for preclinical safety of biotechnology-derived pharmaceuti-
cals, made public in 1997 under the auspices of the ICH (34). This document
forms the basis for developing a preclinical plan for biologicals, discusses
which approaches are most appropriate and, more importantly, identifies tests
that are not generally required for this class of compounds. This document
stresses the importance of choosing the most relevant species for safety evalu-
ation because many biologicals, including cytokines, are highly species spe-
cific in their pharmacodynamic action. In contrast to traditional drugs,
standard immunotoxicity tier tests are deemed not relevant for initial safety
evaluation. However, as discussed previously, measurement and character-
ization of an antidrug antibody response as it effects either the host or the phar-
macodynamics of the test compound in the host is emphasized.

In 2002, the US FDA published its long-awaited guidance document on
immunotoxicology evaluation for Investigational New Drugs (35). Accord-
ing to the FDA, all investigational new drugs should be evaluated for immu-
nosuppression. How this is accomplished is subject to individual review and
discussion between the drug sponsor and the Agency. It has been our experi-
ence that IND-enabling repeat-dose toxicity studies typically do not include
specific measures of immune function. Unless there is a specific reason to do
otherwise, sufficient information about potential immunotoxicity of the test
compound is obtained through the use of standard clinical and anatomic pathol-
ogy measures rather than immune function tests. With respect to immunogenic-
ity, while acknowledging that evaluation of allergic potential is difficult
using the currently accepted animal models nonclinical toxicology, the FDA
comments that specific models and methods have been developed. In addi-
tion to discussing specific immune function endpoints, the FDA provides
guidance on the scope of nonclinical immunotoxicity safety testing as it
applies to the disease and targeted patient population(s).
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As far as the European Union is concerned, the EMEA Committee for
Proprietary Medicinal Products provides more specific recommendations
for immunotoxicity and suggests that it be included it in at least one repeat
dose toxicity study (36). When it comes to biotechnology products, the
EMEA guidance refers to the ICH S6 document (35). Recently, after con-
siderable discussion and debate around harmonization of testing guidelines
for immunotoxicology, the ICH Immunotoxicology Working Group (S8) is
proceeding to Step 2 of the harmonization process (37).

4. REPRESENTATIVE THERAPEUTICS
CURRENTLY IN DEVELOPMENT

Progress to develop cytokines, cytokine receptors, or receptor antago-
nists as drug therapies has been hampered somewhat by a number of factors,
including an incomplete understanding of mechanism(s) of action, lack of
suitable and predictive animal models, the potential for immunogenicity,
and unintended immunotoxicity. Nevertheless, several of these molecules
are continuing in development, particularly for control of treatment of acute
and chronic inflammation and the diseases associated with it.

In brief, inflammation is a complex process that encompasses the host
response to exogenous stimuli, not the least of which make up the defense
mechanisms against infectious agents. Viral and bacterial infection often
lead to the release of cytokines, including IL-6, TNF-γ, IL-1 and IFN-γ. Of
these molecules, TNF-α plays a major role in the control of inflammation.
As a proinflammatory cytokine, TNF-α upregulates other cytokines includ-
ing GM-CSF, IL-6, IL-1, the prostaglandins and chemokines (38), which
leads to the activation of both neutrophils and macrophages, enhancing pro-
tease release, induction of leukocyte and vascular adhesion molecule expres-
sion and respiratory burst (39,40).

Therapeutic strategies for control and treatment of the inflammatory pro-
cesses associated with rheumatoid arthritis have lead to the development of
various anti-TNF antibodies and soluble receptor antagonists, including
etanercept, infliximab, and lenercept, among others. The clinical success
realized by these agents has lead to their investigation in other inflammatory
conditions, such as etanercept for treatment of psoriatic arthritis (41).

Interleukin-4 is a pleiotropic cytokine that influences development of
naïve CD4 helper T-cells into Th2-type cells. This cytokine influences
immunoglobulin class switch towards IgE and it is a contributing factor in
the proliferation of B- and mast cells. IL-4 mediates important
proinflammatory functions in asthma, including induction of the IgE isotype
switch, increased expression of vascular cell adhesion molecule 1 and pro-
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motion of eosinophil transmigration across the endothelium, stimulation of
mucus production, and Th2 lymphocyte differentiation. As an initiator of a
Th2 response, it plays a critical role in the pathology of this disease. Block-
age of IL-4 action by IL-4 receptor antagonists is being evaluated as a thera-
peutic strategy for treatment of asthma. Clinical trials using soluble IL-4
receptors to block activity have shown that these molecules are safe and
effective in treatment of moderate persistent asthma (42). More recently,
gene therapy approaches are being explored in animal models to enable con-
tinued therapy with IL-4 antagonists, leading to a reduction in asthma asso-
ciated cytokines and airway hyperresponsiveness (43).

As previously discussed, IL-6 is a pleiotropic cytokine having central
roles in immune regulation, inflammation, and hematopoiesis. Deregulation
of IL-6 production is implicated in the pathology of several disease pro-
cesses. Increased levels of IL-6 and its receptor have been demonstrated in
both serum and digestive tissues of patients with Crohn’s disease and in
patients with rheumatoid arthritis. In animal studies of intestinal inflamma-
tion, antibody to the IL-6 receptor prevented inflammation and wasting dis-
ease by suppressing adhesion molecule expression by the vascular
endothelium. Humanized anti-IL-6 receptor antibody is under development
as a therapeutic agent for Crohn’s disease (44) and rheumatoid arthritis (45),
and benefits from treatment have been realized.

IL-10 is a Th2-derived immunoregulatory cytokine with a broad spec-
trum of biological activities including immunosuppression and modulation
of inflammation. The latter effects are caused, in part, by downregulation of
proinflammatory cytokines, including TNF-α, IL-1, and IL-6, downregulation
of cytokine receptor expression and upregulation of cytokine inhibitors (e.g.,
soluble TNF-receptor, IL-1 receptor antagonist and TNF-α) (46). In addi-
tion, IL-10 has potential in the treatment of allergy as it suppresses mast
cell, eosinophil and T-cell specific antibody responses. The inhibitory func-
tions of IL-10 can be exploited clinically as its activity in inhibiting the
functions of antigen presenting cells and Th1 cytokine synthesis suggests a
possible use as a nonspecific immunosuppressive factor. Many development
strategies for IL-10 as a treatment for acute and chronic inflammatory dis-
ease, autoimmunity, allograft survival and disorders of the intestinal tract
have been described (47).

Like IL-10, IL-18 is a cytokine that, because of its biological activities, is
being considered as a immunotherapeutic for cancer and infectious disease
(48,49). As a member of the IL-1 superfamily, this cytokine exhibits a broad
range of immunoenhancing properties, including induction of IFN-γ, enhance-
ment of NK cell activity, upregulation of functional Fas ligand expression on
immune cells, and antiangiogenic activity (49–51). Nonclinical safety stud-
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ies suggest that the compound is well tolerated in animals at pharmacologi-
cally active doses (52).

IL-5 is produced by a number of cell types and is responsible for the
maturation and release of eosinophils in the bone marrow. In humans, IL-5
is a very selective cytokine as a result of the restricted expression of the IL-5
receptor on eosinophils and basophils. There are monoclonal antibodies in
development that antagonize IL-5 production by preventing receptor bind-
ing. One example is mepolizumab (SB-240563), which is a humanized
monoclonal antibody specific for human IL-5 that is in development for
treatment of Hypereosinophilic Syndrome. Because human and cynomol-
gus monkey IL-5 differs by only two amino acids, this antibody exhibits
comparable inhibition of activity in both human and monkey systems. In
efficacy studies, SB-240563 reduced basal levels of eosinpohils in the pe-
ripheral blood as well as numbers of eosinophils in bronchoalevolar lavage
fluid from Ascaris suum-infected monkeys. Nonclinical safety studies with
this compound have demonstrated that long-term suppression, via the IL-5
pathway of circulating and fixed tissue eosinophils, is well tolerated and this
cytokine antagonist has the potential to be beneficial for chronic inflamma-
tory respiratory diseases (53).

5. CONCLUSION
The safety and efficacy of cytokine-based therapies to treat chronic inflam-

matory disease states, in particular for rheumatoid arthritis, Crohn’s disease,
and multiple sclerosis, have shown great progress in recent years in large
part because of an increased understanding of the mechanism(s) of action of
these molecules in regulating the immune response and autoimmunity. Fur-
thermore, although early in development, targeted delivery by gene therapy
of cytokines or cytokine antagonists shows promise and appears to be less a
less-toxic alternative treatment for these conditions. As our understanding
increases concerning the role cytokines play in modulating the immune
response and in regulating cell growth and differentiation, our ability to
develop and deliver safer and more effective therapies will improve. In addi-
tion to mechanistic knowledge gained in recent years, our ability to success-
fully engineer creative scientific and regulatory strategies for advancing
these molecules forward into development and clinical trials has also im-
proved significantly.
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Flu-Like Syndrome and Cytokines

Jacques Descotes and Thierry Vial

SUMMARY
Flu-like reactions have been described, long before the introduction of thera-

peutic cytokines, in the clinical setting to treat a variety of pathological con-
ditions. Indeed, flu-like reactions are commonly associated with vaccination
as well as a number of infectious diseases unrelated to the influenza virus. Flu-
like symptoms have also been described after the early use of supposedly
immunostimulating drugs. When the first interferon formulations began to be
used to treat cancerous patients, flu-like symptoms with some variation ac-
cording to the type of interferon, route of administration, schedule, and dose,
were observed in most patients. Since then, the flu-like syndrome emerged as
a common-if-not universal complication of therapeutic cytokines.

Key Words : Chemical respiratory allergy; skin sensitization; hazard iden-
tification; cytokine fingerprinting; cytokines; interleukins.

1. INTRODUCTION
Flu-like reactions have been described, long before the introduction of

therapeutic cytokines, in the clinical setting to treat a variety of pathological
conditions. Indeed, flu-like reactions are commonly associated with vacci-
nation (1) as well as a number of infectious diseases unrelated to the influ-
enza virus. Flu-like symptoms have also been described after the early use
of supposedly immunostimulating drugs (2). When the first interferon for-
mulations began to be used to treat cancerous patients, flu-like symptoms
with some variation according to the type of interferon (IFN), route of admin-
istration, schedule, and dose, were observed in most patients (3). Since then,
the flu-like syndrome (FLS) emerged as a common, if not universal, compli-
cation of therapeutic cytokines (4).
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2. CLINICAL PRESENTATION
FLS typically consists of fever, chills, fatigue, myalgia, headache, and

nausea. Fever is the commonest finding in patients with FLS. It can be of
variable magnitude, from a moderate increase in body temperature (38–
39°C) to marked hyperpyrexia exceeding 40°C.

Chills are commonly observed in patients with FLS. They can be unre-
lated to an increase in body temperature, thus suggesting a central mecha-
nism possibly involving cytokines (5). Myalgias are associated with FLS in
as many as one half of patients. In rats, interleukin (IL)-1 was shown to
cause muscle proteolysis together with a dramatic increase in prostaglandin
E2 (PGE2), which promotes muscle protein breakdown (6). Headache is
also a frequent occurrence, and the role of cytokines has been suspected in
this (7). Malaise and fatigue, which are common features of FLS, may also
create clinical consequences of the central effects of cytokines. Changes in
blood pressure, from mild hypotension to collapse, rarely are described, but
when severe, they are often the result of an abrupt release of tumor necrosis
factor (TNF)-α and/or IL-1. Bronchospasm has occasionally been reported
(8) but probably reflects a hypersensitivity reaction whatever the mecha-
nism involved, immune or nonimmune-mediated.

3. FLS AND TREATMENT
WITH THERAPEUTIC CYTOKINES
3.1. Interferons

FLS is experienced in nearly all patients treated with IFN-α (9). It occurs
from 2 to 4 h after IFN-α administration whatever the treatment indication,
and usually lasts 4 to 8 h (10,11). The severity of FLS in IFN-α-treated
patients is clearly dependent on dose. With low doses, the symptoms are
usually mild, with fever exceeding 40°C and/or severe myalgias observed in
only 10% of patients. Severe symptoms can be seen in as many as 40% to
60% of patients when high doses are used. They can be treatment-limiting
and require either dose reduction or discontinuation of treatment in 5% to
15% of patients. However, FLS generally is well tolerated, can be prevented
by paracetamol (acetaminophen), and resolves within the 15 first days with-
out reduction or suspension of treatment because tachyphylaxis usually
develops after 7 to 10 d. No differences were seemingly noted depending on
the type of IFN-α used (12,13). Fever occurred in 60 to 100% of patients
treated with IFN-β for chronic hepatitis C (14) or multiple sclerosis (15).
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Other common symptoms included fatigue (16–74%), malaise (50%),
myalgias (21–42%), and nausea and vomiting (20–26%). No marked dif-
ferences were noticed between the two recombinant forms IFN-β-1a and
IFN-β-1b. The incidence and severity of FLS associated with IFN-β does
not seem to be dependent on dose. Thus, the self-administration of six to
seven prefilled syringes with IFN-β1a in a suicidal attempt resulted in a
modest increase in body temperature (16). Tachyphylaxis usually develops
when continuing therapy. Similarly, the most common adverse effects of
IFN-γ are fever, chills, dizziness and headache, with decreasing intensity
over time (17).

3.2. Interleukins
Fever and flu-like symptoms are universal in patients treated with IL-1α

and IL-1β (18). They can be severe and associated with dose-dependent
hypotension. FLS is extremely frequent in patients treated with IL-2 what-
ever the dose, the route, or schedule of administration (19,20), but usually is
mild, except when high doses are used (21). The subcutaneous route has
been suggested to induce less frequent and severe flu-like symptoms than
the intravenous route (22). Although the clinical experience with rIL-3 is
still limited, the available data indicate that dose-dependent FLS is the com-
monest adverse effect usually receding when continuing treatment because
of tachyphylaxis (23). A mild flu-like syndrome was seen almost in all
phase-I trial patients treated with rhuIL-4. It was more frequent and with
increasing severity with higher dose levels and resolved completely on dis-
continuing therapy (24).

Nearly all patients treated with rIL-6 developed dose-limiting fever,
chills, nausea, vomiting and fatigue (25,26). In contrast, flu-like symptoms
were usually mild and observed only at high doses in patients treated with
rIL-10 (27). Similarly, only mild-to-moderate flu-like symptoms were noted
in patients treated with rIl-11 (28). rIL-12 was shown to induce FLS in nearly
all treated patients. Symptoms were more severe at high dose and could lead
to treatment discontinuation (29).

3.3. TNF-α
Marked FLS is a universal and often dose-limiting complication of treat-

ment with rTNF-α (30). Typical flu-like symptoms are often associated with
marked hypotension, general malaise, rigor, and watery diarrhea. rHuTNF
when locally applied to 26 patients with diverse advanced tumors and malignant
pleural effusions resulted in flu-like symptoms in 41% of the patients (31).
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3.4. Growth Factors
As with most cytokines, FLS is commonly observed in patients treated

with hemopoietic growth factors, such as granulocyte-macrophage colony-
stimulating factor (GM-CSF) or granulocyte colony-stimulating factor (G-CSF).
Flu-like symptoms, however, are more frequent with G-CSF than GM-CSF
and usually are mild with macrophage colony-stimulating factor (32). It is
noteworthy that flu-like symptoms can also be observed following adminis-
tration of erythropoietin (33).

4. FLS AND OTHER IMMUNOTHERAPEUTICS
FLS is a complication of treatment with many immunotherapeutic agents,

including monoclonal antibodies and various immunomodulating drugs.

4.1. Monoclonal Antibodies
Marked FLS was first described with muromonab, a murine anti-CD3

monoclonal antibody (MAb [34]). In approximately 50% of patients, the
first doses caused hyperpyrexia, chills, tremor, nausea, vomiting and diar-
rhea, joint pains, and hypotension possibly leading to cardiac ischemia. FLS
were associated with a sharp increase in TNF-α and IFN-γ concentrations,
suggesting the involvement of endogenous cytokine release. Reduction in
the dose and speed of administration and pretreatment with acetaminophen
or indomethacin decreased the incidence and severity of these complica-
tions. Most adverse effects associated with MAbs are the result of antigen-
antibody interactions on specific cells and tissues, and patients commonly
experience FLS (35) with the first infusion of the anti-CD20 MAb rituximab
(36), the humanized anti-Her-2 MAb trastuzumab (37), or the antiTNF-α
MAb infliximab (38). Depending on the MAb being used, flu-like symp-
toms are mild to moderate, even though frequent, as with infliximab, or severe
and associated with cardiac toxicity as with trastuzumab. Severe, dose-limit-
ing infusion reactions including have been observed with the use of anti-
body-targeted immunotoxins (39).

4.2. Immunomodulating Drugs
Clinical manifestations of FLS have long been reported in patients treated

with a variety of immunomodulating or immunostimulatory drugs (2). Ini-
tially, these biological response modifiers as they used to be called were
primarily tested as tentative treatment of human cancer and their mechanism
of action was largely speculative. Flu-like symptoms of variable severity were
consistently described in human subjects treated with a wide variety of com-
pounds including Corynebacterium parvum (40), mismatched double-
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stranded RNA (41), and poly (I:C) (42). FLS is also a well-established, al-
though rare and usually mild to moderate complication of treatment with
levamisole (43) or the interferon-inducer imiquimod (44).

5. DIAGNOSIS
The diagnosis of FLS associated with therapeutic cytokines is usually

obvious because flu-like symptoms generally develop within 2 to 4 h after
administration. However, the time course of events may be less straightfor-
ward because FLS can indeed develop after several days or weeks of treat-
ment. Therefore, other causes may have to be ruled out.

It is important to bear in mind that flu-like symptoms can develop in the
context of overlooked infectious diseases unrelated to the influenza virus,
such as Q fever (45) or psittacosis (46). Flu-like symptoms are also typical
clinical manifestations of the sick building syndrome in which latent fungal
infections have been suspected to play a critical role (47). The chronic
fatigue syndrome, the existence of which is still heavily debated, consists
of a variety of nonspecific symptoms, including flu-like symptoms (48).
Interestingly, the role of IL-6 has been suggested.

Flu-like symptoms also have been reported in patients treated with a vari-
ety of pharmaceutical drugs, although the mechanism involved is usually
unknown. Thus, FLS is a reported adverse effect of the lipid-lowering statins
(49), the anticancer drug gemcitabine (50), and the anti-bone resorption
drugs biphosphonates (51). Because biphosphonates have been suggested to
inhibit IL-1, IL-6, and TNF-α release both in vitro and in vivo, a typical
cytokine releasing mechanism seems unlikely (52). Flu-like symptoms have
been reported with several antidepressant drugs, such as zimeldine (53) and
fluoxetine (54). Although symptoms generally developed after days or
weeks of continuing treatment, they were at least once described after sui-
cidal overdose (55). Another intriguing finding is the development of flu-
like symptoms in patients who abruptly withdrawn from long-term
antidepressant treatment (56–58). Although similar findings have been also
observed following abrupt opiate withdrawal (59), an antiviral activity of
antidepressant drugs has been suggested as a possible mechanism (60).

Flu-like symptoms may have toxic causes. In the occupational setting,
inhalation of fumes from zinc oxide is the most common cause of metal
fume fever presenting as fatigue, chills, fever, myalgias, cough, dyspnea,
leukocytosis, thirst, metallic taste, and salivation. Purified zinc oxide fume
inhalation was shown to cause an exposure-dependent increase in
proinflammatory cytokines and PMNLs in the lung supporting a role for
cytokines in metal fume fever (61). Carbon monoxide poisonings are extremely
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frequent and often overlooked. Flu-like symptoms have repeatedly been
reported as the sole clinical manifestation of an overlooked intoxication
(62–64).

6. MANAGEMENT
The management of patients with FLS primarily consists of symptomatic

measures to relieve fever, muscle pains, and gastrointestinal disturbances.
Dose reduction or treatment discontinuation is sometimes required depend-
ing on the severity of clinical manifestations. No specific treatment is avail-
able.

In an attempt to reduce the incidence and severity of FLS and thus avoid
dose limitation or treatment discontinuation for enhance efficacy, various
preventive measures have been investigated. In general, pretreatment with
minor antipyretic drugs, such as acetaminophen or ibuprofen, are consid-
ered to be an effective preventive measure. The following studies in mul-
tiple sclerosis patients support this view. Flu-like symptoms at the initiation
of IFN-β-1b therapy were only minimal in patients with relapsing-remitting
multiple sclerosis who received low-dose prednisone plus paracetamol as
compared to paracetamol only during the first 15 days of treatment. At 3 mo,
however, both groups showed a similar frequency of flu-like symptoms (65).
Eighty-four patients with relapsing-remitting multiple sclerosis treated with
intramuscular IFN-β-1a were randomized to compare the efficacy of
paracetamol, ibuprofen, and prednisone in the treatment of FLS in a
multicenter, randomized, double-blind, controlled trial. 28 patients were
given 500 mg of paracetamol or 400 mg of ibuprofen before and 6 and 12
hours after each IFN-β-1a injection, or 60 mg of prednisone daily for 1 wk.
No prophylactic treatment for FLS assessed on the severity of fever, myal-
gia, chills, headache, and asthenia for 27 d was found to be superior to another.
However, ibuprofen conferred better control of symptoms immediately fol-
lowing IFN-β-1a injection (66). The percentage of patients with FLS was
comparable with paracetamol versus ibuprofen administered 48 h within
IFN-β-1a injection to patients in the first weeks of therapy for relapsing-
remitting multiple sclerosis (67).

7. MECHANISM
Because fever occurs whatever the nature of the eliciting illness, the role

of an endogenous substance has long been suspected (68). The “endogen
pyrogen,” as it was initially called, released by white blood cells was later
shown to be IL-1. Other endogenous proteins were subsequently identified,
and nowadays there is evidence that IL-1β, TNF-α, IFN-β, IFN-γ, IL-6, IL-8,
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and macrophage inflammatory protein-1 act independently as endogenous
pyrogens (69). Because of the blood–brain barrier, endogenous pyrogens
were thought to be unable to act on the brain in sufficient quantity to induce
fever. However, peripheral cytokines can pass the blood–brain barrier by
active and saturable specific transport systems (70). Another possibility is
that areas of the brain, such as the circumventricular organs, lack a tight
blood–brain barrier. Circulating cytokines including those with endogenous
pyrogen activity can indeed enter the circumventricular organs through
fenestrated capillaries where they induce the production of prostaglandins,
such as PGE2, by neurons, microglia and astrocytes. Finally, receptors on
the surface of endothelial cells in brain vasculature are potential targets for
circulating cytokines (71). The signal for the production of fever is then
relayed to cell groups in the hypothalamus and brain stem that coordinate
the febrile response. A large number of neurons located in the rostral hypo-
thalamus are thermosensitive. Not only cytokines, but also other endogenous
mediators that are involved in fever are produced in the brain. PGE2 is tradi-
tionally regarded as a centrally acting mediator of fever since the the semi-
nal findings of Milton and Wendlandt (72). The formation of PGE2 depends
on the activity of cyclooxygenase (COX). The induction of COX-2 in response
to peripheral injection of a fever-inducing dose of lipopolysaccharide (LPS)
was demonstrated in brain endothelial cells, perivascular microglia and
meningeal macrophages (73). The central injection of prostaglandins evokes
fever (74). LPS appearing in the blood induces circulating cytokines. Then,
circulating cytokines and LPS induce cytokine release as well as COX-2
within the brain. Centrally produced cytokines are further triggers for COX-
2 induction and thereby for prolonged formation of PGE2 within the preop-
tic area and the hypothalamus.

Evidence also exists for the recruitment of final brain-derived pyrogenic
mediators of fever that are produced and released in response to stimulation
of afferent fibers of the vagus nerve. LPS-induced fever is prevented in vago-
tomized rats (75). Prostaglandins seem to be critical final mediators in the
vagally activated fever pathway because bradykinin-induced fever is
blocked by indomethacin, a COX-1 and COX-2 inhibitor.

Because of the short latency in fever induction, the role of central media-
tors has recently been debated and the role of the complement anaphylatoxins
suggested (76). Indeed, the intravenous administration of LPS triggers within
2 min the complement cascade via the alternative pathway, resulting in the
production in blood of C4a, C3a and C5a. Production of PGE2 could ensue via
the hydrolysis of membrane-associated phosphoinositide by phosphoinositide
-specific phospholipase C, which is activated by the complement cascade.
The anaphylatoxin C5a has been identified as the critical mediator. Thus,
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PGE2 released by complement activation could be the immediate factor that
stimulates vagal afferents that convey the signals to the preoptic anterior
hypothalamus. Interestingly, depletion in complement by cobra venom fac-
tor reduced the rise in temperature following intravenous LPS and the usual
fever-associated increase in PGE2 in the preoptic anterior hypothalamus
(77).

A peripheral instead of a central mechanism in FLS is an attractive hypoth-
esis because it can conciliate findings with therapeutic cytokines,
immunodulating drugs as well as Mabs. Indeed, immunomodulating drugs
are generally thought to act either via direct cytokine-releasing properties or
activation of monocytes/macrophages (2), and complement activation has
been demonstrated to play a pivotal role in infusion reactions associated
with rituximab (78).
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Cytokine-Induced Vascular Leak Syndrome

Roxana G. Baluna

SUMMARY
The vascular leak syndrome (VLS) is a major dose-limiting toxicity of

cytokine therapy. VLS is characterized by an increase in vascular permeability
resulting in tissue edema and, ultimately, multiple organ failure. The most
frequent clinical manifestations of cytokine-induced VLS include weight gain,
edema, oliguria, hypotension, and dyspnea. Respiratory insufficiency requir-
ing mechanical ventilation and hypotension requiring pressor support have
been described as the most severe manifestations of VLS. The pathogenesis of
vascular damage is complex and can involve activation of endothelial cells and
leukocytes, release of cytokine and inflammatory mediators, and alterations in
cell–cell and cell–matrix adhesion with disturbance of vascular integrity. A
better understanding of these mechanisms may lead to the development of
interventions that will improve the therapeutic efficacy of cytokines. This
chapter discusses the clinical manifestation, possible mechanisms, and thera-
peutic modalities for VLS induced by cytokine therapy.

Key Words: Vascular leak; cytokine; IL-2; endothelial cells; toxicity; can-
cer therapy.

1. INTRODUCTION
The therapeutic efficacy of interleukin-2 (IL-2) and of other cytokines

has been limited by vascular leak syndrome (VLS). Most studies of VLS
have focused on IL-2 therapy because it currently is undergoing extensive
clinical testing. VLS is characterized by an increase in vascular permeabil-
ity resulting in tissue edema and, ultimately, multiple organ failure. VLS
has been observed in various pathological conditions. VLS occurs after
administration of cytokines, including IL-2 (1–11), IL-1 (12), IL-3 (13),
IL-4 (14,15), interferon (IFN)-α (16), and IFN-β1b (17). VLS has been reported
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when IL-2 is administered either alone or in combination with lymphokine-
activated killer (LAK) cells, tumor infiltrating lymphocytes, other cytokines,
monoclonal antibodies, or chemotherapy (18–24). VLS also is induced by
granulocyte–macrophage colony stimulating factors (25,26), antiganglioside
antibodies (27), cyclosporine (28), cyclophosphamide (29), mitomycin C,
FK973, FK317 (30), gemcitabine (31,32), docetaxel (33), monocrotaline
pyrrole, cytosine arabinoside (34), and acitretin (35). VLS is a major toxic
effect in cancer patients treated with immunotoxins (10,36–38). VLS is
also a complication of bone marrow transplantation (39,40) and has been
observed in patients with T-cell lymphoma (41), non-Hodgkin’s lym-
phoma (42), sepsis, trauma, surgery, burns, pancreatitis, and other diseases
(10,43–55).

2. CLINICAL MANIFESTATIONS OF VLS
VLS is characterized by an increase in vascular permeability that leads to

increased leakage of fluids, proteins, and electrolytes into interstitial spaces;
this leakage results in tissue edema and hypoxia and, ultimately, multiple
organ failure (Fig. 1 [ 10,18,50,56]). Interstitial edema in the lungs is mani-
fested by different grades of pulmonary insufficiency. Intravascular hypov-
olemia caused by fluid leak is responsible for cardiovascular manifestations.
Respiratory insufficiency requiring mechanical ventilation and hypotension
requiring pressor support have been described as the most severe manifesta-
tions of VLS (6,11). Proteinuria and oliguria are early signs of renal failure
caused by decreases in renal perfusion (50). Systemic manifestations of vas-
cular leak such as hypoalbuminemia, weight gain, and edema frequently are
reported. The relationship between some symptoms and VLS is less clear.
For example, anorexia and nausea could be caused by gastric edema, and
cerebral edema could be responsible for aphasia (57). Likewise, myalgia
and rhabdomyolysis might be related to muscular edema (58). Various other
clinical manifestations have been attributed to VLS including low PaO2,
decrease of ventilation/perfusion ratios, decrease in sodium excretion,
decrease in creatinine clearance, decrease in plasma oncotic pressure,
and fever (3,50). The most frequent clinical manifestations of cytokine-
induced VLS include weight gain, edema, oliguria, hypotension, and dys-
pnea (Fig. 1 [4,6,10,20,21,25,50,59–66]). Radiographically, VLS has been
associated with pulmonary edema, pleural effusions, and pericardial effusion
(67,68). Initial clinical testing identified malaise and weight gain as the dose-
limiting toxicities of systemic administration of IL-2 (1), whereas further
clinical experience revealed a significant incidence of pulmonary edema in
patients treated with high-dose of IL-2 (69).
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The IL-2-induced pulmonary toxicity is resolved within a few days upon
treatment discontinuation (70,71). The incidence rate as recorded in the first
large cohorts of patients ranged from 10 to 20%, with a considerable number
of treated patients requiring intubation (68,69,72). Of interest, newer clini-
cal data show a decline in IL-2-related pulmonary toxicity as the result of an
improvement in patient eligibility screening and optimization of therapeutic
conditions (11). Kammula et al. reviewed safety data of high-dose bolus
recombinant IL-2 administered in 1241 cancer patients during a 12-yr
period and found a clear improvement in IL-2 safety profile, with a decrease
from 12 to 3% in the intubation frequency (11,70,73). Approx 75% of
patients undergoing intravenous recombinant IL-2 (rIL-2) therapy will

Fig. 1. Clinical manifestation of vascular leak syndrome (VLS): (1) systemic
manifestations include: hypoalbuminemia, edema, and weight gain; (2) multiple
organ failure include: pulmonary, cardiovascular, renal, gastrointestinal, hepatic,
and central nervous system manifestation.
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demonstrate radiological signs of pulmonary edema (68,74). By contrast,
only 25% of patients will develop clinical signs and symptoms of pulmonary
disease. Radiological signs are usually found on chest radiography 1 to 5 d
after the start of cytokine therapy and include bilateral, symmetric intersti-
tial edema with thickened septal lines. Peribronchial cuffing is observed in
75% of cases. To provide improved standards for measuring edema and for
the definition of VLS, subcutaneous-thoracic ratio was calculated and was
found to be a useful tool. The ratio can measure objectively the edema and
the vascular leak (75).

The earliest clinical manifestations of VLS are hypotension and tachy-
cardia, which can be seen 2 h after the first dose of high-dose IL-2 (71).
Intravenous fluids are the initial therapy for hypotension. Therapy with high
doses of IL-2 induces hemodynamic changes consistent with a high-output
and low-resistance state similar to changes noted during the early phase of
septic shock. Patients showed a significant decrease in mean arterial and
systemic vascular resistance but an increase in heart rate and cardiac index.
No significant change was noted in pulmonary capillary wedge pressure.
Although blood pressure normalized in 24 h, the systemic vascular resis-
tance remained below baseline levels 6 d after IL-2 administration had been
stopped (76). Within the first 8 h of administering IL-2, decreased urine
output is frequent and is a consequence of hypotension and decreased intra-
vascular volume. Renal dysfunction during IL-2 has been described as tran-
sient and without evidence of intrinsic renal damage (71,77).

VLS usually starts 3 to 4 d after the initiation of cytokine therapy with
albumin decreases and weight gain. VLS becomes dose-limiting within 5 to
10 d of high-dose IL-2 therapy. Although most symptoms disappear within
2 wk, some appear late and take longer to resolve. The criteria for defining
different grades of VLS have been developed based on observations in
patients treated with a ricin toxin A (RTA)-containing immunotoxin (IT),
including Grade I, minimal ankle pitting edema; Grade II, ankle-pitting
edema and weigh gain of less than 10 lb; Grade III, peripheral edema with
weight gain greater than 10 lb or pleural effusion with no pulmonary func-
tion deficit; Grade IV, anasarca, pleural effusion or ascites with pulmonary
function deficit or pulmonary edema; Grade V, respiratory failure requiring
mechanical ventilation or hypotension requiring pressor support (10,37).

3. MECHANISMS OF VLS
The mechanisms underlying VLS during cytokine therapy are only par-

tially understood. The pathogenesis of VLS is complex and can involve direct
or indirect damage of vascular endothelium with activation of endothelial cells
(ECs) and leukocytes, release of secondary cytokines and inflammatory
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mediators, and alterations in cell–cell and cell–matrix interaction with increases
in vascular permeability, vascular leak, edema, and multiple organ failure
(10,50,56,59 64,79–82).

3.1. Vascular Damage Induced by Cytokine Therapy
3.1.1. Direct Effect on ECs

The possible direct effect of IL-2 on cultured EC monolayers has been
suggested (Fig. 2). Indeed, it has been shown that IL-2 directly increases the
permeability of the vascular endothelium to albumin in vitro. The effects of
IL-2 on its target cells are mediated by specific cell surface receptors. This
effect is inhibited by anti-IL-2 receptor antibodies (83). Arguing against this,
it has been reported by others that IL-2 is not toxic to cultured human umbili-
cal vein endothelial cells (HUVECs) and, in fact, that neither Nude nor irradi-

Fig. 2. Mechanisms for endothelial damage in vascular leak syndrome (VLS).
Interleukin (IL)-2 may induce toxic effect on the endothelium by interfering di-
rectly or indirectly with endothelial monolayer integrity mediated by cell–cell and
cell–extracellular matrix interactions. The activation of endothelial cells (EC) or
leukocytes by IL-2 results in the expression of adhesion receptors, secretion of
secondary cytokines and of inflammatory mediators. Activated leukocytes bind to
activated EC (aEC) and damage the endothelium. Secondary cytokines and inflam-
matory mediators amplify the endothelial damage, which results in increase of vas-
cular permeability and the development of vascular leak.
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ated mice treated with IL-2 develop VLS (78). It has been suggested that
secondary cytokines may also play a role in the development of VLS through
a direct effect on ECs. For example, IFN-γ and IL-1 damage the EC mono-
layers, in vitro, (84–86). The direct effect of IL-2 on ECs is supported by the
identification of a specific sequence in the IL-2 responsible for EC damage
(87) . It has been shown that the peptides containing the LDL motif in IL-2,
specifically damaged HUVECs in vitro (87). Baluna et al. suggested that a
(X)D(Y)-conserved motif (where x = L,I,G or V and y = V,L,or S) in the
IL-2, plant toxin ricin A chain, disintegrins, and other VLS-inducing pro-
teins may be responsible for binding to ECs and initiating VLS. This motif
is located in α-helix A of IL-2, centered on Asp-20, and has been reported to
damage ECs by caspase-3-mediated apoptosis (87,88). A mutated peptide
(p1–30Lys-20) abrogating this motif was tested and was found to retain anti-
tumor activity suggesting the possible production of mutated IL-2 peptides of
therapeutic interest (89). Epstein et al. described a fragment in IL-2 mol-
ecule, consisting of amino acids 22–58 which retained the vasopermeability
activity of IL-2 (90). The vasopermeability activity of IL-2 can be substan-
tially decreased by single point mutations such as Arg38Trp without grossly
affecting the immune function of the cytokine (91,92).

3.1.2. Indirect Effect on Vascular Integrity
3.1.2.1. LEUKOCYTE-MEDIATED VASCULAR DAMAGE

It has been proposed that VLS, which develops during IL-2 therapy, is a
result of the interactions of leukocytes with ECs (Fig. 2 [93–95]). The IL-2-
activated human lymphocytes exhibit enhanced adhesion to normal vascu-
lar ECs and cause their lysis (81,82,96). It has also been suggested that
neutrophils play a critical role in VLS by adhering to ECs and inducing
damage via reactive oxygen intermediates and proteases (79,97–100). Indeed,
the depletion of circulating neutrophils in animals with vascular leak prevents
acute pulmonary edema (101). VLS in LAK therapy could be explained by a
direct effect of LAKs on ECs. In this regard, LAK cells, but not IL-2 itself,
are more cytotoxic to cultured ECs than are stimulated neutrophils
(102,103). Direct evidence for the involvement of LAKs, particularly natu-
ral-killer (NK) cells, also has been obtained by the demonstration that anti-
asialo GM-1 and anti-NK-1.1 antibodies protect against IL-2-induced VLS
in mice (64,104). The addition of dexamethasone to IL-2-treated LAKs abol-
ishes their antitumor cytolytic effect but only partially inhibits their ability
to induce increased endothelial permeability, suggesting the existence of a
noncytolytic mechanism by which activated lymphocytes can increase endot-
helial permeability (105). Furthermore, IL-2 also upregulates perforin and
FasL, which might be responsible for the damage of ECs, leading to extrava-
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sation of intravascular fluid. It has been suggested that both NK and polymor-
phonuclear (PMN) cells play a central role in the late events of IL-2-induced
VLS (106). An increase in the numbers of eosinophils in patients treated
with IL-2 has been reported and suggests a possible role of extravascular
eosinophil degranulation in the pathogenesis of VLS. The eosinophil activa-
tion that accompanies the therapy with IL-2 can result in direct toxicity to
the lung and a localized VLS (63,67).In addition, T-helper cells may have a
role in VLS, which develops in patients with bone marrow transplantation
(107). Adherent and extravasating leukocytes produce additional vasoactive
agents and proteases, which further aggravate the leakage of macromol-
ecules though the endothelium (Fig. 2 [108]). The interactions of activated
leukocyte with extracellular matrix (ECM) components have been reported
and have been suggested to play roles in VLS. Kaslovsky et al. (109) hy-
pothesized that the adhesion of neutrophils to the ECM–protein, fibronectin
(Fn) mediates the release of neutrophil products, oxidants and proteases,
causing EC injury and an increase in EC permeability. The alteration of the
ECM by different enzymes released by activated cells may also be involved
in VLS. Thus, a possible role of LAK-derived proteoglycan-degrading en-
zymes in IL-2-induced VLS has been hypothesized (96). In addition, it has
been demonstrated that CD44 knockout mice exhibit marked decrease in IL-
2-induced VLS, thereby suggesting a role for CD44 adhesion molecule in
VLS (110). The cytotoxic lymphocytes use CD44 in mediating endothelial
cell injury. Blocking CD44 in vivo may offer a novel therapeutic approach
to prevent endothelial cell injury by cytotoxic lymphocytes (111). A high
level of soluble intercellular cell adhesion molecule 1 and vascular cell ad-
hesion molecule 1, has been shown to correlate with endothelial activation
in VLS (112) whereas the decreases in the level of serum adhesion mol-
ecule-Fn was associated with the severity of VLS (113). These data suggest
that the leukocytes play a major role in vascular damage induced by cytokine
therapy by interfering with vascular integrity and inducing cell-to-cell and
cell-matrix interaction disturbance.

3.1.2.2. SECONDARY CYTOKINE-MEDIATED VASCULAR DAMAGE

The role for secondary cytokines in the development of cytokine induced-
VLS has been demonstrated. The activation of ECs and leukocytes by IL-2
therapy, results in a cascade of events including the release of secondary
cytokines which increase vascular permeability by various mechanisms
(Fig. 2 [93,114]). For example, plasma tumor necrosis factor (TNF-α) lev-
els increase within 2 h of IL-2 administration (115). Furthermore, a strong
correlation between serum levels of TNF-α and weight gain has been reported
(116). It has been demonstrated that TNF-α is an important mediator of fluid
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extravasation in IL-2-induced VLS (117–119). A direct toxic effect on ECs
has been demonstrated for TNF-α because treatment of EC monolayers with
TNF-α results in increased permeability to proteins (120). The direct cyto-
toxic effects of TNF-α include G protein-coupled activation of phospholi-
pase, generation of reactive oxygen radicals and damage to nuclear
deoxyribonucleic acid by endonucleases (121). It has been shown that
TNF-α induces endothelial cell apoptosis (122). In addition, the release of
TNF-α may subsequently lead to an activation of the classical pathway of
the complement, resulting in vascular leak (123). Interestingly, Puri and
Rosenberg found that neither TNF-α nor INF-γ induced vascular leakage in
the lungs of mice (124). However, the messenger ribonucleic acid for TNF-α
increases in macrophage after treatment with IL-2, and intravenous adminis-
tration of a soluble TNF-α receptor diminishes IL-2-induced pulmonary
VLS, supporting the role for TNF-α in the development of VLS (116,117).
In addition, TNF-α binds to ECM proteins as Fn, which has a role in the
maintenance of vascular integrity (125), and exogenous Fn prevents the increase
in vascular permeability mediated by TNF-α (120). Furthermore, there is evi-
dence to support an active role for cytoskeleton in the TNF-α-mediated vas-
cular barrier dysfunction (126).

Significant changes in the levels of proinflammatory cytokines IL-6 and
IL-8 were observed in patients receiving IL-2 (127). In contrast to the anti-
inflammatory cytokine IL-10, which did not increase significantly, the serum
concentrations of the soluble TNF-α receptors rose continuously and signifi-
cantly. In parallel, a significant rise in nitrate plasma levels was observed
(127). The inflammatory cytokine response may directly alter the cytoskel-
eton of the endothelium and increase permeability, independently of neutro-
phils (128). It has been shown that IL-1 induces VLS when administrated
experimentally (84). On the other hand, the coadministration of IL-1 decreases
IL-2-+INFα-mediated VLS (129,130), and IL-1-receptor antagonists aug-
ment IL-2-induced VLS in mice (131). Studies of ECs in vitro have shown
that IL-1 can directly antagonize the TNF-α-induced activation of ECs
(132). The basis for the IL-1-mediated abrogation of VLS remains unclear.
The IL-5 is another cytokine with a possible role in VLS. It has been shown
that IL-5 is implicated in eosinophilia, which is associated with vascular
damage induced by IL-2 treatment (133). A protective effect against the
vascular damage induced by activated neutrophils has been suggested for
IL-8 (134–139). It has been shown that IL-8 secreted by activated ECs
induces alterations in the molecular conformation and redistribution of
actin microfilaments in neutrophils, resulting in the inhibition of adhesion
(140). The administration of IL-8 to mice treated with IL-2 resulted in the
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suppression of IL-2-induced multiple organ edema as well as decreases in
antitumor efficacy (141). Furthermore, it has been reported that the admin-
istration of IL-10 to mice inhibited IL-2-induced increases in serum TNF-α
but was ineffective at reducing IL-2-mediated pleural effusions (142).
Standiford et al. (143) showed that the neutralization of IL-10 increased
lethality in endotoxemia and suggested that IL-10 has a protective effect
against the vascular damage. The IL-12 and IL-15 may be implicated in the
recruitment of NK and PMN cells, respectively, during IL-2-induced VLS
(106). In addition, IL-18 in synergy with IL-2 induces lethal lung injury in
mice (144).

Cytokine-induced changes in both the cytoskeleton and ECM of ECs also
have been shown. For example, TNF-α and IFN-γ caused human umbilical
vein endothelial cells to lose their Fn matrix and to rearrange actin filaments
(145). TNF-α can change the interaction of lung EC monolayers with their
ECM in association with an increase in endothelial monolayer permeability
(146). TNF-α induces cytoskeleton disassembly leading to changes in cell
shape, the formation of gaps between cells, and increases in endothelial per-
meability (147). Modulation of the expression of vitronectin receptors on
ECs by TNF-α and INF-γ has been described, and it has been suggested that
cytokines can modify the interaction of ECs with the ECM by selectively
altering the expression of specific cell surface integrins (10). In conclusion,
various secondary cytokines may have different effects on vascular integ-
rity and the development of VLS during cytokine therapy, and may be use-
ful targets for therapeutic manipulation to decrease VLS.

3.1.2.3. INFLAMMATORY MEDIATOR-MEDIATED VASCULAR DAMAGE

Immunotherapy with IL-2 promotes a proinflammatory state (Fig. 2). Inflam-
matory mediators that may contribute to vascular injury include complement
activation products, platelet-activating factor, endothelin, thromboxane A,
prostaglandins, leukotrienes, vascular permeability factor, mast cell degranu-
lation products, neutrophil-derived matrix metalloproteinases, elastase, and
oxygen radicals (148–152). It has been shown that C3a and C4a comple-
ment levels increase during IL-2 therapy and that this increase correlates
with symptoms of VLS such as weight gain and hypoalbuminemia (153). In
addition, it has been shown that the activated state of the complement sys-
tem is accompanied by the reduced activity of C1 inhibitors (154,155) and
that the administration of C1 inhibitor reduces vascular toxicity in patients
treated with IL-2 (156). The role of histamine, serotonin, and bradykinin in VLS
is controversial (157); however, it has been shown that mast cell degranulation
before IL-2 therapy prevents protein leakage in animals with VLS , and it
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has been suggested that IL-2 leads to complement activation, which induces
mast cell degranulation, resulting in the release of vasoactive mediators and
an increase in microvascular permeability (158). The formation of gaps between
adjacent ECs in the vasculature after exposure to histamine has been described,
and histamine induced macromolecular leakage is associated with changes
in the EC-actin cytoskeleton (159–162). In addition, it has been found that
bradykinin, serotonin, and C5a and C3a complement increase vascular per-
meability although these agents fail to induce gap formation in EC mono-
layers in vitro (93). Increases in plasma level of thromboxane have been
reported after the administration of IL-2 (151,163). The activation of neu-
trophils by thromboxane and/or the direct effect of thromboxane on the EC
cytoskeletal stress fibers have been proposed as possible mechanisms for
the vascular damage (101,151). The disassembly of microfilaments in ECs
also has been suggested as a mechanism for leukotrienes-induced increases
in vascular permeability (164). Klausner et al. (152) have shown that IL-2
therapy leads to increases in LTB4 and have suggested that LTB4 mediates
IL-2-induced lung injury. A possible role in VLS induced by IL-2 therapy
has been associated with the activation of coagulation. For example, it has
been reported that IL-2 activates coagulation and fibrinolysis and suggested
that TNF-α might be a factor that mediates these effects (165). In addition,
it has been shown by Hack et al. (166) that factor XII and prekallikreen
decrease in patients treated with IL-2 and that the decrease correlates with
both weight gain and decreases in albumin. The contact system may be involved
in the increase in vascular permeability either directly by effects on vessels or
indirectly by effects on neutrophils. A significant increase of vasoconstric-
tor peptide endothelin-1 was observed in patients treated with IL-2, indicat-
ing activation of endothelial cells. The simultaneous increase of
tissue-plasminogen activator and plasminogen activator inhibitor type-1 also
was described (172). The activation of ECs by cytokines results in the release
of large amounts of nitric oxide (NO [167]). Infiltrating phagocytic neutro-
phils and monocytes cells are also a source of NO (99). NO may induce
oxidative injuries to ECs, increase the expression of adhesion receptors,
which enhance the adhesion of neutrophils and endothelial damage and/or
may mediate smooth muscle relaxation, and increase vascular permeability
(160,168). The NO synthesis inhibitors prevent the development of hypoten-
sion, suggesting a role for NO in the development of IL-2-induced
hypothension (169). The inhibition of NO synthesis by different agents has
been reported to decrease IL-2-induced vascular toxicity in mice (170). Oth-
ers reported no decreases of vascular leak in mice by administration of NO
inhibitors (171). In conclusion, there is evidence that inflammatory media-
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tors released during cytokine therapy may contribute to VLS by various
mechanisms, and anti-inflammatory therapy may decrease or prevent VLS.

3.2. Multiple Organ Failure Induced by Cytokine Therapy
The direct or indirect toxic effects of IL-2 on vascular endothelium induce

a cascade of events terminated with multiple organ failure. The vascular dam-
age results in increased vascular permeability, extravasation of water, pro-
teins, and electrolytes that is manifested by decreases in both serum albumin
levels and plasma osmolarity and by hypovolemia and hypotension. Tissue
edema caused by vascular leak results in weight gain, peripheral edema,
anasarca, or pulmonary edema. On the other hand, tissue edema is accompa-
nied by increased tissue pressure, which induces increases in the venous
pressure and decreases in the capillary circulation, resulting in decreased
microcirculatory perfusion and hypoxia. Numerous other factors contribute
to reduce capillary perfusion including microvascular plugging by leuko-
cytes, hypovolemia, hypotension, and arteriole vasoconstriction. Hypoxia
induces multiple organ failure including lung, heart, vessels, liver, gas-
trointestinal tract, coagulation system, and central nervous system (Fig. 3
[10,18,50,56]).

Fig. 3. Mechanisms for multiple organ failure in vascular leak syndrome (VLS).
Endothelial damage results in increased vascular permeability, and extravasation
of water, proteins, and electrolytes, manifested by hypovolemia, hypoalbuminemia,
decreases in plasma osmolarity, hypotension, and oliguria. Tissue edema caused by
vascular leak results in weight gain, peripheral edema, anasarca, or pulmonary
edema. Tissue edema is accompanied by elevated tissue pressure, which induces
decreases in the capillary circulation, hypoxia, and multiple organ failure. IL,
interleukin.
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4. MANAGEMENT OF VLS
For IL-2 to become more effective in the treatment of cancer, the inhibi-

tion of VLS is highly desirable. However, the optimal methods for treating
VLS are not known and most patients receive treatment to decrease symp-
toms. For example, diuretics are administered to reduce excessive weight
gain, edema, and oliguria. Intermittent exogenous oxygen or intubation with
mechanical ventilation support is administered in cases of pulmonary insuf-
ficiency. Fluid resuscitation and vassopressors are used to maintain renal
perfusion and blood pressure. The ideal fluid for resuscitation is still unclear
(173–177). Blood pressure is supported with dopamine or phenylephrine (76).
Oliguria is treated with fluid boluses and dopamine at renal perfusion doses
(77). The plasmapheresis is used in the management of VLS in sepsis (178).

The value of anti-inflammatory, anticoagulant and vasoactive agents in
VLS is extensively studied in IL-2 therapy, IT therapy, sepsis, trauma, and
surgery. Various agents are tested in vitro, in vivo, or in patients, including
corticosteroids, nonsteroidal anti-inflammatory drugs, 5-lipoxygenase in-
hibitors, leukotriene antagonists, N-acetylcysteine, procystein, pentoxifilline,
lisofylline, ketoconazole, prostaglandin E1, IL-10, IL-8, antiadhesion mol-
ecules, matrix metalloproteinase and elastase inhibitors, histamine receptor
blockers, superoxide dismutase, catalase, dimethylthiourea, dimethyl sul-
foxide, heparin, hirudin, antithrombin, almitrine, prostacyclin, prostacyclin,
dobutamine, dopexamine, endotheline blockers, sodium nitroprusside,
cGMP phosphodiesterase inhibitor, and so on (148).

Several investigators have attempted to develop models of IL-2-mediated
VLS in animals to identify potential inhibitors that reduce toxicity while
preserving antitumor efficacy (130). It has been suggested that TNF-α is the
primary mediator of IL-2-induced VLS. Therefore, treatment strategies
aimed at inhibiting the production or the effect of TNF-α may prevent or
ameliorate VLS. In support of this, passive immunization against TNF
inhibited the IL-2-mediated vascular toxicity (macromolecular leakage
and hypotension) but decreased the IL-2-mediated antitumor effect in rats
(179). Pentoxifylline, an inhibitor of TNF-α production, has been shown to
inhibit IL-2-induced multiple organ edema in mice and its use has been pro-
posed for VLS therapy (5,97,119). Another effect of pentoxifylline is the
inhibition of integrin-mediated adherence of IL-2 activated leukocytes (180).
The administration of pentoxifylline and ciprofloxan to cancer patients
treated with IL-2 and LAKs has a protective effect on VLS without apparent
loss of therapeutic efficacy (181). Kemeny et al. (182) demonstrated a pro-
tective effect by CNI-1493 treatment, an inhibitor of macrophage activa-
tion, including the synthesis of TNF-α and other cytokines in the animal. In
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addition, taurine has been shown to reduce the IL-2-induced acute lung in-
jury. These data suggest that taurine prevents IL-2-induced tissue injury in
part by decreasing neutrophil-endothelial interactions (183). Recent research
has evaluated the immunomodulatory properties of thalidomide. Thalidomide
appears to inhibit TNF-α production in mononuclear cells and may there-
fore explain the clinical benefit observed in a patient with systemic capillary
leak syndrome (184). It has been suggested that the adrenergic agonists may
play a role in the production of inflammatory cytokines. In animal model,
for instance, dobutamine and dopexamine ameliorated lung injury by in-
tratracheal endotoxin installation and by decreasing proinflammatory
cytokine release and neutrophils entrapped in the injured lungs (185). In
addition, anti-inflammatory and immunosuppressive therapies have been
used to reduce the toxic effects of both IL-2. For example, dexamethasone
and cyclophosphamide are effective in inhibiting fluid accumulation in the
lungs of mice treated with IL-2, whereas cyclosporin A and azathioprine are
not (181,186). The decrease of IL-2-induced VLS has been achieved in mice
using oral methotrexate (187). Corticosteroid therapy can suppress some
side effects of exogenous IL-2, including fever, chills, confusion, and dysp-
nea without consistently influencing weight gain (186). Unfortunately, an
immunosuppressive regimen may affect the immune status of cancer patients,
with unpredictable consequences for long-term prognosis (174,188). Nonste-
roidal anti-inflammatory drugs also were effective in limiting VLS in IL-2-
treated animals (186). Other proposed therapies for VLS include the
administration of C1-inhibitor to decrease complement activation (189,190),
therapy with antibiotics for associated infection to decrease cytokine produc-
tion, and anti-adhesion therapy to prevent the binding of activated leukocytes
to the ECs (39,191,192). Thus, it has been suggested that the molecular tar-
geting of CD44 may serve as a useful tool to selectively alter the LAK activ-
ity and to prevent EC injury induced by IL-2 (110).

Changes in therapeutic regimens can decrease the toxic effect of IL-2.
For example, subcutaneous administration of both IL-2 and INF-α does not
lead to VLS, although VLS is dose-limiting when intravenous regimens are
used (193). The feasibility and the safety of long-term administration of
subcutaneous rIL-2 at conventional doses of 4.5 million IU/d, three times
weekly, have been well established (194) whereas novel locoregional ad-
ministration strategies, such as the inhalation of nebulized rIL-2, are be-
ing investigated with the aim of improving its therapeutic index (195).
The more favorable toxicity profile of subcutaneous, compared with intra-
venous, bolus administration of rIL-2, is possibly attributed to a lower sys-
temic absorption, and a better pharmacokinetic profile associated with this
route (196). High-dose IL-2 is associated with significant morbidity; how-
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ever, the incidence and severity of toxicities have decreased as clinicians
have gained experience with this agent and implemented toxicity prevention
and management strategies (197). Practical guidelines for the safe adminis-
tration of high-dose IL-2 have been recommended (71). In addition, it has
been developed a novel use of targeted IL-2, which takes advantage of its
vasopermeability activity to induce vascular leakage within the tumor vas-
culature. Toward this end, it has been demonstrated that pretreatment with
antibody/IL-2 chemical conjugates or fusion proteins enhances specific tumor
uptake of therapeutic molecules, including radiolabeled monoclonal antibod-
ies and chemotherapeutic drugs, without affecting normal tissue uptake
(91,198–200).

At present, there is no optimal treatment to reduce vascular toxicity while
preserving antitumor activity. The mechanisms underlying VLS are poorly
understood. There are evidences that an inflammatory process amplifies the
initial pathologic event. In this regard, prophylactic anti-inflammatory
therapy might be useful in decreasing vascular toxicity. A better understand-
ing of the mechanisms underlying VLS induced by cytokine therapy is man-
datory in order to find modalities for prevention and/or decrease the vascular
toxicity. The identification of a structural motif in the IL-2 molecule respon-
sible for initiation of VLS, suggests that deletions or mutations in this sequence
or the use of blocking peptides may increase the therapeutic index of IL-2.
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Cytokines and Autoimmune Diseases

From the Control of Autoimmune Diseases
With Anti-Cytokine Treatment to the Induction

of Autoimmunity With Cytokine Treatment

Pierre Miossec

SUMMARY
The identification of the role of cytokines in inflammatory and autoimmune

diseases has led to significant progress in treatment. The best example is prob-
ably the beneficial effect of blocking TNFα in an increasing number of inflam-
matory diseases, starting with rheumatoid arthritis. However since not all
patients respond and since the treatment is suspensive, other cytokine inhibi-
tors are now ready to be tested. The negative consequences of blocking
cytokines have demonstrated their role in immunity as observed by the reac-
tivation of tuberculosis following TNFα inhibition. Similarly, adminsitration
of other cytokines such as Interferonα has been associated with the induction
of autoimmune manifestations, often in a predisposed context.

Key Words: TNF-α; IL-1; IL-6; Th1/Th2; rheumatoid arthritis; Crohn's
disease; lupus.

1. INTRODUCTION
The therapeutic use of inhibitors of tumor necrosis factor α (TNF-α) has

shown the critical role of a single key cytokine in the pathogenesis of first
rheumatoid arthritis (RA) and Crohn’s disease (CD) and then of many other
inflammatory diseases (1). Although their inducing mechanisms are far from
being clarified, these diseases have been classified as autoimmune. The absence
of identification of a causal agent or a specific initial mechanism was consid-
ered for a long time as the major limitation for the improvement of treat-
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ments. These new results have clearly demonstrated the role of these non-
specific soluble factors in the clinical presentation of diseases, dominated
by inflammation, matrix formation abnormalities, and autoantibody produc-
tion. The nonspecific effect of these cytokines was shown when the same
clinical results observed in RA with TNF-α inhibitors also were observed in CD
for which the clinical expression, anatomical distribution, and underlying
mechanisms are very different (2).

Based on a classification of cytokines according to their contribution to
inflammation, their effect on matrix formation, and antibody production, it
is possible to define autoimmune diseases according to these cytokine pro-
files. Such a classification, although oversimplified, allows a better under-
standing of clinical manifestations, selection of treatments, and of mechanisms
of adverse drug reactions.

Cytokines themselves have been used for treatment starting with inter-
feron-α (IFN-α) for viral hepatitis. Later, the inhibition of cytokines was a
key step forward for the control of the most severe inflammatory diseases.
At the same time, the administration of cytokines or of their inhibitors has
been associated with adverse events. Some of these are indicators of the
contribution of cytokines and/or regulatory pathways involving cytokines to
a wide number of mechanisms.

In this review, cytokines will be classified according to their regulatory
properties to associate common autoimmune diseases with these profiles.
This classification will allow the analysis of the clinical results obtained
with cytokine inhibitors, mainly against TNF-α. Finally, we will examine
the adverse events associated with the administration of cytokine inhibitors
and of cytokines, focusing on IFN-α.

2. CYTOKINES
WITH REGULATORY PROPERTIES

A classification of T-cells according to their cytokine profile has been
proposed for the mouse and then the human situation. Th2 responses are
characterized by the production of interleukin-4 (IL-4), IL-5, IL-10, and IL-13,
whereas Th1 responses are characterized by that of IL-2 and IFN-γ production
(3). Results in animal models have indicated the role of Th1 cells in delayed
type hypersensitivity and that of Th2 cells in allergy and some parasitic
infections. The same dichotomy was later applied to human T cells (4).
However, a more simple classification into type 1/type 2 has been proposed as
these cytokines are produced by other cell types (Fig. 1). For instance IL-10 is
largely produced by monocytes and B-cells, whereas IL-4 is also produced
by mast cells and basophils.
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An important feature of type 1 and type 2 cells is the ability of one subset
to regulate the activities of the other in a dynamic process. Normal T cells
initiate a production of type 1 cytokines in response to mycobacterial anti-
gens and in the presence of type 1 cytokines. Conversely, they produce type
2 cytokines in response to allergens and in the presence of type 2 cytokines.
Both IL-4 and IL-10 are strong inhibitors of IFN-γ production, whereas IFN-γ
inhibits IL-10 production and action (5). Typical Th1-inducing conditions com-
bine the use of IL-12 and of IL-4 inhibition, whereas the Th2-inducing con-
ditions combine the addition of IL-4 and of IL-12 inhibition. Accordingly,
IL-12 increases TNF-α and IL-1 production, which is inhibited by IL-4.

In addition to the Th1/Th2 cytokine polarization, T cells have been clas-
sified according to their regulatory properties. A Th3 subset was defined
with the production of transforming growth factor β (TGF-β) with immu-
nosuppressive properties. Additional regulatory T-cell subsets have been
defined in particular by the continuous expression of CD25. These cells
are producers of IL-10 and TGF-β. These cells are involved in the inhibition
of the immune response and in the induction of tolerance.

More recently, inflammatory and autoimmune diseases have been classi-
fied using only two sets of cytokine pairs (6). TNF-α and IFN-α are the
members of the first pair, where TNF-α is associated with inflammation
such as RA and IFN-α with autoimmunity such as systemic lupus erythema-
tosus (SLE). The second pair is made of IFN-γ and IL-4, which are the
prototypic cytokines of the Th1 and the Th2 patterns, respectively.

Fig. 1. Association between T-cell-derived cytokines and autoimmune diseases.
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3. PROINFLAMMATORY CYTOKINES
These cytokines have major functions in the protection against any aggres-

sive situation. They share a large number of activities and are also involved in
the pathogenesis of diseases with various anatomical expressions.

3.1. Tumor Necrosis Factor-α
TNF-α is the founding father of a growing family, which includes many

critical factors of the immune system. TNF-α and lymphotoxin α (LT-α)
act as trimers on two receptors: the type I TNF receptor (p55-TNF-R) and
the type II TNF receptor (p75-TNF-R, Fig. 2). These two cytokines control
inflammation and apoptosis. TNF-α is secreted as a trimer but exists also as
a trans-membrane biologically active monomer, which is important for local
cell–cell interactions (7). This molecule is released as a soluble form under
the effect of a membrane metallo-proteinase, the TNF-converting enzyme
(TACE). We will focus below on the consequences of TNF-α inhibition.

The fixation of TNF-α to its receptors leads to an activation of the signal
transduction pathways, including mitogen-activated protein kinases and
nuclear factor-κB. The p55 but not the p75 TNF receptor has a death domain
involved in apoptosis controlled by Fas, after activation by TNF-α. The other

Fig. 2. Interactions between tumor necrosis factor (TNF)-α, its receptors, and
current specific inhibitors.
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pathway is involved in the inflammatory reaction with the synthesis of cyto-
kines, chemokines, and proteases. For a given activated cell, there is a selec-
tive choice between the inflammatory or the apoptotic pathways so that only
one of them prevails.

4. OTHER CYTOKINES
WITH INHIBITORS IN DEVELOPMENT

More recently, additional cytokines have been the targets for treatment.
At this early stage, it is still difficult to compare the current results with
those obtained with TNF-α inhibitors.

4.1. Interleukin-1
IL-1 has been classified as a critical cytokine in chronic inflammation.

The mode of action of IL-1 is similar to that of TNF-α but with important
differences (8). The two IL-1 (α and β) act through two receptors (Fig. 3).
The critical receptor for biological response is the membrane type I IL-1
receptor, which transduces a signal, when combined with an accessory pro-
tein to form the fully functional IL-1 receptor. The membrane type II IL-1
receptor does not transduce a signal. It is rather an endogenous regulator,
which is released as a soluble form and traps soluble IL-1. In addition to the two
IL-1 molecules with an agonistic effect, IL-1 receptor antagonist (IL-1RA)  can

Fig. 3. Interactions between interleukin (IL)-1, its receptors, and current specific
inhibitors.
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bind to the membrane type I receptor but does not induce a signal since the
accessory chain is not recruited.

IL-1RA (Anakinra) has been used for the treatment of RA. The beneficial
effects, although significant enough to get marketing approval from the
health authorities for the treatment of RA, appear to be fewer than those of
TNF-α inhibition (9). A major limitation with IL-1RA is the need for a con-
tinuous high level of the compound, because at least a 1:100 ratio has to be
obtained between the IL-1 and IL-1RA levels. At present, other means of
blocking IL-1 are in progress, such as anti-IL-1 antibodies and IL-1 soluble
receptors used alone or in complex structures in an IL-1 trap.

4.2. Interleukin-6
As for IL-1 and TNF-α, IL-6 is highly present in the context of chronic

inflammation. There has been some debate on the classification of IL-6 as a
pro- or an anti-inflammatory cytokine. Controlling IL-6 as a therapeutic
approach was indeed the best way to clarify this issue. For that purpose, an
anti-IL-6 receptor antibody named MRA has been developed and has shown
efficacy for the treatment of RA and CD. The molecule is now in phase III
trials (10,11).

4.3. Interleukin-15
IL-15 is a cytokine involved in chronic inflammation, especially in the

activation of T cells. Recent positive results have been obtained with a
monoclonal anti-IL-15 antibody for the treatment of RA (12).

5. OTHER CYTOKINES
AS TREATMENT TARGETS

The favorable clinical results obtained with TNF-α and IL-1 inhibitors
may suggest that the story of the contribution of cytokines to arthritis is
almost over (Fig. 4). However, additional cytokines, which also contribute
to destructive inflammation, have been considered as possible targets (Fig. 4).

IL-17 is a T-cell-derived cytokine, which could be classified as a Th1
cytokine. IL-17 often acts in synergy with TNF-α and IL-1 (13). In addition,
IL-17 increases IL-1 and TNF-α production by monocytes. In vitro and ani-
mal models have strongly indicated the interest in blocking IL-17 for the
treatment of chronic inflammation.

IL-18, IL-12, and IL-23 are cytokines that act in association because they
favor a Th1 cytokine profile and are produced by monocytes and other anti-
gen-presenting cells (14). They interact through synergistic mechanisms.
IL-12 targeting is on going with an anti-IL-12 antibody. IL-18 action is regu-
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lated by its endogenous inhibitor IL-18 Binding Protein (IL-18 BP). Pre-
clinical results have been obtained to suggest the use of IL-18 BP as treat-
ment (15). IL-23 has been more recently described as a cytokine responsible
for some of the proinflammatory effects first associated with IL-12. In addi-
tion, IL-23 increases IL-17 production by T-cells (16).

6. CLASSIFICATION OF AUTOIMMUNE
DISEASES ACCORDING
TO THEIR CYTOKINE PROFILES

Having defined these cytokine profiles, the next step is to classify the
major autoimmune diseases according to the presence of inflammation with
matrix destruction, of inflammation with matrix deposition, and of autoanti-
body production. The goal of such classification is to help understanding
common features and differences between these diseases.

6.1. Inflammatory Diseases
Associated With Matrix Destruction

This group of diseases includes conditions in which a chronic inflamma-
tory reaction at disease sites leads to matrix destruction (Fig. 4). Such local
reaction appears very similar between diseases with changes related to the
anatomical situation. RA is the prototypic example of such conditions in
which chronic inflammation of the synovium membrane leads to the accu-
mulation of blood-derived cells such as monocytes, dendritic cells, and T
and B lymphocytes, which interact with resident mesenchymal cells named
synoviocytes. These interactions result in an increased production of destruc-
tive enzymes, which induce bone and cartilage destruction. CD has similar
profile in which the migration of cells inside the intestinal mucosa leads to
ileitis and gut matrix destruction (Fig. 5). The final extension of CD is the
formation of fistulas between the intestine and the skin. Migration of inflam-

Fig. 4. Interactions between the major proinflammatory cytokines and matrix
destruction.
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matory cells to the skin dermis is the hallmark of psoriasis, which can also be
associated with destructive arthritis with common features with RA. Mul-
tiple sclerosis is the transfer of this pathway to the central nervous system.
The clinical manifestations result from myelin destruction after focal inflam-
mation. Studies of these lesions have indicated the presence of a T-cell infil-
trate with interactions with other immune cells such as B-cells, monocytes,
and dendritic cells. Characterization of the T-cell subsets in all these dis-
eases has indicated the overexpression of a Th1 profile combined with the
high production of monocytes derived cytokines such as TNF-α and IL-1
(17). Synergistic interactions occur between these cytokines under the en-
hancing effects of signals from T-cell–derived cytokines.

In addition to the increased level of destruction, these diseases have in a
major defect in repair activity (Fig. 5). Such defect is responsible common
for the rapid destruction after such type of inflammation. As an example,
RA-associated inflammation can lead to a joint destruction within 2 yr,
whereas 20 yr are needed to come to a stage of joint replacement in osteoar-
thritis.

Spondyloarthropathies can be classified as an in-between situation. Locally,
the same proinflammatory cytokines, such as TNF-α, are highly detected at
the site of the sacroiliitis (18). Howeve,r such destruction is followed by a step
of repair activity as expressed by syndesmophyte formation.

6.2. Inflammatory Diseases
Associated With Matrix Formation

This is the mirror image of the previous situation. After local inflamma-
tion, there is an intense stimulation of matrix formation. This leads to col-
lagen deposition in organs with functional consequences, which can be more
severe than the destructive pattern described above (Fig. 6). As opposed to

Fig. 5. Interactions between regulatory cytokines, matrix destruction, and repair
defects.
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the Th1 cytokine pattern associated with destruction, here a Th2 pattern is
overexpressed (19). Such switch in phenotype induces the contribution of
cytokines such as IL-4 and of growth factors such as TGF-β. These factors
have a major inducing effect on extracellular matrix synthesis and deposi-
tion. Conversely, such deposits in critical organs are the consequences of a
defect in matrix degrading enzymes.

Such pattern is observed in conditions such as scleroderma, lung intersti-
tial fibrosis either idiopathic or secondary to exposure to silica, plastic and
other fibrotic chemicals (Fig. 6).

6.3. Inflammatory Diseases
Associated With Autoantibody Production

Cytokines have a major effect on B-cell activation and differentiation.
Enhancement of these pathways during diseases may induce the production
of autoantibodies associated with clinical symptoms. Lupus is the prototype
of such disease (Fig. 1). Regarding cytokine contribution, IL-10 is probably
the cytokine whose contribution to lupus has been the best demonstrated up
to a therapeutic modulation (20). Circulating IL-10 levels are increased dur-
ing lupus and are correlated to various indices of disease activity (21). The
blood cell origin of IL-10 includes Th2 T-cells, monocytes, and B-lympho-
cytes. Production by keratinocytes after exposure to ultraviolet light may
explain the flares of disease activity observed after sun exposure. The pla-
centa is also a source of IL-10. Production during pregnancy may contribute
to disease flares. Conversely, the anti-inflammatory effect of IL-10 may
explain the beneficial effect of pregnancy on RA activity (Fig. 1). This
dichotomy indicates differences of regulatory pathways between the two
diseases.

In vivo cell interactions with stromal mesenchymal cells in bone marrow
and pathological sites of B-cell activation play a critical role in the protec-

Fig. 6. Interactions between regulatory cytokines and matrix formation.
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tion of B cells from elimination by apoptosis. In addition to the effect of
IL-10, the chemokine stromal cell-derived factor-1 produced by mesen-
chymal cells, plays an essential role in these local cell interactions (22).

The therapeutic modulation of the action of IL-10 was evaluated in mod-
els of mouse lupus. Administration of an anti-IL-10 antibody in mice induced
a protection from renal disease associated with a better survival (23). When
applied to human lupus with a mouse anti-IL-10 antibody, an open study
showed improvement of skin manifestations (24).

A greater production of IFN-α has been described for a long time in patients
with lupus. More recently, work on the differentiation of dendritic cells has
confirmed the importance of IFN in human lupus (25). High expression of
genes regulated by IFN-α was detected in children with active lupus (26).
Such expression was sensitive to the effect of a treatment by steroids. Accord-
ingly, control of the action and the production of IFN-α could have an interest
in lupus treatment.

7. INHIBITION OF TNF-α
7.1. Mode of Action of the Specific TNF-α Inhibitors

In reference to the natural control of the action and the production of a
cytokine, therapeutic control can be specific of a given cytokine (antibody,
soluble receptor), or more global, by acting on a group of proinflammatory
cytokines (methotrexate, leflunomide, inhibitors of common intracellular
pathways).

When considering the specific inhibitors of TNF-α, inhibition with an
anti-TNF-α antibody represents the simplest concept (Fig. 2). There are sev-
eral types of anti-TNF-α antibodies, either fully human (adalimumab) or
chimeric, keeping a more or less important part of the antibody binding site
of murine origin (infliximab). These monoclonal antibodies bind specifi-
cally to epitopes of the TNF-α trimer, which interact with the membrane
receptors. This results in an inhibition of the TNF-α capacity to bind to the
membrane receptors, resulting in a functional inhibition. In addition these
antibodies will also recognize membrane TNF-α, thus inhibiting cell inter-
actions.

On the contrary, the use of the soluble receptors (p55 or p75) represents
the enhancement of a natural regulation because the same molecules already
control the action of endogenous TNF-α. Etanercept is a fusion protein with
two p75 receptors, connected to an Fc fragment of an IgG1. This Fc frag-
ment improves the pharmacokinetics of the complex.

TNF-α and lymphotoxin (LT)-α use the same two p55 and p75 TNF
receptors to control inflammation and apoptosis. Advantages or limita-
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tions of the exclusive inhibition of TNF-α (with a specific anti-TNF-α anti-
body) or associated to that of the LT-α (with a soluble receptor) have not
been really clarified.

7.2. Local and Systemic Effects of TNF-α Inhibition
The initial clinical results obtained with the administration of anti-TNF-α

antibodies and TNF-α-soluble receptors have justified their large scale devel-
opment. The major indications are RA, CD, spondylarthropathies, psoriatic
arthritis, and chronic juvenile arthritis.

The rapid effect on systemic manifestations and on the levels of acute
phase proteins confirms the importance of TNF-α in systemic inflammation
(Fig. 7). The feeling of well-being reported rapidly by these patients is the
confirmation of the effect of TNF-α on brain, in particular on the hypothalamus.

The anti-inflammatory effect results from local actions on the expres-
sion and the composition of the inflammatory reaction (Fig. 8). The migra-
tion of inflammatory cells contributes to the initiation and to the chronicity
of the inflammatory process, leading to matrix destruction. The forma-
tion of any inflammatory reaction relies on new blood vessel formation,
which is critical for the migration of these inflammatory cells. TNF-α
induces the expression of adhesion molecules on endothelial cells. These
effects favor the migration of T cells with a memory phenotype. These cells
express preferentially particular chemokine receptors (CCR1, CCR5). These
selective mechanisms direct cells towards skin, joint, gut, eye sites resulting
in the clinical pictures, each specific of the respective disease (27).

Fig. 7. Contribution of tumor necrosis factor (TNF)-α and interleukin (IL)-1 to
the systemic manifestations of chronic inflammation.
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The increase of angiogenesis is an important characteristic of the rheu-
matoid synovitis. Local concentrations of vascular endothelium growth fac-
tor were found to decrease in response to infliximab. The sequential biopsies
of synovial membrane of treated patients showed a reduction of the cell infil-
trate and of angiogenesis (28). This reduction of the number of inflammatory
cells and of their interactions contributes directly to a protective effect by
lowering the local production of enzymes involved in destruction.

The rapid reduction of joint swelling is an impressive effect of anti-TNF-α
treatment. In vitro, infliximab, but not etanercept, can induce death of cells
expressing membrane TNF-α in the presence of complement through a
mechanism of antibody-dependent cell-mediated cytoxicity. However, no
increase in cell death by apoptosis has been found in synovial biopsies after
treatment with infliximab (29). This aspect would have been able to allow a
better understanding of the differences in the mode of action of the inhibi-
tors. The absence of induction of apoptosis with etanercept could explain its
lack of efficacy in CD, where infliximab is effective (30).

Clinical results showed a reduction of the rate of articular destruction
measured by the absence of new radiological joint damage. This effect is
critical because of a major depression of repair capacities. In CD, such effect
results in the closing of fistulas. An action on proteases involved in the destruc-
tion of bone and cartilage, and of gut and skin matrix represents the main
mode of action of these inhibitors. This mechanism has been clarified in
vitro and in animal models (31). Bone destruction in RA results from an
activation of osteoclasts combined with the recruitment of osteoclast pre-
cursors, which is amplified by TNF-α. This inhibitory effect can influence

Fig. 8. Contribution of tumor necrosis factor (TNF)-α and interleukin (IL)-1 to the
local manifestations of chronic inflammation.
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the formation of osteoclasts by reducing the recruitment of precursors, which
are common to monocytes and dendritic cells. Such effect implies a direct
interaction in the RANK/RANK-L pathway. RANK-L activates the recep-
tor RANK on osteoclasts and plays a critical role in bone destruction. RANK-
L is expressed by osteoblasts, T lymphocytes and synoviocytes. RA blood
concentrations of soluble RANK-L were normalized with infliximab (32).

Induction of repair remains the final achievement to protect joint. In
transgenic mice expressing human TNF-α, its neutralization inhibits bone
and cartilage degradation (33). An effect on repair is fully obtained by the
coadministration of anti-TNF-α and of OPG, blocking at the same time TNF-α-
TNF receptor and RANK-RANK-L interactions (34).

7.3. Understanding the Adverse Reactions of TNF-α Inhibitors
The inhibition of a central molecule, such as TNF-α, has been associated

with adverse events, which allow a better understanding of the physiologi-
cal role of TNF-α. In addition, the heterogeneity of response and the risk of
disease reactivation when stopping the inhibition indicate that these inflam-
matory diseases cannot be simplified as diseases of the TNF-α pathway.

TNF-α is a critical molecule in the control of acute and chronic infec-
tions. A greater mortality was observed during the treatment of toxic shock
with inhibitors of TNF-α. For long-term treatment, the major complication
with the use of TNF-α inhibitors has been the onset of opportunistic infec-
tions. If all types of opportunistic infections were observed, tuberculosis has
been by far the most frequent (35). Its severity associated to an unusual
mortality rate quickly drew attention. Epidemiological studies have showed
that it was essentially a reactivation of known or undiagnosed tuberculosis.

Such a notion of reactivation is highly suggestive of an acquired defect of
cell-mediated immunity. Primary immune defects have been described in
association with mutations of genes coding for the receptors for IFN-γ and
IL-12 (36). These defects are responsible for severe mycobacterial infec-
tions usually secondary to an immunization with BCG.

In the context of chronic inflammation as in RA, there is already a sys-
temic response defect to IL-12 and IL-18, which are key cytokines for the
production of IFN-γ (37). There is a synergy between these two cytokines
related to the effect of IL-12 on the induction of a functional IL-18 receptor
(38). Such defect in RA results in a lower production of IFN-γ by blood cells
in response to IL-12 and IL-18. This defect is proportional to the level of
systemic inflammation, as measured by CRP levels. This could explain the
increased frequency of tuberculosis in RA even in the absence of anti-TNF-α
treatment (39). At initiation of a treatment with a TNF-α inhibitor, the dis-
ease is usually still very active. The additive effect of the inhibitor explains
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the rapid onset and the severity of these reactivations. Later, the risk is reduced
because the improvement of disease activity has been able to correct the sys-
temic immune defect related to inflammation. This lowers the risk of a reac-
tivation. The specific anti-TNF effect results from an inhibition of cell–cell
interactions. Such effect has a positive impact on local inflammation and
results in the beneficial clinical effect. Conversely, inhibition of these inter-
actions also results in granuloma disintegration leading to the diffusion of
mycobacteria, which were kept under control in these granulomas.

The induction of antinuclear antibodies is common, but rarely associated
with clinical manifestations of lupus (40). A positive connection between
TNF-α and lupus has been established in lupus mice where the inhibition of
TNF-α increases incidence and mortality from renal disease (41). Con-
versely, administration of TNF-α has a protective effect on mouse lupus.
The anti-inflammatory cytokine IL-10 is directly involved in the production
of autoantibodies and IgG (42). These properties indicate a mutual inhibi-
tion between TNF-α and IL-10 actions. Furthermore, the inhibition of TNF-
α favors the production of IL-10, leading to the production of autoantibodies
and the orientation of the Th1-Th2 cytokine balance toward Th2 (17).

These notions must be taken into account also to estimate the possible
effect of TNF-α inhibitors on the incidence of lymphomas (43). The inter-
pretation of these observations is extremely difficult because of a greater
frequency of lymphomas in the general population, further increased in as-
sociation with RA and even more with Sjögren’s syndrome. The contribu-
tion of TNF-α to the mechanisms of apoptosis, the immunosuppressive
effect of IL-10, which production and action are increased with TNF-α in-
hibitors are mechanisms to be considered. Conversely, TNF-α is involved
in lymph node hypertrophy, a common sign of activity of inflammatory dis-
eases (44).

The beneficial effect obtained in the treatment of RA and CD would sug-
gest that all inflammatory diseases in particular those associated with a Th1
profile could be controlled with the same TNF-α inhibitors. However TNF-α
inhibition during multiple sclerosis was associated to an increase in clinical
and radiological signs (45). The mechanism has not been clarified, but could
be related to the anatomical site and to the contribution of the blood–brain
barrier (46). The contribution of TNF-α inhibition could be demonstrated
with the reintroduction of infliximab in a case of aseptic meningitis (47).

7.4. Targeting One or More
Than One Cytokine at the Same Time

It remains to be understood how blocking a single cytokine such as TNF-α
can still be effective. As of today the list of cytokines, chemokines, and growth
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factors involved in inflammation is up to 100. It was first thought that TNF-α
could be located upstream of a cytokine cascade. However, cytokines such as
IL-12, IL-18, and IL-17 have been shown to act on the production of TNF-α,
itself.

It should be recognized that the concentrations, which may be expected
in vivo, are much lower that those tested in culture systems with isolated
cells stimulated with a single cytokine. In addition, interactions between
cytokines can be synergistic through common intracellular pathways. These
pathways are located downstream of the receptors, which confer specificity.
Transcription pathways, such as nuclear factor-κB, among others, are shared
for the activation of IL-1, TNF-α, and IL-17. These common pathways are
the therapeutic targets of small molecules now in clinical development.

A combination of low concentrations of cytokines was used to dissect
these synergistic interactions. As an example, combination of low concen-
trations of TNF-α, IL-1, and IL-17, with no effect when used alone, was
able to induce a level of transcription factor activation higher than the one
observed with high concentrations of a single cytokine (48). More impor-
tantly, such a combination was able to increase the recruitment of transcrip-
tion factors, including some not activated even by high concentrations of a
single cytokine (49). Such findings reflect the in vivo situation with local
interactions between cytokines produced by monocytes such as TNF-α and
IL-1 and by T cells such as IL-17.

Similar conclusion was obtained when low doses of soluble receptors for
IL-1, TNF, and IL-17 were combined with samples of synovium and of juxta-
articular bone (50). As observed in patients, two thirds of the RA synovium
samples responded to etanercept. The rate of response was increased up to
90% when the three receptors were combined. As of today, such combina-
tions have not been fully tested in the clinic. One trial tested the combination
of IL-1RA and TNF sR in RA. No improvement of efficacy was observed,
whereas incidence of adverse events mainly infectious was increased (51).

7.5. Understanding the Heterogeneity
of Response to TNF-α Inhibitors

In clinical practice, it appears that about one third of the RA patients do
not improve. This heterogeneity could be at least partially explained by the
absence of a TNF-α contribution in some patients (52). As indicated previ-
ously, the same rate of response is observed when incubating fragments of
RA synovial membrane with etanercept (50). Although never directly
proven, such differences could be related to cytokine gene polymorphisms
directly affecting TNF-α or other cytokines (26,27,53).
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A progressive loss of response to inhibitors previously effective is also
commonly reported. For compounds such as infliximab, induction of an anti-
body response directed against the mouse part of the antibody site has been
demonstrated in patients with CD (54). Progressive induction of a TNF-α-
independent inflammatory pathway is another mechanism further support-
ing the downstream situation of TNF-α in the pathogenesis of these diseases.

Finally, these treatments have a suspensive effect, with reappearance of
symptoms after prolonged treatment discontinuation. This reflects an effect
on the action and not so much on the production of TNF-α. Stopping the
inhibition would be then followed by a rebound effect. Furthermore, TNF-α
inhibition decreases the production of soluble TNF-α receptors, thus reduc-
ing the endogenous anti-inflammatory regulation. These data also suggest
the contribution of other factors and other cell types. The possible role of
combined or sequential control of T cells, B cells, and dendritic cells, and of
their interactions on the induction of a remission has yet to be demonstrated.

8. AUTOIMMUNE MANIFESTATIONS
WITH CYTOKINE ADMINISTRATION

The list of cytokines of possible therapeutic use has been growing quickly.
As for any adverse event associated with a new compound, the interpreta-
tion of the underlying mechanisms often is difficult. The incidence is obvi-
ously related to the properties of the molecule itself, its dose regimen, and
route of administration but also to the underlying disease as well as to the
size of the exposed population. Among the cytokines already in clinical appli-
cation, IFN-α has been the most commonly used, particularly in patients with
chronic viral hepatitis. For these reasons, this cytokine administered in this
indication has been associated with the largest list of adverse events. Thus,
the adverse events observed with this cytokine first will be reviewed first.

8.1. Interferon-α
The major indications are type B and C chronic viral hepatitis in addition

to cancer, mostly renal cell carcinoma and melanoma, and hematological
malignancies. The large number of treated patients, the largest for any
cytokine, allows a good assessment of its safety (55).

Induction of autoimmune events appears to be a frequent feature (56,57).
This includes an exhaustive list of manifestations of autoimmunity and as-
sociated diseases (55). Therefore it was recommended to exclude patients
with concomitant clinically overt autoimmune disease from the use of IFN-
α for the treatment of viral hepatitis.
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The range goes from the mere presence or induction of autoantibodies
with no clinical consequence to the most severe autoimmune disease. The
pathogenicity of such autoantibodies is often unclear and far from being
always associated with disease manifestations as for the spontaneous auto-
immune diseases. The targets of these antibodies include among many others,
blood cells (red cells, leukocytes, platelets), coagulation factors (factor VIII,
lupus anticoagulant), immunoglobulins (rheumatoid factor with or without
cryoglobulin activity), intracellular components (nucleus, enzymes), hor-
mones (thyroid, insulin), skin (epidermis [58]).

In particular, exacerbation of hepatitis C-related cryoglobulinemia with
possible severe clinical consequences including polyneuritis and even fatal
cases has been reported (59). This has to be taken into account since an
association with hepatitis C is found in almost 50% of all cases of mixed
cryoglobulinemia (60), although treatment with IFN-α is usually helpful,
particularly in combination with ribavirin (61,62).

Blood cells and coagulation factors are frequent targets. These manifesta-
tions include idiopathic or autoimmune hemolytic anemia and thrombocy-
topenia (63). Regarding acquired factor VIII inhibitor, some patients with
hemophilia A and hepatitis C developed antibodies to factor VIII (64). Induc-
tion of lupus anticoagulant has been implicated in the development of throm-
botic events.

Regarding the list of organ specific diseases, thyroid abnormalities appear
to be the most common manifestations (65). The exact incidence remains
unclear. In a survey including 11,241 patients with hepatitis, 71 developed
autoimmune thyroid disease during IFN-α treatment (56). Various thyroid
abnormalities have been observed. Half of them had hypothyroidism, 30%
hyperthyroidism, and 20% a biphasic (hyperthyroidism followed by hypothy-
roidism) pattern. This includes the two ends of the spectrum ranging from
patients clinically and biochemically hypothyroid but negative for thyroid
autoantibodies to patients remaining euthyroid but with thyroid autoanti-
bodies. Idiopathic thyroiditis is a very common autoimmune disease, often
associated with Sjögren syndrome resulting in lymphocytic infiltration of
the exocrine glands. It is important to keep in mind that such features are
commonly found in patients with hepatitis C in the absence of any treatment
with cytokines (66).

In the same line, induction of insulin antibodies and onset of insulin depen-
dent diabetes with increased antiglutamic acid decarboxylase antibody levels
have been observed. This occurred in 10 of the 11,241 patients included in
the aforementioned survey (56).
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The other manifestations include almost the entire list of autoimmune
diseases (55). Regarding arthritis manifestations, IFN-α was responsible for
the induction or flare of various types of inflammatory arthritis either asso-
ciated with RA, psoriasis, lupus, spondylarthropathy or yet unclassified
(67,68). Regarding muscular manifestations, cases of dermatomyositis,
polymyositis have been described mostly in patients with chronic hepatitis
C (67). Similarly, cases of myasthenia gravis with antiacetylcholine recep-
tor antibodies and Guillain-Barré syndrome have been observed (69).

Features of SLE, including severe cases with nephropathy, cerebral Vas-
culitis, and chorea, have been reported (57). As indicated previously, the
role of IFN-α in the pathogenesis of lupus has been demonstrated making
IFN-α a target for treatment (70,71). It should be indicated however that
induction of lupus remains a rare event.

Interference with graft survival has been a major consequence of such
treatment. This included graft versus host disease following therapy by allo-
geneic bone marrow transplantation or allograft rejection following treat-
ment of hepatitis C after liver as well as renal transplantation (72). Treated
recipients may also develop progressive cirrhosis despite achieving a sus-
tained virological response.

9. OTHER CYTOKINES
IL-2 was the first cytokine used as a recombinant product. In the early

studies, IL-2 was used for the ex vivo culture of autologous peripheral blood
lymphocytes before re-injection. Reduction of metastases was observed in
patients with extensive melanoma and renal cell carcinoma (73). Most recent
studies have used IL-2 either alone or often combined with other cytokines,
mainly IFN-α.

One of the major adverse reactions with IL-2 was the acute accumulation
of body fluid related to a capillary leak syndrome (74). In vivo studies have
shown the activation of vascular endothelial cells by proinflammatory
cytokines, the production of which was stimulated by IL-2. When used on a
more chronic basis, such effect may contribute to the migration of inflam-
matory cells, mostly lymphocytes, to the perivascular site. A number of
adverse reactions observed with IFN-α have been described with IL-2 (75).
This includes the induction of chronic arthritis, myositis, thyroid manifesta-
tions, and induction of various antibodies.

Most probably related to the accumulation of body fluid, carpal tunnel
syndrome has been observed in some patients treated with the combination
of IL-2 and IFN-α. Skin manifestations included allergic reactions with
angioneurotic edema and urticaria in association with activation of neu-
trophils and complement, local and systemic hypersensitivity reactions.
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IFN-β currently is used for the treatment of multiple sclerosis (76).
Although the clinical experience is not as large as with IFN-α, autoim-
mune manifestations do not appear to be a frequent concern, although thy-
roiditis is here also the most common autoimmune reported event.

IFN-γ is an NK/Th1-derived cytokine. Some of the comments regarding
IFN-α apply to IFN-γ. The experience with this latter cytokine although
limited, indicates its autoimmune potential. In patients with hepatitis C, thy-
roid dysfunction was uncommon in contrast to the induction of antinuclear
antibodies. In patients with psoriasis arthritis or spondylarthropathy, increased
arthritis activity was observed. In patients with rheumatoid arthritis, no ben-
efit was demonstrated but in some cases, induction of antinuclear antibodies
was observed (77). In some patients with multiple sclerosis, treatment with
IFN-γ led to increased disease activity (78). More recently, however, in
patients with cancer or opportunistic infections related to HIV infection,
autoimmune manifestations were not observed (79,80).

IL-12 is a cytokine produced by monocytes and antigen-presenting cells
with a major effect on cell-mediated immunity in part through the produc-
tion of IFN-γ. IL-12 has been recently used as protein and gene therapy for
the treatment of cancer (81,82). Autoimmune manifestations have not been
observed, but further data with prolonged exposure are needed.

The family of colony-stimulating factors (CSF) includes IL-3 or multi-
CSF, granulocyte-CSF (G-CSF), and granulocyte-monocyte-CSF (GM-
CSF). Such cytokines are used for the stimulation of bone marrow precursors
after bone marrow depression either spontaneous or post-chemotherapy.

Most autoimmune manifestations have been observed with G-CSF or
GM-CSF. They have been used in patients with RA, particularly those with
Felty’s syndrome, which is defined as the combination of rheumatoid fac-
tor-positive destructive RA, severe neutropenia, and splenomegaly. Improve-
ment of the neutropenia has been observed, sometimes with increased
thrombocytopenia and anemia (83). Some patients also showed increased
arthritis activity (84). However, such flare-up was not a constant observation.

10. CONCLUSION
The use of TNF-α inhibitors has provided clear evidence for the direct

role of cytokines in complex inflammatory diseases. The simplest approach,
already in practice, is the specific inhibition of their action. The stimulation
of the endogenous production of regulatory mechanisms can represent a
more physiological way to restore an adequate balance. The lack of response
and the occurrence of adverse reactions observed in some patients exposed
to cytokines and their inhibitors imply to take into account the level of pro-
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duction and regulation of the target cytokines. Part of such heterogeneity is
genetically determined. Considering these issues will allow a better risk ben-
efit assessment of treatment choice for each patient.
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Trials of Cytokines

Steven Swanson

SUMMARY
A key component for the success of any therapeutic cytokine is the degree

of immunogenicity mediated by the cytokine. There are many factors that can
contribute to a cytokine being immunogenic, such as aggregation. The under-
standing of cytokine immunogenicity requires a thorough knowledge of the
antibody testing that was performed. Some of the methods used to test for anti-
bodies against cytokines are the enzyme-linked immunosorbent assay,
radioimmune precipitation assay, electrochemiluminescence, and surface plas-
mon resonance platforms. To understand whether an anticytokine antibody can
neutralize the biological effect of a cytokine, it is necessary to perform a
bioassay. The significance of cytokine immunogenicity can only be under-
stood in the context of antibody testing data coupled with clinical data related
to effects on the patient.

Key Words: Antibody; immunogenicity; ELISA; RIP; bioassay; surface
plasmon resonance; Biacore.

1. INTRODUCTION
An important issue in determining the success of a cytokine therapeutic is

whether that cytokine induces an immune response. The immunogenicity of
the cytokine could range from nonimmunogenic, where antibodies are not
generated, to extremely immunogenic, where most subjects exposed to the
cytokine develop specific antibodies in response to that exposure. The clini-
cal relevance of an anticytokine antibody is a result of the quantity of anti-
body generated, what region of the cytokine the antibody binds to, and
whether the cytokine has a redundant mechanism of action. When an anti-
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body neutralizes the effect of a cytokine, it is much more significant to the
patient if there is not an alternate means of accomplishing the biological
action of that cytokine. There are many contributing factors that can lead to
immunogenicity in all protein therapeutics, and these factors may work
independently or in concert. Some of the factors that can cause a protein to
be more immunogenic include sequence differences from the native mol-
ecule, impurities, and aggregation.

Before considering the effects of immunogenicity, it is important to have
an understanding of the methodology used to detect and monitor immuno-
genicity in clinical studies. There are two major classes of assays used to
explore the immune response: immunoassay and bioassay. Although an immu-
noassay can detect antibodies capable of binding to a therapeutic protein, only a
bioassay is able to determine whether those antibodies are capable of neu-
tralizing the biological effect of the protein. A bioassay is typically a cell-
based platform in which the cytokine is added to a culture of growing cells
and induces a measurable change in those cells. If that induced change is
blocked when antibodies from a subject are added along with the cytokine,
the antibodies are defined as being neutralizing. A neutralizing antibody is
so named because it blocks or neutralizes the biological effect a protein can
exert on a cell. It is neutralizing antibodies that have the greatest potential to
impact the efficacy of the therapeutic cytokine. It is important to determine
whenever neutralizing antibodies occur; however, tests should be conducted
to detect the presence of all antibodies capable of binding to the protein.
Even antibodies that are not identified as neutralizing may have important
clinical ramifications and therefore must be carefully examined.

2. FACTORS THAT CAN CONTRIBUTE
TO IMMUNOGENICITY

Humans have developed tolerance for native cytokines and except in rare
exceptions do not produce antibodies capable of binding to these native
cytokines. When therapeutic cytokines are administered to subjects, this tol-
erance is sometimes broken and antibodies are generated that can bind and
sometimes neutralize the effect of the cytokine. The presence of antibodies
is suspected when a subject that has previously responded well to a thera-
peutic cytokine no longer has the same response. The lack of response is
generally the first evidence that the subject has mounted an immune response
to the therapeutic.

The reasons why a given cytokine breaks tolerance and leads to an immune
response, sometimes after being treated with this cytokine for many months,
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are not fully understood, but some of the factors associated with immunoge-
nicity can be categorized. Studies have not yet been conducted that can quan-
tify the risk of immunogenicity based on these risk factors. Immunogenicity
to a protein therapeutic can not be reliably predicted using empirical meth-
ods or even conducting animal studies. The only test that can determine
whether a protein will be immunogenic is to conduct an appropriately pow-
ered clinical study. Animal models may provide some insight into immuno-
genicity in humans; however, the results from such studies should not be
viewed as conclusive evidence for or against the likelihood of a particular
cytokine to induce an immune response. There are many companies that are
currently developing various models to predict immunogenicity; however,
we are still many years away from reliable immunogenicity prediction.

When therapeutic cytokines deviate from the native sequence it is more
likely that the immune system will be able to identify these as foreign and
respond by producing antibodies (1). Certain contaminants and process
related impurities could lead to an increase in immunogenicity, either by
acting as an adjuvant or by causing oxidation (2) or aggregation (3) of the
cytokine. When proteins are aggregated, it is more likely that the immune
system will respond. Aggregated material is more prone to phagocytosis
and subsequent antigen processing that can lead to an immune response.

The route chosen for the administration of the cytokine also can influence
the rate of immunogenicity. A given cytokine administered subcutaneously
would be more likely to generate an immune response than the same
cytokine administered intravenously. Because therapeutic cytokines are for-
eign proteins, it is always a possibility that regardless of the route of admin-
istration, an immune response could be generated. There is not a route of
administration that could absolutely protect against raising an immune
response. Another factor that can influence the rate of immunogenicity
is the frequency and duration of treatment. The immune system responds
best to foreign proteins when they are administered over a long period of
time and when the protein is allowed to clear before subsequent administra-
tion. This cycling of exposure, clearance, and re-exposure allows the immune
system to respond fully. By contrast, if circulating cytokine levels are main-
tained, the immune system would more likely become tolerant and no longer
recognize the therapeutic cytokine as a foreign protein. Because it does take
time for the immune system to mount a robust response, those therapeutic
cytokines that are not administered chronically are less likely to induce a
strong immune response. Patients that are receiving immunosuppressive
therapy conjointly with the therapeutic cytokine are also less likely to mount
an immune response to the cytokine.
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Additional factors that can influence immunogenicity of therapeutic cyto-
kines are the formulation used and the storage and handling conditions. Pro-
teins can be fragile compounds that must be protected from environmental
challenges such as temperature extremes, vigorous shaking, and excessive
freeze-thaw cycles. Therapeutic cytokines are formulated by adding reagents
such as human serum albumin to help stabilize the protein and inhibit ag-
gregation. The formulation of a protein therapeutic is specific for that
cytokine and is designed to protect the integrity of the cytokine. Each for-
mulated cytokine has its own unique stability profile and some cytokines are
more fragile than others. When cytokines become unstable one key event
that can occur is aggregation.

3. METHODS FOR ANTIBODY DETECTION
There are many different platforms available for testing samples to deter-

mine whether anticytokine antibodies are present. None of the available
methods are 100% accurate for detecting specific antibodies; rather, each
assay has specific strengths and weaknesses. The most popular of these
methods are described with advantages and disadvantages indicated. When
trying to interpret results from antibody analyses and determine the impact
on a clinical program, it is important to understand and evaluate the results
from these assays. As an example, an assay may indicate that most subjects
that are administered a particular cytokine mount an immune response. If
the assay used to detect these antibodies is not specific, the assay could
falsely identify samples as positive for antibodies that are in fact negative. If
the characteristics of the assay to detect immunogenicity are not known, it is
not possible to assess the clinical impact of a cytokine program. To fully
understand how to interpret the results from antibody analyses, it is impera-
tive that the assays used be validated. The validation process will allow an
understanding of the limitations of the assay and this will help prevent mis-
interpretation of the data. As an example, if an assay indicates there are no
antibodies present, the data must be interpreted with the knowledge of the
sensitivity of that assay. If an assay’s sensitivity is 10 µg/mL (the assay will
detect antibodies in a sample only if the concentration of circulating anti-
body exceeds the level of 10 µg/mL), a negative result would provide less
confidence that there were no antibodies present than if the assay sensitivity
was 10 ng/mL. Only through the full understanding of the assay’s limits can
clinical results of an antibody analysis be correctly interpreted. Every assay
for the detection and characterization of an immune response is limited by
the sample that is taken. If that sample is taken at a time when there is a large
amount of circulating cytokine, it will be difficult to impossible for the as-
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say to identify the presence of the antibody. Circulating drug can have the
effect of binding to the antibody in the serum sample and thereby blocking
the binding sites on the antibody that prevent the antibody’s detection in the
assay, leading to underreporting of the immune response.

3.1. Immunoassays
There are many different types of immunoassays for the detection of

anticytokine antibodies, but each is designed to detect the presence of anti-
bodies that are capable of binding to the cytokine. Each of the described
platforms has distinct advantages as well as limitations that need to be con-
sidered when interpreting immunogenicity results. Four of the commonly
used assay platforms are enzyme-linked immunosorbent assay (ELISA),
radioimmune precipitation assay (RIP), surface plasmon resonance (SPR),
and electrochemiluminescence (ECL).

3.1.1. ELISA

The ELISA (4) has been a mainstay for the detection of antibodies since
its development more than 20 yr ago. This platform (Fig. 1) is based upon
first immobilizing the cytokine onto a microtiter plate through passive ad-
sorption, covalent coupling, biotinylation, or other methods. After the
cytokine is attached, a blocking step is performed during which an irrel-
evant protein such as bovine serum albumin is added to the wells of the plate
for a period of time to occupy or block any region of the well not coated
with the cytokine. This blocking step is critical to prevent nonspecific stick-
ing of subsequent reagents that could be perceived as anticytokine antibod-
ies. After the wells are blocked, a dilution of patient serum is added to the
well and antibodies specific for the cytokine are allowed to bind to the im-
mobilized cytokine. After the unbound serum components are washed away,
a labeled secondary reagent capable of binding to antibodies that have bound
to the immobilized cytokine is added. This secondary reagent could be an
antihuman immunoglobulin reagent that has been conjugated to the enzyme
phosphatase or peroxidase. After incubation and removal of unbound re-
agents through a washing step, the substrate for the conjugated enzyme is
added and the colorimetric result of the enzymatic reaction is monitored.
The color observed is proportional to the amount of anticytokine antibody
that has been bound to the immobilized cytokine on the plate. Another ver-
sion of the ELISA uses labeled cytokine as the detector. This bridging for-
mat is a very specific way of detecting antibodies and is less likely to be
influenced by nonspecific binding. A disadvantage of the bridging platform
is that it tends to be less sensitive than the direct ELISA.

The ELISA platform is preferred by many investigators because it is an
easy technique to learn and requires minimal equipment. ELISAs can be



264 Swanson

very sensitive and robust analytical procedures. Care must be taken when
developing an ELISA that the assay is specific and that it only detects anti-
bodies that can bind to the cytokine. If the ELISA plate is improperly
blocked or if reagents are chosen that demonstrate cross-reactivity it is pos-
sible for the assay to falsely identify samples as positive when that sample
does not contain anticytokine antibodies. An additional concern with the
ELISA is that antibodies that have low affinity and tend to rapidly dissociate
from the cytokine after binding may not be identified as positive. The inability
of ELISAs to detect low affinity antibodies is likely related to the multiple
washing and incubation steps inherent with this method. These low-affinity
antibodies could dissociate from the cytokine and then be rinsed away dur-
ing a subsequent wash cycle.

3.1.2 Radioimmune Precipitation Assays

Some investigators still prefer the more traditional RIP method for anti-
body detection (Fig. 2). This method relies on a liquid-phase interaction
between the cytokine and the antibody. A predetermined amount of radiola-
beled cytokine is added to a dilution of a subject’s serum sample. After an

Fig. 1. Two versions of an enzyme-linked immunosorbent assay (ELISA) are
shown. In both methods, the drug is coated onto the surface of the wells of a
microtiter plate. The wells are then blocked using bovine serum albumin, gelatin,
or a powdered milk solution to reduce nonspecific interaction. The serum sample is
added and any antibodies capable of binding to the immobilized drug are allowed
to bind. After incubation and washing, in Method A, a detecting antibody or la-
beled protein A is added, and in Method B, labeled drug is added. After incubation
and washing, a colorometric solution is added and the change in color intensity is
proportional to the amount of antibody present in the serum sample.
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appropriate incubation time, a precipitating reagent, such as protein A or
polyethylene glycol, is added to the sample. The precipitating reagent will
cause all of the immunoglobulin in a serum sample to precipitate and the
amount of specific antibody contained in the original sample will be propor-
tional to the amount of radiolabel that is contained in the precipitate. Advo-
cates of this method point to the simplicity of the method, high sensitivity
that can be obtained, relative low cost for the required equipment, and the
fluid-based nature of the assay. A fluid-based assay eliminates the need for
the immobilization of the cytokine. During immobilization, it is possible
that the conformation of the cytokine could be altered or that the cytokine
could immobilize in a nonrandom way that could obscure an important
epitope or antibody binding region. This could result in false-negative re-
sults in an ELISA.

The RIP assays that use protein A as the precipitating reagent are not
likely to detect an early immune response to a cytokine because the early
immune response is composed primarily of IgM molecules. Although pro-
tein A does bind to IgM, it does so only weakly. This weak interaction between
protein A and IgM prevents full precipitation of labeled cytokine that has been
bound by an IgM molecule and results in under-reporting of antibody posi-
tive samples. An additional concern with the RIP platform is that precipita-
tion of all immunoglobulins in a serum sample could result in nonspecific
trapping of the radiolabel in the precipitate. The nonspecific trapping of label
could result in the over-reporting of specific anticytokine antibodies. Because

Fig. 2. The radioimmune precipitation test involves first diluting a serum sample.
Radiolabeled drug is then added to the diluted serum sample and any antibodies are
allowed to bind. Antibodies present in the serum sample are precipitated by adding
protein A or some other precipitating agent. The mixture is then centrifuged, the
supernatant decanted, and the amount of radioactivity in the pellet is determined.
The amount of antibody able to bind to the drug is proportional to the amount of
radioactivity identified in the pellet.
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this method relies on radioactive materials for detection of antibodies, there
are additional costs and required documentation practices that are required
for the safe disposal of the spent radioactive material. Additional training is
also necessary before initiating the use of radiolabeled materials.

3.1.3. Surface Plasmon Resonance

One example of an instrument that relies on SPR (5) is the Biacore (Fig. 3).
This instrument has been gaining support throughout the industry over the last
several years. This platform relies on first coupling the cytokine to a sensor
chip (6). The sensor chip is a glass slide covered with a gold film that has
carboxymethyl dextran attached to it. This provides an advantage to cou-
pling the cytokine nonspecifically to a polysorbate plate in that attachment
to carboxymethyl dextran is less likely to distort the conformation of the
molecule. Having less distortion presents the cytokine to any antibodies in a
way that is more like the way the antibody sees the cytokine in vivo. As the
cytokine immobilizes onto the surface, the instrument provides a read out in

Fig. 3. The surface plasmon resonance test (in this instance using the Biacore
3000) involves first immobilizing the drug onto the surface of a sensorchip, which
results in a signal monitored on the sensorgram. When a sample is added that con-
tains antibody able to bind to the immobilized drug, that binding is indicated on the
sensorgram. To verify that the binding observed is caused by immunoglobulin, an
antihuman antibody is added and a further increase in the sensorgram verifies the
initial sample contained antibodies capable of binding to the drug. The sensorgram
signal is directly proportional to the amount of mass that binds to the sensor chip.
Verification that the antibody is specifically binding to the immobilized drug can
be made by first removing the bound antibody (typically with an acid solution)
followed by adding the serum sample again in the presence of soluble drug. If the
soluble drug prevents binding to the immobilized drug and there is a reduced or
absent signal on the sensorgram, the original binding represents a specific antigen-
antibody interaction.
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the form of a sensorgram that is proportional to the mass accumulation on
the surface of the sensorchip (Fig. 4). This provides data confirming the
cytokine has been immobilized.

Once the cytokine has been immobilized onto the sensorchip, the serum
sample can be added and, if antibodies bind to the cytokine, the instrument
generates an increase in the sensorgram proportional to the amount of anti-
body that binds. The instrument thereby provides a real-time assessment of
binding events as they occur. Unlike more traditional immunoassay plat-
forms such as ELISA and RIP, this instrument does not wait until the con-
clusion of an assay to provide data. This feature makes the Biacore better
suited for the detection of low affinity antibodies or antibodies that dissoci-
ate quickly from the immobilized cytokine (7). There have been instances in
which low-affinity or rapidly dissociating antibodies have been clinically
important, and therefore it is important for any immunoassay platform to be
designed in a way to promote the detection of these antibodies.

After the antibody has bound to the immobilized cytokine on the
sensorchip, it is possible through the addition of specific isotyping reagents
to determine what class of antibody has been generated. The first or primary
antibody that is typically produced in response to a foreign protein is IgM.
After subsequent exposure to the cytokines, in cases where a robust immune
response is generated, IgG is produced. The ability to monitor the class of
antibody that is circulating in response to the cytokine can help in the under-
standing of the progression of the immune response.

This technology offers the advantages of automated sample analysis, real-
time detection to better enable detection of low-affinity antibodies, sample
immobilization that better preserves the native conformation of the cytokine,
and the ability to further characterize the immune response. When second-
generation products are investigated, the Biacore allows detection of anti-
bodies to four different entities from the same serum sample. This feature
allows analysis of both the original therapeutic and the second generation
therapeutic at the same time (8). The Biacore is considerably more expensive
than the equipment required for other assay platforms and is somewhat lim-
ited by throughput in that a typical assay of 100 samples could take longer
than 8 h. A further limitation of this instrument is in assay sensitivity. It is
generally possible to achieve greater sensitivity for antibody assays using
other platforms, but the advantages offered by this platform in many instances
outweigh the deficiencies.

3.1.4. Electrochemiluminescence Assay

ECL assays have many features in common with an ELISA. The method
for detection of antibodies is different because ECL assays use detection of
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light that is emitted proportional to the amount of antibody contained in the
subject’s sample. One version of this assay using the Bioveris system (9)
relies on immobilization of the cytokine onto magnetic beads. The beads
can be blocked with bovine serum albumin or other non-reactive reagents
and are then ready for analysis. The subject’s serum sample is added to the
beads and any antibodies present have the opportunity to bind. Because anti-
bodies are bivalent, there is still one binding site available after the antibody has
bound to the immobilized cytokine. This free site can then bind to soluble
cytokine that has been coupled to ruthenium. This complex is then pulled
toward a magnet and in the presence of the luminescence reagent, light is
emitted when an electrical pulse is made. The amount of light emitted is
directly proportional to the amount of anti-cytokine antibody present in the
original sample.

This assay is very sensitive and typically very specific, in part due to the
use of the magnetic beads as a base for the immobilized cytokine. Versions
of this assay that rely on microtiter plates for immobilizing the cytokine,
such as Meso Scale Discovery, have a higher throughput. The ECL assay in
this format is able to detect all classes of antibodies because the antibody in
the serum sample creates a bridge between the cytokine immobilized on the
magnetic bead and the cytokine that is soluble and conjugated to rhuthenium.
A challenge with this assay lies in detection of low-affinity antibodies; how-
ever, through careful examination of washing parameters, this assay plat-
form is capable of detecting low affinity antibodies.

3.2. Bioassays
Biological assays differ from immunoassays in that they rely on the inter-

action of a cell-based system. In the bioassay, a cell line is identified that is
capable of responding to the cytokine in a way that can be measured. The
types of cellular response that have been used as measurements include cell
proliferation, production of a cytokine, apoptosis, and production of spe-
cific messenger ribonucleic acid. To perform a bioassay for neutralizing

Fig. 4. (opposite page) A typical sensorgram is shown. The first report point
represents the baseline or sensorgram value prior to sample addition. The differ-
ence between the sample response and the baseline report point represents the mag-
nitude of the antibody binding. The difference between the confirmatory response
and confirmatory report point represents the magnitude of the confirmatory reagent
(typically an antihuman immunoglobulin) and verifies the original binding observed
with the sample is a result of an antibody.
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antibodies, cells, the cytokine and the subject’s serum sample are added
together and incubated. If there is an antibody present in the serum sample
that is capable of neutralizing the biological effect of the drug, the measured
response of the cells is reduced compared with the negative control. The
negative control contains the cells, cytokine, and a serum sample known to
be negative for the presence of neutralizing antibodies. The positive control
for this assay would substitute a known positive sample for the subject’s
serum.

Because most cells require time to exert the biological response from the
cytokine, these assays take on average 2 to 3 d to complete. Because the
bioassay is a cell-based system there is more variability associated with this
type of assay than is observed with most immunoassay platforms. Under-
standing the variability of a bioassay is very important to the interpretation
of clinical results obtained from that assay. When designing a bioassay, it
often is difficult to identify a cell line that has a robust immune response to
the therapeutic cytokine. In some of these cases, it is necessary either to
engineer a cell line that can respond or occasionally to use primary cells.
The use of primary cells is a powerful technique because it better accounts
for population variability, however, primary cell assays tend to be less
reproducible than assays relying on well-characterized cell lines. When
conducting an entire clinical development program for a therapeutic
cytokine, it is important to have consistent assays. When a large degree of
assay variability occurs, it is possible to misinterpret assay results that lead
to incorrect assumptions on a cytokine’s immunogenicity.

The bioassay is important because it is the only way to understand if a
serum sample contains an antibody that can neutralize the effects of the drug.
Neutralizing antibodies typically are of greater concern to the physician
because it strongly suggests that the patient has lost (or will soon lose) the
biological effect of the drug.

4. EXAMPLES OF IMMUNOGENICITY
OF THERAPEUTIC CYTOKINES

There have been many instances of therapeutic proteins that have gener-
ated an immune response in patients. Antibodies typically take time to develop
and may not appear for several months after initiation of cytokine therapy. In
other instances, the immune response is quick and robust. One recent
example was reported in Europe when subjects receiving recombinant
human erythropoietin (rHuEPO) developed pure red cell aplasia (10). This
is a rare condition in which a bone marrow biopsy reveals a marrow that is
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devoid of red blood cell precursors while maintaining white cell and platelet
precursors. It was identified that patients were developing neutralizing anti-
bodies against rHuEPO and that these antibodies were resulting in pure red
cell aplasia. The antibodies were capable of not only neutralizing the thera-
peutic rHuEPO but also neutralizing endogenous erythropoietin. It has not
been determined why these patients developed neutralizing antibodies.

The antibodies have been characterized (11) as belonging to the IgG class,
notably both IgG1 and IgG4. The antibodies are capable of binding to all
commercial forms of rHuEPO and have been identified using a variety of
assay methodologies. The concentration of these anti-rHuEPO antibodies
has been reported between 1 and 69 µg/mL (11).

The antibodies causing pure red cell aplasia are examples of highly clini-
cally relevant antibodies. It is not common for antibodies, even neutralizing
antibodies, to exert such a dramatic effect. When a cytokine is involved in a
key step in a non-redundant pathway an immune response can be very prob-
lematic for the patient. In the case of these antierythropoietin antibodies, the
only mechanism for producing red blood cells was shut down when their
erythropoietin was neutralized.

Another example of clinically relevant antibodies is the immunogenicity of
the recombinant thrombopoietin molecules (12,13). This represents another
class of compounds in which neutralizing antibodies crossreact and neutralize
the endogenous molecule, in this case, thrombopoietin.

In the case of interferon alpha 2a, antibody formation has been identified
as high as 30% to 40% (14–16). This can be contrasted to the lower immu-
nogenicity reported with interferon alpha 2a (17). These products under-
score the challenges in trying to compare similar products based solely upon
immunogenicity. What seems on the surface to be a straightforward com-
parator is complicated when different assay methodologies are used for the
antibody assessment (18). Although there is great value in comparing
immunogenicity between marketed products, it is important to fully
understand the limitations of the methods used for antibody detection as
well as the details on the dosing schedule for the cytokines being compared.

Interleukin-2 also has had reported immunogenicity (19,20) ranging
>50% with neutralizing antibodies between 1% and 10%. GM-CSF also has
been indicated as immunogenic with antibodies seen in a range between 4%
and 55% of patients tested. In some cases, these antibodies are reported as
neutralizing and responsible for a diminished clinical effect (21). Another
example of different manufacturers of a cytokine producing products with
different immunogenicity is interferon beta (22–25). In this case, the ver-
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sion manufactured in Escherichia coli has apparently a higher rate of immu-
nogenicity than the Chinese hamster ovary (CHO)-derived product (22–24).
The overall immunogenicity for this class of compounds ranges from 10%
to 45%. One possible explanation is that the glycosylation associated with
the CHO products helps prevent the initiation of an immune response.

These examples demonstrate the strong potential for recombinant
cytokines to induce an immune reaction in patients. The importance of anti-
bodies is that they can have a clinical effect. The antibodies have the poten-
tial for affecting the pharmacokinetics profile of the cytokine (26). The
antibodies could either cause the cytokine to be cleared more quickly or
could delay the clearance. Accelerating the clearance of the drug would
result in less of the cytokine being available for the patient which could
result in a loss of efficacy and force a dose escalation. In this case, the effect
of the antibody is to clinically neutralize the drug by making it unavailable.
This phenomenon could occur even if the antibodies are not neutralizing as
identified by bioassay. When antibodies prolong the exposure of the
cytokine it is important to monitor the patient for any signs of overdosing. In
addition to altering the pharmacokinetics or biologically neutralizing the
effects of a therapeutic cytokine, it is also possible for the antibody to medi-
ate an allergic reaction (26).

5. CONCLUSION
When considering the immunogenicity of therapeutic cytokines, it is

important to evaluate all of the data available. The most important data are
provided by the analytical assays that identify the presence of the antibody
and then characterize those antibodies. By knowing the isotype, concentra-
tion, affinity, and ability to neutralize, an informed decision concerning the
likely effect on the patient can be made. The most important effect an anti-
body could exert would manifest itself clinically. The entire scope of the
immune response should always be considered, which includes clinical data
from the patient in addition to the antibody assay result. Many antibodies
that are identified in patients do not exert any clinical effect This lack of
clinical effect could be the result of insufficient antibody being produced,
the antibody binding to a noncritical portion of the cytokine, or the pathway
of the cytokine has sufficient biological redundancy to allow back-up means
to achieve the cytokine’s biological activity.

There exist many platforms for the detection and characterization of anti-
bodies. In order to interpret results from an analytical procedure there needs
to be a clear understanding of the assay parameters and limitations. In some
instances it may be necessary to perform a panel of assays to fully under-
stand and describe the immune response to a therapeutic cytokine.
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Cytokines and Pharmacokinetic

Drug Interactions

Kenneth W. Renton

SUMMARY
The expression of cytochrome P450 and P-glycoprotein is altered during

the operation of host defense mechanisms. The basis for this interaction is
predominantly through cytokine-mediated pathways. Most of the major
cytokines, including interleukin (IL)-1α, IL-1β, IL-2β, IL-6, tumor necrosis fac-
tor-α, inteferon-α, inteferon-γ, and transforming growth factor-β, are known to
downregulate the major forms of cytochrome P450 and P-glycoprotein. In
most cases individual cytochrome P450 forms are downregulated at the level
of gene transcription, with a resulting decrease in the corresponding messenger
ribonucleic acid, protein, and enzyme activity. The cytokine-mediated loss in
drug metabolism is channeled predominantly through the modification of spe-
cific transcription factors. Similar pathways appear to alter the expression of
P-glycoprotein. In clinical medicine, there are numerous examples of a de-
creased capacity to handle drugs during infections and disease states that in-
volve an inflammatory component and the production of cytokines. The direct
administration of cytokines to humans depresses the levels of several cyto-
chrome P450-mediated pathways. The production of cytokines in humans often
results in altered drug responses and increased toxicities, which has major
implications in inflammation and infection when the capacity of the liver and
other organs to handle drugs is severely compromised. Changes in drug-han-
dling capacity during inflammation/infection will continue to be one of the
many factors that complicate therapeutics.

Key Words: Cytochrome p450; P-gycoprotein; cytokines; inflammation;
infection; adverse drug response; pharmacokinetics.
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1. INTRODUCTION
The absorption, distribution, and metabolism of a large number of com-

monly used drugs is dependent on the activity of the family of enzymes
commonly known as cytochrome P450 and by a number of drug transporter
proteins present in different organs. There is a large degree of interindividual
variability in both of these systems that are primary determinants for the
pharmacokinetic properties of drugs and chemicals. Although some of the
variability in drug handling can be explained on the basis of differences in
the expression of these enzymes and proteins at the genetic level, most of
the observed variation results from exposure to external factors, such as
drugs, chemicals, or hormones, and to changes in development, disease state,
or diet. Many of the changes elicited by these nongenetic factors are highly
variably between individuals, nonpredictable, and intermittent in nature, result-
ing in variable and unpredictable patient responses to commonly used drugs.

It is now nearly 30 yr since Renton and Mannering predicted that drug-
elimination capacity in the liver may be altered by the interferon that is pro-
duced during periods of viral infection and that the cause of this effect was
the loss in the activity of cytochrome P450 enzymes (1,2). This was fol-
lowed by several reports indicating that the levels of theophylline, a drug
commonly used at that time for asthma treatment, often was increased dur-
ing periods of relatively mild infectious disease (3–5). It was predicted that
the production of interferon during the virus infection contributed to the loss
of drug biotransformation activity and subsequent elevation in drug levels
(6). It is now known that a number of cytokines and other components of
host defense mechanisms evoke a loss of cytochrome P450 enzymes and
that this is a multifactorial and widespread consequence of inflammation
and infection (7–10). More recent work also has implicated cytokines in the
loss of drug transporter proteins in the membranes of a number of different
organs, further complicating the pharmacokinetics of drugs during inflam-
mation and infection (11,12). The fact that both major systems, which deal
with the transport and elimination of chemicals or drugs, are affected by
cytokines suggests that any disease state that includes an inflammatory com-
ponent or an infectious condition would have a major influence on the way
drugs and chemicals are handled and eliminated by the body. This review
will consider the alteration of drug biotransformation and transportation pro-
cesses and the consequent changes in pharmacokinetics in response to the
production of cytokines or similar factors produced during periods of in-
flammation and infection. Consideration will be given to the mechanism of
these responses and to the relevance of interactions in human medicine and
toxicology.
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1.1. Drug Pharmacokinetics
Pharmacokinetics is the term used to describe the absorption, distribu-

tion, and elimination or clearance of drugs and chemicals from the body.
Clearance rate of drugs, which is a measure of their elimination from the
body, often is dependent on the activity of enzymes, commonly known as
cytochromes P450, in the liver. These enzymes play a large role in deter-
mining the steady state of drug in plasma, drug dosage, and dosage interval.
In addition, cytochromes P450 may play some role in the absorption of cer-
tain drugs from the small intestine after oral absorption. Another major de-
terminant involved in drug disposition and distribution is the activity of
certain transporter proteins such as P-glycoprotein. These transporter pro-
teins have a number of drug substrates and often play a major role in deter-
mining the levels, distribution, and elimination of certain drugs.

1.2. Cytochrome P450
The cytochrome P450 enzymes are a family of heme-containing proteins

present in large quantities in the liver, although they do exist in other organs,
such as kidneys, lungs, and brain. Although a large number of human cyto-
chrome P450 forms have been identified to date, only a few are responsible
for the metabolism of the majority of drugs used in clinical medicine (13).
More than 70% of the cytochrome P450 found in the human liver is accounted
for by the gene families CYP3A4, CYP2D6, CYP1A2, and CYP2C. Although
some drugs are metabolized by one specific cytochrome P450, there are a
number of instances in which a drug is metabolized by several different
cytochrome P450 forms. The use of drugs in the human population is compli-
cated by the fact that several cytochrome P450 gene families express genetic
polymorphism, which leads to a large variation in the ability of individual
humans to deal with drugs. Superimposed on this variability is the suscepti-
bility of these enzymes to either induction or inhibition by the large number
of external and endogenous factors such as disease, gender, age, hormonal
state, or the concomitant use of other drugs. Because the activity of cyto-
chrome P450 largely determines the clearance and elimination of many
drugs, the changes to this enzyme system caused by these factors is a major
determinant in the large variation in drug pharmacokinetics that is observed
in the human population.

1.3. P-Glycoprotein
P-glycoprotein (P-gp) is an ATP-dependent efflux pump with a function

to move lipophilic drugs and chemicals across the membrane layers and to
pump these compounds out of cells (14). P-gp can confer multidrug resis-
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tance to tumor cells by pumping these agents from the cell to the external
environment. Although the number of substrates for this transporter is rela-
tively limited, some important drugs, including anticancer agents, cardiac
glycosides, cyclosporine, and calcium channel blockers depend on P-gp for
absorption and distribution characteristics. P-gp is found in the membranes
of a large number of organs, including the blood–brain barrier, the gas-
trointestinal tract, renal proximal tubules, and hepatocytes. In the blood–
brain barrier, for example, P-gp prevents the entry of certain substrates into
the central nervous system (CNS) by pumping them back across membranes
into the capillary blood. In some cases, this activity protects the brain against
toxic injury; however, in other cases, this prevents the entry of useful drugs
and into the CNS tissue and thereby prevents therapeutic intervention. The
loss of P-gp in blood–brain barrier would be a major disadvantage in that it
would increase the susceptibility of the brain toxic injury from drugs and
chemicals; however, it would be a major advantage in allowing the entry of
useful drugs into brain tissue. The function of P-gp in the gastrointestinal
tract is to prevent the absorption of drugs by pumping them back into the
lumen of the gut. The loss of P-gp in the small intestine would lead to the
increased absorption of any drug that is a substrate for this particular trans-
port protein. Any alteration in P-gp in either a positive or negative direction
would lead to major changes in pharmacokinetics of any drug that is a sub-
strate for the protein. Such changes would lead to a major redistribution of
drugs in an individual and would lead to major changes in steady-state level,
dosage requirements, or dosage interval.

2. MODIFICATION OF CYTOCHROME P450
BY CYTOKINES

The inflammatory response usually is initiated by the activation of inflam-
matory cells, such as macrophages or neutrophils and is characterized by the
release of cytokines, mediators, acute phase proteins, and hormones. It is
now well established that during inflammation, the expression of cytochrome
P450 and resulting drug biotransformation is downregulated, although there
are a few examples of upregulation. The loss of cytochrome P450 during in-
flammation and infection has largely been attributed to the production of
cytokines and subsequent loss of gene expression (8,15). Because inflam-
mation and cytokine production is such a key component of many disease
states, the alteration of drug biotransformation during any inflammatory pro-
cess can produce major changes in pharmacokinetics that directly affect
therapeutic success, as shown in Fig. 1.
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2.1. Interferons
The loss of cytochrome P450 in response to interferon was first reported in

two simultaneously published reports in 1976 (1,16). In response to infections
with Newcastle Disease Virus, cytochrome P450 could only be lowered in
strains of mice that produced interferon (17). Since then, most forms of the
enzyme in the liver of rodents have been shown to be depressed by recombi-
nant interferons of all three major classes (18–21). Constitutive enzymes,
including CYP3A2 (22), CYP2C11 (23), CYP2C12 (24), and CYP2E1 (25)
are downregulated in the rat, and CYP1A2 and CYP2C6 (26) are downregulated
in the mouse. Inducible forms of the enzyme, including CYP1A1, CYP1A2,
and CYP2E1 (27); CYP2B (28); and CYP3A1 (29), also are downregulated.
There was a strong correlation in species specificities of interferons in their
ability to act as antiviral agents and their ability to lower drug biotransfor-
mation (30). In humans, the administration of recombinant α-interferon
depresses a number of different cytochrome P450-dependent drug biotrans-
formation pathways (31–36). High doses of IFN-2b given to patients with a
melanoma, resulted in a 60% loss in CYP1A2, but CYP2E1 was relatively

Fig. 1. The alteration of drug biotransformation during any inflammatory pro-
cess can produce major changes in pharmacokinetics that directly affect therapeu-
tic success.
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unaffected (37). The magnitude of cytochrome P450 loss appears related to
the extent of neurological toxicity and fever often experienced in individu-
als treated with interferon.

2.2. Interleukins and Other Cytokines
Many of the common cytokines, interleukin (IL)-1α, IL-1β, IL-2β, IL-6,

tumor necrosis factor (TNF)-α, and transforming growth factor (TGF)-β
depress several cytochrome P450 forms in rodents, and isolated hepatocytes
as shown in Table 1 (38–44). In the case of IL-1, the loss of cytochrome
P450 can be blocked by an IL-1 receptor antagonists (45). Most of the cyto-
chrome P450 forms that are involved in steroid synthesis pathways are
modulated by cytokines (46). Although provoking the loss of cytochrome
P450 appears to be a universal property of cytokines, it must be pointed out
that different cytokines do not have an equal spectrum of activity toward all
enzyme forms. IL-1, which depresses the oxidation of benzphetamine,
ethoxycoumarin, and debrisoquine, has no effect on the oxidation of p-nitro-
anisole (47) and only depresses CYP2E1 if the enzyme is induced by previ-
ously by dexamethasone (48). TNF-α depresses CYP2C11 and CYP3A2,
but CYP2A1 and CYP2C6 are spared (44). When pentoxyfylline is used to
block TNF-α production in response to the administration of lipopolysac-
charide (LPS), the loss of CYP1A2 and CYP2B are attenuated but CYP2E1
and CYP3A2 are unaffected (49). Of all of the cytokines, IL-6 is the most
variable, with widely differentiated response for cytochrome P450 forms

Table 1
The Forms of Cytochrome P450 Downregulated by Specific Cytokines

Cytochrome P450 form Cytokine

CYP1A1 IFN-α, IFN-γ, IFN-2B, IL-1β, IL-6, TNF-α
CYP1A2 IFN-α, IFN-γ, IL-6, TNF-α

CYP2B TNF-α
CYP2B10 IL-1β, IL-6, TNF-α
CYP2C11 IL-1β, Il-2, TNF-α
CYP2C12
CYP2C19 IL-6, TNF-α
CYP2D9 TNF-α
CYP2E1 IFN-γ, IL-1β, IL-6, TNF-α

CYP3A2 IL-2, IL-6, TNF-α
CYP3A4 IFN-γ, IL-1β, IL-6, TNF-α
CYP3A6 IFN-γ, IL-1β, IL-6, TNF-α

CYP4A IL-6
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(50,51). LPS-mediated changes in CYP4A and CYP2E1 are dependent on
IL-6 but involve another pathway for CYP2D9 (52).

A rather puzzling feature about the response of cytochrome P450s to
cytokines is that the loss in specific messenger RNA (mRNA) does not al-
ways result in a loss in the corresponding protein. The use of single cytokines
in many of the cited studies produces anomalous results. It is well known
that in many other responses to inflammation and infection involve the pro-
duction of several cytokines or cytokine cascades and that the timing and
order of appearance of these cytokines often is a critical component of re-
sponse. The report of Siewart et al. (53) supports this contention as the loss
of cytochrome P450 is IL-6 dependent in an aseptic inflammation but is
dependent on other cytokines in a bacteria-evoked inflammation. Also oth-
ers have suggested that the variability in response may be caused by the
degree of stress that cytokines produce in animal models (54). Despite the
fact that some authors have promulgated the idea that a single common
cytokine promotes the loss of cytochrome P450, it is much more likely that
the nature and timing of the immune activator or activator cascade will
determine the extent and magnitude of the response in the intact animal.

2.3. The Effects of Cytokines on Cytochrome P450 in the Brain
Although cytochrome P450 is only present in small amounts in the CNS,

it plays a role in the metabolism, activation, and inactivation of a number of
drugs and endogenous substances. During CNS inflammation induced by
the injection of LPS into the lateral ventricle of rats, CYP1A1/2 is depressed
in a number of brain regions, which correlates with the expression of TNF-α,
IL-1β, and IL-6 (55–57). The direct administration of these cytokines into the
brain also causes a loss in CYP1A in that organ (57). In cultured astrocytes,
the addition of LPS, TNF-α, or IL-1β to the cells depressed the levels of
CYP1A (58). In the case of LPS, both TNF-α and IL-1β appear in the cul-
ture media, and this is accompanied by a concomitant loss in CYP1A. Both
the appearance of cytokines and the loss of cytochrome P450 are blocked by
the addition of dexamethazone to the media. The production of cytokines
within the brain during inflammation is likely to play a role in the alteration
of cytochrome P450-based pathways that are critical to the metabolism of
drugs and endogenous compounds in the CNS.

2.4. Mechanisms Involved in Cytokine-Mediated
Loss in Cytochrome P450

It is now widely accepted that the loss in cytochrome P450 usually results
from a decrease in expression of the specific mRNA and subsequent protein
synthesis after the administration of cytokines (8,15). The loss in mRNA
level precedes the loss in enzyme and activity and is independent of enzyme
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induction processes. The cytokine-evoked loss in cytochrome P450 has been
attributed to the regulation by transcription factors such as nuclear factor
(NF)-κΒ or C/EBP (CCAAT-enhancer binding protein [59,60]). NF-κB is
involved in transcription changes of CYP2C11 by IL−1β and NF-1 is involved
in the transcription changes to CYP1A1 by TNF-α (59,60). If the CYP2C11
promoter site is altered to prevent NF-αB binding, this enzyme is not altered
by IL-1 or LPS (60). IL-6 depresses CYP3A via the induction of C/EBPβ-
LAP, a 20kDa C/EBPβ isoform lacking a transactivation domain (61). A
loss in CYP2C11 and CYP3A has been attributed to the induction of c-myc
by IL-2 (62).

The nuclear hormone receptors CAR and PXR likely play a role in the
cytokine mediated loss for CYP2B and CYP3A (63–65). The LPS-mediated
decrease in P450 mRNA appears to be associated with the repression of
CAR and PXR and LPS prevented the upregulation of CYP3A by the PXR
ligand RU486. TNF-α modulation of the phenobarbital evoked induction of
CYP2B results from a decrease in nuclear CAR (63). In contrast, it has been
suggested that PXR plays a minor role in changes to the expression of con-
stitutive CYP3A (64). Cytokines may alter HNF-1, which is the transcrip-
tion factor regulating CYP27, the sterol 27-hydroxylase converting
cholesterol to 27 hydroxcholesterol (66). There is a parallel loss in the
mRNA and protein levels of HNF-1 and CYP27 in response to LPS. The
promoter region for CYP27 may be compromised as the binding of HNF-1
to nuclear extracts was diminished. HNF-1α expression and other transcrip-
tional factors that act on the CYP2E1 5'-upstream region may be involved in
changes to CYP2E1 (67). HNF-1 is highly dependent on the expression of
HNF-4, and both are decreased in response to LPS in the rat (68). HNF-1
pathways are known to depress cytochrome P450 mRNA while suppressing
the binding of HNF-4 to deoxyribonucleic acid (DNA [69]). These authors
suggest that nitrosylation of the HNF-4-binding domain is a major mecha-
nism to explain the loss of cytochrome P450 in the liver. It is unfortunate
that most of the studies on the involvement of transcription factors have
involved experiments using LPS rather than cytokines; however, it is likely
that these effects of LPS are mediated via certain cytokine pathways. The
evidence to date suggests that changes in specific transcription factors in
response to cytokines are likely targeted to specific cytochromes P450. It is
also very unlikely that a single common transcription factor is involved for
all cytochrome P450 forms or for all cytokines.

Studies concerning the effects of inflammation on CYP2E1 have shown
that the response of this enzyme to cytokines is very complex and highly
dependent on the cytokine involved. This is an important form of the enzyme
as it is responsible for a wide variety of drug, solvent, and pro-carcinogen



Cytokines and Drug Disposition 283

metabolism in addition to a number of key endogenous pathways (70). Although
the levels of CYP2E1 are normally controlled at a post transcriptional level, it
is down regulated at the transcriptional level by the pro-inflammatory
cytokines Il-1β, Il-6, and TNF-α during inflammatory responses (71,72). In
contrast the anti-inflammatory cytokine, IL-4, causes an upregulation of
human CYP2E1 mRNA and protein level (67). This effect is further compli-
cated by the observation that only the human gene responds in this manner
as the rat gene was unresponsive. A recent study proposes that the induction
of CYP2E1 by IL-4 in human cells is mediated by a 128-bp DNA sequence
which is a target for the binding of several transcription factors (73). In
contrast the loss of CYP2E1 in response to IL-1β in the same study was
mediated by a separate DNA fragment. The predominant inductive effect of
IL-4 therefore could easily mask the smaller depressant effect of IL-1β in an
inflammatory response as both cytokines act at different sites. It is interest-
ing to speculate that opposing effects of various cytokines on other cyto-
chrome P450 forms may occur during infection or inflammation and the
observed effect on drug disposition is simply dependent on the direction of
the predominant action.

Post-transcriptional mechanisms may account for some cytochrome P450
loss in response to cytokines. Transcription block by itself cannot account
for the rapid loss in mRNA for CYP2C11 in cultured hepatocytes in response
to LPS (74). In mice, the presence of interferon increased the rate of degrada-
tion of CYP1A1 mRNA in addition to blocking transcription (75). The loss
of CYP2E1 in response to some cytokines likely involves changes to the
stability of mRNA in addition to changes in transcription rates (67). Although
some losses in cytochrome P450 might occur at a post-transcriptional stage,
this mechanism, however, accounts for a small proportion of the losses that
occur in response to cytokines.

3. MODIFICATION OF P-GP BY CYTOKINES
During generalized inflammation, a number of studies have shown that

P-gp levels are lowered in the liver and in isolated cultured hepatocytes. In
the first reported study, Piquette-Miller et al. (11) showed that the levels of
P-gp and mRNA levels of all three multidrug-resistant isoforms were depressed
in the livers of rats treated with LPS or turpentine. In the same experiments, the
efflux function of the transporter in hepatocytes obtained from these animals
was significantly diminished. Studies by Vos et al. (76) confirmed the loss of
P-gp protein in response to LPS, but these authors reported that mRNA for
mdr1a remained unaffected. In contrast, a loss in the mRNA for mdr1a and
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mdr1b in both rats and mice with inflammatory responses has been observed
(77,78). Although these studies in models of inflammation are not defini-
tive, they suggest that the losses of P-gp are related to the production of
cytokines.

3.1. Individual Cytokine Effects on P-gp
The effects of individual cytokines on P-gp has been studied by a number

investigators; however, the results obtained are widely divergent. In the rat,
the administration of IL-1β resulted in an increase in both mdr1b mRNA
and protein expression; however, mRNA levels of mdr1a, mdr2 and spgp
were reduced significantly (78). When IL-1β was added to cultured hepato-
cytes mdr1a and mdr1b, mRNA was unaltered, but the protein level and
functional activity using rhodamine 123 as substrate were significantly
depressed (79). In the case of IL-6, there is a general agreement that this
cytokine causes a loss in mRNA, protein, and functionality in P-gp in both
the intact rat and in isolated hepatocytes (77,78,80). Reports studying the
effects of interferon on P-gp have been quite divergent. Akazawa (81) has
shown that INF-γ depresses P-gp function in hepatocytes with no changes in
protein level whereas IFN-α had no effect. On the other hand, Kang and
Perry (82) reported that mdr1a mRNA and protein levels for P-gp were sig-
nificantly elevated in hamster ovary ChR C5 cells treated with IFN-α. The
variability in response also was noted for TNF-α, which has been reported
to increase or have no effect on various components of the P-gp system
(78,83). A number of studies have examined the effects of cytokines on mdr1
genes in different human colon carcinoma cell lines. In general TNF-α,
IFN-γ, and IL-2 appear to increase P-gp expression, specific proteins, and
function using rhodamine123 as substrate. As with studies in rodents and
hepatocytes, there is a large variation in the response in tumor cell lines that
appears to be dependent on the specific cytokine and cell type used.

3.2. Drug Transport Alteration In Vivo
Despite the substantial differences in the studies on cytokine-induced

changes to P-gp discussed in Subheading 3.1., there is consistent evidence
that, in vivo, the handling of drugs via this transporter protein is disrupted in
response to cytokine action. In a model of CNS inflammation that produces
high concentrations of cytokines in the peripheral blood, Goralski et al. (12)
have shown that the distribution and elimination of digoxin is significantly
altered. Levels of digoxin were increased in brain, liver, kidney, and blood
at times corresponding to the loss in mdr1a expression. The biliary clear-
ance of digoxin was decreased by more than 60% and enhanced by the
concomitant administration of the P-gp blocker cyclosporine A. The direct
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involvement of P-gp was confirmed by the absence of any change to digoxin
pharmacokinetics in mice lacking the mdr1a gene. In mice treated with IFN-γ,
the elimination of digoxin was decreased, and tissue levels of the drug were
elevated (84). Urinary and biliary clearance of digoxin was depressed by
approx 40% in these experiments. The loss in digoxin clearance corresponded
to a 20% to 30% loss in P-gp in the liver, kidney, and intestine. The
bioavailability of digoxin was increased significantly following the adminis-
tration of a human recombinant interleukin-2 (rIL2) in mice (85). The change
to digoxin pharmacokinetics occurred only when the drug was given orally,
suggesting that the effect of rIL2 was primarily at the level of intestinal P-gp.
Paclitaxel clearance was decreased, and volume of distribution increased by
rIL2 in mice and this correlated with changes in P-gp in intestine and brain
(86). These studies using clinically useful drugs that are classic substrates for
P-gp show that major changes in pharmacokinetics occur in response to
cytokines. Although in most instances these changes will result in unwanted
complications of therapy in any condition that involves an inflammatory
component, there is the possibility of using cytokines to intentionally modify
the absorption, distribution, and elimination of therapeutic agents that are
substrates for P-gp. For example, cytokine treatment could be used to depress
the levels of P-gp in the blood brain barrier thereby increasing the penetration
of the anti-neoplastic agents and anti-AIDS drugs that are P-gp substrates.

4. CYTOKINES MODIFY HUMAN DRUG
DISPOSITION AND PHARMACOKINETICS

In humans, the first incidence of altered drug pharmacokinetics that resulted
from host defense activation was reported in 1978 by Chang et al. (3), who
showed that the clearance of theophylline was significantly impaired during
upper respiratory tract infections caused by influenza or adenovirus. In the
next few years, a number of reports indicted that the use of theophylline in
children with infections often resulted in the accumulation of the drug to
dangerous levels (4,5,87–91). Although cytokines were not implicated in
these early reports, it is most likely that the loss in drug metabolism capacity
resulted from the production of cytokines during those infections. In chil-
dren with organ failure caused by sepsis, the clearance of a test dose of
antipyrine diminished to 50%, and the degree of change in drug clearance
was correlated with IL-6 and nitrite in the blood and to the number of organs
involved in failure (92). The reduced clearance of theophylline, antipyrine,
and hexobarbital all have been attributed to altered drug metabolism during
septic shock (93–95). A factor in serum (likely cytokines) produced in criti-
cally ill patients can depress the biotransformation of midazolam by
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CYP3A4 (96). A short-lived reduction in the clearance of midazolam occurs
from a combination of changes to hepatic blood flow and cytochrome P450
activity in critically ill patients with infections (97). Also, factors obtained
from the serum of humans with viral infections can depress cytochrome P450
when added to cultures of rabbit hepatocytes (98,99). These factors have
proved to be Il-1β, IL-6, IFN-γ, and TNF-α and contribute to the
downregulation of CYP1A at the transcriptional level and CYP3A6 at both
pre- and post-transcriptional levels (100). In Helibacter pylori infections,
cytochrome P450 activity was significantly lower but did not correlate with
TNF-α blood levels (101).

A few studies indicate that the direct administration of cytokines to humans
alters the capacity of the liver to handle drugs. The administration of recombi-
nant α-interferons depresses a number of cytochrome P450-dependent drug
biotransformation pathways in humans (31–33,36). Antipyrine clearance
decreased to a similar degree in patients given α-interferon or β-interferon
compared with individuals infected with influenza (91). Direct evidence of
alterations in drug-metabolizing pathways was obtained by Okuna et al.
(35), who demonstrated that 7-methoxy-coumarin (7-MC) O-demethylase
and 7-ethoxycoumarin (7-EC) O-deethylase in liver biopsy samples was
depressed in 12 individuals treated with interferon. The effect of interferons
on cytochromes P450 in humans is not, however, universal because high-dose
interferon (IFN-α-2b) treatment significantly impairs the function of
CYP1A2 but has little effect on CYP2E1 in the same subjects (37). IFN-β
has no apparent effect on CYP2C19 or CYP2D6 in patients with multiple
sclerosis (102).

Some interesting studies have recently emerged linking changes in drug
clearance to cytokine production in certain disease states. In a series of sur-
gical patients it has been shown that inflammatory responses have the abil-
ity to alter CYP3A4 activity as measured by the erythromycin breath test
(103). In this carefully controlled study in which subjects acted as their own
controls, the changes in cytochrome P450 correlated with the levels and the
area under the curve for IL-6 in blood. The alteration in enzyme activity in
these subjects indicated that the presence of acute inflammation and result-
ing cytokine production after elective surgery is of a magnitude impact on
the metabolism and clearance of a large group of commonly used drugs.
Another recent study that has potentially important considerations is the
finding that, in patients with congestive heart failure who were given a test
cocktail of caffeine, mephenytoin, dextromethorphan, and chloroxazone, the
activities of CYP1A2 and CYP2C19 but not CYP2E or CYP2D6 were nega-
tively correlated with levels of IL-6 and TNF-α (104). The production of
cytokines and loss of cytochrome P450 in patients with congestive heart
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failure could, in part, be to the result of hypoxia, which recently has been
reported to evoke a cytokine-dependent loss in CYP1A1, CYP1A2 in rab-
bits (105). An inflammatory response to this common cardiac condition,
however, likely contributes to the variability in drug response often observed
in these patients. Aminopyrine metabolism and CYP1A2 and CYP2E1 activ-
ity decreased during rejection of transplanted livers and this correlated with
an upregulation of IFN-γ and nitric oxide (NO)-synthase expression, sug-
gesting that intra-graft production of cytokines and NO leads to a marked
decrease in the capacity of the liver to metabolize drugs during allograft
rejection (106). In a group of subjects immunized against influenza, overall
changes in CYP3A4 (as measured by the erythromycin breath test) was not
significantly altered by the immunization (107). However, individual
changes in CYP3A4 were significantly correlated with the ability of the
individual’s lymphocytes to produce IFN-γ when challenged with influenza
antigen. This study suggests that drug-elimination capacity changes only in
the individuals who can mount a significant cytokine release in response to
the immunization.

Individuals in the advanced stages of neoplastic disease often activate
host defense mechanisms, inflammatory responses, and cytokine production.
In a recent review, Slaviero et al. (108) provides evidence that the inflamma-
tory response and changes to pharmacokinetics contributes to the
interindividual variability of drug response and toxicity. The erythromycin
breath test which is indicative of CYP3A activity is compromised in cancer
patients with significant acute phase responses (109,110). IL-1β and IL-6
often exist at high concentrations in breast cancer tissue and modify several
steps in steroid production in that tissue (111). One study has suggested that
intratumoral production of IL-6 explains the low or even absent expression
of CYP2C family members in breast cancer cells, as 10 different tumor
samples had IL-6 levels and IL-6 receptors but correspondingly low
CYP2C8 and CYP2C9 and absent CYP2C18 and CYP2C19 mRNA (112).
Because Schmidt (113) has suggested that the turnover of ifosphomide in
breast cancer tissue may be influenced by the levels of cytochrome P450
forms in breast tumors, it is interesting to speculate that the success or fail-
ure of chemotherapy may depend on the ability of a tumor to produce
cytokines and the resultant levels of drug biotransformation. When cancer
patients received interferons, the metabolism of cyclophosphamide was al-
tered, a response that indicates that CYP3A4 was decreased (114). These
studies suggest that cytokine production and changes in cytochrome P450 in
advanced cancer patients may not only influence the pharmacokinetics of
antineoplastic drugs but also may modulate the production of endogenous
steroids within the neoplasm that are essential to tumor growth.
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5. CONCLUSIONS AND SIGNIFICANCE
From the view point of therapeutics, the identification of the factors that

alter drug biotransformation and/or transport increase the safety and effi-
cacy of a large number of drugs. Understanding the changes to these pro-
cesses that occur during any disease state that involves an inflammatory
component explains many untoward drug responses reported in these condi-
tions and provides a predictive framework to aid their avoidance. Unfortu-
nately, the overall response is complex and the diversity of the changes to
cytochrome P450 forms and P-gp in responses to the major proinflammatory
and anti-inflammatory cytokines makes it impossible to make blanket pre-
dictions. The information presented in this review indicates that the metabo-
lism or transport of most drugs can potentially be altered whenever a
cytokine or cascade of cytokines is produced. It would be a major advance
to identify the specific conditions that place an individual at risk for aberrant
drug handling during an inflammatory response. Although it is impossible
to guess the teleological basis for the interaction between drug disposition
pathways and cytokines it is important to recognize that the capacity of an
individual to metabolize and distribute drugs is likely to be altered, provid-
ing a setting for adverse drug responses and drug interactions, during any
disease state with an inflammatory component.
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Evaluation of the Immunological

Effects of Cytokines Administered
to Patients With Cancer

Michael J. Robertson

SUMMARY
The goal of cancer immunotherapy is to induce effective immune responses

to malignant tumors. Immunostimulatory cytokines can promote antitumor
immunity by augmenting immune responses to cancer cells and by reversing
anergy and/or tolerance of immune effector cells. The clinical development of
cytokines for cancer therapy has been hampered by difficulty in determining
the optimal dose and schedule of these molecules. The successful development
of cytokine-based therapy requires assays that can measure appropriate surro-
gate endpoints for the induction of effective antitumor immunity in vivo. Sev-
eral in vitro assays that have been useful for monitoring the immunological
effects of cytokine therapy in humans will be discussed in this chapter. Each
technique has advantages and limitations and no single assay has been found
to reliably predict antitumor efficacy during clinical immunotherapy.

Key Words: Immunotherapy; cancer; vaccine; interleukin; tumor immu-
nology.

1. INTRODUCTION
Cytokine-based immunotherapy for cancer has advanced rapidly since its

inception in the early 1980s. Several cytokines, including interferon (IFN)-α,
IFN-β, IFN-γ, tumor necrosis factor (TNF), interleukin (IL)-1, IL-2, IL-4,
IL-12, IL-18, and IL-21 have been given to cancer patients on clinical trials
(1,2). Although objective tumor responses have been observed in patients
receiving some of these cytokines, only IL-2 and the type I IFNs have thus
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far been approved for clinical use. IL-12 as a single agent has shown activity
in melanoma, renal cell carcinoma, and lymphoma (3–8). Nevertheless, the
objective response rate to IL-12 alone has been disappointing in patients
with advanced cancer. IL-18 and IL-21 currently are being evaluated in phase
I studies in patients with advanced solid tumors and lymphoma (9–12).

Clinical development of cytokines for cancer therapy has been hampered
by difficulty in determining the optimal dose and schedule of these mol-
ecules. New therapeutic agents for cancer have traditionally been tested in a
series of phase I, II, and III clinical trials (13). Phase I dose-escalation stud-
ies are performed to assess toxicity and determine the maximum tolerated
dose of a novel agent. In phase II studies, the agent is given at the maximum
tolerated dose to patients with a specific type of tumor to determine the
objective response rate. If an agent shows promising activity in phase II
studies, approval for nonexperimental use often requires large randomized
phase III studies in which the new agent is compared to established treat-
ments.

This paradigm is most apt for development of cytotoxic chemotherapy
drugs. It has been generally acknowledged that this paradigm is not suitable
for the development of molecularly targeted or biological agents (13,14).
The appropriate goal of phase I/II studies of immunostimulatory cytokines
or cancer vaccines is to identify the optimal biological dose, rather than the
maximum tolerated dose. Therefore, successful development of cytokine-
based therapy requires assays that can measure appropriate surrogate end-
points for the induction of effective antitumor immunity in vivo.
Unfortunately, there is no assay that has been widely accepted for this pur-
pose. Several in vitro assays that have been proposed to be useful for moni-
toring the immunological effects of cytokine therapy in humans will be
summarized in this chapter. The focus of the discussion will be cytokines
developed as primary therapeutic agents in cancer. Use of cytokines (such
as erythropoietin, granulocyte colony-stimulating factor, granulocyte-mac-
rophage colony-stimulating factor, and IL-11) for supportive care is rela-
tively straightforward and has been the subject of other reviews (15–17).

2. INNATE AND ADAPTIVE
IMMUNE RESPONSES

Assessment of the potential utility of assays for immunological monitoring
of cytokine therapy requires a basic understanding of the immune response in
general and of antitumor immunity in particular. In vertebrate species, both
innate and adaptive effector cells participate in the immune response. Innate
effector cells include natural killer (NK) cells, macrophages, and polymor-
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phonuclear phagocytes (18–20). These cells mediate rapid responses that
are not antigen specific and are triggered by invariant receptors encoded by
germ-line genes. In contrast, adaptive immune responses are mediated by T-
and B-lymphocytes (21,22). T- and B-cells express antigen-specific recep-
tors that are generated by somatic recombination of germ-line T-cell recep-
tor and B-cell immunoglobulin gene sequences, respectively. Thus, each
mature T- or B-cell expresses a unique, clonotypic antigen receptor. Adap-
tive immune responses to a novel antigen require the activation, prolifera-
tion, and clonal expansion of naive T- and B-cells. Therefore, several days
to a week or longer generally are required for full maturation of adaptive
immune responses.

There is cooperation and coordination between effectors of innate and
adaptive immunity. Innate immune effectors may limit the burden of patho-
gen during the early phases of the immune response, while adaptive responses
are being developed. Moreover, the innate immune response to foreign mol-
ecules may affect the character of the subsequent adaptive immune response
(23). For example, the activation of NK cells and macrophages by foreign
macromolecules can stimulate IFN-γ production, which supports the differ-
entiation of antigen-stimulated CD4 T-cells into helper effector cells of the
Th1 phenotype. Th1 cells produce cytokines, such as IL-2, TNF, and IFN-γ,
that stimulate NK cell cytolytic activity and macrophage phagocytic activ-
ity (21,24). Moreover, Th1 cells promote B-cell switching to immunoglobu-
lin isotypes that optimally stimulate antibody-dependent cell-mediated
cytotoxicity by NK cells and macrophages. Th1 cytokines also promote the
differentiation of activated CD8 T-cells into functional cytotoxic T-lym-
phocytes (CTLs).

NK cells and CTLs are complementary mediators of cytotoxicity (19,25).
Both cell types possess similar cytolytic effector molecules, including
perforin, granzymes, and Fas ligand. However, the triggering of cytolysis
by CTL and NK cells involves distinct receptors. CTLs are triggered by
engagement of the antigen-specific T-cell receptor, which recognizes short
peptides bound to MHC class I molecules. Thus, conventional CTLs cannot
kill target cells that do not express MHC class I molecules. In contrast, NK
cells generally do not lyse target cells that express high levels of self MHC
class I molecules because NK cells express receptors that, when engaged by
MHC class I molecules, deliver dominant negative signals that inhibit cytoly-
sis (19). Engagement of several NK cell-activating receptors triggers lysis
of cells that lack expression of MHC class I molecules (19). Virus-infected
and malignant cells often express abnormally low levels of class I MHC
molecules, which renders them relatively resistant to the cytolytic activity
of CTLs but more sensitive to lysis by NK cells.
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3. IMMUNE RESPONSES TO MALIGNANT
TUMORS AND CANCER IMMUNOTHERAPY

There is direct experimental evidence that the mammalian immune sys-
tem can recognize and eliminate syngeneic malignant tumors in vivo
(2,26,27). In most animal models, durable antitumor immunity is dependent
on antigen-specific T-cells. Participation of both CD4 and CD8 T-cells may
be required for optimal antitumor immune responses in vivo. NK cells also
are critical for effective antitumor immunity in several experimental systems.
In animal models, elimination of MHC class I-positive tumor cells requires
CTL, whereas the elimination of MHC class I negative tumor cells requires
NK cells (28,29). Because the expression of MHC class I molecules on pri-
mary human tumors can be very heterogeneous, effective antitumor immu-
nity in cancer patients is likely to require the participation of both T-cells
and NK cells (30). Moreover, in many preclinical models, IFN-γ is critical
for optimal antitumor immune responses (31–33). The predominant produc-
ers of IFN-γ are NK cells and Th1 cells, further indicating the importance of
these effector cells in the elimination of tumor cells during immune surveil-
lance and cancer immunotherapy.

Although it has been unequivocally shown that the immune system can
eradicate tumors in vivo, most patients with cancer ultimately develop pro-
gressive disease. Failure to control tumor cells in these patients may reflect
several defects in the immune response to cancer. Malignant tumor cells are
known to be genetically unstable and to acquire multiple somatic mutations
during their development. Loss of immundominant antigens by a subset of
tumor cells could lead to expansion of nonimmunogenic tumors after the
elimination of tumor cells that express such antigens (34). Furthermore, the
downregulation of MHC class I antigens, which frequently is observed in
human tumor cells (35), may abrogate effective CTL responses. However,
this could potentially render tumors more susceptible to NK cell lysis. Tumor
cells also may induce immune tolerance (36). Stimulation of T-cells by spe-
cific antigen in the absence of costimulatory signals can produce long-last-
ing anergy, whereby subsequent stimulation with both antigen and
costimulatory molecules fails to activate anergic T-cells. Finally, tumor cells
may produce various factors, such IL-10, TGF-β, and prostaglandins, that
can inhibit antitumor immune responses (37).

The goal of cancer immunotherapy is to elicit effective immune responses
to malignant tumors. Passive immunotherapy involves the administration of
agents that can directly target tumor cells and/or recruit host effector cells,
but that do not provoke durable antitumor immune responses in vivo. Active
immunotherapy aims to induce durable antitumor immunity. A selective list
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of different approaches for cancer immunotherapy is given in Table 1.
Immunostimulatory cytokines can promote antitumor immunity by aug-
menting pre-existing but ineffective responses to immunogenic cancer cells,
inducing a response to poorly immunogenic cancer cells, and reversing
anergy and/or tolerance of immune effector cells. Cytokines that can acti-
vate antitumor activity of both T- and NK cells may be the most promising
agents for cytokine-based immunotherapy of cancer.

4. MONITORING IMMUNE RESPONSES
DURING CANCER IMMUNOTHERAPY

This chapter will discuss several in vitro methods that can be used to moni-
tor the effects of cytokines administered to patients with cancer (Table 2).
Many of the methods have been more extensively applied to immune moni-
toring of cancer vaccine therapy and responses to viral infection (38–42),
but the same assays are relevant for monitoring cytokine-based immuno-
therapy. This discussion is selective rather than comprehensive. Techniques
most widely used for immunological monitoring will be discussed, focusing
on the advantages and limitations of each technique.

The source of cells for in vitro analysis must be selected based on the type
of immunological monitoring that is required. Peripheral blood mononuclear
cells (PMBCs), tumor-infiltrating lymphocytes, cells isolated from skin biop-
sies at the site of cytokine or vaccine injection, and cells isolated from lymph
nodes draining tumor or injection sites have been used for in vitro assays of
immune function. Despite the known limitations of using PBMCs to assess
in vivo immune responses (43), their ready accessibility ensures that PBMCs

Table 1
Approaches Used for Cancer Immunotherapy

Passive immunotherapy Examples

Unconjugated monoclonal antibodies Rituximab, alemtuzumab
Monoclonal antibodies conjugated to toxins Gemtuzumab ozogamicin
Monoclonal antibodies conjugated to radio- 131I-Tositumomab,

isotopes 90Y-Ibritumomab tiuxetan
Cytokine/toxin fusion protein Denileukin diftitox

Active immunotherapy Examples

Immunostimulatory cytokines IL-2, IL-12, IL-18, IL-21
Cancer vaccines Idiotype vaccines, peptide vaccines
Adoptive cell transfer (allogeneic) Donor leukocyte infusion
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will remain the cells used most frequently for immunological monitoring.
Assays can be performed with PBMCs immediately after isolation or with
previously cryopreserved PBMCs. Cryopreservation and thawing are known
to affect functional responses of human PBMCs. For instance, cytolytic activ-
ity of human NK cells is partially inhibited by cryopreservation (44,45). How-
ever, the well-known day-to-day variability in many functional assays
dictates that batched assays using cryopreserved PBMCs from sequential
time-points may often be preferable to real-time assays using freshly iso-
lated PBMCs.

Careful consideration must be given to the time-points selected for col-
lection of blood samples during immunological monitoring. Several
immunostimulatory cytokines, including TNF, IL-2, IL-12, and IL-18, cause
transient, profound lymphopenia (5,10,46–48). This lymphopenia most
likely reflects the in vivo activation of lymphocytes, followed by their mar-
gination and/or extravasation into tissue spaces (48,49). A practical impli-
cation of this phenomenon is that informative assays cannot be performed
using PBMCs obtained shortly after the administration of some

Table 2
Methodologies Used to Monitor the Immunological Effects of Cytokines

Methodology Examples of application

Flow cytometry (cell surface Enumeration of lymphocyte subsets; detection
antigens) of activated cells; detection of cytokine

receptors
Flow cytometry (intracellular Detection of cytokine production by specific

antigens) cell subsets; signaling studies; assessment
of cell cycle status

ELISA Measurement of cytokine levels
Quantitative PCR assays Quantification of gene expression
Cytotoxicity assays Quantification of target cell lysis by effector

cells
Proliferation assays Assessment of cell proliferation
Limiting dilution analysis Assesement of CTL or helper T-cell precursor

frequency
ELISPOT assays Quantification of antigen-specific CD4 or CD8

T-cells
MHC tetramer assays Quantification of antigen-specific CD4 or CD8

T-cells

ELISA, enzyme-linked immunoabsorbance assay; ELISPOT, enzyme-linked immunospot;
PCR, polymerase chain reaction.
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immunostimulatory cytokines. For example, NK-cell cytotolytic activity of
PBMCs has been reported to decline during IL-12 therapy (50). However,
this observation was based on results of cytotoxicity assays performed with
PBMCs obtained 24 h after injections of IL-12 (50), at a time when NK cells
are virtually absent from peripheral blood (5,48,51). During the recovery
phase after IL-12-induced lymphopenia, augmented NK cell cytolytic activ-
ity of PBMCs has been detected (48). Moreover, because the peak activa-
tion of lymphocytes is very likely to occur during the period of lymphopenia
after cytokine administration, assays performed using recovery phase
PBMCs may underestimate the level of immune stimulation that is achieved
in vivo during cytokine-based therapy.

5. ASSAYS USED FOR IMMUNOLOGICAL
MONITORING OF CYTOKINE THERAPY
5.1. Multiparameter Flow Cytometry

Multiparameter flow cytometry is a powerful and versatile technique with
several applications for immunological monitoring during cytokine therapy
(39,41,42,52).

5.1.1. Enumeration of Lymphocyte Subsets

Flow cytometric analysis can be used to evaluate the percentages of major
lymphocyte subsets (total T-cells, CD4 T-cells, CD8 T-cells, B cells, and NK
cells) as well as other subpopulations of cells (e.g., CD45RA+ CD4 T-cells,
CD45RO+ CD4 T-cells, CD5+ B cells, CD56bright NK cells) that are present
in the blood during cytokine therapy. In conjunction with simultaneous com-
plete blood counts, evaluation of the absolute numbers of various lympho-
cyte subsets is feasible. Such studies have revealed the selective in vivo
expansion of NK cells (and particularly of CD56bright NK cells) during pro-
longed intravenous or subcutaneous administration of low-dose IL-2 (53–
56). In contrast, the intravenous bolus administration of high doses of IL-2
causes rapid lymphopenia, followed several days later by rebound lympho-
cytosis due to expansion of both T and NK cells (46,57). Administration of
IL-12 or IL-18 by bolus intravenous injection also causes a transient, pro-
found lymphopenia; it is generally followed by a recovery of PBMC subsets
to pre-treatment baseline levels without rebound lymphocytosis (3,5,9,10,
48,51). Nevertheless, the expansion of major lymphocyte subsets has been
seen during prolonged systemic administration of IL-12 to patients with
hematological malignancies who have undergone autologous stem cell
transplantation (58). A rare subset of CD8 T-cells expressing high levels of
LFA-1 is also expanded during IL-12 therapy for advanced solid tumors (59).
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Such observations have helped to elucidate the biology of cytokines in humans
and have facilitated design of additional clinical immunotherapy studies.

5.1.2. Detection of Cytokine Receptor Expression

Flow cytometry also can be used to assess surface expression of cytokine
receptors on different lymphocyte subsets and can provide information that
is crucial for interpreting biological responses during cytokine administra-
tion. For example, it has been observed that in vivo production of IFN-γ
during IL-12 therapy is profoundly deficient in cancer patients who have
undergone autologous hematopoietic stem cell transplantation (58,60). Fur-
thermore, post-transplant patient PBMCs directly stimulated in vitro with
IL-12 fail to produce significant levels of IFN-γ (58,60). Failure of PBMCs
to express either subunit of the IL-12 receptor (IL-12R β1 or IL-12R β2)
could have been responsible for defective IL-12-induced IFN-γ production
in the post-transplant setting. Nevertheless, flow cytometry studies have
demonstrated that post-transplant patient PBMCs express IL-12 receptor
subunits at levels that are equivalent to or greater than those expressed by
control PBMCs (60). Thus, the defect in IL-12-induced IFN-γ production
must be distal to the interaction of IL-12 with its cell surface receptors. Indeed,
acquired profound STAT4 protein deficiency has been shown to be responsible
for defective IL-12-induced IFN-γ production after autologous transplanta-
tion (60).

The limitations of the technique must be taken into consideration when
assessing cytokine receptor expression by conventional flow cytometry.
Failure to detect cytokine receptors on the cell surface by flow cytometry
does not exclude the expression of functional receptor complexes. Cytokine
receptor complexes present on the cell surface at levels below the limit of
detection by routine flow cytometry (approx 800–1000 receptors per cell)
may be sufficient to mediate potent cytokine-induced responses (61,62).
Furthermore, cell surface receptors may not be detected because they have
been rapidly internalized after binding to exogenous cytokine (63). Thus,
negative results for cytokine receptor expression by routine flow cytometry
must be interpreted with caution.

5.1.3. Detection of Cellular Activation

Flow cytometry has also been used widely to detect activation of lympho-
cytes or monocytes during the administration of cytokines. Most
unstimulated T-cells and NK cells do not express CD25 (the α chain of the
IL-2 receptor), CD69 (a homodimeric C-type lectin [64–66]), or MHC class
II antigens (67) on the cell surface. These antigens are expressed after acti-
vation of T-cells and NK cells either in vitro or in vivo (65,66,68). Three-
and four-color analysis by flow cytometry can detect expression of activa-
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tion antigens on specific lymphocyte subsets (e.g., CD8+ CD3+ T-cells or
CD3-negative CD56+ NK cells). This approach has confirmed that T-cells,
NK cells, and monocytes are activated in vivo during treatment with IL-2 or
IL-18 (10,69). Upregulation of adhesion molecules and other functional
structures on PBMCs during cytokine therapy has also been detected by this
technique (48,70,71).

5.1.4. Assessment of Signal Transduction

Binding of cytokines to their cell surface receptors activates intracellular
signaling pathways associated with characteristic post-translational modifi-
cations (e.g., tyrosine and serine phosphorylation) of specific proteins
(72,73). Immunoblot analysis (Western blotting) has been extensively used
to detect such post-translational modifications of signaling molecules. How-
ever, detection of a band by immunoblotting does not permit one to distin-
guish between weak activation of a substrate in many cells vs strong
activation in a few cells within a sample. The phosphorylation of relevant
tyrosine and serine residues in signaling proteins also can be detected by
flow cytometry after intracellular staining with specific fluorochrome-con-
jugated monoclonal antibodies (74). The simultaneous assessment of intracel-
lular phosphoprotein expression and surface expression of lineage-associated
antigens allows one to detect the specific cellular subsets that are responding
to cytokine stimulation (75).

5.1.5. Detection of Lymphocyte Proliferation

Intracellular staining and flow cytometry also can be used to detect cellu-
lar proliferation during cytokine administration. 5-bromo-2'-deoxyuridine
(BrdU) is incorporated in the place of thymidine during deoxyribonucleic
acid (DNA) synthesis in proliferating cells (76). Thus, cellular proliferation
can be quantified by flow cytometry after staining permeabilized cells with
fluorochrome-conjugated antibodies recognizing BrdU. Unlike standard tri-
tiated thymidine incorporation assays (discussed herein), the assessment of
cell proliferation by flow cytometry does not require use of radioactive
reagents. Moreover, the simultaneous assessment of surface antigens can
allow one to discriminate the precise cell subsets that are proliferating in
response to cytokine stimulation (77,78). The feasibility of infusing BrdU to
cancer patients for in vivo labeling of tumor cells has been demonstrated
(79,80). A similar approach could be taken to assess in vivo lymphocyte
proliferation during cytokine-based immunotherapy of cancer.

5.2. Enzyme-Linked Immunosorbent Assay
The enzyme-linked immunosorbent assay (ELISA) technique is the basis

of most assays used to measure serum cytokine levels for pharmacokinetic
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analysis after cytokine administration. Most immunostimulatory cytokines
that have been given to humans have been found to be rapidly cleared from
the circulation. For example, the half-life of IL-2 or TNF after bolus intrave-
nous injection is less than 20 min (46,81–83). In contrast, the elimination
half-life of IL-12 is approx 5 to 10 h after intravenous bolus injection (3)
and 8 to 24 h after subcutaneous injection (4–6). Moreover, the elimination
half-life of IL-18 after bolus intravenous injection is nearly 40 h, a result
that was not anticipated based on preclinical animal studies of IL-18 (9,84).
The observation of sustained blood levels of IL-12 and IL-18 after the admin-
istration of a single dose has obvious implications for designing the optimal
schedule of administration for these cytokines.

ELISA techniques also have been used to detect secondary cytokines,
such as IFN-γ, TNF, and IL-10, that can be produced in vivo following
administration of immunostimulatory cytokines (3,5,10,51,85–87). These
secondary cytokines may contribute to both the toxic and beneficial effects
of the administered therapeutic cytokines. Sustained in vivo production of
IFN-γ is associated with clinical antitumor response during IL-12 therapy
for melanoma and renal cell cancer (7). However, excessively high serum
IFN-γ levels may also contribute to unacceptable toxicity during IL-12-based
immunotherapy (88,89). Similarly, in vivo production of TNF has been
associated with both toxicity and efficacy in some studies of high-dose IL-2
therapy (85,90).

5.3. Quantitative Polymerase Chain Reaction Technique
As an alternative to ELISA or cytokine flow cytometry, quantitative poly-

merase chain reaction (Q-PCR) methods have been used to measure cytokine
levels during immunotherapy (91). Complementary DNA primers comple-
mentary to messenger ribonucleic acid (mRNA) sequences of interest are
generated by reverse transcription and specific sequences are amplified by
the PCR technique. An oligoucleotide probe, designed to anneal downstream
of one of the primers, is labeled with a fluororescent dye at the 5' end and
quenching reagent at the 3' end. During PCR amplification, the fluorophore
is released from the probe by the nuclease activity of Taq polymerase; sepa-
rated from the quencher, the fluorophore produces detectable fluorescence.
By reference to a standard curve generated from serial dilution of a control
template, measurement of fluorescence emission during PCR amplification
can be used to calculate the amount of mRNA in the original sample.

Because the PCR technique involves logarithmic amplification of cDNA,
mRNA levels can be measured using a very small number of cells (91,92).
Moreover, the extreme sensitivity of the technique permits detection of gene
expression by small subpopulations of cells within a heterogeneous sample.
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There are also potential disadvantages to Q-PCR. This methodology does
not permit the identification of specific subsets of cells within a sample that
are expressing the gene of interest. Furthermore, detection of mRNA by
Q-PCR does not prove that biologicalally active protein has been produced
and/or secreted.

5.4. Cytotoxicity Assays
Both CTL and NK cells are capable of cell-mediated cytotoxicity, result-

ing in lysis of target cells (25). Chromium release assays are a standard in
vitro method for measuring cytotoxicity (93,94). Many cell types take up
sodium chromate, and reduced chromate species are retained in viable cells.
Disruption of plasma membrane integrity that occurs during cytolysis causes
the release of chromium species into the supernatant of lysed cells. Thus,
chromium release can be used to quantify the lysis of target cells. In a stan-
dard chromium release assay, target cells are labeled by incubation with
51Chromium (51Cr) and admixed with effector cells in wells of microtiter
plates at several effector-to-target cell ratios. After incubation for various
periods to time at 37°C, supernatants from wells are collected and presence
of 51Cr measured using a gamma counter. Spontaneous and maximum release
of 51Cr from target cells is determined from wells containing, respectively, no
effector cells or membrane-permeabilizing agents. Specific cytotoxicity can
be calculated using a standard formula (94).

An alternative method for quantifying cytotoxicity is the JAM test (95).
This assay detects the DNA fragmentation that accompanies cytolysis by
CTL or NK cells. Target cells are incubated with tritiated thymidine, which
is incorporated into the DNA of dividing cells. Labeled target cells are incu-
bated with effector cells as for a chromium release assay. In contrast to the
latter, however, after incubation of target and effector cells for the desired
period of time, the cells (not cell-free supernatants) are harvested onto fiber-
glass filters, washed, and tritiated thymidine retained on the filters is mea-
sured by liquid scintillation counting. The amount of radioactivity in a
sample is inversely proportional to the degree of cytolysis, as unfragmented
DNA from viable cells is trapped in fiberglass filters, whereas fragmented
DNA from lysed cells are washed through the filters. Advantages of the JAM
test include lack of need for shielding from gamma irradiation (required for
work with 51Cr) and the much longer half-life of tritiated thymidine com-
pared to 51Cr (allowing much less frequent ordering of radioactive supplies).

Colorimetric or fluorometric techniques also can be used to measure cyto-
toxicity (96,97). These assays depend on the ability of certain substrates to
diffuse into viable cells, where they are hydrolyzed by intracellular enzymes
to produce fluorescent or pigmented compounds. Intensity of fluorescence
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or coloration is directly proportional to the numbers of viable target cells in
these assays. Colorimetric and fluorometric assays avoid the use of radio-
isotopes and are less cumbersome to perform than chromium release assays.
However, the former require use of a microplate fluorimeter or similar
detection system.

5.5. Proliferation Assays
Naive T- and B-cells are quiescent until activated by engagement of their

antigen receptors. Proliferation of T- and B-cells can therefore be measured
as an indication of lymphocyte activation. Tritiated thymidine incorporation
assays have been commonly used to detect cellular proliferation (98,99).
Unfractionated cells (e.g., PBMCs) or defined cell subsets (e.g., sorted CD4
T-cells or T-cell clones) are generally incubated in the wells of microtiter
plates in the presence of specific antigens or non-specific mitogens for sev-
eral days; tritiated thymidine is added for the last 4 to 18 h of culture. Using
automated methods, cells are harvested onto fiberglass filters, which physi-
cally trap DNA. Tritiated thymidine incorporated into cellular DNA is
detected by liquid scintillation counting. The measured beta particle
counts per minute are determined by the amount of tritiated thymidine
incorporated into cellular DNA, which in turn reflects the rate of prolif-
eration of activated cells.

A limitation of using tritiated thymidine incorporation assays to measure
lymphocyte proliferation in heterogeneous cell samples is that this method
does not provide information regarding which subset of cells is responding.
As noted above, multiparameter flow cytometry can be used to detect BrdU
accumulation in specific cell subsets.

5.6. Limiting Dilution Analysis
Limiting dilution analysis can be used to assess antigen-specific T-cell

responses (40,100–103). For limiting dilution analysis, graded numbers of
responder cells are incubated for several days to weeks in the presence of
antigen and the number of antigen-specific responder cells is calculated by
established statistical models. Helper T-cell precursor frequencies have been
assessed using IL-2 production as the read out for activated CD4 T-cells and
CTL precursor frequency using lysis of antigen-specific target cells in cyto-
toxicity assays. Frequency of antigen-specific precursor cells also can be
determined by limiting dilution analysis by measuring proliferation of re-
sponder cells in tritiated thymidine incorporation assays. The latter method
appears to preferentially detect helper T-cell precursors as compared to CTL
precursors (41).
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There are major limitations associated with limiting dilution analyses.
These assays are labor intensive and highly operator dependent. Most meth-
ods require at least several days of in vitro culture, and the assay may not
accurately reflect the true precursor frequency. Furthermore, these assays
are usually performed using heterogeneous cell samples (e.g., PBMCs), and
the precise subsets of cells responding to antigen cannot be readily identi-
fied. Because of these limitations, alternative methods have been developed
to detect antigen-specific responder cells, including enzyme-linked
immunospot (ELISPOT) and MHC-peptide tetramer assays.

5.7. Enzyme-Linked Immunospot Assays
Enzyme-linked immunospot or ELISPOT assays can detect antigen-spe-

cific cells (100,103,104). For ELISPOT assays, antibody specific for a
cytokine of interest (typically IFN-γ) is incubated in the wells of a microtiter
plate. Antigen and responder cells are added to the wells for 1 to 2 d, responder
cells are removed from the wells by washing, and secreted cytokine is detected
by ELISA methods. The read-out for ELISPOT assays is a colored spot,
corresponding to cytokine released by an antigen-specific T-cell. ELISPOT
assays have been used to detect antigen-specific T-cell responses in clinical
trials of cancer vaccines and/or immunostimulatory cytokines for cancer
treatment (100,104–106).

As an alternative to ELISPOT assays, cytokine-producing responder cells
can be detected by multiparameter flow cytometry (40,101,104,107). Simul-
taneous staining for intracellular cytokine (e.g., IFN-γ) and cell surface anti-
gens can be used to detect the precise subset of cells that is producing
cytokine in response to a specific antigen or to cytokine stimulation.

5.8. MHC-Peptide Tetramer Binding Assays
Another powerful technique for detecting antigen-specific T-cells is stain-

ing with soluble recombinant MHC-peptide tetramers (41). Recombinant
MHC molecules are produced that lack the transmembrane and cytoplasmic
domains. Incubation of soluble MHC monomers with β2 microglobulin and
specific antigenic peptides yields soluble tetrameric MHC-peptide com-
plexes. Under suitable conditions, soluble MHC-peptide tetramers will bind
to T-cells bearing the cognate antigen-specific T-cell receptor. Use of fluo-
rochromes permits the detection of bound cells by flow cytometry
(100,104,105). Identification of antigen-specific CD4 T-cells and CD8 T-cells
is possible using MHC class II-peptide tetramers or MHC class I-peptide tet-
ramers, respectively. Use of MHC-peptide tetramers permits the detection
of rare T-cell populations, with a limit of detection as low as 1 in 10,000. A
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major limitation of this approach is that MHC-peptide tetramer assays con-
vey no information regarding the functional activity of the cells detected.
For example, binding of HLA-A*0201/MART-1 tetramers to CD8 T-cells
confirms the specificity of the latter for the MART-1 antigen, but does not
reveal whether the detected cells have been previously activated or are
capable of effector functions (i.e. cytolysis or cytokine secretion). This is
in contrast to the other methods of antigen-specific T-cell detection dis-
cussed above, including limiting dilution analysis, ELISPOT assays, and
intracellular cytokine staining detected by flow cytometry.

6. CONCLUSION
Several techniques have been used to monitor the immunological effects

of cytokines in cancer patients. Studies using these techniques have demon-
strated that administration of immunostimulatory cytokines can cause the
activation of T-cells, NK cells, and monocytes in vivo, leading to increased
effector function and secretion of secondary cytokines. These studies have
enhanced our understanding of the biology of cytokines in humans and have
facilitated interpretation of clinical results of cytokine-based therapy. Nev-
ertheless, identification of correlative immunological studies that can pre-
dict antitumor efficacy has proved elusive. Further investigation is clearly
warranted to develop valid surrogate endpoints for effective antitumor im-
mune responses during cancer immunotherapy.
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Clinical Adverse Effects of Cytokines

on the Immune System
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SUMMARY
Many clinical studies or case reports have focused on the clinical conse-

quences of immunoenhancement or immune dysregulation mediated by thera-
peutic cytokines. Flu-like reactions, and the facilitation or exacerbation of
inflammatory diseases, are the main consequences of immunoenhancement.
Flu-like symptoms commonly are observed in patients treated with interferons,
interleukin (IL)-1, IL-2, IL-3, or tumor necrosis factor- α. They typically con-
sist of fever and chills, malaise, tachycardia, arthralgias, and myalgias that
develop within a few hours after administration. The mechanism is not clearly
understood but probably involves the acute release of fever-promoting factors
in the hypothalamus. Because various cytokines are directly or indirectly in-
volved in the pathogenesis of immune-mediated inflammatory disorders and
autoimmune diseases, it is not surprising that such disorders develop after the
administration of pharmacological doses of these cytokines. Another adverse
consequence is the development of cytokine-specific antibodies in the sera of
treated patients.

Key Words: Adverse effect; humans; interferons; interleukins; growth
factors; immune diseases.

1. INTERFERONS
The interferons (IFNs) include at least five natural human glycoproteins

(α, β, γ, ω, and τ), of which only the first three types currently are in thera-
peutic use. They differ both structurally and antigenically. IFN-α and -β
primarily exert antiviral and antiproliferative effects, whereas IFN-γ acts as
an immunoregulatory cytokine.
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1.1. Interferon-α
IFN-α contains purified natural leukocyte or lymphoblastoid human IFN

or recombinant products. Attempts to assign the most frequently observed
amino acids at each position led to a consensus IFN-α. Because standard
IFN-α has a short half-life, pegylated IFNs obtained by the covalent conju-
gation of monomethoxy polyethylene glycol have been developed. Pegylated
IFN-α is assumed to have the same safety profile as standard IFN-α, al-
though it has been suggested to cause more frequent and severe hematotoxic
effects (1). IFN-α currently is used in the treatment of chronic hepatitis C
and B virus infections in addition to various hematological or solid
neoplasias. A wide range of additional viral diseases or cancers may benefit
from IFN-α therapy. The pathogenesis of most adverse effects observed with
IFN-α therapy is poorly understood, but the commonly postulated mechanisms
involve either a direct toxic effect or an indirect immune-mediated effect.

1.1.1. Flu-Like Syndrome

Virtually all patients experience flu-like syndrome during the first days
of treatment, but tachyphylaxis usually develops after 1 to 2 wk (2). Conver-
sion to human leukocyte IFN-α is sometimes successful in patients with a
poor tolerance to recombinant IFN-α (3). Although severity increases with
the dose, the flu-like syndrome is rarely treatment-limiting and can be partly
prevented with the administration of paracetamol (acetaminophen). The
acute release of fever-promoting factors, such as the eicosanoids, interleukin
(IL)-1, and tumor necrosis factor (TNF)-α, is the suggested mechanism.

1.1.2. IFN-α, Autoantibodies, and Autoimmunity

The exact role of IFN-α in the occurrence of autoimmune disorders is
difficult to ascertain as the underlying treated disease also can be associated
with immunopathological disorders. Indeed, antinuclear, antithyroid,
antiparietal cell, antiliver/kidney microsome, and antismooth muscle autoan-
tibodies and the rheumatoid factor frequently are noted before IFN-α
therapy, which suggests that patients may be predisposed to autoimmunity.
On the other hand, increased titers, or the new occurrence of autoantibodies,
has been observed in 4 to 30% of previously autoantibody-negative pa-
tients with the disappearance of autoantibodies after treatment discon-
tinuation in approx two-thirds of patients (4). The clinical significance
of autoantibodies in IFN-α-treated patients has been debated. They were
repeatedly shown not to affect response to IFN-α treatment (5,6). Although
it was initially felt that IFN-α might facilitate autoimmune diseases in patients
previously positive for specific or nonorgan-specific autoantibodies, the clini-
cal evidence is still limited. Except for thyroiditis, large studies in patients
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treated for chronic hepatitis C did not show a significant increase in overt
autoimmune diseases despite the pre-existence or subsequent positivity of
autoantibodies (4–6). By contrast, a relatively high incidence of immune-
mediated complications has been found in patients treated for chronic myeloid
leukemia, with a strong association with female gender and long IFN-α expo-
sures (7,8). As a result, there is no clear consensus about the management of
patients previously positive for nonorgan-specific autoantibodies. It is, how-
ever, usually considered that low autoantibody titers or the absence of
concomitant symptoms suggestive of autoimmune disease is not a contraindi-
cation to IFN-α therapy.

Because the spectrum of IFN-α-induced autoimmune diseases is extremely
wide, including both organ-specific and systemic autoimmune diseases, only
few examples will be detailed in this chapter. Most of these disorders corre-
spond to the unmasking of disease in potentially predisposed patients.

1.1.3. Nonorgan-Specific Autoimmune Disorders

The suspicion for an unexpectedly greater incidence of rheumatoid and
lupus-like symptoms first arose in patients treated with IFN-α alone or com-
bined with IFN-γ for myeloproliferative disorders (9). However, only a
minority of patients fulfilled the diagnostic criteria for systemic lupus
erythematosus (SLE), and it is unknown whether this complication is coin-
cidental or truly related to treatment. Additional studies showed that sys-
temic autoimmune diseases are genuine but are very rare complications of
IFN-α in chronic hepatitis C. Confirmed cases of SLE have indeed been
reported only occasionally (10). The predominance of young patients and
female gender, the presence of renal or skin involvement, positive autoan-
tibodies to double-stranded deoxyribonucleic acid (DNA) and decreased serum
complement levels, and the rapid onset after starting treatment, as well as the
persistence of symptoms after IFN-α withdrawal in most reported cases, are
more in keeping with the unmasking of idiopathic SLE by IFN-α than with
the drug-induced lupus syndrome. The reactivation or appearance of clini-
cal or biological symptoms consistent with rheumatoid arthritis, lupus-like
polyarthritis, or systemic sclerosis has sometimes been reported, and most
patients were found to have underlying rheumatoid disease, increased levels
of rheumatoid factor, or positive titers of antinuclear antibodies before treat-
ment (11–13).

1.1.4. Organ-Specific Autoimmune Diseases

Whereas the prevalence of pancreatic autoantibodies increased during
IFN-α treatment in patients with chronic hepatitis (14), diabetes mellitus
was found in only 10 of 11,241 patients treated for chronic hepatitis C (15).
However, IFN-α-associated diabetes mellitus is probably more than coinci-
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dental, as suggested by several reports of acute onset or worsening of diabe-
tes mellitus shortly after IFN-α initiation, with subsequent improvement or
complete recovery after IFN-α withdrawal (14,16). An autoimmune mecha-
nism is suggested by the presence of the HLA-DR4 haplotype and/or islet
cell antibody (ICA) positivity at the time of diagnosis in several patients.
Although the induction of ICA antibodies occasionally has been reported,
they do not predict for the development of diabetes (17). Others suggested
that repetitive treatment with IFN-α could increase the risk of type 1 diabe-
tes in patients previously positive for islet auto-antibodies (18). The trigger-
ing rather than the induction of a latent autoimmune phenomenon in patients
with genetic susceptibility is the most probable mechanism, but a direct
interference with glucose metabolism cannot be excluded.

Although a myelosuppressive effect accounts for most of the hematologi-
cal toxicities associated with IFN-α, reports of immune-mediated thromb-
ocytopenia, immune hemolytic anemia, or asymptomatic positive direct
Coombs’ test (19–21) indicate that IFN-α also can mediate immune blood
cell destruction. A mechanism close to that observed with α-methyldopa is
thought to be involved in autoimmune hemolytic anemias (22). IFN-α-
induced immune-mediated thrombocytopenias share many features with
idiopathic thrombocytopenic purpura, but the recurrence of thrombocytope-
nia upon IFN-α readministration strongly supports the causal role of IFN-α
(21). By contrast, IFN-α was not considered to be harmful in patients with
chronic hepatitis C who were previously positive for platelet associated IgG
(23). IFN-α also has been reported to induce multiple antibody formation to
transfused blood cell antigens with subsequent massive hemolysis (24) and
pernicious anemia with positive anti-intrinsic factor antibodies (25). IFN-α
also has been associated with the development of anti-factor VIII autoanti-
bodies in very few patients (26), or with the production of antiphospholipid
antibodies, potentially increasing the risk of venous thrombosis (27).

The possible acute exacerbation of latent autoimmune hepatitis emerged
as a therapeutic dilemma in patients treated for chronic hepatitis C because
of the possible simultaneous presence of unequivocal serological evidence
of chronic hepatitis C and serological markers of autoimmune hepatitis
(28,29). The therapeutic management is therefore difficult because the dis-
tinction between both diseases cannot readily be made. The systematic detec-
tion of specific autoantibodies was unable to predict the risk of autoimmune
hepatitis (28). In this situation, a possible increase in viremia can be observed
with glucocorticosteroids, whereas an acute exacerbation of the latent au-
toimmune liver disease may be expected with IFN-α. As a result, several
investigators advocated the use of glucocorticosteroids as a first-line treat-



Clinical Adverse Effects 323

ment in patients with high antibody titers, whereas others considered IFN-α
to be more appropriate when autoantibody titers are low and IFN-α is
expected to be effective (30). Although prospective studies usually failed
to evidence the induction of autoantibodies specifically linked to autoim-
mune liver disease, de novo induction rather than exacerbation of autoim-
mune hepatitis is possible (31).

Thyroid disorders are well-established complications of IFN-α therapy,
with a spectrum of effects ranging from the asymptomatic presence of anti-
thyroid autoantibodies to severe clinical features of hypothyroidism, hyper-
thyroidism, or acute biphasic thyroiditis (32). In large prospective studies,
the incidence of thyroid abnormalities was 5% to 8% in patients treated for
chronic hepatitis C, and only 1% to 3% in patients treated for chronic hepa-
titis B (4,32,33). The incidence reached 12% in patients treated for cancer
(4). The reversibility of thyroid disorders or the decline of thyroid antibody
levels after IFN-α withdrawal is in accordance with a causal relationship.
Although spontaneous resolution is expected in most patients, sustained
hypothyroidism requiring long-term substitutive therapy occurred in patients
with initially severe hypothyroidism and elevated thyroid antibody titers.
Among the many potential susceptibility factors examined, only female gen-
der and pretreatment positivity or development of thyroid autoantibodies
during treatment have been consistently associated with the occurrence of
thyroid dysfunction, whereas the duration of treatment, the dose or the type
of IFN-α, natural or recombinant, was not (32,34). The HLA-A2 haplotype
also was suggested to be a predisposing factor (35). An autoimmune reac-
tion or immune dysregulation leading to the induction or exacerbation of
pre-existing latent thyroid autoimmunity is therefore the most attractive
hypothesis, in accordance with the relatively frequent occurrence of other
autoantibodies or clinical autoimmune disorders in patients who develop
thyroid disorders. It is not yet proven, however, that autoimmunity is the
universal mechanism and a direct effect of IFN-α on the thyroid functions
has been considered (36). Finally, the pattern of thyroid autoantibodies in
patients who developed thyroid dysfunction during IFN-α treatment differed
significantly from that of patients with spontaneous autoimmune thyroid
disease (37). Other organ-specific autoimmune diseases have been attrib-
uted to IFN-α, including unmasking myasthenia gravis and celiac disease in
predisposed patients (38,39).

1.1.5. Other Adverse Effects Possibly Involving the Immune System

Beside autoimmune reactions, a number of adverse effects in treated patients
may reflect the immunomodulatory properties of IFN-α, or an enhanced T-cell-
mediated reaction. IFN-α is a probable triggering factor for the reactivation or
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new occurrence of cutaneous or generalized sarcoidosis (40). In a number of
patients, interstitial pneumonitis or bronchiolitis obliterans that may be trig-
gered by T-cell activation have been associated with IFN-α (41). A similar
mechanism has been discussed in IFN-α-induced nephrotoxicity, such as acute
tubulointerstitial nephritis, the nephrotic syndrome with severe glomerular
changes, membranoproliferative glomerulonephritis, extracapillary glomeru-
lonephritis, and focal segmental glomerulosclerosis (42).

Possible immune-mediated neurological complications include demyeli-
nating events, such as chronic inflammatory demyelinating polyneuropathy,
multiple sclerosis-like disease, or the Guillain Barré syndrome (43–45).
Although IFN-α initially was thought to have some benefit in multiple
sclerosis, the long-term use of IFN-α actually caused a more rapid aggrava-
tion of the disease (46).

A large range of skin lesions, including injection site reactions and gen-
eralized cutaneous reactions, has been attributed to IFN-α. IFN-α can undoubt-
edly induce psoriasis in patients without a history of psoriasis, or worsen
pre-existing psoriasis (2), which is in accordance with IFN-α-induced skew-
ing toward a Th1 response. The occurrence or exacerbation of lichen pla-
nus has been the matter of considerable debate because most cases were
observed in patients with chronic hepatitis C, a disease that is controver-
sially associated with a spontaneously higher incidence of lichen planus.
The recurrence of lesions after the readministration of IFN-α or reports of li-
chen planus in treated cancer patients argues strongly for a direct causal link
(47). The induction of bullous lesions with circulating pemphigus-like au-
toantibodies or pemphigus foliaceus with the new occurrence of anti-in-
tercellular IgG antibodies has been observed (4). Other dermatological
complications of IFN-α possibly involving an immune-mediated reaction
include alopecia areata, cutaneous vasculitis, vitiligo, eczema-like lesions,
or lichenoid eruptions (48,49). More recently, pegylated IFN-α has been
suggested to be associated with more frequent or more severe dermatologi-
cal adverse effects with histological features resembling contact dermatitis
(50). Of interest, positive cutaneous tests to pegylated IFN-α, but not to
standard IFN-α have been documented in three patients who had experi-
enced severe rash while receiving pegylated IFN-α (51).

1.1.6. Immediate Hypersensitivity

No IgE-mediated reactions to IFN-α have been documented, and reports
of urticaria or angioedema are very scarce. In one patient with urticaria after
treatment with IFN-α-2b, anti-IFN-α IgG, but not IgE, was identified (52).
A recurrent anaphylactoid reaction, possibly the result of mast cell degranu-
lation, has been described in a patient with mastocytosis (53).
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1.1.7. Immunosuppression

Possible immunosuppressive effects of IFN-α have been suggested after
reports of exacerbation of latent parasitic infections (54), unexpectedly severe
abscesses (55), or opportunistic infections (56,57) in previously immuno-
competent patients. The available evidence, however, is very limited, so that
no conclusion can be drawn on a possible association between IFN-α therapy
and deleterious effects related to immunosuppression.

1.1.8. IFN-α Antibodies

Both binding and neutralizing anti-IFN-α antibodies have been detected
in treated patients (4,58,59). The rate of anti-IFN-α antibody formation
ranged from zero to more than 50% of patients, but comparison between
studies is difficult because the underlying treated disease, the studied popu-
lation, the type of interferon used, the route of administration, the dosing
regimen, the duration of treatment, and the method of assay differed across
studies. Higher rates of anti-IFN-α antibodies were noted in patients on long-
term maintenance treatment, low-dose IFN-α, and subcutaneous rather
than intravenous administration. Using the same antibody assay, a greater
frequency of anti-IFN-α-2a antibodies was found compared with other recom-
binant or natural IFN-α (58). The mechanism accounting for the difference in
immunogenicity is speculative. The role of the single amino acid substitu-
tion, the lack of the IFN-α-2a gene in the Caucasian population, or the
absence of glycosylation sites on recombinant IFN-α has been proposed.

The clinical significance of binding antibodies appears to be limited to
changes in IFN-α pharmacokinetics. By contrast, neutralizing antibodies can
theoretically reduce clinical response, but this has been strongly debated
(4,58). Whereas several studies could not detect a loss in therapeutic response,
others noted response failure, or breakthrough hepatitis or viremia concomi-
tantly to the appearance of neutralizing antibodies. Crossreactivity between
antibodies to the various recombinant forms of IFN-α has consistently been
demonstrated in vitro. By contrast, the ability of antirecombinant IFN-α
antibodies for neutralizing the antiviral or antiproliferative activity of natu-
ral IFN-α was not or seldom documented. That natural IFN-α can overcome
the neutralizing activity of antibodies to recombinant IFN-α was further
demonstrated: a change to natural IFN-α proved successful in restoring the
response in some patients who had ceased to respond after they had developed
anti-recombinant IFN-α antibodies (58,59). This discovery led researchers to
suggest that the formation of neutralizing antibodies results from a specific
immune response toward recombinant preparations and that natural IFN-α
can overcome the neutralizing activity of antibodies to recombinant IFN-α.
Finally, neutralizing antibodies were not associated with immune complex-
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associated diseases or hypersensitivity reactions, and exerted no influence
on IFN-α-associated adverse effects.

1.2. Interferon-β
IFN-β is available as the natural fibroblast or recombinant form (β-1a or

-1b). It exerts antiviral and antiproliferative properties similar to those of
IFN-α. Although it is mostly used in the treatment of multiple sclerosis, it
also has been investigated in chronic viral hepatitis. The general toxicity of
IFN-β is very similar to that of IFN-α, with no marked differences between
the two recombinant forms (60). Fatigue and a transient flu-like syndrome
are observed in approx 60% of patients at the initiation of treatment, and
tachyphylaxis usually develops after several doses (61).

1.2.1. Autoimmune Disorders
In contrast to IFN-α, the evaluation of autoimmune effects associated

with IFN-β therapy is limited. A 6-mo course of IFN-β was not associated
with the appearance of autoantibodies or increased autoantibody titers, and
no clinical features of autoimmune disease were observed (62,63). The inci-
dence of clinically overt thyroid disorders is far lower in patients treated
with IFN-β than IFN-α (64,65). Antithyroid autoantibodies usually are
found in these patients. Other possible autoimmune complications, such as
reversible autoimmune hemolytic anemia (66), transient autoimmune hepa-
titis (67), subcutaneous lupus erythematosus (68), myasthenia gravis (69),
and acquired hemophilia A (70), were described in isolated case reports.

1.2.2. Other Adverse Effects of IFN-β Possibly Involving the Immune System
Injection-site reactions after subcutaneous IFN-β-1b are more frequent than

with any other available interferons (71). They mostly consisted of benign
inflammatory reactions, but deep cutaneous ulcers with skin necrosis also
are possible. The mechanism may involve a local vascular inflammatory
process or platelet-dependant thrombosis. However, positive intracutaneous
tests to IFN-β in several patients suggest the involvement of an immuno-
logical reaction (72). Rare isolated reports of dermatological adverse effects
possibly involving the immune system include psoriasis exacerbation, sar-
coidosis or vasculitis (73–75).

Hypersensitivity reactions to IFN-β have been rarely reported (76). In
one patient, a positive intradermal test to IFN-β-1b, but not to IFN-β-1a or
the diluents, suggested a specific hypersensitivity type I reaction (77). Allergic
contact dermatitis after the use of IFN-β eye-drops has been reported once (78).

1.2.3. Anti-IFN-β Antibody Formation
Neutralizing antibodies toward recombinant IFN-β have been noted in

12 to 38% of patients treated for 2 to 3 yr at a higher frequency with
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subcutaneous IFN-β-1b compared with subcutaneous IFN-β-1a or intramus-
cular IFN-β-1b (79,80). Neutralizing antibodies against recombinant IFN-β
were found to crossreact in both binding and biological in vitro assays (81).
Whether neutralizing antibodies to IFN-β are associated with adverse clini-
cal consequences is still debated (82). Early studies in patients receiving
IFN-β-1b found decreased clinical efficacy (83), but more recent studies
that sequentially assessed neutralizing antibodies in a large number of
patients treated with various IFN-β preparations showed that neutraliz-
ing antibodies may be associated with a significantly higher relapse rate or
shortened time to first relapse, but did not affect overall disease progression
(79,80). Although the impact of neutralizing antibodies on the relapse rate
was inconsistent, there was an increased relapse rate during periods of high
neutralizing antibody titers. No predictors of antibody formation were identi-
fied. Other recent studies with long-term follow-up indicated that the
simultaneous presence of high titers of both binding and neutralizing
antibodies, or their persistence, is correlated with greater levels of disease
activity and worsening (84,85). These results, however, were again strongly
disputed and faced with discordant results, most investigators agree that treat-
ment decisions in patients with positive neutralizing antibodies should rather
be based on individual clinical outcome and when possible, on the unequivo-
cal demonstration of neutralizing antibodies.

1.3. Interferon-γ
Recombinant IFN-γ-1b is used in the treatment of chronic granulomatous

disease. Its immunoregulatory potential is under investigation in other dis-
eases. The clinical experience is still limited, and most common adverse
effects include flu-like symptoms and moderate injection-site reactions.
Although the therapeutic use of IFN-γ is mainly based on its immunoregulatory
properties, the potential for immune-mediated adverse clinical consequences
has rarely been investigated. Most patients treated for chronic hepatitis B
developed autoantibodies, but none had clinical evidence of autoimmune
disease (86,87). By contrast, no change in antinuclear antibodies was reported
in one study of rheumatoid arthritis patients (88), whereas other studies found
increased titers or new antinuclear antibodies associated with the develop-
ment of SLE-like symptoms, or clinical exacerbation of rheumatoid arthritis
(89,90). IFN-γ was involved in the unexpected exacerbation of multiple scle-
rosis (91) and in one case of autoimmune thrombocytopenia (92). Alto-
gether, these findings suggest a possible, but seemingly limited potential of
IFN-γ to cause deleterious immune-mediated effects. An anaphylactoid
reaction with severe bronchospasm was reported in one patient after the
first IFN-γ injection (93), but no data substantiated an immunological mecha-
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nism. Finally, neutralizing anti-IFN-γ antibodies have been found exception-
ally, and their clinical significance is unknown (94).

2. INTERLEUKINS
2.1. Interleukin-1

IL-1α and IL-1β act through the same receptor and share similar biologi-
cal properties in vitro. IL-1 has modest antitumor activity and limited hemato-
poietic effects. Both forms of IL-1 have been investigated in humans, and
they produce a wide and very similar spectrum of adverse effects (95). What-
ever the dose, the flu-like syndrome is quite universal, but only occasionally
treatment-limiting. Tachyphylaxis develops during prolonged administra-
tion. Because IL-1 induces a dose-limiting hypotension with clinical fea-
tures of septic shock resulting from a capillary leak phenomenon, its use is
considerably limited.

2.2. Interleukin-2
Recombinant IL-2 is approved for the treatment of metastatic renal cell

carcinoma. Its potential benefits also have been investigated in other malig-
nant neoplasias and in HIV-infected patients (96). Because high-dose IL-2
is associated with quite universal constitutional symptoms and various severe
dose-dependent and limiting toxicities (97), low-dose subcutaneous or con-
tinuous intravenous administrations are preferred (98,99).

2.2.1. Autoimmune-Like Adverse Reactions

Experimental data suggest that IL-2 may activate autoreactive lympho-
cytes, facilitate de novo immune response, reactivate quiescent autoimmu-
nity, or exacerbate inflammatory diseases. A number of studies have indeed
reported thyroid dysfunction, which usually consisted of moderate and re-
versible hypothyroidism in patients receiving IL-2 alone or in combination
with LAK cells, IFN-α, IFN-β, or TNF-α (100,101). Patients receiving IL-2
plus IFN-α more commonly developed biphasic thyroiditis with subsequent
hypothyroidism or hyperthyroidism. In a survey of 281 cancer patients
receiving IL-2, up to 41% of previously euthyroid patients developed thy-
roid dysfunction (102). Combined immunotherapy with IL-2 and IFN-α pro-
duced more frequent thyroid disorders with an incidence of laboratory
thyroid dysfunction up to 100% (103). Female gender and the presence of
antithyroid antibodies correlated significantly with the development of thy-
roid disease (101). These findings together with the strong expression of
HLA-DR antigens on thyrocytes or the presence of mononuclear cell infil-
trates in the thyroid gland make an autoimmune phenomenon likely (100).
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However, a possible direct effect on thyroid hormonal function has also been
suggested in patients with no detectable thyroid antibodies.

IL-2 rarely exacerbated other latent autoimmune diseases, including dia-
betes mellitus, myasthenia gravis and rheumatoid arthritis (104–106).
Immunostimulation induced by IL-2 was thought to break tolerance to self-
antigens and enhance latent autoimmunity in patients with a genetic predis-
position and/or several autoantibodies before treatment.

2.2.2. Other Adverse Reactions Possibly Involving the Immune System

One of the most severe adverse effects of IL-2 is the vascular leak syn-
drome, the severity of which is dose-related. It is characterized by damage
to endothelial cells with extravasation of plasma proteins and fluid from
capillaries into the extravascular space. The clinical consequence is a third-
space syndrome with severe hypotension, weight gain, generalized edema,
pulmonary congestion, ascites, and cardiovascular and renal complications
(99). The increased vascular permeability has been suggested to result from
IL-2-induced suppression of endothelin-1 secretion by endothelial cells, or
activation of the complement cascade, or TNF-α release from IL-2-activated
T cells with subsequent activation of polymorphonuclear neutrophils
(107,108). Although the hemodynamic and cardiac complications of high-
dose IL-2 mostly result from a reduction in systemic vascular resistance and
left ventricular ejection fraction, clinical and histological findings of eosi-
nophilic, lymphocytic, or mixed lymphocytic-eosinophilic myocarditis have
occasionally been observed, which suggests that an immune-mediated reac-
tion may also occur (109,110).

Immunostimulation caused by IL-2 may have played an important role in
the occasional exacerbation of Crohn’s disease, rheumatoid arthritis, or IgA
glomerulonephritis, or the development of acute interstitial nephritis with a
predominant T-lymphocyte kidney infiltration (4,100). A number of derma-
tological adverse effects in IL-2-treated patients are also probably the con-
sequence of an aberrant immune response. Cutaneous reactions generally
comprise pruritus, flushing, mild-to-moderate erythematous macular and
desquamative eruptions and, rarely, generalized erythroderma (111). Histo-
logical and immunopathological examination of the skin showed mild infil-
trates of activated T-helper lymphocytes, increased expression of HLA-DR,
and intercellular adhesion molecule-1 on keratinocytes and endothelial cells.
A possible role of IFN-γ has been suggested (111,112). Unmasking of
erythema nodosum, linear IgA bullous dermatosis, extensive bullous skin
eruption, toxic epidermal necrolysis, dermatitis exfoliativa, recurrence of
pemphigus vulgaris, exacerbation of localized or widespread psoriasis, acute
reactivation of eczema, rapid progression of scleroderma with myositis, and
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leukocytoclastic vasculitis, in isolated case reports suggest that
immunostimulation caused by IL-2 can induce or exacerbate cutaneous reac-
tions (113).

2.2.3. Hypersensitivity Reactions

Although IL-2 can induce sustained eosinophilia possibly mediated by
IL-5 or GM-CSF, this was not associated with allergic reactions (114). So
far, no hypersensitivity reactions directly related to IL-2 have indeed been
described, and only two case reports of angioneurotic edema and urticaria
questioned the role of IL-2 in hypersensitivity reactions (115). IL-2-induced
antigen-independent T-cell activation, however, can increase the risk of
drug-induced hypersensitivity reactions. A three to four times greater inci-
dence of hypersensitivity reactions to iodinated and nonionic contrast media
injection was observed when radiological examination was performed sev-
eral weeks after IL-2 withdrawal in patients who had previously well toler-
ated contrast media injection (113,116). The reactions usually developed
within 1 to 4 h after contrast media injection, and delayed reactions up to
24 h were sometimes noted. Enhancement of the immune response to con-
trast media after IL-2 was suggested as the likely mechanism. An unexpect-
edly high incidence of immediate allergic reactions to cisplatin and
dacarbazine also was observed in patients who had received a combination
of IL-2 and IFN-α (117). Successive episodes of multifocal fixed drug erup-
tion in response to chemically unrelated drugs (acetaminophen, ondansetron,
and tropisetron) were described in one patient (118).

2.2.4. Infectious Complications

Clinically relevant bacterial infections not associated with severe neutro-
penia occurred with an incidence of 10% to 40% during the first intravenous
course of IL-2 therapy (119). The mechanism is not understood. Impaired
cell-mediated or humoral immune responses after high-dose IL-2, reduced
neutrophil chemotaxis, superoxide production, and/or neutrophil Fc recep-
tor expression have been suggested to be involved.

2.2.5. Interleukin-2 Antibodies

Recombinant IL-2 binding antibodies were detected in one half of 205
patients with metastatic cancer, but there were neutralizing in only 7% (120).
No significant difference in incidence was found between subcutaneous and
continuous intravenous administration. In another study, no patients receiv-
ing IL-2 alone developed neutralizing antibodies (121). Anti-IL-2 antibod-
ies have been shown to recognize both the recombinant and natural cytokine,
and patients developing neutralizing antibodies had significantly lower serum
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soluble IL-2 receptor than patients without antibody. However, the clinical
relevance of neutralizing antibodies has not been evaluated.

2.3. Denileukin Diftitox
Denileukin diftitox is a fusion protein formed by the binding of human

IL-2 to the cytotoxic A chain of diphtheria toxin, which by binding to the
IL-2 receptor and inhibiting protein synthesis, results in T-cell death. It has
been approved for the treatment of persistent or recurrent cutaneous T-cell
lymphoma and is being evaluated in severe psoriasis. A dose-related flu-
like reaction is very frequent and approx 60% of patients experienced dysp-
nea, back pain, hypotension, and chest pain or tightness within 24 h of its
infusion (122). Skin reactions compatible with delayed hypersensitivity reac-
tions were noted in several patients treated for severe psoriasis, including one
case of exfoliative dermatitis (123).

2.4. Interleukin-3
IL-3 produced by activated T lymphocytes acts as a colony-stimulating

factor. Because IL-3 given alone has only limited clinical effects, a geneti-
cally engineered GM-CSF/IL-3 fusion protein (PIXY321) has been devel-
oped. However, neither product had demonstrable advantage over
conventional growth factors. The most frequent adverse effects of subcuta-
neous recombinant human IL-3 in healthy volunteers were flu-like symp-
toms (124), and preliminary clinical trials confirmed that patients
subsequently develop tachyphylaxis (95). A similar safety profile was reported
in patients receiving PIXY321 (125). Some of these adverse effects were sup-
posedly the result of a dose-dependent increase in IL-6 and acute phase pro-
tein production. Minor erythematous reactions at the injection site were also
consistently described. Mild-to-severe skin rashes or urticaria were some-
times observed, and one patient had histological features of allergic vasculi-
tis resembling those reported with GM-CSF (126). In 185 patients with
ovarian cancer, the most frequent adverse effects were allergic-type reac-
tions (50% [127]). Histamine release from circulating basophils was sug-
gested as the possible mechanism of an anaphylactoid reaction to
recombinant human IL-3 (128).

2.5. Interleukin-4
IL-4 is a pleiotropic cytokine, mostly produced by activated T-cells, that

acts on the proliferation and differentiation of B- and T-lymphocytes, and
enhances the function of NK cells, eosinophils, and mast cells. It has been
investigated for potential antitumoral and hemopoietic actions. Flu-like
symptoms frequently were observed at all doses and by all routes of ad-
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ministration, but they were more severe and prolonged at high doses (95).
Periorbital, facial, and peripheral edema also were noted. Frequent discom-
fort caused by severe and resistant nasal congestion supposedly caused by
edema and vascular engorgement caused by histamine release was some-
times dose-limiting. A putative antibody-mediated mechanism has been sug-
gested in several rIL-4-treated patients with transient acantholytic
dermatosis (129). Reversible Coomb’s positive hemolytic anemia, as yet
not clearly related to IL-4, has been described. The vascular leak syndrome
was observed after bolus or continuous intravenous administration, but a
moderate syndrome was also noted at lower subcutaneous doses (130). Car-
diac toxicity consistent with myocardial infarction was observed in three of
seven cancer patients treated with bolus high dose IL-4 (131). A unique pat-
tern of myocarditis with predominant polymorphonuclear, eosinophil, and
mast cell infiltration was the possible cause of death in one patient, which
suggests a possibly allergic myocardial process.

2.6. Interleukin-6

IL-6 produced by T-cells, monocytes, fibroblasts, endothelial cells, and
keratinocytes regulates pleiotropic biological functions. Recombinant IL-6
has been evaluated for thrombopoietic and antitumoral properties. During
clinical trials, IL-6 consistently produced moderate fever and flu-like symp-
toms (95). Moderate injection-site reactions were seen after subcutaneous
administration, and a diffuse maculopapular erythema was sometimes treat-
ment-limiting. IL-6 has not been associated with the vascular leak syndrome
or hypotension. Neutralizing antibodies to IL-6 were rarely evidenced.

2.7. Interleukin-10

IL-10 is a potent anti-inflammatory and immunosuppressive cytokine
with beneficial effects expected in a wide range of diseases. In healthy vol-
unteers, adverse effects mostly consisted of flu-like symptoms at the highest
dose (132). Because of its immunomodulating properties, potential adverse
immunological effects, namely an increased risk of infections, autoimmune
disorders, or B-cell lymphoproliferative disorders, can be anticipated.

2.8. Interleukin-11

IL-11 has thrombopoietic activity and is approved to prevent severe
thrombopenia and reduce the need for platelet transfusion after
myelosuppressive chemotherapy. Common adverse effects included myal-
gia and arthralgias, fatigue, headache, and conjunctival injection (133). So
far, no systemic immune adverse effects have been reported.
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2.9. Interleukin-12
IL-12 is an immunomodulatory cytokine with potential therapeutic activ-

ity in several cancerous and infectious diseases. Severe and sometimes-fatal
multiple organ adverse effects have been described in early studies, but this
unexpected profile of toxicity was later shown to be schedule-dependent
(134). IL-12 has been involved in autoimmune disorders, but only one
report described the acute exacerbation of severe rheumatoid arthritis
after each course of IL-12 in one patient with a previously stable disease
(135). A recent controlled trial of IL-12 in patients with chronic hepatitis C
was halted because the treatment was ineffective and poorly tolerated with
one case of immune thrombocytopenic purpura (136).

3. GRANULOCYTE MACROPHAGE COLONY-
STIMULATING FACTOR AND GRANULOCYTE
COLONY-STIMULATING FACTOR

Although a number of myeloid hemopoietic growth factors or colony-
stimulating factors (CSFs) have been purified, most clinical studies involved
granulocyte-macrophage CSF (GM-CSF) or granulocyte CSF (G-CSF).
GM-CSF causes a dose-related increase in peripheral neutrophil numbers
and functions, and a delayed increase in circulating monocytes and eosino-
phils, whereas the effect of G-CSF appears to be more restricted to neutro-
phils by stimulating the proliferation of committed myeloid precursors (95).

Both G-CSF and GM-CSF have been extensively investigated for the
treatment of chemotherapy-induced neutropenia, the reduction of neutrope-
nia duration after bone marrow transplantation, or the mobilization of periph-
eral blood progenitor cells after myelosuppressive chemotherapy (137). CSFs
also are used in severe chronic neutropenic diseases and in healthy donors to
mobilize blood progenitor cells.

Recombinant human forms of G-CSF include filgrastim, lenograstim,
nargrastim, and pegfilgrastim, a pegylated derivative of filgrastim. Recom-
binant human forms of GM-CSF include molgramostim and sargramostim.
Active recombinant proteins are glycosylated, and glycosylation may be
clinically relevant with regard to efficacy and antigenicity. Although G-CSF
was considered to be better tolerated than GM-CSF (138), there were no
major differences in the safety profile and severity of adverse effects in the
few studies that compared G-CSF and GM-CSF (139). Overall, GM-CSF
produced more frequent noninfectious fever, fatigue, diarrhea, injection-site
reactions, edema, and skin rash, whereas skeletal pains were more frequent
with G-CSF. Mild to moderate flu-like symptoms are mostly observed with
GM-CSF and probably result from the release of cytokines, such as TNF-α
and IL-1 (95).



334 Vial and Descotes

3.1. Exacerbation of Autoimmune Diseases
Isolated case reports suggested that GM-CSF may exacerbate underlying

autoimmune thyroiditis (140,141). By contrast, no influence on thyroid func-
tion or autoimmunity was observed in cancer patients treated with G-CSF
(142). Worsening of rheumatoid symptoms has been reported in patients
with neutropenia because of Felty’s syndrome receiving G-CSF or GM-CSF
(95). Although there was concern on the short-term safety of CSFs in these
patients or in those with rheumatoid arthritis, other investigators felt that
G-CSF can be used for a prolonged period of time without a flare-up of
rheumatoid symptoms (143). G-CSF has also been associated with possible
exacerbation in neutropenic patients with severe SLE (144). The mecha-
nism of flare-up is unclear and a localized neutrophil activation or acute IL-6
release with an increase in acute phase proteins were thought to be involved.

3.2. Complications Related
to CSF-Induced Hematopoietic Activation

Asymptomatic but marked increases in spleen volume concomitant with
neutrophilia have been reported in patients or healthy donors after receiving
G-CSF or GM-CSF (145,146). Splenomegaly with extramedullary hemato-
poiesis was thought to result from the mobilization of early hemopoietic
progenitors from the bone marrow to the spleen (147). Spontaneous splenic
rupture associated with G-CSF has been reported (148,149).

G-CSF and GM-CSF-induced increased production and functions of neu-
trophils, or activation of monocytes/macrophages can play a critical role in
the occurrence of neutrophilic dermatoses and a wide range of skin disor-
ders. Although the ability of G-CSF to induce acute neutrophilic dermatitis
(Sweet’s syndrome) has been disputed, recurrence of the lesions after G-CSF
re-administration has been noted (150–152). GM-CSF or G-CSF-induced neu-
trophilic dermatoses also include neutrophilic abscesses or panniculitis,
bullous pyoderma gangrenosum and neutrophilic eccrine hidradenitis
(95,150). Disseminated vesiculopustular lesions, generalized and indurated
erythematous papules or plaques, severe exacerbation of acne or palmoplantar
pustulosis, erythema multiforme or erythema nodosum, and leukocytoclastic
vasculitis were mentioned as possible consequences of acutely increased
neutrophil count after G-CSF administration (153–155). Finally, G-CSF or
GM-CSF has been convincingly associated with acute exacerbations of pso-
riasis or psoriatic arthritis (156,157). The accumulation of activated neutro-
phils in the epidermis and dermis may play an important role in the
occurrence or worsening of these complications.
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Eosinophil activation and the subsequent release of eosinophil-derived
toxic products were supposedly involved in GM-CSF-induced maculopapu-
lar, exfoliative, and urticarial eruptions with perivascular infiltration by lym-
phocytes, neutrophils, and eosinophils (158). A similar phenomenon may
account for atopic dermatitis-like eruptions with elevated serum IgE levels
(159). By contrast, dose-related and sometimes marked eosinophilia after
GM-CSF is usually not associated with systemic symptoms, and Loeffler’s
endocarditis has been only exceptionally described (160). Extensive and
persistent bone marrow histiocytosis was suggested to result from GM-CSF-
induced proliferation and activation of monocytes/macrophages (161).

A dose-dependent vascular leak syndrome was consistently described
with high-dose GM-CSF, but low doses also induce clinically relevant symp-
toms (161). Endothelial cell damage with an increase in the transcapillary
escape rate of albumin and the possible role of IL-1 and TNF-α production
by GM-CSF-activated monocytes were suggested as possible mechanisms.
By contrast, a typical capillary leak syndrome has been anecdotally reported
after G-CSF administration (162).

Whether G-CSF or GM-CSF can cause direct pulmonary toxicity or enhance
chemotherapy-induced pulmonary toxicity is a matter of continuing debate.
Conflicting data suggested a possibly increased risk of interstitial pneumo-
nia in patients treated with anticancer drugs combined with G-CSF or GM-CSF
(163,164), whereas others did not (165). G-CSF also can cause severe pulmo-
nary toxicity in patients not receiving concomitant chemotherapy (166), or
play a role in the development or worsening of the adult respiratory distress
syndrome (167). Anyway, G-CSF should be regarded as a possible cause of
pulmonary complications in treated cancer patients. The abrupt increase in
activated neutrophils after G-CSF may account for exacerbation of latent
chemotherapy-induced pulmonary damage. Endothelial damage subsequent
to increased neutrophil activity (i.e., enhanced superoxide release and
increased adhesion molecule expression and adherence), or the release
of cytokines (IL-1, IL-6, TNF-α) have been suggested to be involved.

3.3. Immediate Hypersensitivity Reactions
Although specific IgE antibodies have not been detected, G-CSF and

GM-CSF are undoubtedly associated with immediate hypersensitivity reac-
tions, although rare, including systemic anaphylaxis, bronchospasm, urticaria,
and angioedema, with positive skin tests in a few patients (168–170).
Crossreactivity between recombinant forms of GM-CSF, or between
filgrastim and other products derived from Escherichia coli have been docu-
mented (171). Patients can, however, subsequently tolerate the alternative
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growth factor and possible crossreactivity between G-CSF and GM-CSF
with successful desensitization has been reported (172).

3.4. Antibodies to G-CSF or GM-CSF
Antibodies to recombinant G-CSF have not been reported, whereas anti-

bodies to recombinant GM-CSF has been detected in 31% of patients treated
with sagramostim and in 95% of patients treated with molgramostim
(173,174). The clinical relevance of these findings is uncertain, but a sig-
nificant modification of exogenous GM-CSF pharmacokinetics, a reduction
in the rise of leukocyte counts, and a reduction in the frequency of GM-
CSF-associated adverse effects are possible consequences. Subcutaneous
and repeated administrations have been considered to increase the likeli-
hood of antibody formation. The fact that most patients receiving CSFs are
likely to be immunocompromised as a result of intensive chemotherapy may
also account for discrepancies between the widespread use of growth factors
and the paucity of reports on antibodies against CSFs.

4. TUMOR NECROSIS FACTOR-α
TNF-α is naturally produced by activated macrophages and monocytes

and exerts pleiotropic effects on normal and malignant cells. The systemic
administration of TNF-α as a single therapeutic agent gave disappointing
results with severe dose-limiting hypotension or neurotoxicity, and no sig-
nificant clinical antitumor effect (175). Other frequent adverse effects
include fever, chills and rigors, myalgias, diarrhea, nausea or vomiting,
and local reactions at the injection sites. Exacerbation of hypothyroidism
was noted in one patient with chronic thyroiditis (176). Anaphylactic-like
reactions, dyspnea, or acute bronchospasm have been attributed to TNF-α
in patients also treated with IL-2 (177).
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